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Abstract

The landscape of mobile devices has been changed with the introduction of smartphones. Since their advent, smartphones have become almost vital in the modern world. This has spurred many service providers to propose access to their services via mobile applications. Despite such big success, the use of smartphones for sensitive applications has not become widely popular. The reason behind this is that users, being increasingly aware about security, do not trust their smartphones to protect sensitive applications from attackers. The goal of this thesis is to strengthen users trust in their devices. We cover this trust problem with two complementary approaches: provable security and hardware primitives.

In the first part, our goal is to demonstrate the limits of the existing technologies in smartphones architectures. To this end, we analyze two widely deployed systems in which careful design was applied in order to enforce their security guarantee: the Android KeyStore, which is the component shielding users cryptographic keys in Android smartphones, and the family of Secure Channel Protocols (SCPs) defined by the GlobalPlatform consortium. Our study relies on the paradigm of provable security. Despite being perceived as rather theoretical and abstract, we show that this tool can be handily used for real-world systems to find security vulnerabilities. This shows the important role that can play provable security for trust by being able to formally prove the absence of security flaws or to identify them if they exist.

The second part focuses on complex systems that cannot cost-effectively be formally verified. We begin by investigating the dual-execution-environment approach. Then, we consider the case when this approach is built upon some particular hardware primitives, namely the ARM TrustZone, to construct the so-called Trusted Execution Environment (TEE). Finally, we explore two solutions addressing some of the TEE limitations. First, we propose a new TEE architecture that protects its sensitive data even when the secure kernel gets compromised. This relieves service providers of fully trusting the TEE issuer. Second, we provide a solution in which TEE is used not only for execution protection, but also to guarantee more elaborated security properties (i.e. self-protection and self-healing) to a complex software system like an OS kernel.
Résumé

Le paysage du monde des téléphones mobiles a changé avec l’introduction des ordiphones (de l’anglais smartphones). En effet, depuis leur avènement, les ordiphones sont devenus incontournables dans des différents aspects de la vie quotidienne. Cela a poussé de nombreux fournisseurs de services de rendre leurs services disponibles sur mobiles. Malgré cette croissante popularité, l’adoption des ordiphones pour des applications sensibles n’a toujours pas eu un grand succès. La raison derrière cela est que beaucoup d’utilisateurs, de plus en plus concernés par la sécurité de leurs appareils, ne font pas confiance à leur ordiphone pour manipuler leurs données sensibles. Cette thèse a pour objectif de renforcer la confiance des utilisateurs en leur mobile. Nous abordons ce problème de confiance en suivant deux approches complémentaires, à savoir la sécurité prouvée et la sécurité ancrée à des dispositifs matériels.

Dans la première partie, notre objectif est de montrer les limitations des technologies actuellement utilisées dans les architectures des ordiphones. À cette fin, nous étudions deux systèmes largement déployés et dont la sécurité a reçu une attention particulière dès la conception : l’entrepôt de clés d’Android, qui est le composant protégeant les clés cryptographiques stockées sur les mobiles d’Android, et la famille des protocoles sécurisés SCP (de l’anglais Secure Channel Protocol) qui est définie par le consortium GlobalPlatform. Nos analyses se basent sur le paradigme de la sécurité prouvée. Bien qu’elle soit perçue comme un outil théorique voire abstrait, nous montrons que cet outil pourrait être utilisé afin de trouver des vulnérabilités dans des systèmes industriels. Cela atteste le rôle important que joue la sécurité prouvée pour la confiance en étant capable de formellement démontrer l’absence de failles de sécurité ou éventuellement de les identifier quand elles existent.

Quant à la deuxième partie, elle est consacrée aux systèmes complexes qui ne peuvent pas être formellement vérifiés de manière efficace en termes de coût. Nous commençons par examiner l’approche à double environnement d’exécution. Ensuite, nous considérons le cas où cette approche est instanciée par des dispositifs matériels particuliers, à savoir l’ARM TrustZone, afin de construire un environnement d’exécution de confiance (TEE de l’anglais Trusted Execution Environment). Enfin, nous explorons deux solutions palliant quelques limitations actuelles du TEE. Premièrement, nous concevons une nouvelle architecture du TEE qui en protège les données sensibles même quand son noyau sécurisé est compromis. Cela soulage les fournisseurs des services de la contrainte qui consiste à faire pleinement confiance aux fournisseurs du TEE. Deuxièmement, nous proposons une solution dans laquelle le TEE n’est pas uniquement utilisé pour protéger l’exécution des applications sensibles, mais aussi pour garantir à des grands composants logiciels (comme le noyau d’un système d’exploitation) des propriétés de sécurité plus complexes, à savoir l’auto-protection et l’auto-remédiation.
مزال عالم آجهزة الهواتف المتحولة يشهد العديد من التحولات مع قدوم الهواتف الذكية، فمثلاً جمهورها أصبحت هذه الهواتف جزءاً أساسياً من حياتنا اليومية مما دفع العديد من مزودي خدمات توفير طبقات هافظية من أجل جلب أكبر عدد من الزبائن. ولكن، وعلى الرغم من هذا النجاح الابهر، فقد ظل استخدام الهواتف الذكية في مجال التطبيقات الحساسة (كتطبيقات الدفع عن طريق المحمول) محدوداً الاستخدام، في معظم الاستخدام هذه الهواتف يرفضون اعتمادهم على معلومات الحساسة بسبب ما يصل إلى مساعدتهم، وغرامات أمينة يتم اكتشافها بشكل دوري. هذه من حيث الذكورة هذا هو تعزيز مفتاح المستخدمين مباشرةً (provable security) الذكية وذلك بانبع طرقين مختلفين تنقسم الأولى منهما الثانية، هاتان الطريقتان هما الحماية المزينة ( infile)
وتقنية الأجهزة العادية (hardware primitives) المتعلقة بالحماية.

تتضمن رسالة الدكتوراه إلى قسمين أساسيين، الهدف من القسم الأول هو إثبات محدودية الاقتباسات المستخدمة حالياً للحماية
الهواتف الذكية، لذلك يتناول هذا القسم دراسة تحليلية لنظامي حماية واستخدام النظام، النظام الأول هو مسند المفتاح
( Android KeyStore) والذي يعمل كدرع واقف لمفتيح التشفير السري في نظام التشغيل أندرويد، أما النظام الثاني فهي مجموعة
بروتوكولات التشفير (Secure Channel Protocols) التي تعمل على مساعدة الحماية المزينة والتي قمت بالاعتماد عليها من أجل توفير على نظم الأمان، ناجحاً في هذا المجال بين الدور الحاصل الذي يمكن أن تلعبه الحماية المزينة لأنظمة الهواتف الذكية على الرغم من كونها تنظر في كثير من الأحيان على أنها نظرية
وحيدة.

أما القسم الثاني فهو مخصص لبحث الأنظمة الممتصة والتي لا يمكن التأكد من شمولية أو ثانية نظم حمايتها بطريقة فعالة.
يدأ هذا القسم بدراسة تفصيلية للمنهج ثنائي البيئة الحساسية (Dual-execution-environment) بلا تكرر معقم
على الحاجة الخاصة التي يتم فيها بناء هذا النظام باستخدام آجهزة عادية معينة، وبالتالي
(TEE: Trusted Execution Environment) ما يطلق عليه باليئة الحساسية الموثقة
(ARM TrustZone) وهو المفتاح في هذا التكرر هو التعرف
إجبار على هذه البيئة الحساسية من أجل إعادة التفكير بتصميمها الحالية، وذلك للعمل على بعض القواعد التي تم من اشتر
هذه التقنية. ويتم هذا الإطار الفني بإنشاء حلول جديدة: الأول هو عبارة عن بيئة حساسية موثقة يمكنها حماية بياناتنا الحساسة
حتى وإن تم اختراق الجزء الأكبر من نظام حمايتها، أما الحل الثاني فهو عبارة عن تعزيز مجال استخدام هذه البيئة ليشمل ليس فقط توفير الحماية للتطبيقات الحساسة ولكن أيضاً تأمين خصائص حماية أكثر دقة (مثل الدفع والعلاج الذاتي) لأنظمة حساسية
معقدة كنواة أنظمة التشغيل في الأجهزة المحمولة.
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Introduction

(The English version is given below)

“Le Lapin Blanc mit ses lunettes.
Par où commencerai-je, s’il plaît à Votre Majesté ?
demanda-t-il.
Commencez par le commencement, dit gravement le Roi,
et continues jusqu’à ce que vous arriviez à la fin ; là, vous
vous arrêterez.”

– Lewis Carroll, Alice au pays des merveilles
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Dans ce chapitre, nous présentons brièvement les travaux menés dans le cadre de cette thèse. Nous motivons dans un premier temps la nécessité de renforcer la sécurité des téléphones mobiles puis décrivons les problématiques sous-jacentes en termes de sécurité. Nous détaillons par la suite nos contributions apportées dans ce domaine. Nous concluons ce chapitre par présenter le sommaire de ce manuscrit.

1 Contexte

C’est en 2007 que les premiers ordiphones (de l’anglais smartphones) ont été introduits sur le marché par Apple qui a été vite suivi par Google en 2008. Depuis lors, les ordiphones sont devenus indispensables pour de nombreuses personnes. Selon une étude récente [IDC16b], le marché mondial des ordiphones a produit 1,48 milliard d’appareils en 2016 dont 82,5% utilisent le système d’exploitation mobile Android. Les ordiphones doivent ce grand succès à leur petite taille qui les rend maniables et transportables, à leur capacité de calcul qui est suffisante pour assurer le bon fonctionnement d’un grand nombre d’applications, ainsi qu’à leur connectivité omniprésente qui permet aux utilisateurs de rester en ligne tout au long de la journée. Ces trois caractéristiques font des ordiphones un outil formidable qui nous aide à réaliser nos tâches quotidiennes.

La popularité des ordiphones est indirectement due aussi aux fournisseurs des services qui proposent une version mobile de leurs services, augmentant ainsi considérablement le nombre d’applications disponibles pour ces appareils. Par exemple, plus de 2 millions d’applications mobiles étaient disponibles pour le système d’Android en février 2016 [Sta16]. Bien que quelques applications soient payantes, l’écrasante majorité de celles-ci sont gratuites, ce qui a permis d’augmenter encore leur popularité.
Outre les services de communication de base, les ordiphones permettent également à leurs utilisateurs d’échanger des messages avec leurs amis, d’envoyer des courriels confidentiels à leurs collègues de travail, de gérer leurs comptes en banque, voire même de régler leurs achats. Beaucoup de tâches réalisées par les ordiphones requièrent la manipulation de données sensibles, telles que des données confidentielles ou celles liées à l’identification des utilisateurs. Cela pose de nombreuses questions en termes de sécurité, puisque la nature portable et connectée des ordiphones rend ces appareils particulièrement vulnérables à un large spectre d’attaques.

En effet, le fait d’être connectés et ouverts simplifie considérablement la tâche pour les attaquants. Par exemple, depuis sa première apparition en 2008, environ 540 failles de sécurité ont été signalées contre le système d’Android dans la base de données CVE [CVE16a]. Étant de plus en plus conscients de ces problèmes de sécurité, les utilisateurs hésitent encore à s’en servir pour exécuter des applications sensibles. Ce manque de confiance entraîne de grands fournisseurs de services pour les ordiphones, comme Orange, dans leurs efforts pour continuer d’innover en proposant des nouveaux services ayant besoin d’un certain niveau de sécurité [Bro16]. Ainsi, le domaine de la sécurité des ordiphones est devenu une priorité pour ces fournisseurs. Pallier ce problème leur assurerait d’avoir davantage de clients qui utilisent leurs services.

2 Problématique de recherche

Récemment, les ordiphones sont devenus une cible privilégiée pour les attaquants qui cherchent à gagner de l’argent en compromettant les mobiles. En conséquence, le nombre de logiciels malveillants est en constante croissance depuis plusieurs années. Bien qu’il existe des travaux de recherche variés, provenant à la fois des mondes académique et industriel, qui ont produit différents mécanismes de sécurité répondant à ce grand défi, ils sont pour la plupart inefficaces en pratique à cause de plusieurs problèmes conceptuels concernant la sécurité de leurs architectures logicielles (en particulier, leur système d’exploitation) ainsi que de leurs architectures matérielles. Afin d’atteindre les objectifs de sécurité à moyen et à long terme, l’industrie des ordiphones a besoin de solutions qui présentent un bon rapport coût/efficacité et qui bien intègrent les mesures de sécurité dès la conception avec un fondement architectural adéquat.

Ainsi, il y a une tendance d’intégrer des concepts de l’informatique de confiance dans la conception des ordiphones. L’informatique de confiance est une branche particulière de la sécurité informatique. D’après Gasser [Gas88], un logiciel de confiance est un logiciel en charge d’assurer la sécurité du système, et qui est a fortiori exempt de faille de sécurité. Depuis son introduction, l’informatique de confiance a suscité plusieurs débats au sein de la communauté de sécurité. En effet, le terme “informatique de confiance” est assez trompeur. Dans son sens premier, il signifie qu’il existe une entité qui fait confiance au logiciel en question. Il est à noter qu’une telle affirmation onet de préciser de quelle entité il s’agit et sur quelle base la confiance de cette entité a été établie. Un des problèmes principaux dans ce domaine est que “la confiance” est une notion subjective, et donc non-mesurable. En français, selon le Petit Robert, la confiance relève “de la foi, de l’assurance et de l’espérance ferme”. La notion de la confiance dans le domaine de l’informatique est plus subtile. Cependant, elle peut être inspirée par notre vie quotidienne: une personne de confiance est une personne qui se comporte comme prévu. En informatique, nous pouvons assumer qu’elle suit la même logique.

Dans les architectures complexes, il est impossible de faire confiance à tous les composants du système. En effet, ces systèmes sont structurés de telle manière à minimiser le nombre de composants ayant besoin de se faire confiance. Alors, au sein d’un seul système, il est généralement utile de distinguer les composants de confiance des autres. Un composant de confiance est un composant qui ne contient pas de faille afin d’assurer la sécurité du système, alors que les composants ne remplissant pas cette caractéristique englobent tout le reste. Cette manière de concevoir est très répandue pour environnements où des données sensibles sont manipulées. Dans
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un monde idéal de sécurité, les composants de confiance seraient construits en deux étapes. La première étape serait réservée au développement assuré par des entités de confiance suivant un cahier des charges précis. Lors de la seconde étape, elle serait consacrée à la vérification des composants développés, via des outils issus des méthodes formelles. Cette manière de construire des composants dépasse de loin les procédés pratiqués actuellement dans l'industrie, du fait de son coût et de sa complexité de mise en œuvre.

Certains ont tendance à simplifier leur modèle de confiance en réduisant le composant de confiance aux dispositifs matériels de sécurité. En effet, ils soutiennent qu'il suffit d'introduire quelques dispositifs matériels, l'Élément Sécurisé par exemple, dans les architectures mobiles afin d’en garantir la sécurité. Cette vision nous semble simpliste et inadéquate pour plusieurs raisons.

Premièrement, un attaquant ayant un accès direct à l'ordiophone cible représente une vraie menace pour sa sécurité. En effet, n’importe quel dispositif matériel peut être analysé afin de mesurer des informations venant des différentes sources. Ces mesures peuvent être utilisées afin de mener des attaques de type canaux cachés ou auxiliaires. Dans le meilleur des cas, on utilise des dispositifs résistants à ce genre d’attaques en ne dévoilant aucune information utile.

Deuxièmement, un attaquant n’ayant pas cet accès direct pourrait encore compromettre la sécurité des logiciels exécutés dans le dispositif de confiance en exploitant, par exemple, des failles de type dépassement de tampon (en anglais buffer overflow). Idéalement, les logiciels exécutés ont été formellement vérifiés à la fois au niveau du code écrit et au niveau de sa représentation binaire générée par le compilateur.

Troisièmement, des micrologiciels malveillants ou des chevaux de Troie pourraient très bien être insérés lors de la phase de fabrication, y compris lorsque des vérifications formelles auraient été réalisées. Ainsi, notre confiance psychologique dans les dispositifs matériels est inversement proportionnelle à leur taille/complexité, ce qui implique que plus la taille de l’implémentation est grande, plus la probabilité d’avoir des vulnérabilités et des portes dérobées est importante.

3 Nos contributions

Alors que nous admettons que ce modèle de confiance basé uniquement sur les dispositifs matériels est encore valable pour les concepteurs des ordiphones qu’ils ne satisfont pas leurs objectifs de court terme, dans cette thèse nous cherchons à apporter une compréhension plus fine de ce que signifie la confiance pour les ordiphones. À cette fin, nous approfondissons deux approches de confiance, à savoir la sécurité prouvée et l’approche à double environnement d’exécution.

Plus précisément, nous avons réalisé les contributions suivantes:

- **Une effraction dans l’entrepôt de clés du système Android.** En raison de sa grande popularité, nous nous sommes intéressés au système Android et avons étudié un des mécanismes de chiffrement utilisé par ce système avec les outils de la sécurité prouvée. Le schéma étudié est implémenté dans le composant définissant l’entrepôt de clés (en anglais KeyStore) du système Android. Ce composant protège la confidentialité et l’intégrité des clés secrètes stockées dans les ordiphones. Étant donné sa place importante dans l’architecture d’Android, ce composant a dû recevoir une attention particulière pour assurer sa sécurité. Néanmoins, nous prouvons que le schéma utilisé ne garantit pas l’intégrité des données chiffrées, ce qui signifie que l’adversaire (l’attaquant dans la terminologie de la sécurité prouvée) est capable de modifier les clés stockées à l’insu des utilisateurs. Ensuite, nous continuons notre investigation en définissant un scénario où l’attaquant peut compromettre la sécurité garantie par l’entrepôt de clés. En particulier, une application malveillante peut rendre toute opération cryptographique vulnérable aux attaques exhaustives en réussissant à convaincre les autres applications d’utiliser des clés faibles.
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• **Une cryptanalyse de la famille des protocoles sécurisés définis par GlobalPlatform.** Nous poursuivons nos analyses des systèmes déployés en examinant les cartes à puce. Nous faisons un tel choix pour deux raisons. La première est que la sécurité des cartes à puce est fortement liée à celle des ordiphones car de nombreuses architectures mobiles se basent sur les cartes à puce (communément appelées Éléments Sécurisés) afin d’assurer leurs propriétés de sécurité. La deuxième raison est que la sécurité des cartes à puce a été approuvée par des organismes de certification internationaux. Dans cette étude, nous nous intéressons à la famille de protocoles sécurisés SCP (de l’anglais Secure Channel Protocols) qui a été définie dans l’objectif de protéger la gestion à distance pour les applications des cartes à puce. Nous trouvons deux résultats intéressants grâce à notre analyse. D’une part, et malgré sa certification, nous démontrons une attaque théorique contre la confidentialité de SCP02 qui est le protocole le plus populaire de la famille SCP. L’attaque identifiée permet à une entité malveillante de retrouver les messages en clair correspondant aux chiffres générés pendant la session sécurisée établie par SCP02. D’autre part, nous approfondissons l’analyse de sécurité de SCP03 qui, au moment de la rédaction de ce manuscrit, est le membre le plus jeune de la famille SCP. Nous prouvons que SCP03 satisfait plusieurs notions de sécurité en résistant aux attaques par rejet, aux attaques par désordre dans la livraison des messages, et plus notamment aux attaques par substitution d’algorithmes.

• **Un nouvel éclairage sur l’approche à double environnement d’exécution.** Après avoir appliqué les outils de la sécurité prouvée sur des systèmes simples, nous intéressons à la confiance dans des architectures plus complexes. Nous commençons cette partie par un simple constat : les approches actuelles qui renforcent la sécurité des ordiphones ne sont pas suffisantes pour garantir une exécution sécurisée aux applications sensibles. En conséquence, nous revisitions l’approche à double environnement d’exécution dual-EE (de l’anglais Dual-Execution-Environment), considérant son potentiel prometteur en termes de sécurité pour les systèmes réels. Cette approche consiste à scinder le système en deux parties isolées. Chaque partie garantit un niveau de sécurité différent aux applications exécutées. En particulier, une partie exécute les composants de confiance, alors que l’autre partie exécute les autres composants, y compris le principal système d’exécution comme Android. Souffrant d’un manque de formalisation, nous explorons davantage cette approche. Ainsi, nous proposons un cadre précis afin de systématiser l’étude des solutions implémentant l’approche dual-EE en se référant à l’architecture MILS (de l’anglais Multiple Independent Levels of Security). Ce cadre défini nous permet de bien évaluer les technologies connexes, et donc de nous aider à identifier la technologie la plus pertinente à utiliser dans la suite de nos travaux. Ladite technologie est ARM TrustZone.

• **Un modèle abstrait pour l’environnement d’exécution de confiance.** Nous combinons la technologie ARM TrustZone avec l’approche dual-EE afin de construire ce que nous appelons environnement d’exécution de confiance ou TEE (de l’anglais Trusted Execution Environment). C’est GlobalPlatform qui a été le premier à utiliser ce terme. Le TEE est souvent défini en tant qu’un environnement d’exécution isolé capable d’assurer l’exécution sécurisée de ses applications. Malgré son déploiement à grande échelle, les définitions existantes de TEE sont inconsistantes et imprécises, ce qui induit une confusion dans l’utilisation de ce terme. Cette confusion a des conséquences négatives sur les conceptions finales proposées pour le TEE. En conséquence, et afin de mieux comprendre sa portée et ses limites, nous présentons une définition d’un TEE, que nous pensons être plus claire, en précisant bien les blocs composant son architecture. Ensuite, nous analysons cette architecture en détaillant ses propriétés et comment elles peuvent être atteintes. Enfin, nous présentons un modèle de sécurité propre au TEE avec les vecteurs d’attaques possibles contre les solutions industrielles implémentant le TEE.
• Un TEE à base de circuits embrouillés\(^5\). Avec notre modèle de TEE, nous identifions une faiblesses récurrente dans les solutions de TEE proposées, à savoir la faiblesses de leur niveau de sécurité garanti. En effet, plusieurs attaques ont été implémentées contre des solutions de TEE déployées à grande échelle. Ces attaques mettent en cause la promesse de cette technologie d’offrir une meilleure sécurité. Quand on le compare à l’Élément Sécurisé, le TEE est perçu comme un compromis offrant davantage de puissance de calcul, mais garantissant moins de sécurité. C’est la raison pour laquelle nous explorons une nouvelle architecture de TEE qui permet de protéger les données sensibles même quand le cœur du TEE a été compromis. À cette fin, nous utilisons des techniques particulières issues du calcul réparti sûr à deux parties (en anglais Secure Two-Party Computation). Notre objectif est de redéfinir le modèle d’exécution de TEE afin d’affaiblir les exigences en termes de confiance dans l’écosystème de TEE. Ainsi, les fournisseurs des services, tels que les opérateurs mobiles et les banques, pourront profiter à la fois de la sécurité garantie par le TEE et de sa puissance de calcul sans être contraints de faire pleinement confiance aux fournisseurs de TEE.

• Un TEE pour les systèmes autonomes. Notre dernière contribution dans ce manuscrit est consacrée à l’intégration du TEE dans un domaine différent mais proche des ordiphones, à savoir les systèmes autonomes. Les systèmes autonomes sont ceux qui sont conçus dans l’objectif de minimiser leurs besoins en termes de gestion humaine. Ils assurent plusieurs propriétés, notamment l’auto-protection et l’auto-remédiation. Étant sensibles, ces deux propriétés ont besoin d’un certain niveau de sécurité pour être garanties. Pour cela, nous nous basons sur les propriétés d’isolation du TEE afin d’avoir une telle garantie. Notre nouvelle solution a été construite afin de permettre aux systèmes autonomes de protéger leur système d’exploitation contre des attaquants puissants. En outre, grâce à notre solution, nous assurons que le système retrouve son état normal dans le cas où un attaquant aurait réussi. Ce travail permet d’élargir le spectre d’applications du TEE en montrant qu’il peut offrir des propriétés de sécurité plus élaborées à des composants assez complexes comme un noyau d’un système d’exploitation. Illustré dans le cadre des systèmes autonomes, ce travail est applicable à l’architecture des ordiphones.

Nous estimons que ces contributions permettent d’approfondir notre compréhension dans le domaine de l’informatique de confiance appliquée aux ordiphones, et nous espérons qu’elles permettront de faire avancer les travaux scientifiques s’intéressant à ce domaine particulier. En effet, nous établissons d’abord le grand intérêt de la sécurité prouvée dans l’analyse des schémas cryptographiques implémentés dans des systèmes déjà déployés. Malgré le fait qu’elle soit perçue trop souvent comme un outil théorique, nous montrons qu’elle peut être habilement utilisée pour trouver des failles de sécurité théoriques qui pourraient avoir des conséquences pratiques plus sérieuses pour les systèmes concernés. Ainsi, nos résultats permettent de voir comment la sécurité prouvée peut servir à la fois à identifier des vulnérabilités existantes ou au contraire garantir leur absence quand le système est prouvé sûr. Cela souligne la polyvalence d’un tel outil, et invalide l’assertion selon laquelle la sécurité prouvée ne pourrait être utilisée qu’à des fins théoriques. Deuxièmement, nous pensons que nos travaux démontront également le grand potentiel du TEE. En effet, GlobalPlatform, qui est l’organisme en charge de la publication des spécifications industrielles concernant le TEE, est un consortium composé principalement d’entreprises travaillant dans le monde de la carte à puce. C’est la raison pour laquelle le TEE de GlobalPlatform a été conçu à l’image de la carte à puce à tel point qu’une partie de leurs spécifications suivent les mêmes principes. Notre objectif est de dépasser cette vision restreinte en montrant comment le TEE nous permet de résoudre des problèmes de sécurité intéressants quand on reconsidère son architecture.

\(^5\)Garbled Circuits
Il convient de signaler la compétitivité et la rapidité de l’évolution du marché des ordiphones. Ce constat implique que les nouvelles solutions de sécurité destinées à ce marché devront être facilement déployables, et avoir un bon rapport coût/efficacité. Ainsi, nous concevons nos solutions pour qu’elles ne soient pas seulement capables de résoudre des nouveaux problèmes de sécurité, mais aussi pour qu’elles soient conformes aux exigences du marché. En effet, notre travail sur la sécurité prouvée démontre qu’une intégration de cet outil au cycle du développement des composants sensibles permet d’éviter la complexité de leur mise à jour. Quant à la deuxième partie, ce sont les aspects pratiques et la facilité de déploiement qui sont au cœur de notre approche de dual-EE dans cette partie. En outre, l’objectif principal de la construction d’un TEE à base de circuits embrouillés est de simplifier les contraintes liant ensemble les différents acteurs dans l’écosystème du TEE, et de ce fait diminuer le coût et la complexité du déploiement.

4 Structure du manuscrit

Ce manuscrit est divisé en trois parties. La première partie a pour objectif de bien définir le contexte de nos travaux de recherche. Le chapitre 2 introduit les prérequis techniques pour la bonne compréhension de ce manuscrit. En outre, nous détaillons les défis concernant la sécurité des ordiphones ainsi que les principaux concepts connexes. Au chapitre 3, nous introduisons le cadre formel de la sécurité prouvée que nous allons utiliser dans la suite de ce manuscrit. Nous présentons aussi les modèles de sécurité relatifs à nos travaux, notamment ceux des schémas de chiffrement symétrique.

La deuxième partie concerne nos contributions obtenues en appliquant les outils de la sécurité prouvée dans le contexte des ordiphones. Au chapitre 4, nous étudions l’entrepôt de clés, qui est un composant d’une grande importance pour le système d’Android. Ce chapitre identifie une faille de sécurité que nous avons communiquée à l’équipe de sécurité d’Android et qui concerne une vulnérabilité dans le schéma cryptographique utilisé pour garantir l’intégrité et la confidentialité des données stockées. Nous continuons cette partie en menant au chapitre 5 une analyse formelle de la famille des protocoles sécurisés sur lesquels s’appuient les cartes à puce pour protéger la gestion à distance de leur contenu.

Concernant la troisième partie, elle est consacrée à nos contributions liées à l’environnement d’exécution de confiance TEE. Nous débutons cette partie en proposant un fondement théorique de cette technologie au chapitre 6 qui revisite l’approche à double environnement d’exécution. Nous présentons notre propre définition et modèle de TEE au chapitre 7. Nous présentons dans le chapitre 8 les avantages de notre modèle. Nous concevons en effet deux architectures de TEE dans ce chapitre: (1) une architecture de TEE basée sur les circuits embrouillés qui permet de simplifier le modèle de confiance pour le TEE, et (2) une solution utilisant les propriétés d’isolation du TEE afin de protéger le composant assurant l’auto-protection et l’auto-remédiation dans les systèmes autonomes.

Le chapitre 9 conclut ce manuscrit en présentant un récapitulatif des résultats obtenus et les perspectives pour des futurs travaux.
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Introduction

“The White Rabbit put on his spectacles,
Where shall I begin, please your Majesty? he asked.
Begin at the beginning, the King said, very gravely,
and go on till you come to the end: then stop.”

– Lewis Carroll, Alice’s Adventures in Wonderland
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In this chapter, we briefly present our work in the field of mobile security and how we contributed to enhance the security of mobile devices, in particular smartphones. We begin by motivating the need for mobile security and by pinpointing where problems surface. Thereafter, we provide details about our contributions and the specific fields on which we work. We then close this introduction with an outline of the remainder of this dissertation.

1.1 Motivation

The first smartphones were introduced in 2007 by Apple followed by Google in 2008, and since then smartphones have become almost vital in the modern world. According to recent statistics [IDC16b], the worldwide market of smartphones has reached a total of 1.48 billion units in 2016, 82.5% of which runs on Android. Smartphones owe their success to their size that fits into pockets, to their great computational power that is enough to smoothly execute a large set of applications, and to their ubiquitous connectivity that allows users to stay online all the time. These three features make smartphones great tools that help us accomplishing our daily-life tasks.

The popularity of smartphones is also caused by vendors that make sure that users have easy access to their services via mobile applications. These applications can be installed in very few steps through so called App stores. The amount of available applications is astonishing: more than 2 million applications were available in February 2016 [Sta16]. While some applications must be purchased, the majority can be installed and used free of charge, which also contributes to the smartphone’s popularity.

Beside the basic communication services, these devices allow people to stay connected on their smartphones sending messages with their friends, exchanging confidential emails with their coworkers, managing their bank account, and even buying arbitrary things from real shops. Many of the performed activities on smartphones (in)directly require to store sensitive data, such as
users private credentials or secret company data. This raises important security questions, as the
connected and the open nature of smartphones results in a huge potential for malware.
Indeed, connectivity as well as the vast amount of installable applications are very appealing
to evildoers. For instance, they can generate money if they can steal payment information stored
on the victim’s smartphone, such as credit card numbers. Stealing account credentials is also
attractive, as these accounts can be then used to perform further attacks. Furthermore, acquired
confidential emails can be used to discredit involved companies.

These examples are a very short excerpt of what can “go wrong” on smartphones. Indeed, since
its first appearance in 2008, More than 540 security vulnerabilities have been reported against
Android on CVE by September 2016 [CVE16a]. Being increasingly aware of the security of their
devices, users are still reluctant to adopt smartphones to execute sensitive applications, since they
do not trust smartphones to protect them from malware or other security issues. This hinders
big service providers for smartphones like Orange in their efforts of inventing new innovative
applications that require security for their sound execution [Bro16]. Problems like these have led
us to the huge field of mobile security.

1.2 Research Topic

Smartphones are increasingly becoming an enticing target for evildoers who are seeking to widen
their attacks on smartphones for fun and profit. Therefore, malicious applications for smart-
phones are becoming more sophisticated and larger by their numbers. Although academic and
industrial research provides a variety of useful mechanisms and tools to face these growing secu-
ry challenges, they are only partially effective in practice as long as smartphone architectures
suffer from several (conceptual) security problems of software (especially their running operating
systems) and underlying hardware. To reach the desirable short and long term security goals,
the smartphone industry needs a cost-effective, safe and careful redesign of their architectures to
embed security features by design based on reasonable trust assumptions.

Thus, there is a trend to integrate Trusted Computing concepts inside smartphones. Trusted
Computing is a special branch of computer security. As specified by Gasser [Gas88], a trusted
software is a one that “is responsible for enforcing security, and consequently the security of the
system depends on its flawless operation”. Since its advent, Trusted Computing has raised big
debates within the security community. Indeed, the terminology ‘Trusted Computing’ is quite
unfortunate. It implies that some party trusts the software in question. This assertion says
nothing about who that party is, whether the software is worthy of that party’s trust, and on
what basis that party chooses to trust it. The main problem is that trust is a subjective property,
hence non-measurable. In English, according to the Cambridge dictionary, trust is the “belief in
honesty and goodness of a person or a thing”. A belief is hard to capture in a quantified way.
The notion of trust is more subtle in the field of computer systems. In the real world, an entity
is trusted if it has behaved and/or will behave as expected. In the computer field, we can plausibly
assume that trust follows the same assumption.

Trusting all the software in a large system is hopeless; hence, systems are structured in a way
minimizing the set of components needing trust. Thus, within a single system, it is normally
useful to distinguish between trusted components and untrusted ones. A trusted component is a
one that does enforce security and does not have security flaws, while an untrusted component is a
one that does have security flaws or attempts to actively subvert the system. This interpretation
is especially common in environments where extremely sensitive information is handled, and it
constitutes a fundamental tenet to build a secure system. In an ideal world, trusted components
are those that first have been developed by trusted individuals according to strict standards, and
second have been demonstrated to be correct by means of advanced techniques, such as formal
modeling and formal verification. This standard for trust far exceeds the standards applied to
1.3. Contributions

While we acknowledge that such a trust model may still be valuable to mobile device manufacturers and mobile platform providers in the short term, our intention in this thesis is to provide a fine-grained understanding of what is meant by trust in smartphones. To this end, we work on two trust approaches: the provable security and the dual-execution-environment approaches.

More precisely, we make the following contributions:

- **Breaking into the Android KeyStore.** The first system on which we apply the paradigm of provable security is the Android KeyStore. The Android KeyStore is the component that shields users cryptographic keys when stored on mobile devices. Being of paramount importance, the KeyStore is one of the key components in Android, and therefore much engineering effort has been made to ensure its security. Nevertheless, we prove that it does not withstand a simple analysis under the paradigm of provable security. Indeed, we formally prove that the encryption scheme used by the KeyStore does not provide integrity, which means that an adversary (an attacker in the provable security language) can undetectably modify the stored keys. Then, we push our investigation further and define a concrete scenario breaching the security guaranteed by the KeyStore. In particular, the scenario allows a malicious application to make mobile apps to use weak keys, thereby making all subsequent operations involving cryptographic schemes vulnerable to exhaustive attacks.

- **Cryptanalysis of GlobalPlatform Secure Channel Protocols.** Being surprised by our findings concerning the Android KeyStore, we apply the mechanisms of provable security on another system that is highly approved by an international certification institution, namely the family of Secure Channel Protocols (SCPs) that represents the cryptographic heart of the system of content management in the sensitive industry of smart cards. The security of smart cards is strongly related to that of smartphones due to the fact that many mobile architectures rely on smart cards (often called Secure Elements) to ensure their security. We provide two results in our analysis. On the one hand, we demonstrate an attack against the confidentiality of SCP02, which is the most popular protocol in the SCP family. The identified attack allows a malicious entity to recover encrypted messages during a secure session established by SCP02. On the other hand, we investigate the security of SCP03
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which is, at the writing of this dissertation, the most recent SCP member that is based on symmetric keys. We find that SCP03 provably satisfies strong notions of security. More notably, it withstands replay, out-of-delivery and algorithm-substitution attacks.

- **Revisiting the Dual-Execution-Environment Approach.** After applying provable security on quite simple systems, we then look at the security of more complex mobile systems. We start our study by a simple observation: the current approaches of enforcing mobile security are not enough to offer a secure execution environment for sensitive applications. Therefore, we revisit the Dual-Execution-Environment (dual-EE) approach due to its identified promising potential in terms of providing strong usable security. This approach consists of splitting the mobile system into two strongly isolated subsystems, one of which is trustworthy and the other one runs the full-fledged mobile operating system. Not yet well formalized, we investigate this approach, and thus propose a framework to systematize the design of dual-EE solutions regarding the architecture of the Multiple Independent Levels of Security (MILS). This framework allows us to better compare the existing dual-EE technologies, thereby helping us identifying the best technology to use.

- **Abstract Model for Trusted Execution Environments.** The aforementioned technology is ARM TrustZone that we combine together with the dual-EE approach in order to build the so called TrustZone Execution Environment (TEE) coined by GlobalPlatform. TEE is commonly known as an isolated processing environment in which applications can be securely executed irrespective of the rest of the system. Despite its wide deployment, existing definitions of TEE are largely inconsistent and unspecific, which leads to confusion in the use of the term and its differentiation from related concepts. Therefore, and in order to better understand the extent of this technology, we proceed by proposing a precise definition of TEE. Furthermore, we extensively analyzed its core properties by identifying the most relevant approaches to achieve them. This abstract model allows us to reconsider the power of TEE, and hence broaden its scope in the security domain.

- **Trusted Execution Based on Garbled Circuits.** One of the recurrent weaknesses in TEE solutions is the security level guaranteed by the TEE. Indeed, several attacks have been recently disclosed against deployed TEE systems, which jeopardize the security promise of such a technology. When compared to the tamper-resistant Secure Element, TEE is often perceived as a tradeoff between more computation power, but less security. Thus, we explore a new design that allows TEE to protect its sensitive data even when the secure kernel gets compromised. We achieve this by using efficient techniques for two-party secure function evaluation. The main interest of our architecture is to weaken the trust requirement for the TEE. Thus, Service Providers, like Mobile Operators or Banks, can benefit from the TEE security and power without having to fully trust the TEE issuer.

- **Trusted Execution for Autonomic systems.** We end up this dissertation by applying the TEE principles in another context that is different from smartphones, namely embedded autonomic systems. Autonomic systems are those that ensure several properties minimizing human intervention. In particular, autonomic systems ensure self-protection and self-healing. These two properties require a high level of security to be guaranteed. To this end, we rely on the TEE strong isolation to provide such a guarantee. Our new solution is designed to ensure protection and graceful remediation of the main OS kernel against powerful attackers. This work shows that TEE can be used not only to protect the execution of sensitive applications, but also to provide more elaborated security properties (i.e. self-protection and self-healing) to a complex software system like the OS kernel.

We argue that these contributions enrich the research work by opening new directions for reflection on trust for smartphones. On the one hand, we show the great interest of analyzing
real-world systems using the paradigm of provable security. Despite being a theoretical tool, we show that it can be handily used in order to find theoretical security flaws that could lead to serious consequences for the related system. Thus, by taking the overall of our findings, we demonstrate how provable security can be used to both strongly guarantee the absence of security vulnerabilities and identify them if they exist. This shows the versatility of such a tool, and dismisses the idea that provable security can be only used to study the security of theoretical systems. On the other hand, we show the untapped potential of TEE. Indeed, GlobalPlatform, which is the institution that publishes extensive specifications for TEE, is a consortium that is mainly composed of companies related to the industry of smart cards. This is why TEE was designed in the image of smart cards, and many of their respective specifications follow the same principles. Our work goes beyond this. It aims at proving that the true power of TEE is not only that it offers more computation capacities to perform resource-demanding secure applications, but also that it can be better integrated into the main system of smartphones to offer better security when combined with the appropriate tools. Thus, we hope that this thesis constitutes an attempt to fill in the gap in our understanding of trust in the security of smartphones.

It is worth noting that there is nothing as fast-paced and competitive as the smartphone market. Thus, new security solutions require to be cost-effective and easy to implement in order to have a chance of being deployed into real devices. We take great care when designing our architectures, so that they both solve challenging security problems and meet the imperatives of the industry of smartphones. Indeed, our work on provable security shows that some kind of integration of this tool into the development of some sensitive components helps avoid posterior security updates that might be costly or hard. As for the second part, usability and ease of deployment are in the core of our model of the dual-EE approach. In addition, the main goal of designing a new TEE architecture based on Garbled Circuits is to simplify the constraints binding the different actors of the TEE ecosystem, thereby decreasing its deployment complexity/cost.

1.4 Outline

This dissertation is split into three parts. The first part sets the context of our research. Chapter 2 introduces the required technical background for the comprehension of this thesis. We also discuss the difficulties challenging the ecosystem of smartphones as well as the core concepts of smartphone security. In chapter 3, we introduce the framework of provable security as well as its related concepts. We also provide the security models that will be used in later chapters.

The second part is about our contributions related to applying provable security in the context of smartphones. In chapter 4, we study the KeyStore, which is an important security component in the Android architecture. This chapter shows a security flaw that was acknowledged by the Android security team and that concerns the encryption scheme used by the KeyStore to protect its data. We proceed our study in chapter 5 where we analyze the family of Secure Channel Protocols on which smart cards rely to secure their content management.

As for the third part, it consists of our contributions related to the Trusted Execution Environment (TEE). We start this part by setting up a sound theoretical foundation of this technology in chapter 6 that revisits the Dual-Execution-Environment approach. We present our own definition of TEE in chapter 7 by distilling its different core components. Allowing us to go beyond the current TEE limitations, the benefits of our model are presented in chapter 8 in which we introduce two advanced architectures: (1) a TEE design based on Garbled Circuits that helps improves the trust and security model of TEE, and (2) a solution integrating the TEE into autonomic systems in order to ensure protection and graceful remediation of the main OS.

We end this dissertation by chapter 9 that draws some concluding remarks, summarizes our major contributions and discusses perspectives, challenges and future work directions.
Part I

Preliminaries
Chapter 2

Trust on Smartphones

“Never trust anything that can think for itself if you can’t see where it keeps its brain.”

– Joanne K. Rowling, Harry Potter and the Chamber of Secrets

2.1 Important Note

This chapter does not pretend to cover the topic of smartphone security in its global generality. Nowadays, smartphones come in various flavors. They run on different operating systems and are being produced by many manufacturers. Each operating system has its own security architecture. Although, it might be of independent interest to analyze the security architecture of all the existing smartphone operating systems, this would deviate the reader from grasping the main contributions...
of our thesis. Indeed, our solutions would have been cluttered with too many technical details about the particularity of each operating system. Therefore, we decide to focus solely on one single smartphone architecture, but at the same time we argue that our contributions are not limited to that architecture and can be easily adapted to other ones.

In this thesis, we choose Android as our working smartphone environment. According to IDC (International Data Corporation) [IDC16a], Android market share in Q2 2015 was 82.8 percent of the worldwide market (as calculated by shipment volume) with 283 million units shipped. Apple’s iOS had 13.9 percent of the market in the same quarter, Windows Phone and BlackBerry followed behind with only 2.6 percent and 0.3 percent respectively. Since Q2 2013, Android represents more than 80 percent of the market. With that much market share, coupled with the interesting research happening in the Android world, we feel that considering Android gives more value to our work than if we had chosen another architecture.

2.2 Smartphone Security

For researchers working in the domain of information security, the smartphone space represent a fairly new and sparsely charted continent to explore. Indeed, it includes diverse geography in the form of different processor architectures, operating systems, hardware peripherals and software stacks. All of these create an ecosystem for a diverse set of vulnerabilities to exploit and study.

Therefore, we begin this section by presenting the security model of smartphones, and then we explain why they are peculiarly hard to secure.

2.2.1 Security Model

Security is one of these concepts in computer science that carry multiple meanings. In this thesis, we define a secure system as it is stated in [Jae08] as “system that includes security mechanisms which ensure that the system’s security goals are enforced despite the threats faced by the system”.

According to this definition, security is a three-dimensional concept that requires three aspects to be taken into account: security goals, threat model and security mechanisms. In follows, we discuss the two first aspects here and we defer the discussion of security mechanisms to section 2.3.

Security Goals

The security goals are the requirements which a secure system must satisfy against specific threats. The security of smartphones deals with the protection of the running system and the data stored on the device. It aims at guarding smartphones from unauthorized access, disruption or destruction. Consequently, as for many other systems, there are main three security goals for smartphones: confidentiality, integrity and availability (CIA) [ISO16]. The task of smartphone designers is to construct a security policy that finds the right balance among these CIA triad. A security policy is a set of rules describing the security specifications for the related system. These security specifications should be well-defined, implementable and unambiguously expressed.

Confidentiality. Confidentiality is about keeping the stored data from being disclosed into unauthorized hands. An example of this would be protecting the necessary data for a credit card transaction from being intercepted by a third party. A secure smartphone ensures the confidentiality of its sensitive data, otherwise significant financial or personal losses might be endured by users.

Integrity. Integrity is about ensuring that any unauthorized modification to data will be detected. This guarantees that all data accessed by an authorized user has not been tampered with, and therefore they are trustworthy. The absence of integrity may result in catastrophic
damage. For instance, a credit card transaction can be easily compromised if attackers can maliciously change its corresponding data.

**Availability.** In order for any system to be of use to its users, data should be available when they are required. This is the principle of availability, which means that smartphones must keep their system working correctly and ready for any interaction with their user.

**Threat Model**

A threat model is an external event that can damage or comprise the system. It defines the set of threats which an attacker can use to exploit the system vulnerabilities and thereby breaching the security goals. Below, we discuss in details the smartphone attack vectors, which can be physical or logical:

**Logical Attack Vectors.**

- **Operating System**: applications may abuse potential weakness, and thus circumvent the security measures enforced by the operating system [ZDH+13].

- **Communication Services**: In contrast to emails, SMS and MMS are not checked by company firewalls, and thus vulnerable smartphones could be attacked anywhere by malicious SMS or MMS.

- **Browser**: In addition to the existing browser vulnerabilities [Woo10], smartphones offer further targets due to the interaction between the browser and the device. For example, the user identity connected to the SIM card might be abused.

- **Users**: Very often, users become accomplices in some kind of attacks because they were deceived into carrying out some critical actions. Moreover, users might disable automatic updates or poorly configure their device, which may promote attacks against the undefended devices [MBOS16].

- **Third Party Applications**: Beyond the danger of installing some malware on the smartphone [Dom11], applications also present a threat due to their own inherent vulnerabilities. Past experiences show that vulnerable applications may affect more than their own data.

**Physical Attack Vectors.**

- **Firmware**: The firmware integrity represents the basis for many security functions. Maliciously manipulated firmware may allow attackers to obtain complete remote control over the smartphone and its data [GRS13].

- **Memory**: A direct access to the contents of the computing memory (i.e. RAM) often offers an opportunity to overwrite protective mechanisms or just read user data.

- **Hardware Interfaces**: An attacker may use memory buses and hardware interfaces (JTAG) to circumvent protection mechanisms of smartphones.

- **SIM**: Even though the SIM card itself, as we will see later, is highly secure, attackers might be able to manipulate the communication interface between the SIM card and the smartphone in order to read some critical data and possibly change it [XN15].

- **Baseband Processor**: Home-crafted base stations are quite inexpensive. Attackers can use these base stations to compromise the mobile radio interfaces [MM09]. Moreover, rogue radio interfaces allow attackers to breach the infrastructure of the network service providers.
• **Wireless Interfaces:** Attackers can take advantage of the vulnerabilities in radio communication interfaces (Bluetooth, NFC, Wifi, etc.) in order to illegally obtain user data [AF12].

• **Memory Cards:** Data on external media is generally left unprotected. Thus, an attacker might be able to easily read the data if she has a direct access to the smartphone. In addition, manipulated data could be stored on the memory card in order to infect the smartphone system later.

### 2.2.2 Security Challenges

#### Conflicting Traditions

The landscape of mobile devices has been changed with the introduction of smartphones. Until 2007, mobile devices are used only for making voice calling and text messages. The old class of mobile devices, referred to as feature phones, provides basic Internet and multimedia functionalities. Feature phones have a limited operating system that is owned and controlled by the device manufacturers or cellular carriers. Such a control was crucial for cellular carriers, since their security model was based on the assumption that the baseband firmware is non-malicious. Cellular carriers defend their networks by first enforcing the certification of the baseband firmware [Com16a], and then closing the whole system. Thus, no security update was necessary.

In contrast, the new class of mobile devices, namely the smartphones, abandoned the close-system model. Instead, they run a full fledged operating system and allow users to install third-party applications. The great benefit of such openness is more flexibility for users who are able to freely install various software. This does not come without risk. Open, not to mention connected, smartphones are exposed to remote attacks. It is worth noting that smartphones are also mobile devices, and therefore they include a cellular environment. A security challenge in smartphone design is to cope with this blend of conflicting environment. The conflict between the restrictive cellular environment with the open operating system has caused a number of limitations in the smartphone design. For instance, the operating systems of smartphones limit the access to some parts of the system, disallowing users from modifying some components. Even “open” architecture like Android does not allow users to become the true master of their devices [HSG11]. This is because in the cellular tradition access to the radio interface is prohibited.

An indirect consequence of such a blend is the complexity of the update process of smartphones. Indeed, the limited operating system in feature phones did not need to be patched as regularly and as quickly as in smartphones. However, in the world of general purpose computing, quick update is deeply integrated, since designers understand that vulnerabilities exist, and once they are discovered, the system needs to be patched. For instance, Microsoft releases its security patches on every second Tuesday of the month. Unfortunately, smartphones inherit the worst of both worlds. Their operating systems are as complex as those of personal computers, and therefore vulnerabilities exist and patches are required. Nevertheless, the patch process is long and complex [FM06, Zor16]. The slowness of the patching process implies that vulnerabilities remain unfixed for ages.

#### The Trinity of Trouble

Why are smartphones so difficult to secure? The Trinity of Trouble–connectivity, extensibility and complexity– allows us to answer this question [McG06].

**Complexity.** It is well known that the density of security flaws is directly proportional to square of the number of the lines of code [Hat97]. Modern operating systems of smartphones are comprised of at least millions of lines of code. Implementing such huge systems with zero flaw is
practically impossible. It is important to note that complexity in smartphones has more impact, since post-deployment fixes like patches are not mature.

**Extensibility.** modern smartphones are extensible. An extensible system means that its functionality can be modified via loadable modules and code. Most smartphones support extensibility through their application market where users can install third-party applications on their devices. Extensible systems are very attractive because they provide flexibility. However, at the same time, extensibility has the ease with which attackers trick users into installing malicious software without their knowledge or approval.

**Connectivity.** A third factor negatively affecting smartphones security is their connectivity to the Internet. This ubiquity of Internet connection puts smartphones at great risk because the network is the primary vector to exploit system vulnerabilities. Thus, connectivity has spurred the propagation of security breaches. Indeed, a physical access to smartphones is not needed to exploit poor coding or design problems.

**Smartphone Security Versus Personal Computer Security**

Despite the similarities between smartphones and personal computers, there are several notable differences concerning security. Firstly, malware can generate money from their illicit activities more easily on smartphones than in computers (premium rate calls/SMS are classified as the second most common behavior found in smartphone malware [FFC+11]). Secondly, Botha et al. in [BFC09] explore users point of view in a smartphone environment. They examine the availability of security mechanisms from users perspective. Indeed, authors have noticed that users generally wish to find their favorite computer-based security mechanisms in their smartphones, but many of these solutions are not applicable in smartphone environments. For instance, complex malware detection algorithms running on computers cannot be easily transferred to smartphones due to their limited computational power.

Compared to computers, the basic security principles of smartphones are quite different. The security problem of smartphones is particularly complex because of four reasons [Mul06]:

1. **mobility:** smartphones accompany their users wherever they go. Therefore, they can be easily stolen or physically tampered.

2. **strong personalization:** very often, smartphones are personal and have one unique user. Such strong personalization leads users to store different valuable data on their devices, which makes them more attractive to compromise.

3. **technology divergence:** smartphones are built upon various technologies designed by different manufacturers. This increases the attack surface of smartphones.

4. **reduced capabilities:** smartphones have smaller computational power compared to personal computers. It is true that this might limit the power of malware, but in the context of smartphones it especially hinders the adoption of malware that generally need to run resource-demanding algorithms.

A unique characteristic of smartphones is the battery, which severely limits the resources available for a security solution. Indeed, there must be a tradeoff between security and usability in a way that security solutions do not shorten the battery life [BFH+11]. This means that traditional approaches for malware detection might not be feasible for smartphones, since they consume a significant amount of resources and power. Moreover, a further security threat for smartphones stems from the fact that threats to user privacy in smartphones are quite different. Indeed, sensors are not optional and can be used to sniff users private data.
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2.3.1 Android Architecture

Android is an open-source, Linux-based mobile operating system from the Open Handset Alliance, which is led by Google. Android applications are written in Java and compiled to Dalvik bytecode (.dex) that is a Java bytecode format designed for Android. In addition to Java code, an application may contain native libraries through the Java Native Interface (JNI). As depicted in Figure 2.1, the Android architecture consists of five main layers:

1. **Application Framework**: it provides developers with a rich API for the device functionalities. This includes building blocks to enable developers to perform common tasks, such as managing user interface (UI) elements, accessing shared data and passing messages between application components.

2. **Binder**: it provides Inter-Process Communication (IPC) between the application framework and lower layers. This enables high level framework APIs to interact with the Android system services.

3. **Native System Services**: they allow the application framework to have access to the underlying hardware.

4. **Hardware Abstraction Layer (HAL)**: it defines a standard interface for hardware vendors to follow, and therefore makes them free to provide their own implementation without affecting or modifying the higher level system.

5. **Linux Kernel**: Android is based on a special version of the Linux kernel with some modifications necessary for the mobile environment.
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2.3.2 Security Enforcement

Android deploys various security measures. Two main measures are sandboxing and the Android permission model. The former provides isolation for applications by taking advantage of Linux access control and process protection mechanisms. Based on ART (Android RunTime) virtual machine, the latter restricts applications capability by limiting the access to sensitive APIs. Users must give permissions for applications to use certain resources either during installation or runtime. Other deployed security measures include application signing to verify that different applications come from the same developer. A widely cited paper by Enck et al. [EOM09] gives an overview of Android and its security aspects. A thorough discussion about the security measures of Android is given by Shabtai et al. in [SFK+10]. Misra et al. [MD13] and Drake et al. [DLM+14] also cover various aspects of Android. Below, we briefly discuss Sandboxing and Android permissions.

Android Sandboxing

Android inherits process isolation and the principle of least privilege from Linux kernel. In particular, processes cannot interfere with each others as they run as separate users. Much of Android sandbox is defined from a few key concepts: standard Linux process isolation, unique IDs (UIDs) for most processes, and restricted file system permissions. Android shares Linux user ID/group ID (UID/GID) paradigm, but it does not have the traditional passwd and group files. Instead, it defines a mapping to unique identifiers known as Android IDs (AIDs). The initial AID mapping contains reserved static entries for privileged users. In addition to AIDs, Android uses supplementary groups to enable processes to access shared or protected resources.

The Android sandbox works as follows. When applications execute, their UID, GID and supplementary groups are assigned to a newly created process. Running under a unique UID and GID enables the operating system to enforce low-level restrictions in the kernel level.

Android Permissions

The Android permissions model is a three-faceted one:

- *API Permissions*: they include those that are used for controlling access to some functionalities within the Android application framework and, in some cases, third-party applications.

- *File System Permissions*: by default, applications have access only to their respective data storage paths on the file system. This is due to the fact that applications possess unique UIDs/GIDs, and only processes having those UIDs/GIDs could access the contents of their files/folders.
• **Inter-Process Communication (IPC) Permissions**: they relate to communication between applications.

After this short introduction to the Android security, we now focus on the two components that we will require later in this thesis: the Binder and the KeyStore.

### 2.3.3 The Binder

The Binder is an IPC mechanism that was added to the Linux kernel. In a nutshell, the Binder architecture operates in a client-server model. It allows a process to synchronously call methods in “remote” processes. The Binder architecture is defined in such a way that makes method calls seem as though they were local function calls. Figure 2.2 depicts the Binder communication flow.

At a high level, the exposed IPC methods are defined using an abstract interface via Android Interface Definition Language (AIDL). AIDL allows two applications to agree upon a specific interface for sending and receiving data. This keeps the communication interface separate from the implementation. In some way, AIDL is akin to C/C++ header files.

### 2.3.4 The Android KeyStore

The Android KeyStore is a high-level service in the application framework layer that enables applications to store their credentials. The original credential store was created in Android 1.6 and was limited to store VPN and Wi-Fi EAP credentials. Back then, only the operating system, and not user applications, could access the stored keys and certificates.

As illustrated in Figure 2.3, the KeyStore is comprised of three components:

1. **Public APIs**: provided by the Android Keystore provider and the KeyChain through Java class;

2. **Keystore service**: Binder-based system service that stores keys in encrypted form and mitigates unauthorized use of keys;

3. **Keymaster**: meant to decouple the KeyStore from its implementation.

#### Public APIs

The KeyStore services are accessible via the KeyChain API, introduced in Android 4.0, as well as the Android Keystore provider that was lately introduced in Android 4.3.

The **KeyChain API** allows applications to have access to the system-wide credential storage in order to use or protect private keys and certificate chains. This enables several applications to share the same credentials with the consent of the user.

The **Android Keystore provider** is a custom Java Security Provider that allows applications to generate and use their own credentials that cannot be accessed by other applications. This new security provider can be used with three JCA (Java Cryptography Architecture) classes: KeyStore, KeyPairGenerator and KeyGenerator. The use of standard APIs avoids to create yet another security-specific API, and therefore provides an easy way for developers to integrate security into their applications.

#### Keystore service

The Keystore service was originally implemented by a single native daemon called *keystore*. In version 4.3, the *keystore* daemon was replaced by a centralized service based on the Binder architecture. In such architecture, IPC between the ‘application framework’ (*KeyStore.java*) and the ‘system service’ (*Keystore.cpp*) is achieved via the binder proxy *IKeyStoreService*.
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Started at device boot, the keystore service registers itself to ServiceManager with the name android.security.keystore. Aside from key generation and signing/verifying data, it provides all other KeyStore-related operations. It provides two main functionalities: keys storage and mitigation of keys misuse. For secure key storage, we discuss this more detail in chapter 4.

Concerning key use authorization, the Keystore service asks applications to specify authorized uses of their keys. Authorizations are then enforced whenever the key is used. The enforced authorizations are divided into three categories: (1) cryptography: authorized operations (encrypt, sign); (2) temporal validity: expiration time; and (3) user consent: explicit or implicit user authentication.

Keymaster

The keymaster, introduced in Android 4.1, is a HAL module that is dynamically loaded by the Keystore service. The keymaster accomplishes two tasks.

First, it simplifies the integration of hardware-backed implementations. The HAL allows vendors to provide their own proprietary solutions without modifying or affecting the higher level system. The only requirement for vendor-specific solutions to satisfy is to implement the HAL interface defined in keymaster.h and including the following seven operations:

1. generate_keypair, 4. verify_data, 7. delete_all.
2. import_keypair, 5. get_keypair_public,
3. sign_data, 6. delete_keypair,

Android 6.0 contains two HAL interfaces: keymaster0.h and keymaster1.h. The newly defined keymaster1.h has been significantly enhanced with new cryptographic primitives (AES and HMAC) and access control. At the writing of this chapter, the Keystore service of the build android-6.0.0_r22 still uses the keymaster0.h.

Second, it protects keys material from extraction. The keymaster could be seen as a device to which the Keystore service delegates all security-sensitive operations. Indeed, the keys material is never exposed outside the keymaster device, and therefore, the application process never manipulates the keys directly. Thus, an adversary who may compromise an application will not be able
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to read its keys. Hardware-backed keymasters provide better security: they protect keys from extraction even if the Android OS is compromised. We say that keys are device-bound because an adversary compromising the OS still cannot export them from the user’s mobile, although she may be able to use them.

2.4 Secure Hardware Technologies in Smartphones

Now, we review the hardware technologies used to build trusted execution environments inside smartphones. In this thesis, we only consider the most standard ones which, in order of decreasing presence inside devices, are: the Baseband, the Secure Element and ARM TrustZone.

2.4.1 The Baseband

Modern smartphones consist of two separate, but cooperating, systems: the application processor and the baseband processor. This common design is found across almost all chipset manufacturers (e.g. [Qua16b, Sam16]). The application processor usually comes in form of a System on a Chip (SoC) design. It runs the smartphone operating system, such as Android, and contains the peripherals such as the display, touchscreen and storage. The Baseband (cellular modem) processor is the communication component to the cellular network.

The Baseband is mostly composed from an ARM central processing unit CPU, a digital signal processor (DSP) and the necessary radio components such as the signal amplifier. The type of baseband processor depends highly on the actual device manufacturer and the kind of cellular network that the device is built for (e.g. GSM, LTE, etc.). The baseband processor runs a specialized real-time operating system (RTOS) with no isolation mechanisms or memory virtualization. This means that all the running tasks inside the baseband are present in the same address space. Multiple applications are executed within the baseband RTOS: management of radio interface and implementation of communication interfaces between the application processor and various hardware extensions (e.g., SIM cards). Almost all baseband architectures are based on ARM architecture.

The application processor and the baseband processor are connected to each other on the device main board. In order to reduce costs, chipset manufacturers sometimes integrate both into one single chip, but they still function independently. This allows for better flexibility for various smartphone manufacturers. Within the standard TS 27.007 [ETS11], 3GPP [3GP16] defines the command set, called Hayes Attention (AT) commands, used to interact with the baseband. Briefly, AT commands behave as an asynchronous messaging interface. The structure of AT commands is simple: they consist of standard text strings containing a prefix, the command symbol and the related parameters. For instance, 3GPP defines these three AT commands to communicate with SIM card applications:

1. **AT+CCHO** to open a logical communication channel with the a specific application inside the SIM card,
2. **AT+CGLA** to send commands using the opened logical channel,
3. **AT+CCHO** to close the logical channel.

Considered as a critical resources, the design of basebands involves stringent security requirements. Indeed, they have to be certified by multiple institutions before they are allowed to operate on public cellular networks [Com16a]. Because the process of development and certification is very costly, there are only a few baseband manufacturers [Kun16]. The primary security mechanism of the baseband RTOS is the strong isolation from the main rich operating system. Indeed, as said above, they both run on a separate memory and have their own resources. Thus, we might
believe that the RTOS cannot be affected by malicious malware executing inside the main operating system. However, this assumes that the communication interface has been well designed and cannot be exploited to breach the RTOS security. Unfortunately, despite its significant role in smartphone security, a few research work has focused on the security issue of the baseband. The absence of such work most likely roots from the closed nature of this technology where manufacturers regard every detail as a secret. Recent studies, like [MGS11] and [Wei12], have shown that the communication interface of the baseband contains some security vulnerabilities that might lead to compromise the whole smartphone. For instance, authors in [Wei12] have demonstrated some memory corruption flaws inside the baseband stack that can be remotely exploited to inject an arbitrary code on the baseband processor. This shows that security by strong hardware isolation is not enough to guarantee a trustworthy execution environment.

\section{The Secure Element}

A Secure Element (SE) is a tamper-resistant smart card that is integrated inside smartphones. It is either embedded in the device or inserted into a dedicated or an SD card slot. An SE is essentially a minimal computation environment with volatile and non-volatile memories. It also includes cryptographic coprocessors that improve the execution time of some common encryption algorithms [RE10]. Secure Elements use various techniques to implement tamper resistance, making it quite hard to extract data by disassembling or analyzing the chip. In addition, they come with multi-application operating system that ensures that strong isolation between applications [Mar98].

The design goal of Secure Elements is to bring the advantage of smart cards to smartphones. Indeed, nowadays, smart cards are being used in various applications ranging from ticketing for public transportation to credit cards and VPN (Virtual Private Network) credential storage. Since SEs are actually smart cards, they can potentially be used for any application intended for physical cards. Moreover, due to their multi-application nature, only one single SE can potentially host all the applications that people use daily.

Secure Elements offer two ways to enhance the security of applications dealing with secret data or executing sensitive algorithms. The first way is to host the entire application. Only quite simple applications can benefit from such design because of the limited resources of SEs. This includes One Time Password (OTP) generators and payment applications. The second way is to logically split the security-critical part of an application from the rest, and to implement that specific part inside the SE. This concerns complex applications requiring to interact with users via graphical interface. In such model, an SE application is composed of two parts interacting with each other:

- **off-card application**: this part resides on the smartphone and it usually implements the user interface or any resource-demanding algorithm.
- **on-card application**: this part is installed on the SE and it protects the sensitive information (i.e. data or algorithm) of the whole application.

As a matter of fact, the driving force behind SE deployment was to implement services that could be used in a contactless way. This allows users, for instance, to have their mobile devices act as debit/credit cards. To this end, SEs generally come coupled with the Near Field Communication (NFC) technology that enables smartphones to emulate contactless smart cards [COO11]. In this mode, the devices receive commands over NFC, then the NFC component forwards them to the integrated SE that processes them and sends replies again over NFC. Despite its great interest, the Android security overview [And16c] explicitly states that ‘low level access to the SE is not available to third-party apps’ in order to avoid remote denial of service attacks. Such security measurement does not make SEs easily accessible via other interfaces than NFC, which hinders their adoption for different applications like VPN credential storage.
Secure Elements come in different flavors in smartphones. The most widely deployed form of SE is the Universal Integrated Circuit Card (UICC, commonly known as SIM card). Before being an SE, SIM cards were originally invented for user authentication to cellular network. This is why they are only connected to the baseband processor, and not to the application processor that runs the main operating system (e.g. Android). All communications go through a proprietary IPC interface to the baseband. In addition, they are carried out using AT commands which are actually supported by the Android Telephony Manager or the SEEK for Android project [Gie16] implementing the SIMalliance Open Mobile API specifications [SIM15].

Below, we review some technical details about programming in SE: format of commands and JavaCard.

Communication Model

Similarly to smart cards, Secure Elements never send data without an external stimulus. They only respond to commands received from another program (e.g. card reader). In other words, communication is always initiated by the client system. This yields a pure master-slave relationship with the SE as slave.

Secure Elements receive data as a record called APDU (Application Protocol Data Unit) that contains the description of the invoked command and its arguments. The SE replies to the command APDU (C-APDU) by another type of record referred to as the Response APDU (R-APDU). The structure of APDU is defined by ISO/IEC 7816-4 [ISO13]. As shown in Figure 2.4, the C-APDU consists of a header and a body. The header includes the following fields:

- **CLA** and **INS** specifying the application class and instruction,
- **P1** and **P2** qualifying specific instructions.

The body of the APDU is used to transmit data to the SE. Since it can vary in size, the **Lc** field specifies the size of the data field (in bytes). The **Le** field specifies the number of bytes expected to be returned by the SE.

Regarding the R-APDU, it has a much simpler structure. It consists of a body and a trailer. The body is either empty or includes a data field the length of which is determined by the **Le** field in the corresponding C-APDU. The trailer consists of two bytes of status information called **SW1** and **SW2**. In general, **SW1** represents the error category and **SW2** represents a command-specific error indication.

JavaCard

JavaCard constitutes one of the greatest successful stories in the history of computer science. In 2014, more than 12 billion of JavaCard have shipped to date [Jav14]. JavaCard [Che00] is Java-based SE. It is designed by naively adding a lightweight Java bytecode interpreter to the SE system and downloading Java class files which were previously converted to a specific format beforehand. JavaCard brings the main advantages of Java to SE software development: object-oriented programming, strongly typed language, interoperability (Write once, run everywhere), etc. In addition, JavaCard provides a good basis for programmable multi-application Secure Elements, since it can dynamically load more than one application on the SE system.

JavaCard technology was tailored in order to enable Java bytecode to run on SEs. Due to resources constraints, two design choices were made. Firstly, the Java Virtual Machine (JVM) is split into two parts: the converter running outside the SE and the bytecode interpreter running inside the SE. Thus, in JavaCard, many tasks are performed outside the trusted SE, such as classes loading, links resolution and optimization. Secondly, every component of the original Java platform was significantly reduced. Indeed, most deployed JavaCard provide support for
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(a) C-APDU

(b) R-APDU

Figure 2.4: Overview of the APDU Structure

primitive data types such as boolean, byte and short, but not large data such as long and double. Some JavaCard support int. JavaCard supports one-dimensional arrays, packages, interfaces and exceptions. The supported subset of the Object Oriented (OO) paradigm includes inheritance, virtual methods, dynamic object creation, etc. However, the unsupported features include dynamic class loading, garbage collection and object serialization.

The system architecture of the Java Card is mainly composed of three layers: the JavaCard Virtual Machine (JCVM) including the bytecode interpreter, the JavaCard Framework providing a well-structured framework to access the system-level services, and finally the JavaCard firewall which isolates the different applets present on the card from each other. The JavaCard specification does not specify the mechanism of installing, updating, or deleting applications. The application management is defined by GlobalPlatform card specification.

2.4.3 ARM TrustZone

ARM Architecture

ARM architecture is the most dominant architecture used in smartphones [ARM16b]. It has evolved over time through several versions (e.g., ARMv1, ARMv2 ... ARMv8). Each architecture version includes families or profiles (e.g., ARM11 or Cortex-A). ARM processors have two classes of software execution: (1) privileged in which the running software can use all the instructions and has access to all hardware resources, and (2) unprivileged in which software has restricted access to instructions and some resources such as the memory and the peripherals. Within these two classes, ARM supports different modes of execution. For instance, ARMv8 supports nine modes: user, system, supervisor, monitor, Hyp, interrupt request, fast interrupt, abort, and undefined. The mode of execution determines the privilege level of the executed code. As depicted in Figure 2.5, four privilege levels are available in ARMv8 AArch64:

1. EL0 for user applications,
2. EL1 for operating system kernels,
3. EL2 for hypervisors,
4. EL3 for TrustZone monitors.

In ARM architecture, an exception is an interruption of the current execution. It involves the suspension of the normal execution, the change of the execution mode and the transfer of control to a handler in a predefined entry point. The first operation done by a handler is to save the
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Figure 2.5: ARMv8 Execution Levels [ARM15a]

registers which are shared between the different modes, so the interrupted application can resume
at the end of the handler execution. ARM has two types of interrupt known as IRQ (Interrupt ReQuest) and FIQ (Fast Interrupt reQuest). As their name indicates, FIQ interrupts have higher
priority and more banked registers than IRQ interrupts.

ARM processors use coprocessors to extend their architecture. They allow up to sixteen co-
processors. Coprocessor 15 (CP15) is reserved for special functions such as memory management,

system performance monitoring and TrustZone configuration.

TrustZone

ARM TrustZone is a set of hardware extensions present in ARM high-end processors such as
the Cortex series [ARM09]. Integrated into the CPU core, TrustZone enables trusted computing
without the need of extra hardware chips. It divides the platform into two worlds: a secure
world for the execution of trusted operating system and a normal world for the execution of
traditional operating system. A CPU core that is TrustZone-compliant can be seen as two virtual
CPU cores with different privileges and a strictly controlled communication interface. The secure
world is a privileged state of the processor. It gives access to additional control registers. The
Secure Configuration Register (SCR) is one of these protected registers and it exists in the CP15
coprocessor. It allows the secure world to control the behavior of the normal world. Indeed, it
can intercept all the interrupts, including those of the normal world.

TrustZone is orthogonal to the ARM privilege levels (i.e. EL0, EL1, ..., etc.). Thus, each world
includes a kernel and a user space. One special mode is the monitor mode. It is shared between
the two worlds and it enables the processor to switch between the two worlds. Therefore, the
monitor mode is used to communicate between the two worlds. It is responsible for saving and
restoring state during a world transition.

Below, we discuss the different components that constitute the architecture of TrustZone. Figure
2.6 shows an overview of TrustZone architecture.

CORE ENHANCEMENTS. TrustZone enables a secure software environment by introducing several
modifications to the core architecture. These modifications can be summarized as follows:

- **NS bit** of a newly introduced register in CP15 coprocessor. This bit determines the state of
  the processor (i.e. its executing world) and it is only accessible in the secure world;

- **monitor mode** which is a new privileged mode. The monitor mode is powerful because it
  has a full view of all resources, both secure and non-secure. It is used to switch between
the secure and the normal world. The monitor mode can be reached only in two ways: by means of a new privileged instruction, the Software Monitor Call (SMC), and by configuring exceptions to be handled in monitor mode:

- The NS bit is propagated through the system bus indicating the state of the processor. This allows to partition the memory into the secure and the normal world. Likewise, the peripherals can be configured to be accessible only by the secure world by configuring their related DMA (Direct Memory Access);

- Since each world must be able to handle its own exceptions, the base of the exception vector table can be assigned independently for the secure and normal worlds. In addition, a separate table is used for the monitor mode.

**Additional Components.** Besides the enhancements to the ARM core, TrustZone includes some additional components, namely:

- TrustZone protection controller to define the security of memory regions and memory mapped devices;

- TrustZone interrupt controller to define which interrupt instruction must be treated as secure interrupts;

- A family of bridges and memory adapters connected to the protection controller in order to check the validity of every access request against the security attributes that were previously specified in the corresponding protection controllers.

### 2.5 Conclusion

In this chapter, we described the core concepts of smartphone security. We also discussed the difficulties challenging the security challenges of such devices. Then, we presented three three technologies that help overcome the related difficulties, and thus provide better security.

In this thesis, we aim to build trusted solutions for smartphones. This involves not only leveraging hardware primitives due to their strong security guarantee, but also some trusted models especially tailored to protect sensitive applications in smartphones. In chapter 6, we define the underlying trusted model that we will keep using in chapters 7 and 8. In these chapters, being
more advantageous than other technologies, we particularly focus on one hardware primitive: ARM TrustZone. Chapter 7 precisely defines how ARM TrustZone can be combined together with our model of chapter 6 to build a trusted execution environment from smartphones. We show in chapter 8 that our construction is powerful and can be integrated into advanced architectures. Of particular interest, we design a trusted execution environment leveraging ARM TrustZone that can protect its sensitive data even when its secure kernel is compromised.
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Cryptographic Primitives and Provable Security

“Let’s start at the very beginning
A very good place to start
When you read you begin with A-B-C
When you sing you begin with do-re-mi”
– The Sound of Music, Do-Re-Mi
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This chapter introduces the required theoretical background necessary for the comprehension of this thesis. Firstly, we introduce the cryptographic primitives that we will use in later chapters. In the second part of the chapter, we introduce provable security which is of paramount importance for modern cryptography, and then we provide definitions of security models for symmetric encryption. Readers who are familiar with these topics may skip this chapter.
3.1 Cryptographic Primitives

Cryptographic primitives are algorithms designed to perform some specific cryptographic operations. A primitive is used as a building block to create much larger and more complex cryptographic protocols which aim to achieve a variety of security goals. Generally, two main groups of primitives are considered: asymmetric (commonly referred to as public-key) and symmetric. In this thesis, we will focus solely on symmetric cryptography. We begin by providing the formal definitions of some basic symmetric primitives.

3.1.1 Notations

First and foremost, we provide the notation symbols that we will use throughout this thesis.

A message is a string. A string is an element of \( \{0, 1\}^* \). The concatenation of strings \( X \) and \( Y \) is denoted \( X || Y \) or simply \( XY \). For a string \( X \), its length is represented by \( |X| \). For an integer \( N \in \mathbb{N}, N++ \) denotes the C-like ++ operator that returns the value \( N \) and then increases its value by 1.

If \( f \) is a probabilistic (resp., deterministic) function, then \( y \xleftarrow{R} f(x) \) (resp., \( y \leftarrow f(x) \)) denotes the process of running \( f \) on input \( x \) and assigning the result to \( y \). Given an algorithm \( \mathcal{A} \), the notation \( \mathcal{A} = x \) means that the algorithm \( \mathcal{A} \) outputs the value \( x \).

3.1.2 Block Ciphers

Block ciphers are one of the most important and widely used primitives in modern cryptography. The primary goal of block ciphers is to provide data confidentiality. Nevertheless, it is also used to help build other primitives, such as message authentication code (MAC).

The concept of block ciphers is derived from the notion of permutation. A permutation is a one-to-one function, hence invertible, from one set to itself. A block cipher is a function \( E : \text{Key} \times \{0, 1\}^l \rightarrow \{0, 1\}^l \), where \( \text{Key} \) is a finite nonempty set and for a fixed \( k \), \( E(k, \cdot) \) is a permutation on \( \{0, 1\}^l \). Hereafter, we denote \( E(k, \cdot) \) as \( E_k(\cdot) \). We notice that a block cipher works on fixed length inputs known as blocks. Hence, the number \( l \) is called the block size. More formally, a block cipher can be defined as being a family of permutations on \( \{0, 1\}^l \) indexed by keys \( k \in \{0, 1\}^k \). We define a block cipher \( E \) to be a set \( \{E_k : k \in \mathcal{K}(k)\} \), where \( \mathcal{K}(k) \) is a finite nonempty keyspace depending on \( k \) which is known as the security parameter. For the sake of simplicity, \( k \) may be regarded as the key length. Being a permutation, for every \( E_k(\cdot) \in E \) there exists an inverse permutation which we denote \( E_k^{-1}(\cdot) \). Conventionally, \( E_k(\cdot) \) denotes the encryption operation of the block cipher, while \( E_k^{-1}(\cdot) \) denotes the decryption one. We require that for all \( k \in \mathcal{K}(k), E_k \) and \( E_k^{-1} \) are efficiently computable. We will examine more closely how to model the security of a block cipher in section 3.2.2.

The three most widely known block ciphers are the (1) Data Encryption Standard (DES), (2) triple DES (3DES) and the (3) Advanced Encryption Standard (AES). DES was standardized in 1976 by the American National Bureau of Standards\(^1\) [oS77]. It is a 64-bit block cipher with 56-bit keys following a Feistel cipher structure [Fei73]. Due to the relatively short key size, DES is presently vulnerable to brute-force attacks. In 1998, the Electronic Frontier Foundation released details of its “DES Cracker”, which is a dedicated machine capable of cracking DES in less than three days. In order to withstand brute-force attacks, Triple DES (3DES) was proposed. It uses the DES algorithm three times in an encrypt-decrypt-encrypt pattern with either two or three independent keys. By using multiple keys, the effective key size of the scheme is increased. 3DES was eventually included as part of the Data Encryption Standard in 1999.

---

\(^1\)now named NIST (National Institute of Standards and Technology)
The National Institute of Standards and Technology (NIST) announced a competition to find the successor for DES in 1997. The proposed alternative was required to have the same level of security as 3DES, but be more efficient. The winning block cipher, to be known as AES (the Advanced Encryption Standard) [oSN01], was submitted by Vincent Rijmen and Joan Daemen. Instead of the Feistel structure of DES, AES uses a substitution-permutation network. In addition, it has a block size of 128 bits and works with keys of length 128, 192 or 256 bits.

3.1.3 Tweakable Block Ciphers

A tweakable block cipher (TBC) is a block cipher that admits an additional public input that is called the “tweak”. The tweak serves to introduce extra variability at the message-block level. Tweakable block ciphers have been formalized by Liskov et al. [LRW02].

The motivation for such a construction is that, in many situations, independent instances of a block cipher are desirable. Indeed, block ciphers are deterministic and applying the block cipher on identical message blocks gives identical ciphertext blocks. However, if an independent instance of the block cipher were to be used for each block, then this would not be the case. One potential solution to this particular issue would be to re-key the block cipher with fresh, random and independent keys for each block processing. This is hard to realize in real-world systems. In addition, most block ciphers incur a cost associated with changing the key, so a major motivation of Liskov et al. was to accomplish independent instances of a block cipher in a more efficient way.

Regarding syntax, a tweakable block cipher is a function \( E : \text{Key} \times \text{Tweak} \times \{0,1\}^l \rightarrow \{0,1\}^l \), where, as their names indicate, Key is the key space and Tweak is the tweak space. We require that for every \( K \in \text{Key} \) and \( T \in \text{Tweak} \), \( E(K,T,. \) is a permutation, hence invertible, on \( \{0,1\}^l \). The value \( l \) is called the block size. Henceforth, we denote \( E(K,T,. \) by \( \tilde{E}_k(T,. \), and the inverse of this permutation by \( \tilde{E}_k^{-1}(T,. \). More formally, a tweakable block cipher \( \tilde{E} \) is a family of permutations indexed by a pair \( (K,T) \in \text{Key} \times \text{Tweak} \). This means that for a fixed key \( K \), the two permutations \( \tilde{E}_k(T1,. \) and \( \tilde{E}_k(T2,. \) are independent for all \( T1, T2 \in \text{Tweak} \) when \( T1 \neq T2 \). There is, however, a semantic asymmetry between the key and the tweak: the key is secret and gives rise to security, while the tweak may be public and gives rise to variability.

There exist multiple ways to build a tweakable block cipher. Mercy [Cro01] is an early example of block ciphers supporting tweaks in a native manner. It is also possible to build tweakable block ciphers from conventional block ciphers, as in Rogaway’s XE and XEX modes [Rog04a], or by modifying existing block cipher designs [GHL+07]. Similarly to block ciphers, TBC can be used not only to construct encryption schemes, but also to build hash functions and message authentication codes.

3.1.4 Encryption Schemes and Mode of Operations

A symmetric encryption scheme \( \mathcal{SE} = (K, \mathcal{E}, D) \) consists of three algorithms: \( K \), \( \mathcal{E} \) and \( D \). The key generation algorithm \( K \) is probabilistic and takes as input a security parameter \( k \) to output a key \( K \). We write \( K \leftarrow^R K(k) \). The encryption algorithm \( \mathcal{E} \) may be randomized. It takes as input a key \( K \) and a plaintext message \( m \in \mathcal{M} \), where \( \mathcal{M} \) is the message space, and returns a ciphertext \( c \in \mathcal{C} \), where \( \mathcal{C} \) is the ciphertext space. We suppose that both \( \mathcal{M} \) and \( \mathcal{C} \) are finite nonempty sets of strings. We write \( c \leftarrow \mathcal{E}_k(m) \). The decryption algorithm \( D \) is deterministic. It takes as input a key \( K \) and a ciphertext \( c \in \mathcal{C} \) to return either a plaintext \( m \in \mathcal{M} \) or a special symbol \( \bot \) to indicate that the ciphertext is invalid. We require that \( D_k(\mathcal{E}_k(m)) = m \) for all \( m \) and \( K \).

As mentioned previously, symmetric encryption schemes are based on block ciphers. However, a block cipher only encrypts or decrypts blocks of data of fixed length. Therefore, we use blocks in modes of operation to build encryption schemes which can perform on multiple blocks of data. The most obvious way to encrypt multiple blocks would be to split the data into a sequence of blocks and then separately encrypt each one of them using the block cipher. This particular mode...
of operation is known as Electronic Code Book (ECB) mode. This mode is not used in practice
as it is not secure. We will see later in section 3.2 that ECB does not satisfy the property of
semantic security. Informally speaking, since blocks ciphers are deterministic, the encryption of
two identical plaintext blocks will result in two identical ciphertext blocks. An eavesdropper, who
is an attacker intercepting the exchanged ciphertexts, might use this relation in order to deduce
the structure of the corresponding plaintext. In order to avoid this problem, other modes were
Book (ECB), Cipher Block Chaining (CBC), Cipher Feedback (CFB), Output FeedBack (OFB)
and Counter (CTR) mode. In this thesis, we focus solely on two of these modes of operation:
CBC and CTR modes.

CBC Mode

CBC mode is perhaps the most widely deployed mode of operation. In particular, it has the ad-
advantage of being well adapted to constrained cryptographic devices, such as smart cards. Indeed,
it can perform encryption and decryption as soon as blocks of data are received, which is quite
useful for devices with quite small buffers. In addition, small devices do not have enough com-
putation power to support multi-threading, and therefore they are not impacted by the fact that
CBC mode is not parallelizable (i.e. encryption cannot be split into parts that run in parallel).

As with most modes of operation, it is necessary to split a plaintext \( m \) into a sequence of
blocks \( m_1 || m_2 || ... || m_n \). Without loss of generality, we assume that the length of our plaintext
\( m \) is a multiple of the block size, otherwise some padding is required. Padding refers to some
mechanisms that complete the plaintext with some data, so that its length is a multiple of the
block size. Afterward, encryption is done by XORing the plaintext \( m_i \) with the previous ciphertext
block \( c_{i-1} \) before applying the block cipher \( E_k \). Decryption is performed by simply reversing this
operation: the block cipher \( E_k^{-1} \) is first applied on the ciphertext block \( c_i \), and then the output
is XORed with the previous ciphertext block \( c_{i-1} \) in order to obtain the plaintext block \( m_i \).

As described above, we note that the encryption and the decryption operations require a
special block ciphertext \( c_0 \). This block is called the initialization vector (IV). Each ciphertext
must have an associated IV which should be known by both the sender (encryptor) and the
receiver (decryptor). There are many ways to choose and share the IV. The most basic one is to
include it as an extra parameter to the encryption and decryption algorithms. A formal definition
is given below.

**Definition 3.1. [The IV Cipher Block Chaining (IV CBC) Encryption Scheme]**

Let \( E \) be a block cipher of block size \( l \). Let \( \mathcal{E}_{\text{ivCBC}}[E] = (K_{\text{ivCBC}}, \mathcal{E}_{\text{ivCBC}}, D_{\text{ivCBC}}) \) be its
associated IV CBC encryption scheme. Given an initialization vector \( iv \in \{0,1\}^l \) and a message
\( m \in \{0,1\}^{ln} \), where \( n \in \mathbb{N} \), the encryption and the decryption algorithms are defined as follows:

\[
\begin{align*}
\text{IV CBC Encryption } \mathcal{E}_{\text{ivCBC}}(iv, m) & : \\
1: & \text{ Parse } m \text{ as } m_1 || ... || m_n, \text{ where } |m_i| = l \\
2: & \quad c_0 \leftarrow iv \\
3: & \quad \text{for } i = 1...n \text{ do} \\
4: & \quad \quad c_i \leftarrow E_k(c_{i-1} \oplus m_i) \\
5: & \quad \text{end for} \\
6: & \quad \text{return } c_1 || ... || c_n
\end{align*}
\]

\[
\begin{align*}
\text{IV CBC Decryption } D_{\text{ivCBC}}(iv, c) & : \\
1: & \text{ Parse } c \text{ as } c_1 || ... || c_n, \text{ where } |c_i| = l \\
2: & \quad c_0 \leftarrow iv \\
3: & \quad \text{for } i = 1...n \text{ do} \\
4: & \quad \quad m_i \leftarrow E_k^{-1}(c_i) \oplus c_{i-1} \\
5: & \quad \text{end for} \\
6: & \quad \text{return } m_1 || ... || m_n
\end{align*}
\]

One point should be underlined in the definition. We make the simplifying assumption that
\( D_{\text{ivCBC}}(., .) \) never returns the error message \( \bot \). Indeed, it takes any ciphertext as input, and
always returns some string.
Now, let’s define the stateless CBC which is the most popular variant of the CBC mode based on the IV CBC one. Other variants will be defined in section 3.1.5. The stateless CBC consists of choosing a fresh, random IV for every encrypted message and then sending it as the first block of ciphertext. Stateless CBC was proven to be secure by Bellare et al. [BDJR97] in standard and commonly accepted security models. We will discuss these models in section 3.2.

**Definition 3.2.** [The Stateless Cipher Block Chaining (CBC) Encryption Scheme]
Let \( E \) be a block cipher of block size \( l \). Let \( \text{ivCBC}[E] = (\mathcal{K}\text{-ivCBC}, \mathcal{E}\text{-ivCBC}, \mathcal{D}\text{-ivCBC}) \) be its associated IV CBC encryption scheme. Given a message \( m \in \{0,1\}^n \), where \( n \in \mathbb{N} \), we define the stateless CBC scheme \( \text{CBC}[E] = (\mathcal{K}\text{-CBC}, \mathcal{E}\text{-CBC}, \mathcal{D}\text{-CBC}) \) as follows:

\[
\begin{align*}
\text{CBC Encryption } & \mathcal{E}_{k}\text{-CBC}(m) \\
1: & \quad c_0 \leftarrow R \{0,1\}^l \\
2: & \quad c \leftarrow \mathcal{E}_{k}\text{-ivCBC}(c_0, m) \\
3: & \quad \text{return } c_0 \Vert c
\end{align*}
\]

\[
\begin{align*}
\text{CBC Decryption } & \mathcal{D}_{k}\text{-CBC}(c) \\
1: & \quad \text{Parse } c \text{ as } c_0 \Vert c_1 \Vert ... \Vert c_n, \text{ where } |c_i| = l \\
2: & \quad m \leftarrow \mathcal{D}_{k}\text{-ivCBC}(c_0, c_1 \Vert ... \Vert c_n) \\
3: & \quad \text{return } m
\end{align*}
\]

It is worth mentioning that the random IV is denoted \( c_0 \) in order to highlight the fact that the IV is included along with the ciphertext.

**CTR Mode**

The other mode of operation that we study in this thesis is the Counter (CTR) mode. Encryption with CTR was firstly proposed by Diffie and Hellman in [DH79]. This mode is widely implemented due to its significant efficiency advantages over the other modes without weakening the security. Indeed, the mode works by encrypting a counter value using the block cipher and XORing the output with the plaintext block. Therefore, unlike CBC mode, CTR mode is parallelizable. There exist different variants of CTR-mode encryption; we are only concerned by the blockwise randomized counter mode here.

**Notation.** Let \( F : \text{Key} \times \{0,1\}^l \rightarrow \{0,1\}^l \) be a block cipher, where \( \text{Key} \) is a finite nonempty set, and \( F_k(.) = F(k,.) \) is a pseudorandom function mapping \( l \)-bit strings to \( l \)-bit strings for a fixed \( \mathcal{K} \in \text{Key} \). Given a message \( X \in \{0,1\}^l \) and an unsigned positive integer \( i \), \( X + i \) denotes the \( l \)-bit message which is obtained from adding \( i \) modulo \( 2^{l/2} \) to \( X \) treated as a number (msb\(^2\) first, lsb\(^3\) last), taking the result modulo \( 2^l \) and then returning it back into \( l \)-bit message.

**Operation.** To encrypt a message \( m \in \{0,1\}^n \), the CTR mode can be viewed as a way of generating a pseudorandom stream from a block cipher. First, a random IV is chosen; hereafter, this IV is denoted \( \text{ctr} \). Then, a pad is generated by computing \( r_i \leftarrow F_k(\text{ctr} + i) \). Finally, the ciphertext is computed as \( c \leftarrow \text{ctr} \Vert |c_1| \Vert ... \Vert |c_n| \), where \( c_i \leftarrow m_i \oplus r_i \) for \( i = 1 \) to \( n \). The decryption operation is computed using the same relations, and thus it does not require \( F_k \) to be invertible.

**Definition 3.3.** [The CTR Encryption Scheme]
Let \( F_k \) be a pseudorandom function on \( \{0,1\}^l \). Let \( \text{CTR}[F] = (\mathcal{K}\text{-CTR}, \mathcal{E}\text{-CTR}, \mathcal{D}\text{-CTR}) \) be its associated CTR encryption scheme. Given a message \( m = m_1 \Vert ... \Vert m_n \in \{0,1\}^n \), the encryption and the decryption algorithms are defined as follows:

\(^2\)Most Significant Bit
\(^3\)Least Significant Bit
We emphasize two points in this definition. First, the random \( \text{ctr} \) is denoted \( c_0 \) in order to underline the fact that \( \text{ctr} \) is sent as part of the ciphertext. Second, the variant described here operates only on messages of at most \( 2^{l/2} \) blocks (assuming that \( l \) is even). Otherwise, two blocks of the ciphertext would be encrypted by the same pad, which compromises the security of this mode. More precisely, if the counter value wraps around, then two blocks of ciphertext will be encrypted with the same counter value. This means that two blocks of plaintext are XORed with the same bit string (i.e. \( F_k(\text{ctr}) \)) due to the deterministic property of the block cipher. Using this observation, some attacks become possible. For instance, consider the ciphertexts \( c_1 = m_1 \oplus F_k(\text{ctr}) \) and \( c_2 = m_2 \oplus F_k(\text{ctr}) \) which have been encrypted with the same \( \text{ctr} \). We can easily see that \( c_1 \oplus c_2 = m_1 \oplus m_2 \). Hence, the security is compromised, since the XOR result of two plaintexts, \( m_1 \) and \( m_2 \), can be used to deduce some information about these two plaintexts.

### 3.1.5 Nonce-Based Symmetric Encryption

Rogaway in [Rog04b] introduces the concept of nonce-based symmetric encryption. It is about a variation in the syntax of symmetric schemes in which encryption and decryption take a nonce as an extra input. A nonce is a non-repeating value. Rogaway motivates his work by arguing that nonce-based schemes are more practice-oriented. Indeed, the nonce is not needed to be neither random, nor secret or unpredictable. In fact, it can be even generated by the user as long as no value is ever repeated. Thus, nonce-based schemes alleviate the security requirements to handle auxiliary inputs, such as the random IV in the stateless CBC, and therefore nonce-based schemes are less prone to implementation mistakes. Previous work has recognized the need for probabilistic encryption in order to achieve security. Rogaway has proved that nonce-based schemes are not only less likely to be misused, but they also satisfy stronger notions of security (see section 3.2.6).

Following [Rog04b], a nonce-based encryption scheme \( n\Sigma = (K, n\mathcal{E}, n\mathcal{D}) \) consists of three algorithms: a probabilistic key generation algorithm \( K \), a deterministic encryption algorithm \( n\mathcal{E} \) and a deterministic decryption one \( n\mathcal{D} \). Similarly to the formalization previously given for symmetric encryption schemes, \( K \) takes as input a security parameter \( k \) and returns a key \( K \). Syntax differs for \( n\mathcal{E} \) and \( n\mathcal{D} \). \( n\mathcal{E} \) takes as input a secret key \( K \) with two user-provided inputs: a message \( m \in \mathcal{M} \), where \( \mathcal{M} \) is the message space, and a nonce \( N \in \mathcal{N} \), where \( \mathcal{N} \) is the nonce space. \( n\mathcal{E} \) outputs a ciphertext \( c \in \mathcal{C} \), where \( \mathcal{C} \) is the ciphertext space. We write \( c \leftarrow n\mathcal{E}_K(N, m) \). For the sake of completeness, we precise that \( \mathcal{N}, \mathcal{M} \) and \( \mathcal{C} \) are finite nonempty sets of strings. As for \( n\mathcal{D} \), it takes as input a secret key \( K \) as well as a nonce \( N \in \mathcal{N} \) and a ciphertext \( c \in \mathcal{C} \) in order to output either a message \( m \in \mathcal{M} \) or the special symbol \( \perp \). We write \( n\mathcal{D}_K(N, c) \). Of course, we require that \( n\mathcal{D}_K(N, n\mathcal{E}_K(N, m)) = m \) for all \( N \) and \( m \).

Now, we present two nonce-based encryption schemes that use the CBC mode [Rog04b]. In both schemes, the underlying block cipher is applied over the nonce, and then the output is used as the initialization vector (IV) for the CBC mode. The two schemes are distinguished by the number of the required keys. The scheme CBC1 uses the same key to encrypt the nonce and the message, while the scheme CBC2 uses two independent keys for the two operations.
3.1. Cryptographic Primitives

Definition 3.4. [The One-Key Nonce-Based CBC Encryption Scheme (CBC1)]
Let $E$ be a block cipher of block size $l$. Let $ivCBC[E] = (K-ivCBC, E-ivCBC, D-ivCBC)$ be its associated IV CBC encryption scheme. Let $K$ be a key. Given a nonce $N \in \mathcal{N}$ and a message $m \in \{0,1\}^l$, we define the one-key CBC scheme $CBC1[E] = (K-CBC1, nE-CBC1, nD-CBC1)$:

**CBC1 Encryption** $nE_{k-CBC1}(N, m)$
1. $c_0 \leftarrow E_k(N)$
2. $c \leftarrow E_{k-ivCBC}(c_0, m)$
3. return $c$

**CBC1 Decryption** $nD_{k-CBC1}(N, c)$
1. $c_0 \leftarrow E_k(N)$
2. $m \leftarrow D_{k-ivCBC}(c_0, c)$
3. return $m$

Definition 3.5. [The Two-Key Nonce-Based CBC Encryption Scheme (CBC2)]
Let $E$ be a block cipher of block size $l$. Let $ivCBC[E] = (K-ivCBC, E-ivCBC, D-ivCBC)$ be its associated IV CBC encryption scheme. Let $K_1$ and $K_2$ be two independent keys. Given a nonce $N \in \mathcal{N}$ and a message $m \in \{0,1\}^l$, we define the two-key CBC scheme $CBC2[E] = (K-CBC2, nE-CBC2, nD-CBC2)$ as follows:

**CBC2 Encryption** $nE_{k_1,k_2-CBC2}(N, m)$
1. $c_0 \leftarrow E_{k_2}(N)$
2. $c \leftarrow E_{k_1-ivCBC}(c_0, m)$
3. return $c$

**CBC2 Decryption** $nD_{k_1,k_2-CBC2}(N, c)$
1. $c_0 \leftarrow E_{k_2}(N)$
2. $m \leftarrow D_{k_1-ivCBC}(c_0, c)$
3. return $m$

3.1.6 Encoding Schemes

Encryption schemes are used within protocols to protect the exchanged data. When defining a protocol, a plaintext message may have other associated data, such as a length field or a type field. Depending on how the protocol is constructed, this extra data are added before or after some cryptographic operation. The encoding scheme specifies what fields should be added and where they should be added. An encoding scheme $ES = (Enc, Dec)$ consists of an encoding function $Enc$, and a decoding function $Dec$. Decoding is necessary to remove additional fields and to perform several checks based on some fields. For instance, a length field must be checked to verify that the length is within a valid range. If a check fails, then this would usually result in an error message denoted by $\bot$.

Perhaps the most common type of encoding scheme is the padding scheme. As we described earlier, block ciphers only operate on messages of a fixed length. Therefore, a mode of operation might require inputs of length which is a multiple of this fixed block length. In order to operate on arbitrary length messages, we must pad the message before submitting it to the encryption algorithm. This padding operation must be reversible so that the receiver is able to strip off the padding after the message is decrypted.

3.1.7 Message Authentication Codes

The building blocks that we have defined so far only aim to provide confidentiality of messages. Another requirement for secure protocols is to ensure data authentication and integrity. Data authentication guarantees that the message was sent from a particular entity, while data integrity guarantees that the message has not been maliciously modified during transit.

In symmetric encryption schemes, one way to provide both data authentication and data integrity is to use a message authentication code (MAC). A sender generates a MAC tag over a message and sends it along with the message to the receiver. Once received, the receiver generates a new MAC tag using the received message and compares it with the received MAC tag. MACs can be constructed by various mechanisms. Below, we describe MAC built upon
block ciphers (e.g., CBC-MAC [BKR00]) and MAC built upon cryptographic hash functions (e.g., HMAC [KBC97]).

HMAC or Hash based MAC, uses a hash function to build a message authentication code. A hash function is deterministic and takes as input a message of arbitrary length to output a fixed-length message. Example of hash functions include the SHA (Secure Hash Algorithm), such as SHA2 and SHA3. To calculate a MAC on a message $m$, HMAC takes a hash function $H(.)$ and a key $K$ to perform the following operation [KBC97]:

$$HMAC_k(m) = H((K \oplus \text{opad}) || H((K \oplus \text{ipad}) || m)).$$

Here, $\text{opad}$ and $\text{ipad}$ are two fixed padding constants.

Based on a block cipher, the CBC-MAC is a standardized message authentication code widely used in practice. It was first specified to be used with DES [oSN85]. Bellare, Kilian and Rogaway proved the security of the CBC-MAC for fixed message length [BKR00]. Therefore, several variants of CBC-MAC have been proposed for variable length messages. This includes OMAC [IK03] (and its NIST-recommended successor CMAC [Dwo01b]). OMAC, or One-Key CBC-MAC, is proved secure for arbitrary length messages.

Here, we only present the basic construction of CBC-MAC. Given a block cipher $E$ of block size $l$ and a message $m = m_1 || ... || m_n$, where $|m_i| = l$, the CBC-MAC $E$ of $m$ under key $K$ is defined as $\tau_n$, where

$$\tau_i = E_k(m_i \oplus \tau_{i-1})$$

for $i = 1...n$ and $\tau_0 = 0^l$.

Formally, we define a message authentication scheme $MA = (K, T, V)$ to consist of a key generation algorithm $K$, a tagging algorithm $T$ and a verification algorithm $V$. $K$ takes as input a security parameter $k \in \mathbb{N}$ and returns a key $K$. The tagging algorithm $T$ might be probabilistic and takes as input the key $K$ and a message $m$ to return a tag $\tau$. The verification algorithm $V$ is deterministic and takes as input the key $K$, the message $m$ and a candidate tag $\tau$ to return a bit $b$. For correctness, we require that $V_k(m, \tau_k(m)) = 1$ for all $m$. We discuss the security properties required from a MAC in section 3.2.7.

3.1.8 Authenticated Encryption

Authenticated encryption (AE) is a symmetric encryption scheme that protects both data confidentiality and integrity. Integrity (authenticity) means that no adversary is able to produce new valid ciphertexts. This entails that encrypted data cannot be undetectably modified. Recently, the design of AE primitives has renewed interest, not least because of the currently running CAESAR competition [Ber15]. Generic composition [BN08] is the most popular approach for numerous security protocols, such as SSH, TLS and IPSec. This approach is about combining a confidentiality-providing encryption scheme together with a MAC. Nevertheless, the pursuit of more efficiency than that offered by these two-pass schemes has motivated the construction of dedicated AE designs, such as Galois Counter Mode (GCM) [MV03].

Generally, three composition methods are considered: Encrypt-and-MAC (EaM), MAC-then-Encrypt (MtE) and Encrypt-then-MAC (EtM). Given a symmetric encryption scheme $SE = (K, E, D)$ and a message authentication code $MA = (K, T, V)$, the composition methods are defined as follows given two independent keys $K_1$ and $K_2$:

1. **Encrypt-and-MAC**: In this method, encryption and message authentication are performed independently in parallel. That is, given a plaintext message $m$, the ciphertext is computed by appending $c$ to $\tau$, where $c \leftarrow E_{K_1}(m)$ and $\tau \leftarrow T_{K_2}(m)$. For the decryption operation,
c is first decrypted to recover $m$, and then the tag $\tau$ is verified. The message $m$ is returned if $V_{k_2}(m, \tau) = 1$, otherwise $\bot$ is returned.

2. **MAC-then-Encrypt**: Here, a MAC tag is first computed, then the message and the tag are encrypted together. That is, given a message $m$, the ciphertext $c$ is computed as $E_{k_1}(m||\tau)$, where $\tau = T_{k_2}(m)$. For the decryption operation, $c$ is first decrypted to obtain $m||\tau$. Then, $m$ is returned if $V_{k_2}(m, \tau) = 1$, otherwise $\bot$ is returned.

3. **Encrypt-then-MAC**: In this case, the message is first encrypted and then a MAC tag is computed over the result. That is, given a message $m$, the ciphertext is computed by appending $c$ to $\tau$, where $c \leftarrow E_{k_1}(m)$ and $\tau \leftarrow T_{k_2}(c)$. For the decryption operation, the tag $\tau$ is first verified. If $V_{k_2}(c, \tau) = 1$, then the decryption of $c$ is returned, otherwise, as before, $\bot$ is returned.

In some applications, it may be desirable to include some header data in the clear together with the ciphertext, but both the header and the ciphertext should be integrity-protected. Header data of this type is known as *associated data*. Schemes following the principle of generic composition are naturally adapted to protect header data. However, despite their efficiency, dedicated AE schemes are the ones suffering from the inability to deal with associated data. Rogaway was the first to formalize the problem of authenticated encryption with associated data (AEAD) [Rog02]. Since then, many AEAD schemes have been designed, for instance, Counter mode with CBC-MAC (CCM) mode [WHF03] and EAX [BRW04].

### 3.2 Provable Security

Provable security forms part of the large toolbox currently at the disposal of cryptographers. The techniques of provable security give cryptographers a means by which to formally analyze the security of schemes within a strict mathematical framework. Perhaps the earliest example of a mathematical proof of security of a cryptosystem was by Rabin in 1979 [Rab79], but it was not until the seminal work of Goldwasser and Micali [GM84] that a formal framework for provable security began to take shape. In their paper, Goldwasser and Micali introduced the fundamental and equivalent notions of semantic security and indistinguishability for public-key encryption. Despite being a quite new area of research, provable security has become one of the most important and studied topics in cryptography today. Dent gives a brief history of provable security within the context of public-key cryptography in [Den08].

The goal of provable security is to provide a rigorous *proof* that a construction, namely a cryptographic scheme, satisfies a given security definition characterizing a certain security requirement. Such proofs are important in the context of cryptography where there is an attacker who is actively trying to “break” some scheme. Proofs of security give an iron-clad guarantee, relative to the security definition, that no attacker will succeed. This is much better than taking an unprincipled or heuristic approach to the problem. Indeed, without a formal proof, we are only left with intuitions that no adversary can break the specified scheme. Experience has shown that intuition in computer security is disastrous. There are countless examples of unproven schemes that were broken, sometimes immediately and sometimes years after being standardized. In this thesis, we show, once again, that this is the case and how provable security is imperative for the design of complex systems.

Despite its clear advantages, the approach of provable security has received several criticisms. Bellare [Bel99] points out that the term provable security is slightly misleading. Security proofs do not actually prove the security of a given scheme, but instead just reduce it to the security of its underlying primitives or to the “hardness” of some mathematical problems. Another important point to notice is that these proofs of security only hold for a specific set of assumptions about the capabilities of the attacker. Thus, there might exist a class of attacks that could be carried out
in practice, even though the abstract model tells us the inverse. Koblitz and Menezes in [KM07] raise a stark warning by criticizing provable security. In this thesis, we emphasize that one must be aware of the context in order to interpret the results from provable security. Therefore, we do not only show theoretical weaknesses against cryptographic schemes, but we also extend their scope and apply them in practice to undermine the security of the whole underlying system.

3.2.1 Overview of Provable Security

Principles and Notations

One of the key contributions of modern cryptography has been the recognition that formal definitions of security are essential. Indeed, formal definitions give clear description of what should be required in order to achieve security. Therefore, the first step is to decide what actually means to be secure. There is no security definition that is better than all the other ones; the right one to use depends on the environment in which a cryptographic scheme is deployed.

In general, a security definition has two components: a security guarantee and a threat model. The security guarantee defines what the scheme is intended to prevent the attacker from doing, while the threat model describes what actions the attacker is assumed able to carry out. It is important to notice that a threat model solely concerns the abilities of the attacker and not her strategy. For a fixed security guarantee (aka security notion), a threat model is defined by precising the functions that can be called by the attacker. For this, the notation $\mathcal{A}^O$ is used to denote the threat model in which the attacker (aka the adversary) $\mathcal{A}$ has access to the function (aka the oracle) $O$.

More precisely, provable security starts by setting a security goal, and then it examines whether this goal is achieved by studying the probability that an adversary wins an experiment conducted by a challenger. This win condition can take many different forms, such as finding the decryption of a given ciphertext or correctly guessing which of two experiments is being played. During the experiment, the adversary might be allowed to access a set of oracles maintained by the said challenger. We call this experiment a security model. We associate to any adversary a number called her advantage that measures her success in winning the experiment. Henceforth, we say that a cryptographic scheme is computationally secure with respect to a given security model if all related polynomial-time adversaries have a negligible advantage. We write $\text{Adv}_{\mathcal{A}, SM}$ where $\mathcal{A}$ is an adversary who attempts to break the scheme regarding the security model $SM$. For the sake of completeness, two points are clarified: polynomial-time adversaries and negligible advantage.

The era of “classical” cryptography begins with the concept of perfect secrecy. Perfect secrecy requires schemes to achieve their security goal even against an adversary with unlimited computational power. Despite its worth, perfect secrecy is unnecessarily strong and it fails short for practical purposes. Thus, the weaker (but sufficient) concept of computational secrecy was introduced. Computational secrecy incorporates two relaxations regarding perfect secrecy in order to go beyond the limitations of perfect secrecy. First, it allows for a small probability of failure. Indeed, adversaries can potentially succeed (i.e., security can potentially fail) with some very small probability. Second, it assumes adversaries with efficient computation. This means that given enough computational resources, an adversary might be able to violate security. Thus, if we can make the resources required to break the scheme larger than those available to any realistic attacker, then the scheme is unbreakable in practice. For instance, if the attacker needs $2^{128}$ attempts to break the scheme, then she will invest some hundreds of years to achieve her goal, which is considered as impractical in real-world systems.

Therefore, computational secrecy is defined in respect to efficient algorithms and negligible success probability. Below, we formally discuss these two notions.

Definition 3.6. [Efficient Algorithm]
An algorithm $A$ is efficient if it runs in polynomial time. $A$ runs in polynomial time if there exists a polynomial $p$, such that for every input $x \in \{0, 1\}^*$ the computation of $A(x)$ terminates within at most $p(|x|)$ steps. This means that the running time of $A$ is polynomially measured in terms of the length of its inputs. Here, we only consider adversaries who run in polynomial time with respect to the security parameter $k$.

**Definition 3.7. [Negligible Function]**

A function $f$ is negligible if for every positive polynomial $p$ and all sufficiently large values of $n$, we have that $f(n) < 1/p(n)$. Stated differently, let $p$ be a positive polynomial, we say that $f$ is negligible if it holds that:

$$\forall p, \exists N \in \mathbb{N}, \forall n \in \mathbb{N}, (n \geq N \implies f(n) < 1/p(n)).$$

**Proofs by Reduction**

Unfortunately, most modern cryptographic constructions cannot be proved secure unconditionally. Indeed, proofs of security often rely on unproved assumptions, which involves to assume that some mathematical problem is hard (i.e. an arbitrary instance cannot be solved efficiently), or that some low-level cryptographic primitive (e.g., AES) is secure. This means that the related cryptographic construction is secure as long as some underlying problem is hard. Assumption-based proofs generally proceed by presenting an explicit reduction showing how to transform any efficient adversary $A$ that succeeds in breaking the construction into an efficient algorithm $A'$ that solves a problem assumed to be hard. To illustrate this important concept, we walk through a high-level outline of such a proof.

We begin by supposing that some problem $X$ cannot be solved by any polynomial-time algorithm with non-negligible probability. We want to prove that some cryptographic construction $\Pi$ is secure. The proof by reduction goes as follows (see Figure 3.1):

1. Fix some polynomial-time adversary $A$ attacking $\Pi$.
2. Construct a polynomial-time algorithm $A'$ that solves the problem $X$ using $A$ as a subroutine. In order to succeed, $A'$ must simulate for $A$ an instance of $\Pi$ such that:
   a. $A$ believes that she is interacting with $\Pi$.
   b. $A'$ can transform an instance of $X$ into an instance of $\Pi$ in a polynomial time. $A'$ can also transform a solution of $\Pi$ into a solution of $X$ in a polynomial time.
3. Taken together, 2(a) and 2(b) imply that if $A$ succeeds in breaking $\Pi$, then $A'$ solves an instance of the hard problem $X$. Therefore, we obtain an efficient algorithm $A'$ solving $X$ with non-negligible probability, which contradicts the initial assumption.
4. Thus, we conclude that no polynomial-time adversary $A$ can succeed in breaking $\Pi$ with non-negligible probability. For shorthand, $\Pi$ is computationally secure.

**Practice-Oriented Provable Security**

Up until the mid 1990s, provable security was only associated with the field of public-key cryptography. Bellare and Rogaway were the first to take these techniques and apply them to the other type of cryptography, namely symmetric-key cryptography. Due to its relevance in practice, it is important that proofs of provable security be quantitative in the setting of symmetric cryptography. Traditionally, proofs in provable security took the following form: “the scheme is secure
if some underlying problem is hard”. A quantitative (aka concrete) proof [Bel99] provides an exact security analysis and draws precise bounds on the computational effort for the adversary in practice. Let us illustrate by an example of a concrete result. Assume we have a scheme $S$ based upon some cryptographic primitive $P$. The scheme $S$ is said to be secure against an adversary $A$ running in time $t$ with resources $r$, if $P$ is secure against an adversary $A'$ running in time $t'$ with resources $r'$. Here, $t$ and $r$ are given in terms of $t'$ and $r'$. In concrete proofs, the advantage of an adversary are given with respect to the security parameter (i.e., the key size), the block size (when considering block ciphers) and the number of queries made to the oracles. Now, we provide the formal definitions that are required to analyze schemes in the symmetric setting.

### 3.2.2 Functions and Permutations

As mentioned previously, block ciphers are one of the most important cryptographic primitives used in the construction of secure protocols. Therefore, we must formally model block ciphers in order to be able to use them in the context of provable security. One possible way of formalization is to consider block ciphers as pseudorandom function families. A function family is said to be pseudorandom if a function chosen uniformly at random from this family is indistinguishable from a function chosen uniformly at random from the set of all functions. We now provide a formal definition for a pseudorandom function family. In the following, a distinguisher is an algorithm that has access to an oracle and outputs a boolean; i.e., either $0$ or $1$. The distinguisher outputs $0$ if it believes that the oracle output comes from a function chosen at random from the pseudorandom function family, and $1$ otherwise (i.e. the oracle output comes from a function chosen at random from the set of all functions).

**Definition 3.8.** [Pseudorandom Function Family (PRF)]

Let $F = \{F_k : K \in \mathcal{K}(k)\}$ where $F_k$ is a function mapping $l$-bit strings to $l'$-bit strings for each $K \in \mathcal{K}(k)$. Let $\text{Rand}^{l \rightarrow l'}$ be the set of functions from $\{0, 1\}^l$ to $\{0, 1\}^{l'}$. Let $b \in \{0, 1\}$. Let $D$ be a distinguisher who has access to the oracle $f_b(\cdot)$ as defined in the following experiment:

\[
\begin{align*}
\text{Experiment } & \text{Exp}_{F,D}^{\text{prf}-b}(k) \\
1: & \ K \leftarrow^R \mathcal{K}(k) \\
2: & \ f_0 \leftarrow^R F_k, \ f_i \leftarrow^R \text{Rand}^{l \rightarrow l'} \\
3: & \ b' \leftarrow D(f_b(\cdot)) \\
4: & \ \text{return } b'
\end{align*}
\]
The advantage of the distinguisher is defined as:

$$\text{Adv}_{D,F}^\text{prf}(k) = |\Pr[D^{F_k}(\cdot)(k) = 1] - \Pr[D^{f(\cdot)}(k) = 1]|$$

We say that $F$ is a pseudorandom random function if for all polynomial-time distinguishers $D$, there is a negligible function $\text{negl}$ such that: $\text{Adv}_{D,F}^\text{prf}(k) \leq \text{negl}(k)$.

Distinguishing-based experiments, like the one described above, are quite popular in security models. For the sake of simplicity, hereafter, we describe such experiments by precising which or-
erative the adversary has access to an encryption oracle.

Definition 3.9. [Pseudorandom Permutation Family (PRP)]

Let $F = \{F_k : K \in \mathcal{K}(k)\}$ where $F_k$ is a permutation over $\{0, 1\}^l$ for each $K \in \mathcal{K}(k)$. Let $\text{Perm}^l$ be the set of permutations over $\{0, 1\}^l$. $F$ is a pseudorandom permutation if for all polynomial-time distinguishers $D$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{D,F}^\text{prp}(k) = |\Pr[D^{F_k}(\cdot)(k) = 1] - \Pr[D^{f(\cdot)}(k) = 1]| \leq \text{negl}(k)$$

where $F_k$ and $f(\cdot)$ are as defined above.

Recall from section 3.1.2 that block ciphers are defined as a family of permutations. Below, we present the definition of a pseudorandom permutation.

Result 3.1. [PRPs are PRFs] [BDJR97]

Let $F = \{F_k : K \in \mathcal{K}(k)\}$ where $F_k$ is a permutation over $\{0, 1\}^l$ for each $K \in \mathcal{K}(k)$. Consider any PRF-distinguisher $D$ attacking $F$ and asking $q$ queries. Then, we can construct a PRP-distinguisher $D'$ such that:

$$\text{Adv}_{D,F}^\text{prf}(k) \leq \text{Adv}_{D',F}^\text{prp}(k) + q^2/2^{l-1}$$

3.2.3 Threat Models for Symmetric Encryption

In the context of symmetric encryption, there exist several attack models. In this thesis, we only consider the most standard ones which, in order of increasing power of the attacker, are:

- **Eavesdropper**: This is the most basic attack. It refers to a scenario in which the adversary attempts to deduce some information about plaintexts by just observing their corresponding ciphertexts.

- **Chosen-Plaintext Attack (CPA)**: In this attack, the adversary can obtain plaintext-/ciphertext pairs for plaintexts of her choice. Then, she tries to deduce some information about the underlying plaintext of some other ciphertext produced by the same key. We say that the adversary has access to an encryption oracle.
• **Chosen-Ciphertext Attack (CCA):** In addition to her chosen-plaintext capability, the adversary is able to obtain the decryption of ciphertexts of her choice. Once again, the aim of the adversary is to learn some information about the plaintext of some other ciphertext.

We say that the adversary has access to both an encryption and a decryption oracle.

The first type of attack is the easiest to carry out. The only thing that the adversary needs to do is to listen on the communication channel over which ciphertexts are sent. In the latter two attacks, the adversary is assumed to be able to obtain encryption and decryption of plaintexts/ciphertexts of her choice. At first glance, this might seem strange. We present practical attacks under these threat models in this thesis.

### 3.2.4 Confidentiality of Symmetric Encryption

Encryption was firstly defined to provide *confidentiality*. The concept of confidentiality captures several meanings. Some believe that a formal definition is not needed, since everyone has an intuitive idea of what confidentiality means. However, this is a common mistake, since no valid proof of security would be possible without a precise definition. As mentioned before, a given cryptographic construction is secure if it satisfies its definition.

The most natural way to see confidentiality is that no adversary can learn any bit of information about the underlying plaintext of a given ciphertext. This idea was formalized under the notion of *semantic security* that was first introduced by Goldwasser and Micali [GM84] and later refined by Goldreich [Gol04]. Semantic security is a computational-complexity version of *perfect secrecy* introduced by Shannon in the context of information-theoretic security [Sha49].

Loosely speaking, an encryption scheme is semantically secure if it is infeasible to learn anything about the plaintext from the ciphertext. Put it differently, nothing can be gained from the ciphertext in the sense that whatever can be learned about a plaintext from its ciphertext can also be learned without it. Although the definition of semantic security might look simple, it is hard to use it to prove the security of an encryption scheme. Therefore, a more convenient notion of confidentiality, namely *indistinguishability*, was defined by Goldwasser et al. [GM84].

Indistinguishability requires that no polynomial-time adversary be able to distinguish the encryption of two plaintexts (of the same length). Indistinguishability might seem odd and counter-intuitive, but experience shows that it is more convenient to use for security proofs. Moreover, despite their apparent difference, authors in [GM84] prove the equivalence between it and semantic security. Bellare [Bel99] proposes several models to define indistinguishability in the setting of symmetric encryption. In this thesis, we consider the strongest model, that is **Left-or-Right Indistinguishability (IND)**.

Following the principles of provable security, IND was formalized by [BDJR97] as an experiment. Let $E_b(LR(i..,b))$, where $b \in \{0,1\}$, be a left-or-right oracle for an encryption scheme $E_k$. This oracle takes two messages as input, $m_0$ and $m_1$, and returns $c \leftarrow E_k(m_b)$. In IND, the adversary has access to the oracle $E_k(LR(i..,b))$. She submits queries of the form $(m_0, m_1)$, where $|m_0| = |m_1|$, and receives a ciphertext. The adversary wins if she can efficiently guess the boolean $b$, i.e. which message was encrypted. If all adversaries cannot succeed with probability better than a random guess, then the encryption scheme is called secure in the sense IND-ATK, where ATK represents the attack model. From section 3.2.3, we see that ATK $\in \{\text{CPA}, \text{CCA}\}$.

**Definition 3.10.** [Left-or-Right Indistinguishability (IND)].

Let $\mathcal{E} = (K, E, D)$ be a symmetric encryption scheme. Let ATK $\in \{\text{CPA}, \text{CCA}\}$. $\mathcal{E}$ is IND-ATK secure if for all polynomial-time distinguishers D, there is a negligible function $\text{negl}$:

$$\text{Adv}_{\text{IND-ATK}}(k) = \left| \text{Pr}[D^{E_k(LR(i..,0))}(c) = 1] - \text{Pr}[D^{E_k(LR(i..,1))}(c) = 1] \right| \leq \text{negl}(k)$$

where $O$ is an oracle that depends on the threat model: $O = D_k(\cdot)$ when ATK = CCA, and $O = \epsilon(\cdot)$, where $\epsilon(\cdot)$ is the identity function, when ATK = CPA.
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Two restrictions are set on the distinguisher $D$ in order to avoid trivial attacks. First, the messages submitted by $D$ to the encryption oracle $E_k(\mathcal{L}R(\cdot, \cdot, b))$ must be of same length. Second, $D$ is prohibited from querying the oracle $D_k(\cdot)$ on a ciphertext output by the encryption oracle when $\text{ATK} = \text{CCA}$.

### 3.2.5 Integrity of Symmetric Encryption

Encryption schemes do not only protect confidentiality, they can also protect integrity. In the symmetric-key settings, integrity (authenticity), means, loosely speaking, that only valid parties possessing the secret key $K$ are able to produce valid ciphertexts; i.e. whose decryption does not give $\perp$. Symmetric encryption schemes in general do not protect the integrity of messages. For example, the CBC or the CTR modes do not provide integrity, since they never return $\perp$.

Throughout this thesis, we consider two notions of integrity: integrity of ciphertext (INT-CTX) [BN08] and ciphertext unforgeability (CUF-CPA) [Kra01]. In both notions, the adversary is challenged to create a valid ciphertext forgery. To win the game, the adversary must submit a valid ciphertext to the decryption oracle that has not previously been output by the encryption oracle. INT-CTX and CUF-CPA differ on how many times the adversary is allowed to call the decryption oracle. Indeed, contrary to INT-CTX, the adversary in CUF-CPA can only call the decryption oracle once to verify her attempted forgery. Formal definitions are given below.

**Definition 3.11. [Integrity of Ciphertext (INT-CTX)]**

Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. Let $A$ be a polynomial-time adversary. Let $S$ be the list of all ciphertexts generated by the adversary queries to $E_k(\cdot)$. For $k \in \mathbb{N}$, the following experiment is defined:

**Experiment** $\text{Exp}^{\text{int-ctxt}}_{\mathcal{SE}, A}(k)$

1. $K \leftarrow^{R} K(k)$
2. if $c \leftarrow A^{E_k(\cdot), D_k(\cdot)}$ such that $D_k(c) \neq \perp$ and $c \notin S$ then
   3. return 1
4. else
5. return 0
6. end if

$\mathcal{SE}$ is INT-CTX secure if for all polynomial-time adversaries $A$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{A, \mathcal{SE}}^{\text{int-ctxt}}(k) = \Pr[\text{Exp}^{\text{int-ctxt}}_{\mathcal{SE}, A}(k) = 1] \leq \text{negl}(k)$$

Considering their definitions, confidentiality and integrity are two different security goals. However, it is best practice to always ensure both of them. Moreover, it turns out that integrity is essential in many applications where confidentiality is required. Indeed, it can be sometimes hard to directly prove that a scheme provides confidentiality against a power adversary, i.e. IND-CCA. Therefore, numerous security proofs break down the security model IND-CCA into other weaker ones. It was proved that any encryption scheme providing IND-CPA together with INT-CTX is also IND-CCA secure.

**Result 3.2. [IND-CPA $\wedge$ INT-CTX $\implies$ IND-CCA] [BN08]**

Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. For any polynomial-time IND-CCA adversary $A$ attacking $\mathcal{SE}$, we can construct two adversaries $B$ and $C$ such that:

$$\text{Adv}_{A, \mathcal{SE}}^{\text{ind-cca}}(k) \leq \text{Adv}_{B, \mathcal{SE}}^{\text{ind-cpa}}(k) + 2\text{Adv}_{C, \mathcal{SE}}^{\text{int-ctxt}}(k)$$
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Definition 3.12. [Ciphertext Unforgeability (CUF-CPA)]
Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. Let $A$ be a polynomial-time adversary. Let $S$ be the list of all ciphertexts generated by the adversary queries to $E_k(\cdot)$. For $k \in \mathbb{N}$, the following experiment is defined:

$$
\text{Experiment } \text{Exp}_{\mathcal{SE}, A}^\text{cuf-cpa}(k)
$$

1: $K \leftarrow K(k)$
2: $c \leftarrow A^{E_k(\cdot)}$
3: if $D_k(c) \neq \bot$ and $c \notin S$ then
4: $\text{return } 1$
5: else
6: $\text{return } 0$
7: end if

$\mathcal{SE}$ is CUF-CPA secure if for all polynomial-time adversaries $A$, there is a negligible function $\text{negl}$ such that:

$$
\text{Adv}_{A, \mathcal{SE}}^\text{cuf-cpa}(k) = \text{Pr}[\text{Exp}_{\mathcal{SE}, A}^\text{cuf-cpa}(k) = 1] \leq \text{negl}(k)
$$

Despite being a weaker notion, Paterson et al. prove the following relation between CUF-CPA and INT-CTXT.

Result 3.3. [CUF-CPA $\implies$ INT-CTXT] [PW12]
Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. Consider any INT-CTXT adversary $A$ attacking $\mathcal{SE}$ and making $q_d$ queries to the decryption oracle. Then, we can construct a CUF-CPA adversary $B$ such that:

$$
\text{Adv}_{A, \mathcal{SE}}^{\text{int-ctxt}}(k) \leq q_d \text{Adv}_{B, \mathcal{SE}}^{\text{cuf-cpa}}(k)
$$

We have up to this point only defined classical security models for symmetric encryption schemes. Now, we consider other security models of other cryptographic primitives.

3.2.6 Indistinguishability from Random Bits

Symmetric encryption schemes satisfying left-or-right indistinguishability (IND) often satisfy a stronger notion of indistinguishability known as indistinguishability from random bits (IND$\dagger$). This notion was put forward by Rogaway in [Rog04b]. Under this notion, a scheme is secure if ciphertexts cannot be distinguished from random strings of the same length. Note that IND$\dagger$ implies IND when the length of ciphertexts depends only on the message length and not on the message itself. For instance, let $m$ be a message containing only one byte $x$. Then, the length of the produced ciphertext depends on $m$'s length (i.e. 1) and not on its content (i.e. $x$). Surprisingly, proving IND$\dagger$ security is often simpler than proving IND security for many encryption schemes. In what follows, we provide the definition of IND$\dagger$ under chosen-plaintext attacks (IND$\dagger$-CPA)$^4$.

Definition 3.13. [Indistinguishability from Random Bits under CPA (IND$\dagger$-CPA)]
Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. $\mathcal{SE}$ is IND$\dagger$-CPA secure if for all polynomial-time distinguishers $D$, there is a negligible function $\text{negl}$ such that:

$$
\text{Adv}_{D, \mathcal{SE}}^{\text{ind$\dagger$-cpa}}(k) = \left| \text{Pr}[D_{\mathcal{SE}}^\dagger(k) = 1] - \text{Pr}[D_{\mathcal{SE}}^\dagger(k) = 1] \right| \leq \text{negl}(k)
$$

$^4$An analogous definition can be given for IND$\dagger$ under chosen-ciphertext attacks (IND$\dagger$-CCA)
where $R(\cdot)$ is a function that returns some uniformly random bits of the same length as the encrypted message.

We underline two points from the above definition. First, IND$^\$-CPA just describes the idea that the encryption result should look like a string of random bits. Second, the experience of the distinguisher $D$ gives her access to one of two oracles. When $D$ submits a query $m$, she receives the output of an oracle and her goal is to determine which oracle she is communicating with. In IND$^\$S, the two oracles are (1) the encryption algorithm $E_k(\cdot)$ of $\mathcal{SE}$ that returns the real ciphertext of the query ($c \leftarrow E_k(m)$), and (2) a random oracle $R(\cdot)$ that on any input returns some random bits of length $|c|$.

### 3.2.7 Strong Unforgeability of MAC

We now define the default notion of security for message authentication codes. The intuitive idea behind the definition is that no polynomial-time adversary should be able to generate a new valid tag for a message. As with any security definition, we should unambiguously define the power of the adversary (i.e., threat model) and the conditions to be met in order to break the scheme.

Concerning the threat model, the adversary (or the forger) is allowed to request the MAC tag for any message of her choice. Formally, for a MAC scheme $\mathcal{M}A = (K, T, V)$, the forger is given access to the tagging algorithm $T_k(\cdot)$ which she can use to get the tag of any message $m$. In addition, she has access to the verification algorithm $V_k$ to check the validity of her forgery.

As for the security goal, the forger breaks $\mathcal{M}A$ if she outputs a pair of a message and a tag $(m, \tau)$ such that: (1) $\tau$ is a valid tag on the message $m$ (i.e., $V_k(m, \tau) = 1$), and (2) $\tau$ has never been generated by $T_k(\cdot)$ as a tag of $m$. The second condition is required because it is always possible for the forger to just copy a pair of a message and its tag that was previously sent by a legitimate party. Of course, such a pair is valid and satisfies the first condition, which implies that MAC schemes do not protect against replay attacks. This does not mean that replay attacks are not a security concern. We will have more to say about them in chapter 5.

**Definition 3.14. [Strong Unforgeability for MAC (SUF-CMA)]**

Let $\mathcal{M}A = (K, T, V)$ be a message authentication scheme. Let $\mathcal{F}$ be a polynomial-time forger with access to the oracles $T_k(\cdot)$ and $V_k(\cdot)$. Let $S$ be the list of all inputs/outputs submitted and returned by the oracle $T_k(\cdot)$. For $k \in \mathbb{N}$, the following experiment is defined:

\[
\begin{align*}
\text{Experiment } \text{Exp}_{\mathcal{M}A, \mathcal{F}}^{\text{suf-cma}}(k) & \quad \text{ for } k \in \mathbb{N}, \text{ the following experiment is defined:} \\
1: & \quad K \leftarrow R \mathcal{K}(k) \\
2: & \quad (m, \tau) \leftarrow \mathcal{F}_{T_k(\cdot), V_k(\cdot)} \\
3: & \quad \text{if } V_k(m, \tau) = 1 \text{ and } (m, \tau) \notin S \text{ then} \\
4: & \quad \text{return } 1 \\
5: & \quad \text{else} \\
6: & \quad \text{return } 0 \\
7: & \quad \text{end if}
\end{align*}
\]

$\mathcal{M}A$ is SUF-CMA secure if for all polynomial-time forgers $\mathcal{F}$, there is a negligible function $\negl$ such that:

\[
\text{Adv}_{\mathcal{F}, \mathcal{M}A}^{\text{suf-cma}}(k) = \text{Pr}[\text{Exp}_{\mathcal{M}A, \mathcal{F}}^{\text{suf-cma}}(k) = 1] \leq \negl(k)
\]

### 3.2.8 Results for Generic Compositions

As mentioned in section 3.1.8, an encryption scheme and a MAC scheme can be combined to provide both confidentiality and integrity. Generally speaking, there are three methods for
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generic composition: Encrypt-and-MAC (EaM), MAC-then-Encrypt (MtE) and Encrypt-then-MAC (EtM). These three compositions were formally analyzed by Bellare and Namprempre in [BN08]. We now give a short summary of their results. Below, we assume that each composite scheme \(\mathcal{AE}[\mathcal{SE}, \mathcal{MA}] = (K, \mathcal{E}-\mathcal{AE}, \mathcal{D}-\mathcal{AE})\) was constructed by combining the encryption scheme \(\mathcal{SE} = (K_e, \mathcal{E}, \mathcal{D})\) and the MAC scheme \(\mathcal{MA} = (K_m, \mathcal{T}, \mathcal{V})\).

**Result 3.4.** [EaM is not Generically IND-CPA Secure] Given an IND-CPA secure symmetric encryption scheme \(\mathcal{SE}\), we can construct an SUF-CMA secure message authentication scheme \(\mathcal{MA}\) such that the composite scheme \(\mathcal{AE}[\mathcal{SE}, \mathcal{MA}]\) formed by following the generic method Encrypt-and-MAC is not IND-CPA secure.

**Result 3.5.** [EaM is not Generically INT-CTXT Secure] Given an SUF-CMA secure message authentication scheme \(\mathcal{MA}\), we can construct an IND-CPA secure symmetric encryption scheme \(\mathcal{SE}\) such that the composite scheme \(\mathcal{AE}[\mathcal{SE}, \mathcal{MA}]\) formed by following the generic method Encrypt-and-MAC is not IND-CPA secure.

**Result 3.6.** [MtE is not Generically IND-CCA Secure] Given an SUF-CMA secure message authentication scheme \(\mathcal{MA}\), we can construct an IND-CPA secure symmetric encryption scheme \(\mathcal{SE}\) such that the composite scheme \(\mathcal{AE}[\mathcal{SE}, \mathcal{MA}]\) formed by following the generic method MAC-then-Encrypt is not IND-CCA secure.

**Result 3.7.** [EtM is Generically IND-CCA Secure] Given an IND-CPA symmetric encryption scheme \(\mathcal{SE}\) and an SUF-CMA secure message authentication scheme \(\mathcal{MA}\), the composite scheme \(\mathcal{AE}[\mathcal{SE}, \mathcal{MA}]\) formed by following the generic method Encrypt-then-MAC is both IND-CPA and INT-CTXT secure.
Part II
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Breaking Into the Android KeyStore

“Ethical hacking!! Is it not an oxymoron?”

– Ankala V Subbarao
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The Android KeyStore is a system service whose purpose is to shield users cryptographic keys. The KeyStore protects the integrity and the confidentiality of keys by using a particular encryption scheme. In this chapter, we analyze the security of this encryption scheme using the paradigm of provable security. Our results are twofold. First, we formally prove that the used encryption scheme does not provide integrity, which means that an adversary is able to undetectably modify the stored keys. Second, we exploit this flaw to define a forgery attack breaching the security guaranteed by the KeyStore. In particular, our attack allows a malicious application to make mobile apps to unwittingly perform secure protocols using weak keys. The threat is concrete: the attacker goes undetected while compromising the security of users. The findings of this chapter
were published in [ST16a] that was presented at the 21st European Symposium on Research in Computer Security (ESORICS 2016).

4.1 Responsible Disclosure

We communicated our findings to Google in January 2016 using the public bug tracker of the Android Open Source Project (AOSP) [And16b]. Our notification was noted under the label AndroidID-26804580. In March 2016, the Android security team has acknowledged the attack presented in this chapter and confirmed that the broken encryption scheme is planned for removal.

4.2 Introduction

The KeyStore is a component of paramount importance in the Android architecture. In fact, it has been updated continuously since Android 4.0, namely since October 2011. Beginning with Android 4.3 (aka Jelly Bean) released in 2012, the KeyStore allows third-party applications to generate, use and store their cryptographic keys. Once keys are in the KeyStore, they are protected from extraction using two security measures. First, the keys inside the KeyStore cannot be directly manipulated by their own application. Indeed, when an application needs to use its key, it asks the KeyStore to execute the required cryptographic operation with its associated key. Thus, keys never enter the application process, and therefore they are protected even when the application is compromised. Second, the keys are stored on the device in encrypted form. Hence, keys are not exposed even when the attacker has access to the internal storage of the mobile.

Multiple implementations exist for the KeyStore. Each mobile manufacturer might choose not to use the default implementation provided by Google and define its specific one. Each implementation includes its own security measure for the KeyStore. In this chapter, we focus solely on the security measure concerning the secure storage of keys, since it is the only one that is not implementation-dependent. Our goal is to analyze this security measure and to verify whether it indeed accomplishes its security objectives. Due to its great importance, we require rigor when it is about the KeyStore, and therefore we rely on the paradigm of provable security to perform our analysis.

As mentioned above, the KeyStore protects the integrity and the confidentiality of its keys by storing them in encrypted form using authenticated encryption (AE). For some reason, the scheme in use is particular and does not follow any standardized or provably secure construction. Its idea is simple: the message (representing the stored key) is appended to its MD5 hash value before encrypting it with CBC mode. Henceforth, we call this AE scheme Hash-then-Encrypt using the CBC mode (or Hash-then-CBC-Encrypt for shorthand).

At the first look, Hash-then-Encrypt is a lightweight mode that has many advantages over other popular AE schemes. It is more efficient than those based on the generic composition approach [BN08], since the message is needed not to be processed twice. In addition, it is much simpler to implement compared to others. Therefore, it might seem to be the most fitting scheme to implement inside mobile devices for the protection of users keys.

In this chapter, we show that intuition often goes wrong when security is concerned. We start by proving that for the two encryption modes CBC and CTR, the AE scheme Hash-then-Encrypt does not provide integrity regardless of the used hash function. To this end, we show that it does not satisfy the two notions of integrity: integrity of ciphertext (INT-CTX) and ciphertext unforgeability (CUF-CPA). Then, we present a selective forgery attack where an adversary exploits this weakness to substantially reduce the length of the symmetric keys stored inside the KeyStore.
4.2.1 Overview of our Attack

The basic idea behind our attack scenario against the KeyStore is quite simple and can be explained as follows. The scenario starts when the mobile user installs an application which entrusts the KeyStore with its symmetric key. Using the integrity flaw of Hash-then-Encrypt, the attacker silently shortens the symmetric key associated to the installed application. For instance, she can transform 256-bit HMAC keys into 32-bit ones. The KeyStore will not detect this forgery and will keep on using the shortened key as it was the original key generated for the application. This allows a malicious third party who controls the network to break any secure protocol based on this weak key. Indeed, a simple exhaustive attack is enough to recover the application key even when secure protocols are used. Such an attack constitutes a real threat for two reasons: (1) it happens undetected, since no communication is required between the attacker and the malicious third party; and (2) the victim (mobile user) is lulled into a false sense of security because she believes that her application is well protected using a secure protocol with a strong key.

4.2.2 Context in Trusted Computing

This chapter is about to analyze the security guaranteed by the Android KeyStore. Being a component of great value, we might believe that all the necessary efforts have been made to properly design its security measures. Therefore, some may tend to trust the KeyStore and cast no doubt about its security. Here, we approach this problem of trust in a different manner. Indeed, we use the tools of provable security to formally investigate the soundness of the KeyStore design.

Our work brings to light an interesting fact: security in modern systems still does not withstand a simple cryptanalysis. This is mainly due to the fact that, unfortunately, system designers are usually tempted to use cryptographic schemes not for their proved security but for their straightforwardness and flexibility to meet special needs. We show that, once again, this a bad practice when designing a complex system, since such schemes are often vulnerable and can result in severe consequences for the whole underlying system.

The particularity of our work is that we use advanced security notions, such as indistinguishability, in order to compromise a system like Android. Our attack demonstrates that no theoretical weakness concerning the security of a cryptographic scheme should be ignored. Indeed, it could be utilized in one way or another to break the whole system. We thus show that the scope of these notions extends beyond theory and how they are relevant for system designers. We advocate the shift onto provably secure cryptography in order to prevent potential vulnerabilities that will be hard to find inside a complex system.

4.3 Background

In order to better understand this chapter, readers are required to be familiar with some background information:

- The architecture of the KeyStore (section 2.3.4);
- Encryption schemes and modes of operation (section 3.1.4);
- Authenticated encryption schemes (section 3.1.8);
- The principles of provable security and the proofs of reduction (section 3.2.1);
- Indistinguishability under chosen-plaintext/ciphertext attacks (section 3.2.4);
- Integrity of ciphertexts and ciphertexts unforgeability (section 3.2.5);
- Types of forgery attacks (described below).
Forgery Attacks

When integrity is concerned, the adversary is often called a forger and successful attacks are called forgery. We distinguish three types of forgeries depending on the adversary capability:

1. Universal forgery: forgery is possible for any given message;
2. Selective forgery: forgery is possible for any given message chosen before the attack;
3. Existential forgery: forgery is possible for at least one message.

4.4 Related Work

The two main research directions that our work targets is the KeyStore security and the analysis of authenticated encryption schemes. Here, we discuss the most relevant related work and argue how our work is distinguished from others.

KeyStore Security

Encryption in mobile devices is increasingly becoming a topic of utmost importance. Teufl et al. have thoroughly analyzed the encryption components of Android in [TFH+14]. This concerns both full disk encryption and credential storage. Authors only provide a descriptive study of the two systems. However, no cryptanalysis of the presented cryptographic schemes is given. Works in [GM14, MS13] highlight the severity of physical attacks, such as cold boot, against Android’s disk encryption. Similar attacks might be done against the KeyStore to recover the master key ensuring secure storage. The primary limitation of these attacks is that they require a physical access to the targeted mobile devices. Therefore, the real threat is constrained.

As for secure credential storage, authors in [ZWWJ15] show that app developers tend to implement their own mechanisms to store credentials. They underline the prevalence of flawed solutions by designing a tool capable of automatically identifying and retrieving app credentials. Developers are thus urged to use the security services proposed by the Android system itself, that is KeyStore. The different implementation flavors, software-based and hardware-based, of the KeyStore are subjected to close scrutiny in [CdRP14]. The investigation involves how an attacker is able to compromise the different access controls to the stored keys. Authors conclude that an application with root privileges can have access to keys of other applications even when keys are bound to a secure hardware like Trusted Execution Environment. Their presented study assumes that all the cryptographic algorithms were properly built and implemented, which is proved not to be true in [HD14]. Hay et al. exploit a buffer overflow vulnerability that enables the execution of an arbitrary code inside the KeyStore process.

To the best of our knowledge, we present the first cryptanalysis-based attack against the KeyStore. A particularity of our work is the approach that we follow to mount the final attack. Basically, our approach consists of three steps: (1) we started by analyzing the Android code to find out what cryptographic scheme used for secure storage; (2) Then, we investigated the security of the encryption scheme using provable security; (3) Finally, we figured out how to exploit the discovered weakness to perform a practical attack against the Android system.

Authenticated Encryption

Recall that authenticated encryption is a symmetric encryption scheme that protects both data confidentiality and integrity (authenticity). In order to design such schemes, generic composition is the most popular approach for numerous security protocols. This approach is about combining a confidentiality-providing encryption scheme together with a MAC scheme. Nevertheless,
the pursuit of more efficiency than that offered by these two-pass schemes has motivated the construction of dedicated AE designs.

It turns out that designers do not only strive for efficiency, but also for implementation simplicity. Therefore, authenticity obtained from Encryption-with-Redundancy (EwR) has long been attractive. In such a paradigm, encryption consists of computing some public function $h$ over the message $m$ to get a checksum $\sigma = h(m)$. Then, $m||\sigma$ is encrypted and returned. As for decryption, the ciphertext is decrypted to get $m||\sigma$ and then the equality $\sigma = h(M)$ is verified. If the equality holds, the decryption algorithm returns the message $m$, otherwise it returns $\bot$.

Several of these schemes have been partially or fully broken [Mit05a, Mit13]. A generic attack attributed to Wagner on a large class of EwR using the CBC mode is described in [Pre98]. An and Bellare in [AB01] formally prove that this AE scheme does not generically guarantee security.

Some might argue that Hash-then-Encrypt (HtE) is just a special case of EwR, where the checksum function $h$ is a hash function. However, we argue that this is not true. Indeed, the checksum is appended at the end of the message ($m||\sigma$) in EwR, while the hash value is appended at the beginning of the message ($\sigma||M$) in HtE. Thus, generic attacks against EwR, Wagner’s for instance, are easier to apply than those against HtE. This is due to the fact that the former typically requires to remove the last block of ciphertexts, and for many schemes, the decryption of the first blocks does not depend on the last ones (e.g. CBC and CTR). For instance, in CBC mode, the decryption algorithm decrypts the blocks of ciphertexts sequentially, and thus the first blocks can be decrypted even when the last ones have been removed. We notice that the inverse is not true. Indeed, removing the first blocks would prevent the subsequent blocks from being correctly decrypted. One can easily verify this for the CBC and the CTR modes. As a result, the generic attack of Wagner against EwR that consists of removing the last block of ciphertext is not trivially adaptable against HtE, since HtE instead requires to remove the first block.

Now, let us discuss the proof of [AB01]. An and Bellare provide a proof showing that the construction EwR does not always guarantee security. In fact, we can construct a secure encryption scheme such that the associated EwR does not offer integrity. A similar result related to MAC-then-Encrypt (MtE) is given in [BN08] (see result 3.6). In order to avoid misinterpretation, we emphasize that these results only imply that such constructions are not generically secure. Generic security is a strong notion of security. It rejects as “unsafe” any construction for which there exists a single counterexample in which the soundness of the underlying schemes does not constitute a sufficient condition to guarantee security. Indeed, the proof of Bellare consists of providing a counterexample, i.e. a particular MtE scheme that it is not IND-CCA secure although its encryption and MAC algorithms are respectively IND-CPA and SUF-CMA secure. The proof is only applicable for a specific class of IND-CPA encryption schemes whose ciphertexts can be modified without changing their corresponding plaintexts. For instance, given a plaintext message $m$, the ciphertext $c$ computed as $c \leftarrow E_k(m)$ can be changed to $c'$ such that both $c$ and $c'$ decrypt to $m$. Clearly, the CBC and CTR modes do not belong to such a class of encryption schemes. We stress that the results of [AB01, BN08] do not mean that all possible EwR or MtE schemes are inherently broken. However, it does mean that the security status of any instantiation of EwR or MtE is not known a priori and must be proved. Some of them are indeed broken and others are not. To illustrate, a body of results (e.g. [NRS14]) has proved the security of several schemes following the not generically secure MtE construction.

In this chapter, we give the first proof that for both CBC and CTR modes, HtE does not guarantee integrity regardless of the used hash function. In addition, the proof that we provide is not a mere existential forgery or a theoretical distinguishing attack. Unlike related work, we provide a practical attack that could be exploited to compromise the Android KeyStore. The threat is concrete: the broken HtE in CBC mode (Hash-then-CBC-Encrypt) is the cryptographic scheme that is used to safeguard the stored keys in Android mobile devices.
4.5 Hash-then-Encrypt Security Results

In this section, we start by reviewing the different concepts of integrity which our proof relies on. We then provide a formal definition of the composite construction Hash-then-Encrypt. We end by proving that this construction is not secure when using the encryption modes CBC and CTR.

4.5.1 Integrity Notions

Throughout this chapter, we only consider two notions of integrity: integrity of ciphertext (INT-CTXT) and ciphertext unforgeability (CUF-CPA). Please refer to the section 3.2.5 if you are not familiar with these two notions of integrity. Recall that both notions require that no adversary be able to produce a valid ciphertext which the encryption oracle had never produced before. However, contrary to INT-CTXT, the adversary in CUF-CPA has no access to the decryption oracle and outputs only one attempted forgery. Despite of their similarity, these two notions are defined to accomplish different goals. Indeed, INT-CTXT is a strong measure for security, while CUF-CPA is a strong one for the effectiveness of the potential attacks. Thus, proving that a symmetric scheme does not achieve neither INT-CTXT nor CUF-CPA entails two consequences: (1) the scheme does not provide high security and therefore it should not be used by scheme designers; and (2) the found attack is very damaging due to its readily implementation in practice.

As a matter of fact, we do not need to provide two different proofs such that a given AE scheme is not INT-CTXT and not CUF-CPA secure. Indeed, following the Result 3.3, if a scheme is not INT-CTXT, then consequently, it is not CUF-CPA. Hence, it is enough to only prove that the scheme is not INT-CTXT secure.

Nevertheless, our goal here is to explicitly provide a selective forgery upon which our attack scenario against the KeyStore is built.

4.5.2 Hash-then-Encrypt

Conceptually, Hash-then-Encrypt (HtE) in its general setting is an authenticated encryption scheme obtained from the association of any given hash function with any given encryption algorithm. A formal definition is given below.

**Construction 4.1. [Hash-then-Encrypt (HtE)]**

Let $\mathcal{E} = (K, E, D)$ be a symmetric encryption scheme. Let $h$ be a hash function. Without loss of generality, we suppose that $\mathcal{E}$ is based on a block cipher $E$ of block size $l$, and that $h$ outputs a string of length $l$ bits (otherwise some padding is needed). Given a plaintext message $m \in \{0, 1\}^n$, where $n \in \mathbb{N}$, we define the composite AE scheme $\text{Hash-then-Encrypt } HtE[h, \mathcal{E}] = (K-HtE, E-HtE, D-HtE)$ as follows.

**HtE Encryption** $\mathcal{E}_k-HtE(m)$

1. $\sigma \leftarrow h(m)$
2. $c \leftarrow \mathcal{E}_k(\sigma\|M)$
3. return $c$

**HtE Decryption** $D_k-HtE(c)$

1. Parse $D_k(c)$ as $\sigma'||m$
2. if $\sigma' \neq h(m)$ then
3. return $\bot$
4. end if
5. return $m$

4.5.3 Hash-then-Encrypt is IND-CPA Secure

Here, we prove that the composite scheme inherits the IND-CPA security goal of its underlying encryption scheme regardless of the hash function.
4.5. Hash-then-Encrypt Security Results

Theorem 4.1. [HtE is IND-CPA]
Let $h$ be a hash function and let $S \mathcal{E} = (K, \mathcal{E}, D)$ be an IND-CPA symmetric encryption scheme. Let $\text{HtE}[h, S \mathcal{E}] = (K-\text{HtE}, \mathcal{E}-\text{HtE}, D-\text{HtE})$ be the associated AE scheme formed by following the HtE construction. Consider any IND-CPA adversary $A$ attacking $\text{HtE}[h, S \mathcal{E}]$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{A, \text{HtE}}(k) \leq \text{negl}(k)$$

Proof. We construct our proof using the principle of reduction (see section 3.2.1). We start by defining $B$: an IND-CPA adversary against $S \mathcal{E}$ that we associate to $A$. Recall that the goal of $B$ is to simulate the execution environment of $A$ who makes queries of the form $(m_0, m_1)$ and expects answers from the oracle $\mathcal{E}_k(\text{LR}(.., b))$. The algorithm of $B$ is described below:

Algorithm $B^{\mathcal{E}_k(\text{LR}(.., b))}$

1: repeat
2: if $A$ queries $(m_0, m_1)$ then
3: \quad $m'_0 \leftarrow h(m_0)||m_0$; $m'_1 \leftarrow h(m_1)||m_1$
4: \quad $c \leftarrow \mathcal{E}_k(\text{LR}(m'_0, m'_1, b))$
5: \quad output $c$ to $A$
6: end if
7: until $A$ outputs $b'$
8: return $b'$

We can see that $B$ perfectly simulates the answers to $A$. In addition, we can see that $B$ returns the same output as $A$ does, and thus if $A$ correctly guesses $b$, so does $B$. Hence, we have:

$$\text{Adv}_{A, \text{HtE}}(k) = \text{Adv}_{B, S \mathcal{E}}(k)$$

Moreover, recall that the encryption scheme $S \mathcal{E}$ is IND-CPA secure. Therefore, there exists a negligible function $\text{negl}$ such that:

$$\text{Adv}_{B, S \mathcal{E}}(k) \leq \text{negl}(k)$$

We conclude our proof by combining the two relations above. Hence, HtE is IND-CPA secure for any given hash function if the underlying encryption scheme is also IND-CPA secure.

Now, we study the integrity of HtE. We will distinguish two cases: CBC mode and CTR mode.

4.5.4 Hash-then-CBC-Encrypt

Let us start with the case where HtE encrypts messages using the CBC mode. Henceforth, We call this case Hash-then-CBC-Encrypt (HtCBC). Here, we formally prove that HtCBC is neither INT-CTXT nor CUF-CPA secure.

Hash-then-CBC-Encrypt is not INT-CTXT

Here, we prove that HtCBC is not INT-CTXT secure. For this, we use the relations among notions that are defined in [BN08]. In particular, we use a derived one: if an AE scheme is IND-CPA secure and not IND-CCA secure, then it is not INT-CTXT (IND-CPA $\land \neg$IND-CCA $\Rightarrow \neg$INT-CTXT), which is easily obtained from the relation that was briefly presented in Result 3.2. Therefore, our proof is composed of two parts: firstly we prove that HtCBC is IND-CPA secure (already done in theorem 4.1) and secondly we prove that it is not IND-CCA secure.
Proposition 4.1. [HtCBC is not IND-CCA Secure]
Let $h$ be a hash function and let $\text{CBC}[E] = (K\text{-CBC, } \mathcal{E}\text{-CBC, } D\text{-CBC})$ be a stateless CBC encryption scheme (as it is defined in Definition 3.2), where $E$ is a block cipher of block size $l$. Consider the associated AE scheme $\text{HtCBC}[h, \text{CBC}] = (K\text{-HtCBC, } \mathcal{E}\text{-HtCBC, } D\text{-HtCBC})$ formed by following the HtE construction. Then, we can construct a polynomial-time IND-CCA adversary $\mathcal{A}$ such that:

$$\text{Adv}_{\mathcal{A}, \text{HtCBC}}^{\text{ind-cca}}(k) = 1$$

Proof. Recall that $\mathcal{A}$ has access to both the encryption oracle $\mathcal{E}_h\text{-HtCBC}(\mathcal{L}\mathcal{R}(., ., b))$ and the decryption oracle $D_h\text{-HtCBC}(.)$. Also, recall that the block cipher $E$ associated to the CBC encryption scheme is of block size $l$, and the hash function $h$ outputs $l$ bits. Therefore, no padding is needed in our construction. For $n \in \mathbb{N}$, we define the algorithm of $\mathcal{A}$ as below.

```
Algorithm $\mathcal{A}^{\mathcal{E}_h\text{-HtCBC}(\mathcal{L}\mathcal{R}(., ., b)), D_h(.)}$
1: Let $m_0$ and $m_1$ be two messages in $\{0, 1\}^m$
2: $m'_0 \leftarrow h(m_0) || m_0$
3: $m'_1 \leftarrow h(m_0) || m_1$
4: $c \leftarrow \mathcal{E}_h\text{-HtCBC}(\mathcal{L}\mathcal{R}(m'_0, m'_1, b))$
5: Parse $c$ as $c_0||c_1||c_2||c_3$
6: $c' \leftarrow c_1||c_2||c_3$
7: $x \leftarrow D_h\text{-HtCBC}(c')$
8: if $x \neq \bot$ then
9:    return 0
10: else
11:    return 1
12: end if
```

We claim that the previous adversary succeeds whether $b = 0$ or $b = 1$. Therefore, HtCBC is not IND-CCA secure, since $\text{Adv}_{\mathcal{A}, \text{HtCBC}}^{\text{ind-cca}}(k) = 1$. Recall that the oracle $\mathcal{E}_h\text{-HtCBC}(\mathcal{L}\mathcal{R}(., ., b))$ returns the ciphertext of one of the two submitted messages. Thus, we have $c = \mathcal{E}_h(m'_0 = h(m_0)||m_b)$. Applying the encryption of HtCBC, $c$ can be written as $\mathcal{E}_h\text{-CBC}(h(h(m_0)||m_b)||h(m_0)||m_b)$, which is composed as follows:

$$c = c_0 || \mathcal{E}_h(c_0 \oplus h(m_0)||m_b) || \mathcal{E}_h(c_1 \oplus h(m_0)) || \mathcal{E}_h(c_2 \oplus m_b)$$

We see that for $c'$, $c_0$ is removed and $c_1$ becomes the new initial value. Considering the new IV, the CBC decryption algorithm performed over $c'$ returns the rest of the plaintext $h(m_0)||m_b$. Therefore, $D_h\text{-HtCBC}(c')$ outputs $m_0$ when $b = 0$, while $\bot$ otherwise (unless $h(m_0) = h(m_1)$), which concludes our proof.

Hash-then-CBC-Encrypt is not CUF-CPA

Here, we provide a selective forgery against HtCBC. Indeed, we construct a CUF-CPA adversary who succeeds in forging a valid ciphertext for any message $m$ of her choice without requiring the secret key used for encryption/decryption. This forgery is important for the rest of the chapter, since we will use the presented selective forgery later to compromise the security of the KeyStore.

Therefore, we require that the forgery be practical and not demanding in term of resources. We argue that our forgery satisfies these conditions of feasibility: the adversary succeeds after only one query to the encryption oracle.
4.5. Hash-then-Encrypt Security Results

**Theorem 4.2.** [HtCBC is not CUF-CPA Secure]
Let $h$ be a hash function and let CBC[$E$] = ($K$-CBC, $E$-CBC, $D$-CBC) be a stateless CBC encryption scheme (as it is defined in Definition 3.2), where $E$ is a block cipher of block size $l$. Consider the associated AE scheme HtCBC[$h$, CBC] = ($K$-HtCBC, $E$-HtCBC, $D$-HtCBC) formed by following the HtE construction. Then, we can construct a polynomial-time CUF-CPA adversary $A$ such that:

$$
\text{Adv}^{\text{uf-cpa}}_{A, \text{HtCBC}}(k) = 1
$$

**Proof.** Recall that $A$ has access to the encryption oracle $E_k$-HtCBC($LR(\ldots, b)$) and only to one attempt to the decryption oracle $D_k$-HtCBC($\cdot$). Also, recall that the block cipher $E$ associated to the CBC encryption scheme is of block size $l$, and the hash function $h$ outputs $l$ bits. Therefore, no padding is needed in our construction. We show that $A$ is able to produce a valid ciphertext for any message $m$. For $m \in \{0, 1\}^n$, where $n \in \mathbb{N}$, we define the algorithm of $A$ as below.

**Algorithm** $A^{E_k}$-HtCBC($m$)

1. $m' \leftarrow h(m)||m$
2. $c \leftarrow E_k$-HtCBC($m'$)
3. Parse $c$ as $c_0||c_1||c_2||\ldots||c_{n+2}$
4. $c' \leftarrow c_1||c_2||\ldots||c_{n+2}$
5. return $c'$

As mentioned in definition 3.12, the adversary $A$ wins if the output ciphertext $c'$ is both new and valid. Trivially, $c'$ has never been produced by the encryption oracle $E_k$-HtCBC(\ldots) before, and thus it is new. In addition, we argue that the oracle $D_k$-HtCBC(\ldots) on $c'$ will not return $\perp$. Indeed, using the same arguments given in proposition 4.1, $c'$ could be written as $E_k$-CBC($h(m)||m$).

$$
D_k$-HtCBC($c'$) = m(\neq \perp).
$$

\[ \square \]

4.5.5 Hash-then-CTR-Encrypt

Now, we consider the case when HtE encrypts data with the CTR mode. Henceforth, we call this Hash-then-CTR-Encrypt (HtCTR). Here, we only provide the proof such that HtCTR is not INT-CTXT secure (and hence it is not CUF-CPA secure).

**Hash-then-CTR-Encrypt is not INT-CTXT**

Using the aforementioned arguments presented in the case of HtCBC in section 4.5.4, we show that HtCTR is not INT-CTXT secure by proving that it achieves IND-CPA but not IND-CCA. As a matter of fact, the theorem 4.1 demonstrates that HtCTR is indeed IND-CPA secure, since the given proof is independent of the used encryption mode, and thus remains true for HtCTR. Therefore, we only provide the proof that the construction HtCTR is not INT-CCA secure.

**Proposition 4.2.** [HtCTR is not IND-CCA Secure]

Let $h$ be a hash function and let CTR[$F$] = ($K$-CTR, $E$-CTR, $D$-CTR) be a CTR encryption scheme (as it is defined in Definition 3.3), where $F_k$ is a PRF on $\{0, 1\}^l$. Consider the associated AE scheme HtCTR[$h$, CTR] = ($K$-HtCTR, $E$-HtCTR, $D$-HtCTR) formed by following the HtE construction. Then, we can construct a polynomial-time IND-CCA adversary $A$ such that:

$$
\text{Adv}^{\text{ind-cca}}_{A, \text{HtCTR}}(k) = 1
$$

**Proof.** Recall that $A$ has access to both the encryption oracle $E_k$-HtCTR($LR(\ldots, b)$) and the decryption oracle $D_k$-HtCTR(\ldots). We define the algorithm of $A$ as below.
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Algorithm $\mathcal{E}_k$-HTCTR($\mathcal{LR}(..., b), D_k$-HTCTR)

1. Let $m_0$, $m_1$ and $m_2$ be three messages in $\{0, 1\}^l$
2. $c \leftarrow \mathcal{E}_k$-HTCTR($\mathcal{LR}(m_0, m_1, b)$)
3. Parse $c$ as $c_0||c_1||c_2$
4. $c_1' \leftarrow h(m_2) \oplus h(m_0) \oplus c_1$
5. $c_2' \leftarrow m_2 \oplus m_0 \oplus c_2$
6. $c' \leftarrow c_0||c_1'||c_2'$
7. $x \leftarrow D_k$-HTCTR($c'$)
8. if $x \neq \perp$ then
9. \hspace{1em} return 0
10. else
11. \hspace{1em} return 1
12. end if

We claim that the previous adversary succeeds whether $b = 0$ or $b = 1$, hence its advantage is equal to one and as a result HTCTR is not IND-CCA secure. It is easy to see that $c = \mathcal{E}_k$-CTR($h(m_b)||m_b$). Consequently, $c$ can be written as follows:

$$c = c_0 \ || \ h(m_b) \oplus F_k(c_0 + 1) \ || \ m_b \oplus F_k(c_0 + 2)$$

Since the definition of $c'$ includes $c_1$ and $c_2$, $c'$ can be expanded thusly:

$$c' = c_0 \ || \ h(m_2) \oplus h(m_0) \oplus h(m_b) \oplus F_k(c_0 + 1) \ || \ m_2 \oplus m_0 \oplus m_b \oplus F_k(c_0 + 2)$$

Let us first take with the case when $b = 0$. $c'$ becomes $c_0 \ || \ h(m_2) \oplus F_k(c_0 + 1) \ || m_2 \oplus F_k(c_0 + 2)$.

Therefore, the following relation holds: $c' = \mathcal{E}_k$-CTR($h(m_2)||m_2$), which makes $D_k$-HTCTR($c'$) = $m_2$ ($\neq \perp$). Now, we consider the case when $b = 1$. We can easily see that $D_k$-HTCTR($c'$) = $\perp$, unless we have $h(m_0 \oplus m_1 \oplus m_2) = h(m_0) \oplus h(m_1) \oplus h(m_2)$. This relation is unlikely to hold for a hash function (except for homomorphic hash functions [KFM04]), which concludes our proof.

4.6 The Android KeyStore

As mentioned in section 2.3.4, the Android KeyStore is a high-level service that enables applications to store their credentials. The KeyStore is comprised of three layers: Public APIs, Keystore service, and Keymaster. The security of keys is primarily ensured by the Keymaster which is designed to protect keys from extraction. This implies that it is the only component that has a direct access to keys material, and therefore keys are represented differently outside Keymaster: alias (name) in Public APIs and key handlers in Keystore service. It is worth mentioning that hereafter all the implementation details that we provide concern the KeyStore of the build android-6.0.1_r22.

Generally speaking, the key handler is an opaque object that identifies a keymaster-protected key. Key handlers are implementation-dependent. We only consider the default software-only keymaster provided by Google. By inspecting its implementation found in keymaster_openssl.cpp, we see that the key handler is just an encoded version of the corresponding key. Encoding is achieved by concatenating a header of describing meta data to the key. The header includes: a 4-byte constant value for software keys, a 4-byte key type, and a 4-byte big endian integer for key length. Thus, the default key handler is written as follows:

$$\text{Soft\_Key\_Magic} \ || \ \text{Key\_Type} \ || \ \text{Key\_Length} \ || \ \text{Key}.$$
4.6. The Android KeyStore

Our target in this chapter is the stored keys on mobile device. Therefore, in what follows, we focus solely on the secure mechanism performed by the Keystore service for storing keys (or more precisely key handlers).

4.6.1 KeyStore Service

Similar to other Android services, the Keystore service spans two layers in the Android architecture: the Java world (application framework) and the native world (system service). Based on the Binder design, its different components, KeyStore.java and Keystore.cpp, perform their IPC via the Binder proxy IKeyStoreService.

The implementation [And16d] of the Keystore reveals how the blobs of key handlers are stored on mobile device. A key handler blob (binary large object) contains a serialized version of the key handler. The keystore saves its files in /data/misc/keystore, where there is one directory for each user. Each directory includes files that have the following content:

- A single master key. The Keystore service is initialized by generating a 128-bit master key using the internal entropy source /dev/urandom. The master key is then encrypted by a 128-bit AES key derived from the screen passcode by applying PBKDF2 [Kal00]. The derivation process employs 8192 iterations with a randomly generated 128-bit salt. The encrypted keymaster, together with the salt, are stored in the .masterkey file.

- Key handler blobs related to user’s applications. Each file contains a header of meta data as well as the encryption of the key handler using Hash-then-CBC-Encrypt. The content of the file is written as follows:

  meta data || E_{master_key}^{CBC}[MD5(key handler)] || key handler

We note that the KeyStore applies the AE encryption scheme HtCBC[MD5,CBC[AES]] = (K-HtCBC,E-HtCBC,D-HtCBC) to protect key handlers. Therefore, the adversary defined in section 4.5.4 is able to maliciously forge new key handlers given valid ones. However, this attack fails in practice when performed against the real-world implementation of Keystore service because the produced key handlers would yield errors while being decoded. We recall that key handlers have a special encoding format that is specified by the keymaster. In the sequel, we adapt our forgery attack so that an adversary could fabricate a valid key handler which the keymaster successfully parses to its related key.

4.6.2 The Keys Formats

In order to conduct our attack, among all other operations provided by the KeyStore, only those involving the encryption of the stored keys will be relevant to us. This includes two operations: key generation and key import.

The KeyStore is designed to work not only with its own keys, but with those generated by a third party system. This implies that all keys, generated or imported, must follow a special format when being serialized. For instance, the keymaster requires formatting keys before wrapping them inside key handlers. The file keymaster_defs.h shows that there are three categories of formats:

```c
typedef enum {
    KM_KEY_FORMAT_X509 = 0, /* for public key export */
    KM_KEY_FORMAT_PKCS8 = 1, /* for asymmetric key pair import */
    KM_KEY_FORMAT_RAW = 3,  /* for symmetric key import */
} keymaster_key_format_t;
```
We notice that standard formats (i.e. X.509 and PKCS#8) are used for key-pairs (e.g. RSA, DSA and EC), while no format is provided for symmetric keys (e.g. HMAC). Thus, the exact bytes comprising a symmetric key are encapsulated inside the stored key handler. This is due to the fact that the support for symmetric keys is quite recent (since Android 5.0).

This lack of formatting makes the adversary task easier. Indeed, it is hard to fabricate a ciphertext that is both valid and properly formatted. Consequently, the current version of our attack is limited to applications using symmetric keys.

4.7 Attacking the Android KeyStore

4.7.1 Threat Model

The adversary’s goal is to undetectably undermine the security of the applications relying on symmetric keys for their security. For this purpose, we assume that the adversary installs some malware on the mobile device. This malware is capable of importing keys inside the KeyStore, since any installed application does have this capability. In addition, the malware is supposed to be granted the read-write permission on the KeyStore directory (i.e. /data/misc/keystore).

Furthermore, the malware is executed inside a mobile device with protective tools. First, the mobile system detects any malware trying to connect to a remote server. Second, the mobile system imposes the use of a strong screen passcode. This helps to avoid exhaustive attacks, since the master key of the KeyStore is derived from this passcode. Third, the system prohibits the KeyStore from storing short or obviously non-random keys. Thus, the adversary cannot perform the trivial attack consisting of generating the same key for all applications or generating a different key for each application and communicating it to a server. In both cases, the attack would be detected. We insist that these assumptions are highly plausible in corporate environments where companies enforce the security of their employees mobile devices.

Finally, the adversary controls all communications with the mobile, and thus can intercept and tamper with any exchanged message. Besides, it is assumed that any proved cryptographic mechanism is secure unless weak keys are used.

To sum up, in order to succeed her attack, the adversary should silently “break into” the KeyStore to shorten, and hence weaken, the stored keys which the targeted applications would blindly continue using.

4.7.2 The Forgery Attack

The purpose of the forgery attack is that given a ciphertext of a symmetric key, the adversary can fabricate another ciphertext that decrypts to a shorter key. As already stated, the KeyStore protects keys by encrypting their key handlers with HtCBC. Thus, keys protection, involving their confidentiality and integrity, is done using a special variant of HtCBC which we call encode-then-HtCBC (eHtCBC). In what follows, we adapt the selective forgery defined against HtCBC.

Loosely speaking, eHtCBC is an AE encryption scheme where messages are encoded before HtCBC-encrypting them. Here, encoding is performed by only appending the length of a message. To be more precise, consider a composite scheme HtCBC = (K-HtCBC, E-HtCBC, D-HtCBC). Then, we define its encoded version $e$ = (K-eHtCBC, E-eHtCBC, D-eHtCBC), where for all message $m$, the next relation holds:

$$E_k - e_{HtCBC}(m) = E_k - HtCBC(Len(m) \| m),$$

where Len(.) is a function that takes a message as input and returns the number of blocks composing it. In what follows, we adapt the selective forgery defined against HtCBC in order to compromise the integrity of eHtCBC.
4.7. Attacking the Android KeyStore

Let $eHtCBC$ be an AE composite scheme as described above and let $l$ be the block size of its underlying block cipher. Here, $l = 16$ bytes, since the underlying block cipher is AES. Let $m$ be an arbitrary weak symmetric key. We define the adversary $\mathcal{A}$ who can import keys of her choice to the KeyStore, namely $\mathcal{A}$ has access to the import oracle. For the sake of clarity, we omit the constant values in the header of the key handler, and so only the key_length is kept. Therefore, the import function corresponds to the encryption algorithm related to $eHtCBC$ (i.e., $import(m) = E_k^{-1}eHtCBC(m)$). It is worth mentioning that this simplifying assumption does not alter the logic of the attack. The adversary $\mathcal{A}$ wins if she can produce a valid $eHtCBC$-ciphertext of $m$. However, conforming to our threat model (section 4.7.1), she cannot import $m$ directly. To this end, $\mathcal{A}$ executes the algorithm below:

Algorithm $\mathcal{A}^{import}(m)$

1. $m' \leftarrow \text{Len}(m) \| m$
2. $m'' \leftarrow \text{padding} \| \text{MD5}(m') \| m'$
   so that $\text{Len}(.) \| \text{padding}$ is an $l$-block
3. $c \leftarrow import(m'')$
4. Parse $c$ as $c_0 || c_1 || c_2 || c_3 || c'$
5. $c'' \leftarrow c_2 || c_3 || c'$
6. return $c''$

Two points should be noted in the described algorithm. We first give a closer look at the structure of $m''$. We can see that $\text{Len}(m'') = \text{Len}(m) + 2$, since $\text{MD5}(.)$ outputs a string of length $l (= 16)$ bytes, and $\text{padding}$ is just some dummy data so that $\text{padding} \| \text{Len}(.)$ constitutes one $l$-block. Second, $c$ is indeed computed as $E_k^{-1}HtCBC([\text{Len}(m'') \| m''])$. Thus, using the constructions of $HtCBC$ and its encoded version $eHtCBC$, we see that $c$ is composed as follows (where $E$ is the block cipher AES and $E_k^{-1}\text{ivCBC}(.,.)$ is as described in Definition 3.1):

$$c = c_0 \| E_k(c_0 + \text{MD5}(\text{Len}(m'') \| m'')) \| E_k(c_1 + \text{Len}(m'') \| \text{padding}) \| E_k(c_2 + \text{MD5}(\text{Len}(m) \| m)) \| E_k^{-1}\text{ivCBC}(c_3, \text{Len}(m) \| m)$$

Therefore, following the same arguments provided in the proposition 4.1 and the theorem 4.2, we deduce that $E_k^{-1}\text{ivCBC}(c'')$ outputs $m$, which means that $\mathcal{A}$ achieves its goal. Though, it is important to notice that the adversary owes part of her success to the absence of verification of sound key lengths. Indeed, considering all the technical details that we provided, the length in bytes of the actual imported key $m''$ is always greater than 32, since it is constructed of at least two AES blocks ($\text{Len}(m'') = \text{Len}(m) + 2$). For instance, if the adversary $\mathcal{A}$ selects 4-byte $m$ (or key), it calls the import function on a key of length 36 bytes. We recall that AES keys cannot be longer than 32 bytes. Fortunately (for the adversary), no checking is done by import, and consequently the attack ends successfully.

We underline that the interest of the above attack is twofold. First, it can be abused by some malware to breach the KeyStore security even in a well-protected mobile system. Second, we prove that encoding does not improve the security of $HtCBC$ unlike for many other AE schemes. We believe that this result is of independent importance regardless of the introduced attack scenario.

4.7.3 The Undetected Malware

We illustrate the fallout of our forgery against the KeyStore by a complete attack scenario. We emphasize that the severity of protecting highly sensitive data, like keys, by a broken crypto-
Chapter 4: Breaking Into the Android KeyStore

(a) The Attack Actors

(b) The Provisioning Phase
1. The victim installs the malicious application
2. The application asks the KeyStore to generate a key which later the malicious application replaces it with a short one
3. The colluding party performs her attack by exhaustive search

(c) The Lulling Phase
1. The victim installs the remote server application
2. The remote server and the victim communicate using the weak key

(d) The Attacking Phase

Figure 4.1: Overview of the Forgery Attack Against the Android KeyStore
4.7. Attacking the Android KeyStore

The graphic scheme is not limited to the suggested scenario. In our scenario, illustrated in Figure 4.1, the intent of the attacker is to maliciously modify all the exchanged messages between an app and a remote server even if they are protected by proved cryptography. This is possible thanks to some malware installed on the mobile and which soundlessly weakens the keys of the KeyStore. This attacker represents a new kind of threat, since she can go undetected while compromising the security of users including those hiding behind secure protocols.

**Actors**

We define five actors to describe the plot of the attack:

1. *Security Manager* who enforces the security of the mobile system. In particular, the KeyStore refuses to store weak (i.e. short) keys. Additionally, the system would detect any malware trying to communicate with its accomplice server;

2. *Victim* who uses the said mobile to perform some services requiring to protect their critical transactions. The corresponding cryptographic keys are managed by the KeyStore;

3. *Remote Server* related to the running services and to which the sensitive data are sent. It is important to note that this server does not possess the required keys to decrypt the sensitive data. Its role is mainly to keep an encrypted copy of users data, thereby allowing them to recover their data later. Despite being naive, such principle is not only used for sealed storage, but also in numerous protocols for various purposes such as authentication in FIDO U2F [SBTC15]; the new standard of two factor authentication for web servers.

4. *Malicious Application* viciously shortening the keys of other applications;

5. *Colluding Party* that is able to intercept and alter any exchanged message on the network.

**Attack Workflow**

We suppose that the attacker has already convinced the victim in some way to install the malicious application on her device. The attack scenario is structured into three phases: provisioning, lulling and attacking.

*Provisioning phase.* The malicious application runs in background and executes the algorithm described in section 4.7.2. Thus, it craftily generates several symmetric keys of length $32 + x$ bytes. Then, it imports these keys into the KeyStore which accepts them for two reasons: they are seemingly strong and no verification is done concerning their abnormal length. Afterward, it cuts them down into keys of length $x$ bytes. Here, we take $x$ to be 4, so that keys are small enough to allow a swift brute-force attack. For the sake of completeness, we precise that once the keys are trimmed, their meta data are required to be padded with some dummy data. This is because the files containing the keys must remain of constant size. For brevity, we omit the technical details related to this balancing operation.

*Lulling phase.* In this phase, an application on the victim’s device asks the KeyStore to generate a key with *alias* as its name. The malicious application, snooping on the KeyStore, notes this alias as well as the UID of the caller application. As soon as the key is generated and its associated file is created, the malicious application modifies the name of one of its keys in such a way that the renamed key is believed to belong to the targeted application. Some might argue that this operation is delicate: the malicious application is assumed to continuously supervise the KeyStore activities. Nevertheless, we argue that no special privilege is required to do this, since it can be
done with quite ease by regularly monitoring the content of the KeyStore folder. Indeed, the key’s alias and the creating application’s UID could be quickly guessed from the key file name. Now, let us investigate the case when the concerned application has succeeded in encrypting some data with its generated key before being replaced by the malicious application. The risk of such case is that the victim would detect that she is actually under attack. We can see that this does not happen because the KeyStore will mark these encrypted data as invalid. Hence, the victim would be prompted to re-enter these maliciously (or accidentally) modified data. This is due to the fact that the KeyStore will attempt to decrypt such data using the new (weak) key which is different from the former key, and therefore the integrity verification would eventually fail.

**Attacking phase.** Now, the user is carrying out some operations that involve transmitting sensitive messages to a server. The application handling such operations needs to protect the integrity of these messages. Therefore, it asks the KeyStore to generate an HMAC tag over each message. The KeyStore returns a tag unwittingly generated with the weak key. Concatenated to their tag, the messages are then intercepted by the colluding party while being sent to the server. The latter performs an exhaustive search to find the secret key used to generate the HMAC tag. Since the search space being explored is shrunk, the brute-force search ends quite fast. The colluding party then modifies the content of some messages (e.g. the total amount of a payment transaction), and recomputes a valid tag for them before forwarding the new messages to the server. In this way, the attacker effortlessly breaks into victims who think that they are safe with primitives, HMAC for example, which are believed to be secure.

### 4.8 Discussion and Recommendations

An important aspect of any forgery is what it implies in practice. Here, we have demonstrated how a theoretical weakness could be exploited to undermine the security of a real-world system, namely Android. We insist that this scenario is just an example: a wholly new class of threat could be built from our forgery attack.

Moreover, it is worth noting that the attack of section 4.7 is conceived to be applicable only against software-only implementations of KeyStore. We admit that it does not directly impact hardware-backed implementations which exist on some mobile devices. Indeed, our scenario involves forging keys by forging key handlers, which can be easily done in software-only implementations. Nevertheless, generally speaking, hardware-backed implementations, such as those based on TEE, encrypt their keys to produce their key handlers. They use AE schemes in order to protect both the integrity and the confidentiality of keys. Therefore, keys integrity is protected by two means: the AE scheme of the Keystore service and that of the TEE. In our scenario, an attacker can still forge a valid key handler that is sent to the Keymaster (i.e., TEE). The TEE in its turn will detect the forgery when it decodes the forged key handler to its corresponding key, which means that the attack does not succeed. However, we can imagine other possible vectors of attack. For example, an attacker might perform a fuzzy attack by generating valid key handlers and send them to the TEE. A malformed key handler might allow the attacker to carry out, for instance, a stack overflow attack.

Furthermore, we notice that our attack is a variant of the algorithm substitution attack (ASA) defined in [BJK15]. In ASA, the attacker subverts the encryption algorithm to break the secrecy of the scheme while being undetectable. Our attack is slightly different. It violates the integrity of the scheme while being undetectable. It can be seen as a key substitution attack (KSA) in which users’ keys are replaced with weak ones. The KSA and the ASA share the same formalization of detectability as well as the properties of statelessness and size-obliviousness.

Finally, we believe that even if some may argue that our attack is difficult to mount, there is value in identifying these types of design flaws. Corporate-issued devices or state-level malware
could easily execute the described attack in order to gain undetectable long-term access to device communications.

**Recommendations.** Having thus presented our main results, we are now on a position to make specific recommendations. Our findings indicate that the key countermeasure to nullify our attack is to replace the flawed AE scheme HtCBC by a secure one. We recall that any countermeasure intended to fix a deployed system must not cause intrusive changes that affect the entire architecture of this system. Fortunately, the KeyStore design is modular enough to allow modifying the scheme HtCBC without involving the rest.

The simplest solution would be to keep the Hash-then-Encrypt construction and use it with another encryption mode than CBC. The Counter (CTR) mode is often perceived as being advantageous to other modes. However, we have proved that the scheme Hash-then-CTR-Encrypt does not provide integrity either (refer to section 4.5.5 for the full proof). We could have proposed other encryption modes for Hash-then-Encrypt, however the lack of obvious attacks cannot be taken as evidence of the soundness of a scheme. Instead, it would be better to switch to proved schemes, such as Encrypt-then-MAC (refer to Result 3.7) or secure dedicated AE schemes. We admit that the choice of an AE scheme is never easy in practice. This is not due to the lack of secure AE schemes, but to the absence of a clear standard like AES for block ciphers. Fortunately, many efforts are being made to define such an AE scheme by participating at the Caesar competition [Ber15]. In December 2017, the Caesar competition is expected to announce the final winner that will be recommended by the same institution that has previously standardized famous cryptographic constructions, such as AES and SHA-3.

### 4.9 Conclusion

In this chapter, we have provided a selective forgery against the AE scheme Hash-then-CBC-Encrypt (HtCBC). In our forgery, the attacker is able to produce a fresh valid ciphertext for any message selected by the attacker prior to the attack. The defined attack is attractive to implement in real-world systems, since it is simple and not demanding in term of resources. Indeed, it only requires having the ciphertext of one chosen message in order to succeed with probability $1$.

Then, we have shown that encoding does not protect HtCBC from our selective forgery. Stated differently, we have proved that the scheme Encode-then-HtCBC ($eHtCBC$) does not guarantee integrity. Here, the consequences are too serious to be ignored, since $eHtCBC$ is the AE scheme which safeguards the users’ keys in mobile devices running on Android. We illustrated this by demonstrating a practical scenario of a key-substitution attack: the attacker makes the victims to use weak keys for their critical transactions without their knowledge. In addition, compared to other attacks, the defined attack satisfies particular properties, such as version-independence and size-obliviousness, to make it well-suited for mass surveillance.

It is worth reiterating that proved cryptography is the way to go. Although this fact is well known to cryptographers, it has not yet been widely understood by system designers. A key lesson from this chapter is that cryptographers and system designers must work closely together. Bridging the perilous gap that separates these two communities will be essential for keeping future systems more secure.
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“There’s only one thing you should know, I’ve put my trust in you”

– Linkin Park, In The End
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GlobalPlatform (GP) card specifications are the de facto standards for the industry of smart cards. Being highly sensitive, GP specifications were defined regarding stringent security requirements. In this chapter, we analyze the cryptographic heart of these requirements; i.e. the family
of Secure Channel Protocols (SCP). Our main results are twofold. First, we demonstrate a theoretical attack against SCP02, which is the most popular protocol in the SCP family. We discuss the scope of our attack by presenting an actual scenario in which a malicious entity can exploit it in order to recover encrypted messages. Second, we investigate the security of SCP03 that was introduced as an amendment in 2009. We find that it provably satisfies strong notions of security. Of particular interest, we prove that SCP03 withstands algorithm substitution attacks (ASAs) defined by Bellare et al. that may lead to a secret mass surveillance. Our findings highlight the great value of the paradigm of provable security to increase the trust in standards and the enterprise of certification, since unlike extensive evaluation, it formally guarantees the absence of security vulnerabilities. The findings of this chapter were published in [ST16b] that was presented at the 3rd Conference on Security Standardisation Research (SSR 2016).

5.1 Introduction

As mentioned previously in chapter 2 about the Secure Element (refer to section 2.4.2), secure elements are mainly based on the technology of smart cards. Nowadays, smart cards are already playing an important role in the area of information technology. Considered to be tamper resistant, they are increasingly used to provide security services [RE10]. Smart cards do not only owe their tamper resistance for their success; programmability is a key issue for the wide adoption of this technology. Indeed, programmability made it possible to load new applications or remotely personalize existing ones during the cards life cycle [Mar98]. However, this dynamity did not come without price, as it has brought up security concerns about the novel system of content management. The absence of standards has motivated the creation of GlobalPlatform.

GlobalPlatform (GP) [Glo16c] is a cross-industry consortium that publishes specifications on how post-issuance management shall be carried out for smart cards. This includes the functionality to remotely manage cards content in a secure way. The cryptographic heart of these mechanisms is the family of Secure Channel Protocols (SCPs) which protect the exchanged messages. Optimized for cards, the used encryption schemes in these protocols do not follow any standardized or provably secure construction.

Since its first publication, the GP card specifications have been the subject of diverse verifications. For instance, authors in [B0́5] examine some aspects of these specifications and prove their soundness with the B method. Nevertheless, to the best of our knowledge, a rigorous analysis of the SCP encryption schemes has never been provided before. Our goal is thus to formally study them, and hence to validate (or invalidate) the security guaranteed by GP. The motivation of this work is to show the interest of the provable security approach to verify specifications published by an international cross-industry consortium working on critical architectures.

In this chapter, we apply the methods of provable security on GP specifications. We start by analyzing the most popular GP SCP (i.e. SCP02). Much to our surprise, we find that SCP02 is vulnerable to a well-known security flaw caused by encrypting data using CBC mode with no random initialization vector (IV). Then, we shift our analysis to the youngest member of the SCP family (i.e. SCP03). SCP03 encrypts messages using the “Encrypt-then-MAC” (EtM) method that is proved secure in [BN08]. In this chapter, we provide a stronger result: SCP03 provides much more than the standard goals of security.

5.1.1 Overview of our Attack

The basic idea behind our attack scenario against SCP02 is quite simple and can be explained as follows. The scenario starts when at least two entities (e.g. service providers) share the same trusted third party (e.g. trusted service manager) to communicate with smart cards. Using the confidentiality flaw of SCP02, a malicious entity can recover some encrypted messages belonging to another entity by performing a kind of try-and-guess attack. Indeed, it firstly intercepts a
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ciphertext of another entity and then enters into a loop of guessing the underlying message and validating the guess with the trusted party. The attacker stops when a valid guess is found. At first glance, such an attack might seem impractical and hard to implement against real-world systems, since it requires several conditions to be met in order to succeed. In section 5.4, we discuss this attack in more detail and show its relevance in the context of smart cards.

5.1.2 Context in Trusted Computing

Independently of any immediate practical exploit, our findings tell us something about the trust. This chapter is about to analyze the security guaranteed by the SCP family standardized by GlobalPlatform. Being involved in sensitive services (e.g. payment), they have undergone rigorous verification and validation tests. Therefore, many cast no doubt about their soundness, and hence they are used in several systems achieving high assurance level in common criteria (CC) [Ora12]. Here, we approach this problem of trust in a different manner. Indeed, we use the tools of provable security to formally investigate how secure the members of the SCP family effectively are.

Our work highlight an interesting fact: security in well-established standards still does not withstand a simple cryptanalysis. We show, once again, that security by extensive verification or eminent authority is highly misleading. We emphasize that the presented attack against SCP02 is due to a well-known vulnerability in the domain of cryptography (i.e. the use of no random IV for the CBC mode) [KL15]. Thus, our result raises serious concerns about CC certification. We hope that our work will encourage further integration of provable security inside the enterprise of certification to improve the security of the certified protocols.

Nevertheless, this chapter does not only present bad news about the SCP family. Indeed, we prove that SCP03 satisfies the security model defined by Bellare et al. in [BKN02] which better models the particularity of SCP03. One main advantage of this model is that, in addition to satisfying the existing notions of confidentiality (i.e. IND-CPA) and integrity (i.e. INT-CTXT), it protects against replay and out-of-delivery attacks. More importantly, we prove that it defends against the recent threat of mass surveillance by algorithm-substitution attacks (ASAs) [BPR14]. Typically closed-source, the industry of smart cards is concerned about ASAs, since no code scrutiny is possible to assert the absence of backdoors in the implemented protocols. This could damage the confidence in smart cards. Our proof guarantees that SCP03 cannot undetectably contain hidden backdoors allowing mass surveillance as it is outlined in [BPR14].

5.2 Background

In order to better understand this chapter, readers are required to be familiar with some background information:

- Secure card content management and Secure Channel Protocols (described below);
- Tweakeable block ciphers (section 3.1.3);
- Encryption schemes and modes of operation (SE/CBC, section 3.1.4);
- Nonce-based symmetric encryption (nSE, section 3.1.5);
- Message authentication schemes (MAC, section 3.1.7);
- Authenticated encryption schemes (AE, section 3.1.8);
- The principles of provable security and the proofs of reduction (section 3.2.1);
- Pseudorandom functions (PRF, section 3.2.2);
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- Indistinguishability under CPA/CCA (IND-CPA/IND-CCA, section 3.2.4);
- Integrity of ciphertexts (INT-CTXT, section 3.2.5);
- Strong unforgeability (SUF-CMA, section 3.2.7).

5.2.1 Secure Card Content Management

Here, we briefly highlight the main characteristics of content downloading/loading in a GlobalPlatform compliant smart cards. The content loading process allows a card issuer to add data to the persistent memory of the card. All commands of content loading must first be processed by a card component representing the issuer of the card called Issuer Security Domain. On receipt of a loading command, this component checks that it actually comes from an authenticated party.

However, it is an important prerequisite of multi-application smart cards that data can be securely sent from different parties. This is why GlobalPlatform defines the concept of Delegated Management that is a powerful building block towards the design of a truly multi-application smart card environment. Indeed, Delegated Management empowers the Card Issuer with a mechanism that allows them to preauthorize some trustworthy party with certain content management operation. We call such a party Trusted Service Manager (TSM). In this way, The TSM is provided with the flexibility of managing card applications.

Thus, the GlobalPlatform model works as follows. The Card Issuer, relying on the mechanism of Delegated Management, leases the ability of managing card content to one or several Trusted Service Managers. Now, any Service Provider requiring to install an application onto the card asks a TSM to manage its application. Therefore, several Service Providers can share the same TSM that uses the same delegation capability to manage all the applications. Using the terminology of GlobalPlatform, we say that the Card Issuer creates several Security Domains and gives them some management ability in order to ‘leases’ them. A TSM can have one or several Security Domains upon which the TSM relies to manage the applications of Service Providers. Below, we describe the concept of Security Domain.

Security Domains

A Security Domain (SD) allows its owner to control an application in a secure way. SDs support security services such as cryptographic functions and key handling. In terms of communicating with the outside world, SDs implement different Secure Channel Protocols, which will be extensively discussed in this chapter. In an earlier versions of GlobalPlatform API, applications could request access to the SD services. In the current version (namely v2.3 [Glo15a]), an SD may also request services from an application. In this way, an SD may initiate a service that allows the flow of information (for further processing) from an SD to an application.

As pointed out previously, the SDs are the on-card representatives of the Card Issuer or a TSM. Moreover, it is the SDs that allow Issuers to share control with approved partners over selected portions of their card. In a GlobalPlatform card, each application is assigned to a particular SD. For the sake of completeness, in the following paragraphs, we highlight the main features of, as well as the difference between, Issuer Security Domain and the TSM ones.

- **Issuer Security Domain**. The Issuer Security Domain (ISP) represents the Issuer’s interests in the card and it also manages the Issuer’s applications. It holds the Issuer’s keys and performs all issuer related card content management functions. The ISD domain stores keys and performs cryptographic operations in order to verify any request for modifying the card content. The GlobalPlatform card specification does not specify how the ISD shall be implemented and instantiated in the card.
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- **Provider Security Domain.** The Provider Security Domain (SD) allows a TSM to securely download, install and maintain a smart card application. This is achieved seamlessly and efficiently without compromising its security requirements or involving any third parties. This mechanism allows TSM to share some space in the card without the danger of compromising the security of either the card or other applications. It is the SD that delegates some content management capabilities to the TSM. This is convenient, since it saves the Card Issuer from additional administrative overheads associated with maintaining third party applications.

5.2.2 Secure Channel Protocols

The GlobalPlatform card specification defines secure communication protocols over those found in ISO 7816-4 [ISO13]. Basically, a secure channel session can be used for entity authentication and cryptographic protection of subsequent communication. For instance, a TSM can initiate a secure session and communicate with its corresponding SD in order to authenticate each other and then cryptographically protect any subsequent communication. All sensitive GlobalPlatform operations must be performed within a secure channel session. This means that only authorized and authenticated entities are allowed to communicate with the card.

The GP card specification defines secure channel protocols (SCPs). While the existing protocols are mainly used for card content management, they can also be used by applications for secure communication. For example, secure communication is required when a sensitive operation (e.g. personalizing the PIN code) is about to be performed.

Whenever a secure session is needed, the SCP executes three steps:

1. **initialization** that includes entities authentication and derivation of session keys;
2. **operation** in which exchanged data are protected; and
3. **termination** ending the session.

There are three secure channel protocols that use symmetric key cryptography for authentication and communication protection: SCP01 (defined in Appendix D of [Glo15a]), SCP02 (defined in Appendix E of [Glo15a]) and SCP03 (defined as Amendment in [Glo14]). Our target in this chapter is the encryption schemes employed during the second step. In follows, we provide more details about the **operation** of SCP02 and SCP03. SCP01 is not discussed because of its deprecation. It is worth mentioning that all given details on SCPs come from the GP card specification version 2.3 [Glo15a], which is the latest version at the time of writing this chapter.

5.3 Related Work

The two main research directions that our work targets is the attacks against the CBC mode and the analysis of authenticated encryption schemes. Here, we discuss the most relevant related work and argue how our work is distinguished from others.

**Blockwise-Adaptive Attack**

Formalized by Fouque et al. in [FJMV03], blockwise security has been firstly introduced one year before in [JMV02]. Its idea is simple: messages are not processed atomically in practice, so an adversary is able to get the ciphertext of a part of the message. Authors motivate this notion by attacking three encryption schemes proved to be secure against chosen plaintext attacks. We will focus solely on the case of CBC mode. The security proof of CBC in [BDJR97] holds only if all the calls to the underlying block cipher are independent from each other. This means that
the \((i - 1)\)th block of ciphertext must not be known before choosing the \(i\)th block of plaintext, otherwise independence is lost and the proof fails. We note that using a predictable IV could be seen as a special case, since the first block of ciphertext, which is the IV, is known in advance before choosing the message.

Despite its popularity, Mitchell in [Mit05b] (and more recently Rogaway in [Rog11]) concludes that the CBC mode involves so many security constraints that it would be better to abandon it for future designs. Indeed, a great number research effort has been dedicated to extend the weakness of CBC beyond theory. Some have adapted the vulnerability mentioned above in order to undermine the security of SSL3.0/TLS1.0 [Bar06, DR11]. Both attacks were motivated by the fact that the SSL3.0/TLS1.0 standard mandates the use of CBC encryption with chained (IVs); i.e. subsequent IVs are the last block of the previous ciphertexts. The attack of [DR11], called BEAST, is so efficient that migration to TLS1.1 has been recommended by IETF. Independently from blockwise security, authors in [BKN02], inspired from [Dai02], outline a vulnerability in the secure shell protocol (SSH) caused by the same reason: CBC encryption with chained IVs. It is worth noting that all the attacks of [Bar06, BKN02, Dai02, DR11] follow the same principle: some kind of plaintext recovery is possible when the attacker can both predict the next IV and control the first block of the message.

The presented attack against SCP02 follows a similar principle because constant IVs are always predictable. Despite similarity, we argue that the vulnerability presented in this chapter is caused by the design of SCP02 that is quite delicate to secure. Indeed, it instructs the use of CBC encryption together with CBC-MAC for computing integrity tag. Such combination creates two contradictory requirements for security. Indeed, it is proved that a random IV is necessary for CBC encryption [BDJR97], while CBC-MAC must use constant IV [BKR00].

**Authenticated Encryption**

As said in section 3.1.8, authenticated encryption (AE) is a symmetric encryption scheme that protects both data confidentiality and integrity (authenticity). Generic composition [BN08] is the most popular approach for numerous security protocols, such as SSH, TLS and IPsec. This approach is about combining confidentiality-providing encryption together with a message authentication code (MAC). Generally, three composition methods are considered: Encrypt-and-MAC, MAC-then-Encrypt and Encrypt-then-MAC.

The family of SCP protocols follows the paradigm of generic composition. On the one hand, SCP02 relies on the “Encrypt-and-MAC” (EaM) method. As pointed out in section 3.2.8, this composition method is not generically secure, but we do not consider this result in our analysis for two reasons. First, chosen ciphertext attacks are not included in our threat model, since they are hardly applicable. Indeed, the decryption operation in SCP02 is only performed by smart cards that are unlikely to misbehave (due to their tamper-resistance property and their controlled content management). Smart cards keep the decrypted messages and never output them outside, otherwise of course encryption would be of no use. Therefore, an attacker can never obtain the result of the decryption operation. Second, the used cryptographic schemes for both encryption and authentication are not secure, hence the proof of [BN08] does not hold. This means that simpler attacks exist against SCP02. We provide further details about this in section 5.4.

On the other hand, SCP03 utilizes the “Encrypt-then-MAC” (EtM) method which is proved to satisfy standard security notions: confidentiality (IND-CPA) and integrity of messages (INT-CTX). We note that EtM is ill-suited to formalize all the power of SCP03. In this chapter, we prove that SCP03 protects against a wider range of attacks, thanks to its stateful decryption. Of particular value, we prove that it withstands replay attacks and that any secret subversion of SCP03 for malicious goals can be detected. This is an important feature, since the absence of source code might cast doubts on the trustworthiness of smart cards.
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5.4.1 Description

SCP02 is the recommended protocol in the GP card specifications. It is built upon symmetric encryption based on block ciphers, hence the need of secret keys and padding data. Informally, it uses "Encrypt-and-MAC" construction, wherein the message is both encrypted and integrity protected (by using a MAC algorithm). The MAC value is appended to the encrypted message to produce the ciphertext.

In more detail, padding is first added to the message and a MAC tag is computed over the resulted data. Then, the payload is encrypted after stripping off the MAC padding to replace it by a payload one. Padding is done with binary zeroes started by $0x80$. Figure 5.1 schematically shows the ciphertext format.

Concerning the schemes in use, SCP02 mandates to encrypt data using triple DES in CBC mode [ISO06] with no IV, namely IV of binary zeroes (refer to Section E.4.6 in [Glo15a]). As for MAC computing, it uses a chained version of ISO9797-1 MAC algorithm 3, which includes a CBC-MAC processing with a simple DES and a Triple DES computation for the last block of the message. As a security enhancement, the last valid MAC tag is DES-encrypted before being applied to the calculation of the next MAC.

We note that both schemes are vulnerable. Indeed, authors in [FT14] perform a side-channel attack to defeat the ISO9797-1 MAC algorithm 3. Their attack allows one to recover the secret key used for the MAC computation. The consequences of such attack are limited for the reason that SCP02, like any SCP, generates the MAC tag using a temporary session key. Therefore, we do not consider this attack in the rest of the chapter. In the sequel, we describe how an attacker might exploit the absence of random IVs to recover encrypted messages.

5.4.2 Try-and-Guess Attack

Given an IV CBC encryption scheme (as defined in section 3.1), it is easy to see that for a fixed $iv$ the CBC encryption $\mathcal{E}_K(iv, .)$ is a stateless deterministic function of the key $K$ for all $m \in \{0,1\}^*$. Indeed, it always yields the same ciphertext when encrypting the same message multiple times (using the same key). This has both theoretical and practical consequences.

Theoretically, it violates the security goal IND-CPA. An adversary can tell which message was encrypted after only two queries: the first query contains the same plaintext $m$ twice, while the...
second one includes \( m \) together with another plaintext. The adversary succeeds with a probability 1, since if \( m \) was encrypted, the encryption oracle would output the same result as for the first query. The equality holds because the encryption algorithm used by SCP02 is deterministic. For more clarity, we describe this attack in a more formal way.

Let \( E \) be a block cipher of \( l \) block size and let \( \text{ivCBC} = (K, E, D) \) be its associated IV CBC encryption scheme. Consider the encryption scheme \( \mathcal{SE}-SCP02 = (K-SCP02, E-SCP02, D-SCP02) \), where \( E_k-SCP02(m) = E_k-ivCBC(0^l, m) \) and \( D_k-SCP02(c) = E_k-ivCBC(0^l, c) \) for all \( m \) and \( c \). Then, we can construct a polynomial-time IND-CPA adversary \( A \) such that

\[
\text{Adv}^{\text{ind-cpa}}_{A, \mathcal{SE}-SCP02}(k) = 1
\]

We define the algorithm of \( A \) as follows.

**Algorithm** \( A^{E_k-SCP02(\text{LR}(\cdot, \cdot, b))} \)

1. Let \( m_0 \) and \( m_1 \) be two messages in \( \{0, 1\}^l \)
2. \( c \leftarrow E_k-SCP02(\text{LR}(m_0, m_0, b)) \)
3. \( c' \leftarrow E_k-SCP02(\text{LR}(m_0, m_1, b)) \)
4. if \( c \neq c' \) then
5. \quad return 1
6. else
7. \quad return 0
8. end if

We note that the adversary succeeds due to the fact that the IND-CPA experiment (refer to Definition 3.10) does not constrain the adversary from submitting queries of the form \((m, m)\) to the encryption oracle.

In practice, an eavesdropper observing the stream of ciphertexts is able to determine whether two ciphertexts come from the same message. Better yet, the eavesdropper can detect whether two messages share the same prefix. This could be useful to study the structure of the encrypted stream by recognizing the presence of the same data multiple times. Now, we turn the above scenario into a more serious attack.

Consider an adversary \( A \) who can mount a chosen-plaintext attack. \( A \) starts by observing a ciphertext \( c = E_k-SCP02(m) \). Recall that the goal of \( A \) is to find the message \( m \). \( A \) achieves her goal by repeatedly trying all possible values for \( m \) until the correct one is identified. For instance, if the adversary knows that \( m \) is one of \( N \) possible values, then she can determine the actual value of \( m \) after \( N/2 \) (on average) guesses. We describe the algorithm of \( A \) below.

**Algorithm** \( A^{E_k-SCP02(\cdot)} \)

1. Get \( c \) from eavesdropping
2. \( \text{found} \leftarrow \text{false} \)
3. \textbf{repeat}
4. \quad \( m \leftarrow \text{guess}(c) \)
5. \quad \( c' \leftarrow E_k-SCP02(m) \)
6. \quad if \( c = c' \) then
7. \quad \quad \( \text{found} \leftarrow \text{true} \)
8. \quad end if
9. \textbf{until} \( \text{found} = \text{true} \)
10. return \( m \)

where \texttt{guess} is a function that takes a ciphertext \( c \) as input and returns one possible decryption of \( c \) for each call. We notice that the adversary keeps on making guesses until finding the message
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that encrypts to the eavesdropped ciphertext. Therefore, this attack is efficient against data with limited values and thus of low entropy, but it is worthless in case the exchanged data takes random values or their format is not known in advance.

We acknowledge that Try-and-Guess attack (TaGa) as outlined above has been previously suggested in other contexts (see [Bar06, Dai02, DR11]). Nevertheless, we believe that there is value in reiterating the discussion about this security flaw. The fact that the de facto standard of the sensitive industry of smart cards is still vulnerable to such attacks is of great interest. It indicates how the security community is divided between those designing theoretical cryptosystems and those implementing them in the real-world. We hope that our work would constitute a step towards bridging this gap.

In view of the ongoing popularity of SCP02, we believe that this vulnerability has not been identified yet. To the best of our knowledge, our work is the first one to apply TaGa in the context of GP specification for smart cards.

5.4.3 Plaintext Recovery Against Smart Cards

Here, we illustrate the fallout of TaGa by a theoretical, yet real-world attack scenario. Our attack applies to smart cards following the GP model for content management.

Actors

We define four actors to describe the plot of our attack:

1. trusted service manager (TSM) who owns a security domain on a smart card;
2. victim who uses the said smart card to execute some critical services;
3. honest service provider offering a sensitive service to the victim (e.g. payment); and
4. malicious service provider that offers some service to the victim, but mainly aims to compromise the other services.

The two service providers (the honest and the malicious) rely on the same TSM to install their applications on the victim’s smart card.

Threat Model

The intent of the attacker is to recover some sensitive data related to applications installed on smart cards.

For this purpose, we assume that the adversary is capable of installing an application on the targeted smart card. Any service provider does have this ability via a TSM. In addition, the application which the adversary is supposed to install includes no harmful behaviors. In particular, it does not attempt to attack the card system. Moreover, we assume that the adversary partially controls all communications with the card: she can drop and eavesdrop any exchanged message.

Finally, we suppose that the adversary is targeting a well-protected smart card, hence no direct attack is possible. This implies several assumptions. First, the card system, properly designed, shall contain no logical security flaw. Second, the card shall implement the appropriate countermeasures to withstand hardware attacks. Third, its security domains shall be created and personalized with random keys. We emphasize that these assumptions are highly plausible for the smart card industry where products undergo extensive verification tests [Ora12].

To sum up, in order to succeed her attack, the adversary should succeed in recovering the data while being transferred between the card and the TSM. This implies to break the encryption scheme implemented by the security domain. We notice that our model allows a remote and
software-only attack. Thus, it represents a new kind of threat in the context of smart cards, since most related work involve some sophisticated hardware attacks [ABF+03, Hem04]. Our model provides several advantages over those defined in the literature (and mainly related to hardware attacks), since it concerns a large number of smart cards regardless of their manufacturer without any modification. This is because GlobalPlatform is a cross-industry consortium, and thus its specifications are adopted by numerous manufacturers. Indeed, our attack solely involves details defined in the GP card specifications which are common to all GP compliant cards.

**Attack Workflow**

Here, we depict how the attack scenario is performed. We suppose that the attacker has already convinced the TSM to install her application. The attack is structured into two phases.

*During the first phase,* the honest service provider needs to personalize her application with some secret data. She sends her query to the TSM that is responsible to carry out the secure communication to the smart card. The malicious provider detects this event and reacts accordingly. She starts by asking the TSM to send some dummy query to the smart card. Thus, the TSM shares the established secure session with the two service providers. Afterward, the attacker intercepts the encrypted messages, grabs that of the honest service provider, and drops hers (easily recognizable by, for instance, its header).

*As for the second phase,* the attacker makes some guess, asks the TSM to encrypt it, and then intercepts the produced ciphertext which she discards whenever the guess was wrong. The attacker repeats this until she succeeds.

One technical issue might rise by this scenario: SCP02 instructs to double-encrypt sensitive data by the TSM. Data are firstly encrypted by ECB (Electronic Code Book) mode before applying the encryption of the secure channel. We argue that this has no impact on our attack, since the overall encryption remains stateless and deterministic. Indeed, ECB is deterministic, and the composition of two deterministic functions is clearly deterministic.

**5.4.4 Discussion about Theoretical Feasibility**

Several conditions must be met before the attacker can successfully recover some sensitive data. Below, we present these conditions and discuss their relevance.

**Using One Common Session.** First and foremost, the attacker must encrypt her test cases with the same key that encrypts the data to be recovered. This supposes that the TSM shares a secure session between different service providers. Some might argue that this is not a trivial requirement, and therefore our attack scenario cannot be mounted in practice. However, we argue that session sharing is not uncommon for three reasons. First, there is no mention in the specifications that could be understood as it is bad practice to share sessions or even SD. Second, SCP02 generates its session keys by encrypting some constants concatenating to a 2-byte counter. Thus, the TSM must change its master key after only \(2^{16}\) sessions, which makes the TSM very eager to optimize the opening of secure sessions. Third, being expensive, the TSM is also eager to reduce the number of its leased SDs. Thus, it might install several applications into the same SD for the service providers that are not willing to pay the cost of having their own SD.

**Synchronization.** The TSM accepts to continue sending the attacker queries without receiving any acknowledgment. As a matter of fact, this mode of asynchronous communication is often employed for optimization. Indeed, the transmission rate of smart cards is slow [RE10]. Therefore, the TSM usually pushes all the commands to the terminal. The terminal forwards them to the associated card, and then collects all the returned values to send them back to the TSM. Such method of communication helps improve not only the communication time, but also the
undetectability of the attack, since the attacker application needs not to secretly include a special mode to manage all the sent commands during a session of TaGa. The attacker just intercepts and drops them.

**LOW-ENTROPY DATA.** This requirement is essential to succeed the Try-and-Guess attack. Low-entropy data are not rare in the context of smart cards. First, applications on smart cards often process enumerated variables with limited choices. This includes variables representing numerical values (e.g. amount of money), since integers are generally encoded by two bytes in smart cards (JavaCard v2 [Che00] only supports signed short as numerical type). In practice, 4-byte PIN codes ($\leq 10,000$ choices) are also considered as low-entropy data. Second, despite the length of plaintext, the format used for numerous card applications is quite predictable. Data, like those of GP commands [Glo15a] and the EMV standard [EMV], are often structured with ASN.1 BER-TLV [ISO02]. Such a format contains at least two public bytes: the tag value and the data length which the adversary already knows. In addition, the padding in SCP02 is constant and public. We illustrate by an example. The attacker wants to know how much money the user has provisioned her payment application. If the payment application is GP compliant, the provisioning command will be the GP command Store Data. Thus, the plaintext to be recovered is of the form:

$$\text{Tag}(1 \text{ byte}) || \text{Length}(1 \text{ byte}) || \text{Value}(2 \text{ bytes}) || \text{Padding}(4 \text{ bytes})$$

Within these eight bytes, the only bytes to be guessed are those of the Value. Therefore, there are no more than $2^{15} = 32,768$ choices, due to the fact that money should always remain positive. In practice, much fewer queries are required, since specific amounts of money are often suggested for account recharge.

### 5.5 Secure Channel Protocol ‘3’

#### 5.5.1 Description

SCP03, published as an amendment to card specification 2.2 [Glo14], defines a new set of cryptographic methods based on AES. Similar to SCP02, it requires secret keys and padding, since it relies on block ciphers. SCP03 uses the “Encrypt-then-MAC” (EtM) method in which the ciphertext is produced by encrypting the message and then appending the result of applying the MAC scheme to the encrypted message. Figure 5.2 depicts how SCP03 computes ciphertexts. Refer to Construction 5.1 for more details about SCP03.

**Construction 5.1.** [SCP03 Algorithms for Encryption and Decryption]

Let $E_k$ be an $l$-block-cipher and let $\text{CBC1}[E] = (K-\text{CBC1}, nE-\text{CBC1}, nD-\text{CBC1})$ be its associated one-key nonce-based CBC encryption scheme (refer to Definition 3.4). Let $\mathcal{MA} = (K_m, T, V)$ be a message authentication scheme and let $\text{Len}$ be a function returning the length of its input. For the sake of clarity, we do not include details about padding in the described algorithms. Given two independent keys $K1$ and $K2$ as well as a plaintext message $m \in \{0, 1\}^n$, where $n \in \mathbb{N}$, the scheme $\mathcal{SE-SCP03} = (K-\text{SCP03}, \mathcal{E-SCP03}, D-\text{SCP03})$ is defined as follows:
Figure 5.2: Ciphertext Generation by SCP03.

**SCP03 Encryption** $E_k$-SCP03($m$)

1. $c \leftarrow nE_{k_1}$-CBC1($\text{counter, } m$)
2. counter $\leftarrow$ counter + 1
3. $c' \leftarrow \text{Len}(c) \parallel c$
4. $\tau_1 || \tau_2 \leftarrow T_{k_2}(\text{chaining} \parallel c')$
5. chaining $\leftarrow \tau_1 || \tau_2$
6. return $c' \parallel \tau_1$

**SCP03 Decryption** $D_k$-SCP03($c$)

1. Parse $c$ as $\text{Len}(c') \parallel c' \parallel \tau$
2. if cannot parse then return ⊥
3. $c'' \leftarrow \text{chaining} \parallel \text{Len}(c') \parallel c'$
4. $\tau_1 || \tau_2 \leftarrow T_{k_2}(c'')$
5. if $\tau_1 \neq \tau$ then
6. return ⊥ and halt
7. end if
8. chaining $\leftarrow \tau_1 || \tau_2$
9. ctxt $\leftarrow nD_{k_1}$-CBC1($\text{counter, } c'$)
10. counter $\leftarrow$ counter + 1
11. return ctxt

where counter and chaining are two static variables (i.e. maintain value between calls) that were properly initialized with predefined values. The counter variable, which is an integer, is initialized with 1, and the chaining variable, which is a string, is initialized with 0°.

We highlight four points in the construction above. First, SCP03 ensures that all the message inputs to $T_{k_2}$ and $V_{k_2}$ are encoded. The encoding consists of appending the length of the input (i.e. $c$). Such encoding makes the set of inputs ‘prefix-free’, which means that no input can be the prefix of another one. This is an important requirement, since many MAC schemes, like CBC-MAC [BKR00], are secure only for prefix-free set of inputs. Second, we notice that SCP03 ends the opened secure session when a decryption fails. This approach of “halting state” makes SCP03 vulnerable to denial-of-service attacks. However, it is effective against chosen-ciphertext attacks, since all the ensuing ciphertexts will not be decrypted, and therefore a new session with new keys has to be re-negotiated. This makes such attacks more detectable and less likely to succeed. Third, we do not include the padding method of SCP03 (recommended in ISO/IEC 10116:2006 [ISO06]), since authors in [BU02] prove that it withstands padding oracle attacks (see their analysis of the OZ-PAD padding method). More importantly, Paterson et al. prove that padding has no negative impact on security when it is used in encryption schemes following the Encrypt-then-MAC (EtM) construction [PW12]. Fourth, the MAC construction is quite peculiar: only half of the MAC (i.e. 8 bytes) is included with the ciphertext, and the remainder is reconstructed during MAC verification. The other half is somehow used as a ‘state’ between
the sender and the receiver. To the best of our knowledge, GlobalPlatform has never provided the rationale behind this unusual construction that complicates the analysis of SCP03. However, we can plausibly assume that this choice was made to reduce the communication overhead incurred by SCP03. Indeed, the transmission rate with the card is low and it greatly increases with respect to the number of the communicated packets (as a matter of fact, the packet length is limited to 255 bytes) [RE10]. Therefore, despite being so small in other contexts, the overhead of transferring some extra 8 bytes might not be negligible in the case of smart cards.

5.5.2 Security Models

At first glance, SCP03 seems to fall into the EtM paradigm. Naturally, this raises no question regarding its security, since its generic security is proved in [BN08]. Here, we prove that SCP03 offers more than the standard security notions, namely IND-CPA and INT-CTXT (and hence IND-CCA).

Security Notions

A new concrete security treatment is required in order to capture the full power of SCP03. Here, we outline the security concepts that we will use to study SCP03.

Definition 5.1. [Stateful Pseudorandom Function (sPRF)]
Let \( F = \{ F_k : K \in \mathcal{K}(k) \} \) where \( F_k \) is a deterministic stateful function mapping \( l \)-bit strings to \( l' \)-bit strings for each \( K \in \mathcal{K}(k) \). Let \( R_S \) be a stateful random-bit oracle. This means that the output of \( R_S \) depends on its state. Indeed, given a message \( m \in \{0, 1\}^l \), \( R_S(m) \) returns two different \( l' \)-bit random strings for two subsequent calls. The goal is that no adversary can distinguish whether she is interacting with a random instance of \( F \) or with the oracle \( R_S \). Stated more formally, \( F \) is said sPRF secure if for all polynomial-time distinguishers \( D \), there is a negligible function \( \text{negl} \) such that:

\[
\text{Adv}^{\text{sPRF}}_{D, F}(k) = |\Pr[D^F = 1] - \Pr[D^{R_S} = 1]| \leq \text{negl}(k)
\]

Definition 5.2. [Indistinguishability from tweakable random bits under CPA (\( \text{IND-CPA} \))]
Here, we present a variant of the distinguishing concept defined for tweakable functions and presented in [BRW04]. We define IND-CPA as follows. Let \( F = \{ F_k : K \in \mathcal{K}(k) \} \) where \( F_k(\ldots) \) is a tweakable function mapping pairs of \((t, l)\)-bit strings to \( l' \)-bit strings for each \( K \in \mathcal{K}(k) \). Let \( R \) be a tweakable random-bit oracle from \( \{0, 1\}^t \times \{0, 1\}^l \) to \( \{0, 1\}^{l'} \). We say that \( F \) is IND-CPA secure if all polynomial-time distinguishers \( D \), there is a negligible function \( \text{negl} \) such that:

\[
\text{Adv}^{\text{ind-CPA}}_{D, F}(k) = |\Pr[D^F = 1] - \Pr[D^R = 1]| \leq \text{negl}(k)
\]

Definition 5.3. [Indistinguishability under stateful CCA (\( \text{IND-SFCCA} \))]
This notion is defined by Bellare et al. in [BKN02]. Let \( \mathcal{SE} = (K, \mathcal{E}, \mathcal{D}) \) be a symmetric encryption scheme. Let \( A \) be a polynomial-time adversary who has access to two oracles: a left-or-right encryption oracle \( \mathcal{E}_k(\mathcal{LR}(\ldots, b)) \) and a decryption oracle \( \mathcal{D}_k(\ldots) \). The adversary \( A \) submits queries of the form \((m_0, m_1)\) to the encryption oracle \( \mathcal{E}_k(\mathcal{LR}(\ldots, b)) \), where \( m_0 \) and \( m_1 \) must be of the same length (i.e. \( |m_0| = |m_1| \)). \( A \) is prohibited from querying the oracle \( \mathcal{D}_k(\ldots) \) on a ciphertext that has already been output by the encryption oracle. Let \( i, j \text{ sync} \) be three static variables that maintain their values between calls. For \( k \in \mathbb{N} \), the following experiment is defined:
Experiment $\text{Exp}^{\text{ind-sfcca-b}}(k)$

1. $i \leftarrow 1$; $j \leftarrow 1$
2. $\text{sync} \leftarrow \text{true}$
3. repeat
   4. if $A$ queries $(m_0, m_1)$ then
      5. $i \leftarrow i + 1$
      6. $c_i \leftarrow E_k(\text{LR}(m_0, m_1, b))$
      7. output $c_i$ to $A$
   8. end if
   9. if $A$ queries $c$ then
      10. $j \leftarrow j + 1$
      11. $m \leftarrow D_k(c)$
      12. if $(j > i)$ or $(c \neq c_i)$ then
          13. $\text{sync} \leftarrow \text{false}$
      14. end if
      15. if sync = false then
          16. output $m$ to $A$
      17. end if
   18. end if
19. until $A$ outputs $b'$
20. return $b'$

From the above experiment, we highlight the following point: $D_k$ returns the result of the decryption only when $A$ makes an out-of-sync query. A query is out-of-sync if it satisfies one of these conditions: (1) there are more queries to the decryption oracle than to the encryption one; (2) the ciphertext inside the decryption query is different from the last one computed by $E_k(\text{LR}(. . . , b))$. As long as $A$ does not make out-of-sync queries, $D_k$ returns nothing and just updates its internal state.

We say that $S\mathcal{E}$ is IND-SFCCA secure if for all polynomial-time adversaries $A$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{A, S\mathcal{E}}^{\text{ind-sfcca}}(k) = |\Pr[\text{Exp}_{S\mathcal{E}, A}^{\text{ind-sfcca-1}}(k) = 1] - \Pr[\text{Exp}_{S\mathcal{E}, A}^{\text{ind-sfcca-0}}(k) = 1]| \leq \text{negl}(k)$$

**Definition 5.4.** [Integrity of stateful ciphertext (INT-SFCTXT)]

This notion is defined by Bellare et al. in [BKN02]. Let $S\mathcal{E} = (K, E, D)$ be a symmetric encryption scheme. Let $A$ be a polynomial-time adversary who has access to two oracles: an encryption oracle $E_k(.)$ and a decryption oracle $D_k(.)$. Let $S$ be the list of all ciphertexts generated by the adversary queries to $E_k(.)$. Let $i, j, \text{sync}$ be three static variables that maintain their values between calls. For $k \in \mathbb{N}$, the following experiment is defined:
5.5. Secure Channel Protocol ‘3’

**Experiment** $\text{Exp}_{\mathcal{SE}, \mathcal{A}}^{\text{ind-sfctxt}}(k)$

1. $i \leftarrow 1$; $j \leftarrow 1$
2. sync $\leftarrow$ true
3. repeat
4. if $\mathcal{A}$ queries $m$ then
5. $i \leftarrow i + 1$
6. $c_i \leftarrow \mathcal{E}_k(m)$
7. output $c_i$ to $\mathcal{A}$
8. end if
9. if $\mathcal{A}$ queries $c$ then
10. $j \leftarrow j + 1$
11. $m \leftarrow \mathcal{D}_k(c)$
12. if $(j > i)$ or $(c \neq c_i)$ then
13. sync $\leftarrow$ false
14. end if
15. if sync = false then
16. output $m$ to $\mathcal{A}$
17. end if
18. end if
19. until $\mathcal{A}$ outputs $c'$
20. if $\mathcal{D}_k(c') \neq \bot$ and $c' \notin S$ then
21. return 1
22. else
23. return 0
24. end if

We say that $\mathcal{SE}$ is INT-SFCTXT secure if for all polynomial-time adversaries $\mathcal{A}$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{\mathcal{A}, \mathcal{SE}}^{\text{int-sfctxt}}(k) = \text{Pr}[\text{Exp}_{\mathcal{SE}, \mathcal{A}}^{\text{int-sfctxt}}(k) = 1] \leq \text{negl}(k)$$

**Definition 5.5.** [Algorithm-Substitution Attacks (ASA)]

Motivated by the potential threat of subverting implementations of cryptographic algorithms, Bellare, Paterson and Rogaway in [BPR14] have recently defined ASA security by identifying two adversarial goals – *conducting surveillance* and *avoid detection*. In the ASA experiment, given user’s key $K$ and a subversion key $\bar{K}$, the adversary $\mathcal{B}$ (also called big brother) wants to subvert the encryption algorithm $\mathcal{E}_k$ by another one $\bar{\mathcal{E}}_k$. $\mathcal{B}$ requires that the subversion be both successful and undetectable. Here, we focus solely on the surveillance goal (SURV). SURV means that from observing ciphertexts, $\mathcal{B}$ can compromise confidentiality. Stated formally, SURV is defined as a classical distinguishing experiment when given oracle access to one of these two algorithms (i.e. $\mathcal{E}_k$ and $\bar{\mathcal{E}}_k$). Indeed, $\mathcal{B}$, who has access to $K$ but not to $\bar{K}$, is required to distinguish $\mathcal{E}_k$ from $\bar{\mathcal{E}}_k$. We say that an encryption scheme is ASA secure if no polynomial-time adversary $\mathcal{B}$ can succeed the SURV distinguishing game. As usual, we say that $\mathcal{SE}$ is SURV secure if for all polynomial-time adversaries $\mathcal{B}$, there is a negligible function $\text{negl}$ such that:

$$\text{Adv}_{\mathcal{B}, \mathcal{SE}}^{\text{surv}}(k) = \left| \text{Pr}[\mathcal{B}\mathcal{E}_k = 1] - \text{Pr}[\mathcal{B}\bar{\mathcal{E}}_k = 1] \right| \leq \text{negl}(k)$$

**Definition 5.6.** [Unique Ciphertexts (UQ-CTXT)]

Following their work to defeat ASA, Bellare et al. define the notion of ‘Unique Ciphertexts’ as follows. Let $\mathcal{SE} = (K, E, D)$ be a symmetric encryption scheme. Given a secret key $k$, a message $m$, and a state $\tau$, let $\mathcal{C}_\mathcal{SE}(k, m, \tau)$ be the set of all ciphertexts such that $\mathcal{D}_k(c)$ (also denoted
$D_k(c)$ returns $m$. We say that $SE$ has unique ciphertexts (i.e. UQ-CTX secure) if the set $C_{SE}(k,m,\tau)$ has size at most one for all $k$, $m$, $\tau$. Stated differently, for any given key, message and state, there exists at most one ciphertext that decrypts to the message in question.

**Result 5.1.** [Unique Ciphertexts $\implies$ ASA resilience [BPR14]]
In other words, let $SE = (K, E, D)$ be a unique ciphertext encryption scheme, and let $B$ be a SURV adversary. Then, $B$ cannot succeed the SURV experiment; which means that $SE$ is resilient to ASA.

### Analyzing SCP03 via a New Construction

The construction of SCP03 described in 5.5.1 brings out three points that should be underlined.

First, both the encryption and decryption algorithms involve the use of two variables that maintain their values and get updated after each call. These two variables must be ‘in-sync’ between the sender and the receiver, otherwise $D_k$-SCP03 returns $\bot$. Second, the encryption of messages could be seen as a stateful nonce-based CBC encryption scheme. Third, the chaining variable serves much the same purpose that a tweak does. Taking into consideration these three notes, we can turn the EtM construction of SCP03 into another composite. We start by introducing the two underlying blocks that will compose our new equivalent construction of SCP03.

### Definition 5.7. [Stateful Nonce-based Symmetric Scheme (Sf-nSE)]

Let $nSE = (K, nE, nD)$ be a nonce-based encryption scheme. Let $counter$ be a static variable that is always initialized by the same predefined value and which maintains its value between calls. Given a message $m$, we define the associated stateful scheme $Sf-nSE = (K-Sf, nE-Sf, nD-Sf)$ as follows:

**Sf-nSE Encryption** $nE-Sf_k(m)$
1. $c \leftarrow nE_k(m)$
2. $counter \leftarrow counter + 1$
3. return $c$

**Sf-nSE Decryption** $nD-Sf_k(c)$
1. $c \leftarrow nD_k(c)$
2. $counter \leftarrow counter + 1$
3. return $m$

### Definition 5.8. [Tweak Chaining MAC (TC-MA)]

Let $\tilde{F}_k : \{0,1\}^l \times \{0,1\}^* \rightarrow \{0,1\}^l$ be a tweakable MAC function for all key $K \in Key$. Let $chaining$ be a static variable that is always initialized by the same predefined value and which maintains its value between calls. Then, we define the associated chaining scheme $TC-MA = (K, T, V)$ as follows:

**TC-MA Tagging** $\tilde{F}_k(m)$
1. $\tau_1||\tau_2 \leftarrow \tilde{F}_k(chaining, m)$
2. chaining $\leftarrow \tau_1||\tau_2$
3. return $\tau_1$

**TC-MA Verification** $\tilde{V}_k(m, \tau)$
1. $\tau_1||\tau_2 \leftarrow \tilde{F}_k(chaining, m)$
2. $b \leftarrow [\tau_1 = \tau]$
3. chaining $\leftarrow \tau_1||\tau_2$
4. return $b$

### Construction 5.2. [Stateful Nonce-based Encrypt-then-Tweak (Sf-nEtTw)]

Let $Sf-nSE = (K-Sf, nE-Sf, nD-Sf)$ be a stateful nonce-based symmetric scheme. Let $(Enc, Dec)$ be a prefix-free encoding scheme. Let $TC-MA = (\tilde{K}, \tilde{T}, \tilde{V})$ be a tweak chaining MAC. Given a
message $m$ and a key $K = K_1 || K_2$, where $K_1$ and $K_2$ are two independent keys, we define the composite stateful nonce-based Encrypt-then-Tweak AE scheme $\text{Sf-nEtTw} = (\tilde{K}, \tilde{\text{Sf}}, \tilde{D}, \tilde{\text{Sf}})$ as follows:

\begin{align*}
\text{Sf-nEtTw Encryption } \tilde{\xi}_{k\text{-Sf}}(m) & \quad | \quad \text{Sf-nEtTw Decryption } \tilde{D}_{k\text{-Sf}}(c) \\
1: \quad c & \leftarrow n\xi_{k\text{-Sf}}(m) \\
2: \quad c' & \leftarrow \text{Enc}(c) \\
3: \quad \tau & \leftarrow \tilde{F}_{k_2}(c') \\
4: \quad \text{return } c' \| \tau & \quad | \quad 1: \quad \text{Parse } c \text{ as } c' \| \tau \\
2: \quad c'' & \leftarrow \text{Dec}(c') \text{ or return } \bot \\
3: \quad \text{if } \tilde{V}_{k_2}(c', \tau) \neq 1 \text{ then } & \quad 4: \quad \text{return } \bot \text{ and halt} \\
5: \quad \text{return } nD_{k_1}\text{-Sf}(c'') \\
\end{align*}

Let us see if the Construction 5.1 actually implies the definition of Construction 5.2. We start by examining the composite encryption scheme $\tilde{T}_k(\text{chaining} || c)$ is indeed a secure tweakable MAC function. We notice that the MAC computation in SCP03 is based on CMA as specified in [Dwo01b]. As mentioned by the author, CMAC is equivalent to OMAC [IK03]. We rely on the result of [BRW04] in which authors prove that OMAC$(t || m)$ is an IND-CPA tweakable extension of OMAC. Hence, we have $\tilde{T}_k(\text{chaining} || c) = \tilde{F}_k(\text{chaining}, c)$, where $\tilde{F}_k$ is a MAC tweakable function.

Now, we investigate the security of the SCP03 encryption scheme that could be seen as a stateful variant of CBC1. Defined in section 3.4, we recall that CBC1 is a nonce-based scheme that encrypts the nonce to use it as IV. It was recommended by NIST in 2001 [Dwo01a] and was broken three years later in [Rog04b]. Unlike the insecure CBC1, the stateful CBC1 is IND-CPA secure. The intuition behind this is that attacks against CBC1 generally involve a craftily chosen nonce, and therefore they are not applicable against the stateful CBC1 where nonces are taken as a counter. The full proof is given in Theorem 17 in [BDJR97].

### 5.6 SCP03 Security Results

We now provide our security results regarding SCP03. We provably show that SCP03 protects the integrity and the confidentiality of messages against chosen-plaintext and chosen-ciphertext attacks. Stated more formally, SCP03 is both IND-CPA and INT-CTXT secure, and therefore IND-CCA secure. In addition, we prove that it also resists replay, out-of-delivery and algorithm-substitution attacks (ASAs). Indeed, authors of [BKN02, BPR14] have proved that cryptographic schemes satisfying IND-SFCCA, INT-SFCTXT and Unique Ciphertexts meet all the security notions mentioned above.

#### 5.6.1 Sf-nEtTw Security Analysis

We start by analyzing the composite encryption scheme Sf-nEtTw. The following proposition concerns the security properties of $\mathcal{T}_C\cdot\mathcal{M}_A$.

**Proposition 5.1.** [Upper Bound of $\text{Adv}_{A, \mathcal{T}_C\cdot\mathcal{M}_A}^{\text{suf-cma}}(k)$]

Let $\tilde{F}_k : \{0,1\}^n \times \{0,1\}^* \rightarrow \{0,1\}^*$ be a tweakable function and let $\mathcal{T}_C\cdot\mathcal{M}_A$ be its associated chaining scheme. Consider any polynomial-time SUF-CMA adversary $A$ attacking $\mathcal{T}_C\cdot\mathcal{M}_A$ and querying $q$ messages. Then, we can construct a distinguisher $D$ against $\tilde{F}$ such that:

$$
\text{Adv}_{A, \mathcal{T}_C\cdot\mathcal{M}_A}^{\text{suf-cma}}(k) \leq \text{Adv}_{D, \tilde{F}}^{\text{ind-cpa}}(k) + \frac{q^2}{2^n} + \frac{1}{2^{n/2}} + \text{Pr}[\text{Col}_q]
$$

where $\text{Pr}[\text{Col}_q]$ is the collision probability of the tweakable function $\tilde{F}_k$ after $q$ messages.
Proof. Due to its technicality, we defer the proof to section 5.7.1.

We now show how schemes following the construction of Sf-nEtTw protect their stateful integrity of ciphertext (i.e. INT-SFCTXT).

Theorem 5.1. [Upper Bound of \( \text{Adv}^\text{int-sfctxt}_{A; \text{Sf-nEtTw}}(k) \)]

Let Sf-nEtTw be a scheme of stateful nonce-based encryption Sf-nSE = (K-Sf, nE-Sf, nD-Sf) associated to a tweak chaining MAC TC-\( \mathcal{MA} \) = (eK, eT, eV) and a prefix-free encoding scheme (Enc, Dec) as described in Construction 5.2. Let \( \tilde{F}_k : \{0, 1\}^n \times \{0, 1\}^t \rightarrow \{0, 1\}^n \) be the tweakable MAC function related to TC-\( \mathcal{MA} \). Consider any INT-SFCTXT adversary \( A \) against Sf-nEtTw who asks to encrypt \( q \) messages, we can construct an SUF-CMA adversary \( B \) against TC-\( \mathcal{MA} \) such that:

\[
\text{Adv}^\text{int-sfctxt}_{A; \text{Sf-nEtTw}}(k) \leq \text{Adv}^\text{suf-cma}_{B; \mathcal{TC}-\mathcal{MA}}(k) + \Pr[\text{q-Col}]
\]

where, given a message \( m \) and a list \( S \) containing \( q \) outputs of \( \tilde{F}_k \), \( \Pr[\text{q-Col}] \) is the probability that \( \tilde{F}_k(m) \in S \).

Proof. Due to its technicality, we defer the proof to section 5.7.2.

5.6.2 SCP03 Security Analysis

OMAC Collision Probabilities

Now, we give our concrete security results for the particular case of SCP03. This requires to compute the different collision probabilities when \( \text{OMAC}_k(T, m) = \text{OMAC}_k(T || m) \) is used as the tweakable function \( \tilde{F}_k(., .) \) for all tweak \( T \) and message \( m \). Hence, we start by stating two Results proved in [IK03] about collisions in OMAC.

Result 5.2. [\( \Pr[\text{Col}_2] \)]

Let \( E_k \) be a block cipher of size \( l \) and let OMAC\( [E_k] \) be its associated OMAC scheme. For the sake of simplicity, we only consider messages \( m \) whose length is a multiple of \( l \) (i.e. \( |m|/l \) is an integer). Given a message \( m \), we denote by \( \mu \) the number of its blocks, namely \( \mu = |m|/l \). Consider two messages \( m \) and \( m' \), then the following relation characterizes the probability of the OMAC collision:

\[
\Pr[\text{Col}_2] = \Pr[\text{Col}(m, m')] \leq \frac{(\mu + \mu')^2}{2^l}
\]

Result 5.3. [\( \Pr[\text{Col}_q] \)]

Let \( E_k \) be a block cipher of size \( l \) and let OMAC\( [E_k] \) be its associated OMAC scheme. For the sake of simplicity, we only consider messages \( m \) whose length is a multiple of \( l \) (i.e. \( |m|/l \) is an integer). Given a message \( m \), we denote by \( \mu \) the number of its blocks, namely \( \mu = |m|/l \). Given a list \( Q \) of \( q \) messages, the following relation characterizes the probability of the OMAC collision on \( Q \):

\[
\Pr[\text{Col}_q] = \Pr[\text{Col}(Q)] \leq \frac{(\sum_{i=1}^q \mu_i)^2}{2^l}
\]

SCP03 is both INT-SFCTXT and IND-SFCCA

We now show that SCP03 protects its stateful confidentiality and integrity against powerful adversaries who can perform chosen-ciphertext attacks (CCA).
\textbf{Theorem 5.2.} \textit{[SCP03 is INT-SFCTXT Secure]}

Let $E_k$ be a block cipher of size $n$ and let $\text{OMAC}^{E_k}(.)$ be its associated OMAC scheme. Let $\text{OMAC}_k(., .)$ be a tweakable function defined as $\text{OMAC}_k(T, m) = \text{OMAC}^{E_k}(T \parallel m)$ for all tweak $T$ and message $m$. Given a prefix-free encoding scheme $\text{(Enc, Dec)}$, a stateful nonce-based encryption $\text{SF-nSE} = (\mathcal{K}, \mathcal{Sf}, \mathcal{N}, \mathcal{D}, \mathcal{SE})$ and a tweak chaining MAC $\mathcal{Tc-MA} = (\mathcal{K}, \mathcal{T}, \mathcal{V})$ whose tweakable MAC function is $\text{OMAC}_k$, we define SCP03 to be the composite scheme formed by following the Construction 5.2. Consider any INT-SFCTXT polynomial-time adversary $A$ attacking SCP03 and asking to encrypt $q$ messages, we can construct a distinguisher $D$ against OMAC and a negligible function $\text{negl}$ such that:

$$\text{Adv}_{A, \text{scp03}}^{\text{int-sfctxt}}(k) \leq \text{Adv}_{D, \text{OMAC}}^{\text{ind-cpa}}(k) + \text{negl}(k)$$

\textbf{Proof.} Since SCP03 is a composite scheme formed by following the SF-nETTw construction, it satisfies the relations given in section 5.6.1. By using Proposition 5.1 and Theorem 5.1, we can obtain that

$$\text{Adv}_{A, \text{scp03}}^{\text{int-sfctxt}}(k) \leq \text{Adv}_{D, \text{OMAC}}^{\text{ind-cpa}}(k) + \frac{q^2}{2^n} + \frac{1}{2^{n/2}} + \text{Pr}[\text{Col}_q] + \text{Pr}[q\text{-Col}]$$

where $\text{Pr}[\text{Col}_q]$ is the collision probability of the tweakable function $\text{OMAC}_k$ after $q$ messages and $\text{Pr}[q\text{-Col}]$, given a message $m$ and a list $S$ containing $q$ outputs of $\text{OMAC}_k$, is the probability that $\text{OMAC}_k(m) \in S$.

Now, we use the following lemma to conclude our proof. \hfill $\square$

\textbf{Lemma 5.1.} Given $n \in \mathbb{N}$, there is a negligible function $\text{negl}$ such that:

$$\frac{q^2}{2^n} + \frac{1}{2^{n/2}} + \text{Pr}[\text{Col}_q] + \text{Pr}[q\text{-Col}] \leq \text{negl}$$

where $\text{Pr}[\text{Col}_q]$ and $\text{Pr}[q\text{-Col}]$ are as defined above.

\textbf{Proof.} We need to compute both $\text{Pr}[\text{Col}_q]$ and $\text{Pr}[q\text{-Col}]$. The case of $\text{Pr}[\text{Col}_q]$ is easy and it can be immediately obtained from Result 5.3. Concerning the case $\text{Pr}[q\text{-Col}]$, it can be calculated from Result 5.2. Indeed, given a message $m$ and a list $S$, $\text{Pr}[q\text{-Col}]$ can be expressed as the sum of the collision probabilities $\text{Pr}[\text{Col}_i]$ between $m$ and a message $m_i$ for all $m_i \in S$. Here, $m_{\text{max}}$ denotes any message of maximum length and $\mu_{\text{max}}$ denotes its number of blocks. Therefore, we have

$$\text{Pr}[q\text{-Col}] \leq \sum_{i=1}^{q} \text{Pr}[\text{Col}(m_{\text{max}}, m_i)] \leq \sum_{i=1}^{q} \frac{(\mu_{\text{max}} + \mu_i)^2}{2^n}$$

From all the relations above, we have

$$\frac{q^2}{2^n} + \frac{1}{2^{n/2}} + \text{Pr}[\text{Col}_q] + \text{Pr}[q\text{-Col}] \leq \frac{1}{2^{n/2}} + \frac{q^2}{2^n} + \left(\sum_{i=1}^{q} \mu_i\right)^2 + \frac{\sum_{i=1}^{q} (\mu_{\text{max}} + \mu_i)^2}{2^n}$$

$$\leq \frac{1}{2^{n/2}} + \frac{q^2}{2^n} + \left(\sum_{i=1}^{q} \mu_i\right)^2 + \frac{3q\mu_{\text{max}}^2 + \sum_{i=1}^{q} \mu_i^2}{2^n}$$

$$\leq \frac{1}{2^{n/2}} + \frac{q^2}{2^n} \left(q + (2\mu_{\text{max}})^2\right) + \left(\sum_{i=1}^{q} \mu_i\right)^2 + \frac{q^2}{2^n} \sum_{i=1}^{q} \mu_i^2$$

which is asymptotically negligible. \hfill $\square$
**Theorem 5.3.** [SCP03 is IND-SFCCA Secure]

Let $E_k$ be a block cipher and let $\text{OMAC}[E_k](\cdot)$ be its associated OMAC scheme. Let $\text{OMAC}(\cdot, \cdot)$ be a tweakable function defined as $\text{OMAC}(T, m) = \text{OMAC}[E_k](T || m)$ for all tweak $T$ and message $m$. Given a prefix-free encoding scheme $(\text{Enc}, \text{Dec})$, a stateful nonce-based encryption $\text{Sf-nSE} = (K, n, \text{SE}, n, D, Sf)$ and a tweak chaining MAC $\text{TC-M.A} = (\bar{K}, T, V)$ whose tweakable MAC function is $\text{OMAC}_k$, we define SCP03 to be the composite scheme formed by following the Construction 5.2. Consider any IND-SFCCA polynomial-time adversary $A$ against SCP03, we can construct an IND-CPA adversary $B$ against $\text{Sf-nSE}$ and an INT-SFCTXT adversary $F$ against $\text{TC-M.A}$ such that:

$$\text{Adv}_{A, \text{scp03}}^{\text{ind-sfcca}}(k) \leq \text{Adv}_{B, \text{Sf-nSE}}^{\text{ind-cpa}}(k) + \text{Adv}_{F, \text{TC-M.A}}^{\text{int-sfctxt}}(k)$$

**Proof.** This theorem follows directly from the implication proved by Bellare et al. [BKN02]: IND-CPA $\land$ INT-SFCTXT $\implies$ IND-SFCCA. This means that if an encryption scheme is both IND-CPA and INT-SFCTXT secure, then it is also IND-SFCCA secure. Regarding the INT-SFCTXT security of SCP03, we have just proved it in Theorem 5.2. Now, let us consider the IND-CPA security property of SCP03. Notice that SCP03 is a variant of Encrypt-then-MAC. Therefore, it inherits the IND-CPA property of its encryption scheme [BN08]. Stated otherwise, if the underlying encryption scheme $\text{Sf-nSE}$ is IND-CPA secure, then SCP03 is also IND-CPA secure, which concludes our proof. $\blacksquare$

**SCP03 is ASA Resilient**

Finally, we prove that SCP03 defends against ASA, hence also against mass surveillance.

**Theorem 5.4.** [SCP03 has Unique Ciphertexts]

Let $\text{OMAC}_k$ be a tweakable function as defined previously. Given a stateful nonce-based encryption $\text{Sf-nSE} = (K, n, \text{SE}, n, D, Sf)$ and a tweak chaining MAC $\text{TC-M.A} = (\bar{K}, T, V)$ whose tweakable MAC function is $\text{OMAC}_k$, we define SCP03 to be the composite scheme formed by following the Construction 5.2. Then, SCP03 is UQ-CTX secure.

**Proof.** Let $c_i$ denote the ciphertext produced by encrypting the message $m$ on the state $i$. Considering the SCP03 design (see Construction 5.2), we have

$$c_i = \sigma_i || \tau_i = n\text{SE}_k(m) || \text{TC}_k(\sigma_i)$$

where $K1$ and $K2$ are two independent keys. Now, we study the probability of finding a triplet $(k = k1 || m, i)$ so that $|C_{scp03}(k, m, i)| > 1$. By definition, this is equal to the probability that of finding a ciphertext $c'_i$ such that: (1) $c'_i \neq c_i$ and (2) $D_k$-SCP03($c'_i$) = $m'$, where $m' = m$. We proceed by distinguishing two cases.

**Case 1 ($\sigma'_i \neq \sigma_i$).** Here, we prove that this case and the event of finding $c'$ are contradictory, thereby proving that $\text{Pr}[$case 1$] = 0$. Indeed, recall that $n\text{SE} = (K, n, \text{E}, n, D)$ encrypts messages using a deterministic algorithm. Therefore, as a matter of fact, for a fixed nonce $n$, $n\text{SE}_k(n, m_1) \neq n\text{SE}_k(n, m_2)$ implies that $m_1 \neq m_2$. Also, we notice that the definition of the set $C_{scp03}$ involves that the associated encryption scheme $\text{Sf-nSE} = (K, n, \text{E}, n, D, Sf)$ has called $n\text{SE}$ algorithms with the same nonce for each state $i$. Then, the event $\sigma'_i \neq \sigma_i$ entails $\sigma'_i = n\text{SE}_k(m') \neq n\text{SE}_k(m) = \sigma_i$, which implies $m' \neq m$. This concludes our proof, since the definition of $C_{scp03}$ includes that $m' = m$.

**Case 2 ($\sigma'_i = \sigma_i$).** Since $c'_i \neq c_i$, this case implies that $\tau'_i \neq \tau_i$. Following the same argument of case 1, we prove that this case and the event of finding $c'$ are contradictory, thereby proving that
consequence, we have dimension to our security analysis: we can measure which is still negligible. Our computation, we express all the terms with respect to us study the impact of such an adversary on the concrete security of SCP03. In order to simplify AES, hence denotes the maximum number of queries during a session.

During a secure session, which is more than enough for most card purposes. Henceforth, lives as long as its related key does. Therefore, we think that the SCP03 designers make it as big incremented whenever a secure session is opened. That counter is associated to a master key and with 4\(n\) bytes due to the fact that integers are generally encoded with 4 bytes. We notice that specifications in the same document define a 3-byte counter that is incremented whenever a secure session is opened. That counter is associated to a master key and lives as long as its related key does. Therefore, we think that the SCP03 designers make it as big as possible. As a result, our assumption about the size of the counter used inside the encryption scheme (i.e., 4 bytes) seems reasonable. Thus, an adversary might make no more than 2\(^{32}\) queries during a secure session, which is more than enough for most card purposes. Henceforth, \(q_{\text{max}}\) denotes the maximum number of queries during a session.

By looking into the implementation details of SCP03, we see that the cipher block in use is AES, hence \(n = 128\). In addition, we see that \(\mu_{\text{max}} = 16\), since SCP03 is defined to be used in the context of smart cards, and therefore a message in the SCP03 protocol represents an APDU. Recall that APDUs cannot be longer than 256 bytes (see [ISO13]).

Now, we consider an adversary making \(q_{\text{max}}\) queries, each of which consists of \(\mu_{\text{max}}\) blocks. Let us study the impact of such an adversary on the concrete security of SCP03. In order to simplify our computation, we express all the terms with respect to \(n\): \(q_{\text{max}} = 2^{n/4}\) and \(\mu_{\text{max}} = 2^{n/8}\). Consequently, we have

\[
\frac{1}{2n^2} + \frac{q \left(q + (2\mu_{\text{max}})^2\right)}{2^n} + \frac{\left(\sum_{i=1}^{q} \mu_i\right)^2 + \sum_{i=1}^{q} \mu_i^2}{2^n} \leq \frac{1}{2n^2} + \frac{2^{n/4}}{2^n} \left(2^{n/4} + 4 \cdot 2^{n/4}\right) + \frac{\left(2^{n/4} \cdot 2^{n/8}\right)^2 + 2^{n/4} \left(2^{n/8}\right)^2}{2^n} \\
\leq \frac{1}{2n^2} + \frac{5 \cdot 2^{n/2}}{2^n} + \frac{2^{3n/4} + 2^{n/2}}{2^n} \\
\leq \frac{1}{2n^2} + \frac{6 \cdot 2^{n/2} + 2^{3n/4}}{2^n} \\
\leq \frac{7}{2n^2} + \frac{1}{2^n}
\]

which is still negligible.

5.6.3 Practical Considerations of SCP03 Security Analysis

Instead of just proving asymptotic results in our security analysis in section 5.6.2, we have attempted to explicitly capture the quantitative nature of SCP03 security. This brings a new dimension to our security analysis: we can measure how secure SCP03 is by computing how long SCP03 maintains its security in terms of the number and the size of encrypted messages. Indeed, the Theorem 5.2 characterizing the INT-SFCTXT security of SCP03 says that a polynomial-time adversary who sees \(q\) encrypted messages of \(\mu_i\) blocks has chance of at most

\[
\epsilon + 1/2^\frac{2}{4} + (1/2^n)(q^2 + 4q_{\text{max}}^2 + (\sum_{i=1}^{q} \mu_i^2 + \sum_{i=1}^{q} \mu_i^2)) \leq \epsilon + 1/2^\frac{2}{4} + (1/2^n)(q^2 + 4q_{\text{max}}^2 + (\sum_{i=1}^{q} \mu_i^2 + \sum_{i=1}^{q} \mu_i^2))
\]

of breaking the scheme, where \(n\) is the block size of the underlying block cipher (i.e., AES), \(\mu_{\text{max}}\) is the maximum number of blocks in a message (i.e., \(\mu_{\text{max}} = |\text{max}/n|\)), and \(\epsilon\) captures the security of the tweakable variant of OMAC.

Recall that SCP03 relies on a counter-based encryption scheme and it ends the secure session whenever the counter wraps up and starts again from 0. This means that the size of the counter determines how long a secure session might last. However, there is no mention in the GlobalPlatform specification [Glo14] about the recommended size of the used counter. We might believe that the counter consists of 4 bytes due to the fact that integers are generally encoded with 4 bytes. We notice that specifications in the same document define a 3-byte counter that is incremented whenever a secure session is opened. That counter is associated to a master key and lives as long as its related key does. Therefore, we think that the SCP03 designers make it as big as possible. As a result, our assumption about the size of the counter used inside the encryption scheme (i.e., 4 bytes) seems reasonable. Thus, an adversary might make no more than 2\(^{32}\) queries during a secure session, which is more than enough for most card purposes. Henceforth, \(q_{\text{max}}\) denotes the maximum number of queries during a session.
Our findings here show that SCP03 is well designed. Indeed, it does not only protect against a wide range of attacks, but it also remains secure even against powerful adversaries who attempt to deviate it from its secure behavior by asking many queries.

5.7 Security Proofs of Sf-nEtTw

5.7.1 Proof of Proposition 5.1

We start by providing three definitions that we will use throughout our proof.

**MAC Function.** Here, we just recall how a MAC scheme is related to its MAC function. Let $MA[F] = (K, T, V)$ be a MAC scheme based on the MAC function $F$. $F$ takes as input a key $K$ and a message $m$ to output a tag $\tau$. The tagging algorithm $T_k$ and the verification algorithm $V_k$ are defined as follows:

- **Tagging $T_k(m)$**
  1. $\tau \leftarrow F_k(m)$
  2. return $\tau$

- **Verification $V_k(m, \tau)$**
  1. if $F_k(m) = \tau$ then
  2. return 1
  3. else
  4. return 0
  5. end if

**Truncated MAC.** Let $T : \{0,1\}^n \rightarrow \{0,1\}^{n\tau}$ be a transformation function. Let $MA[F] = (K, T, V)$ be a MAC scheme based on the MAC function $F$. We define the transformed MAC scheme $ToMA = (K, ToT, ToV)$ that uses $ToF$ as its MAC function, where $o$ denotes the composition operator. A truncated MAC is a transformed MAC in which $T(\cdot)$ is the $\text{MSB}(\cdot)$ function that takes a message as input and returns the $l$ most significant (i.e. left-most) bits.

**Tweak Chaining MAC2 ($TC-\widehat{MA}2$).** Let $\tilde{F}_k : \{0,1\}^n \times \{0,1\}^* \rightarrow \{0,1\}^n$ be a tweakable function and let $TC-\widehat{MA}$ be its associated chaining scheme. We define $TC-\widehat{MA}2$ as $TC-\widehat{MA}$ except that $TC-\widehat{MA}2$ operates on the entire tag returned by $\tilde{F}(\cdot, \cdot)$ and not only on its half as in $TC-\widehat{MA}$. Stated differently, $TC-\widehat{MA}2$ is a MAC scheme in which the MAC function $F2$ is defined as follows:

- **MAC Function $F2_k(m)$**
  1. $\tau \leftarrow \tilde{F}_k(\text{chaining}, m)$
  2. chaining $\leftarrow \tau$
  3. return $\tau$

where chaining is a static variable that was initialized with $0^n$.

Having thus presented the above definitions, we are now on a position to make our proof. Let $\tilde{F}_k : \{0,1\}^n \times \{0,1\}^* \rightarrow \{0,1\}^n$ be a tweakable function and let $TC-\widehat{MA}2[F2]$ be its associated tweak chaining MAC2 scheme. We notice that the $TC-\widehat{MA}2$ scheme presented in Definition 5.8 can be seen as the truncated MAC of $TC-\widehat{MA}2[F2]$, where $T(\cdot) = \text{MSB}_{n/2}(\cdot)$. Thus, we denote the MAC function of $TC-\widehat{MA}$ as $ToF2$.

Consider any polynomial-time SUF-CMA adversary $A$ against $TC-\widehat{MA}$. Recall that $A$ can make two types of queries: tagging queries and verification queries. We suppose that $A$ makes $q$ tagging queries. We associate two adversaries to $A$: an sPRF adversary $B$ against the MAC function $F2$ (or equivalently against $TC-\widehat{MA}2[F2]$), and an IND-CPA distinguisher $D$ against
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the tweakable function $F_k$. Now, we state the following lemmas in which we define how the
adversaries $A$, $B$ and $D$ interact between each other and from which the proposition 5.1 follows
directly.

Lemma 5.2. $\text{Adv}_{A,T\mathcal{C-MM}}^{\text{suf-cma}}(k) = \text{Adv}_{B,F_2}^{\text{sprf}}(k) + 1/2^n$

Lemma 5.3. $\text{Adv}_{B,F_2}^{\text{sprf}}(k) = \text{Adv}_{D,F_2}^{\text{ind-cpa}}(k) + \Pr[\text{Col}] + \Pr[\text{Col}]$

Lemma 5.4. $\Pr[\text{Col}] \leq q^2/2^n$

Proof of Lemma 5.2: Recall that $B$ has access to the oracle $O$ and her goal is to distinguish
whether $O$ is the MAC function $F_2$ or the stateful random oracle $R_S$. Recall also that the MAC
function of $T\mathcal{C-M}\mathcal{A}$ is $ToF2$. The algorithm $B$ is described below:

Algorithm $B^O$

1: repeat
2: if $A$ queries $(m)$ then
3: $\tau \leftarrow ToO(m)$
4: output $\tau$ to $A$
5: end if
6: if $A$ queries $(m, \tau)$ then
7: $b \leftarrow [\tau = ToO(m)]$
8: output $b$ to $A$
9: end if
10: until $A$ ends
11: if $A$ forges then
12: return 1
13: else
14: return 0
15: end if

We can see that $B$ perfectly simulates the answers to $A$. In addition, $B$ returns 1 (i.e. guesses
that the oracle $O$ is the MAC function $F_2$) when $A$ succeeds in forging a tag. Therefore, the
following relation holds:

$$\Pr[A^{ToO} \text{ forges}] = \Pr[B^O \Rightarrow 1]$$ (5.1)

where we use the equivalent notation in which we note that the adversary $A$ has access to the
MAC function as oracle instead of the tagging/verification oracles.

By definition of strong unforgeability of the MAC scheme $T\mathcal{C-MM}$ (see Definition 3.14), the
advantage of $A$ is defined by the probability of her success when she has access to the oracle
$ToF2$. Therefore, we have:

$$\text{Adv}_{A,T\mathcal{C-MM}}^{\text{suf-cma}}(k) = \Pr[A^{ToF2} \text{ forges}]$$
$$= \Pr[A^{ToF2} \text{ forges}] + (\Pr[A^{ToR_S} \text{ forges}] - \Pr[A^{ToF2} \text{ forges}])$$
$$= (\Pr[B^{ToF2} \Rightarrow 1] - \Pr[B^{R_S} \Rightarrow 1]) + \Pr[A^{ToF2} \text{ forges}]$$ (from 5.1)
$$= \text{Adv}_{B,F_2}^{\text{sprf}}(k) + \Pr[A^{ToR_S} \text{ forges}]$$
Now, we examine $\Pr[A^{ToR_S} \text{ forges}]$, which is equal to the probability that $A$ forges against a MAC scheme that has $ToR_S$ as its MAC function. Recall that $R_S$ is a random oracle. Let us suppose that $(M, \tau)$ is the forging query that $A$ uses to break the scheme. Therefore, the following relations holds: $\tau = T(R_S(m))$. Thus, we have

$$\Pr[A^{ToR_S} \text{ forges}] = \Pr[x \leftarrow \{0,1\}^n, T(x) = \tau] = \frac{1}{2^{n/2}} \quad (\text{since } T(.) = \text{MSB}_{n/2}(.)$$

which concludes our proof.

**Proof of Lemma 5.3:** Here, we consider any sPRF adversary $B$ against $F^2$ and we associate it to a particular IND-CPA distinguisher $D$ against the tweakable function $F_k : \{0,1\}^n \times \{0,1\}^* \rightarrow \{0,1\}^n$. Recall that $D$ makes $q$ queries to the oracle $O$ and her goal is to distinguish whether $O$ is $F_k(.,.)$ or $R(.,.)$, where $R(.,.)$ is a function that, on input $(T, m)$, returns $n$-bit random strings. Recall also that $D$ is a tweak-respecting adversary (i.e. does not repeat tweak). We define the algorithm of $D$ as follows:

<table>
<thead>
<tr>
<th>Algorithm $D^O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $t \leftarrow 0^n$</td>
</tr>
<tr>
<td>2: $S \leftarrow {t}$</td>
</tr>
<tr>
<td>3: repeat</td>
</tr>
<tr>
<td>4: if $B$ queries $(m)$ then</td>
</tr>
<tr>
<td>5: $t \leftarrow O(t, m)$</td>
</tr>
<tr>
<td>6: $S \leftarrow S \cup {t}$</td>
</tr>
<tr>
<td>7: output $t$ to $B$</td>
</tr>
<tr>
<td>8: if $S$ contains duplicate values then</td>
</tr>
<tr>
<td>9: return 1</td>
</tr>
<tr>
<td>10: end if</td>
</tr>
<tr>
<td>11: end if</td>
</tr>
<tr>
<td>12: until $B$ outputs $b'$</td>
</tr>
<tr>
<td>13: return $b'$</td>
</tr>
</tbody>
</table>

where $S$ is a multiset in which values can repeat. We argue that when $S$ does not contain the same value twice, $D$ is perfectly simulating $B$’s execution environment. This is true because $F(.,.)$ is no distinguishable from the random oracle $R(.,.)$ only against tweak-respecting adversaries. We illustrate the importance of such a condition by an example. In our example, we take $\text{OMAC}(T, m) (= \text{OMAC}(T||m))$ as the tweakable function $F(.,.)$. Now, we show that $B$ can easily see under the simulation environment that she is not interacting with a random oracle. $B$ knows that the initial tweak (i.e. state) is $0^n$ and queries $m_1 = 0^n$ to receive $\tau_1$ from her oracle. Then, let $T$ be a tweak that repeats twice. For the first occurrence of $T$, $B$ queries $m_2 = 0^n$ to receive $\tau_2$ and for its second occurrence she queries $m_2 = 0^n || \tau_2 || 0^n$ to receive $\tau_3$. It is easy to see that $\tau_1 = \tau_3$ when $O = F_k(.,.) \neq R(.,.)$. Indeed, we have

$$\begin{align*}
\tau_1 &= E_k(E_k(0^n)) \\
\tau_2 &= E_k(E_k(T)) \\
\tau_3 &= E_k\left(E_k\left(E_k(T) \oplus R\right) \oplus 0^n\right)
\end{align*}$$
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Thus, from D’s algorithm, we can see that

\[
\begin{align*}
\Pr[D^F \Rightarrow 1] &= \Pr[B^F \Rightarrow 1] + \Pr[S|\tilde{F}] \\
\Pr[D^R \Rightarrow 1] &= \Pr[B^R \Rightarrow 1] + \Pr[S|\tilde{R}]
\end{align*}
\]

where \(\Pr[S]\) is the probability that the multiset \(S\) contains duplicate values.

By using the two above relations, we get

\[
\text{Adv}^{\text{sprf}}_{B, F_2}(k) = \text{Adv}^{\text{ind-cpa}}_{D, \tilde{F}}(k) + \Pr[S|\tilde{R}] - \Pr[S|\tilde{F}]
\leq \text{Adv}^{\text{ind-cpa}}_{D, \tilde{F}}(k) + \Pr[\text{Col}] + \Pr[\text{Col}_q]
\]

where \(\Pr[\text{Col}_q]\) is the collision probability of the tweakable function \(\tilde{F}\) after \(q\) messages. Thus, our proof ends.

**Proof of Lemma 5.4:** Informally speaking, the lemma means that the set \(\{x : x_0 = 0^n, x_i = \tilde{R}(x_0,.)\}\) has asymptotically negligible probability to include duplicate values. Recall that \(q\) is the number of \(B\)'s queries. We start our proof by making induction on \(q\). For all \(q \geq 1\), we prove that

\[
\Pr[\text{Col}] = \frac{q(q+1)}{2^{n+1}} \tag{5.2}
\]

Then, we conclude our proof by noticing that \(q(q+1)/2^{n+1} \leq q^2/2^n\).

**Base case.** When \(q = 1\), the right side of 5.2 is \(1/2^n\). Now, let’s look at the left side. After only one call, there are two elements in \(S: \{0^n, y\}\), where \(y \leftarrow \tilde{R}(0^n,.)\). Thus, \(\Pr[\text{Col}] = \Pr[x \leftarrow \{0, 1\}^n, x = 0^n]\), which is equal to \(1/2^n\).

**Induction step.** Suppose that the equation 5.2 is true for \(q = m - 1\). Here, \(x_i\) denotes the \(i\)th element of the multiset \(S\). After \(q = m\) calls, we have

\[
\Pr[\text{Col}] = \Pr[\text{Col after } m - 1 \text{ calls}] + \Pr[x_m \in S]
= \frac{m(m-1)}{2^{n+1}} + \frac{m}{2^n}
= \frac{m(m + 1)}{2^{n+1}}
\]

Hence, the equation 5.2 holds for \(q = m\), and the induction step is complete.

5.7.2 Proof of Theorem 5.1

Recall that \(A\) can make two types of queries: encryption queries and decryption queries. We denote \(A\)'s \(i\)-th encryption query as \(M_i\) and the returned ciphertext as \(C_i = \sigma_i||\tau_i\). We denote \(A\)'s \(i\)-th decryption query as \(C'_i = \sigma'_i||\tau'_i\) and the returned message as \(m_i\). We associate to \(A\) an SUF-CMA forger \(F\) against \(\mathcal{TC}.M.A\). This association is similar to the one given in the Case 1 of Theorem 5.4: \(F\) generates a key \(K1 \in \text{Key}\) that she uses for the encryption/decryption algorithms of Sf-nSE. We recall that the forger \(F\) has access to two oracles: a tagging oracle \(\hat{N}_{k2}\) and a verification oracle \(\hat{V}_{k2}\), where the key \(K2\) is independent from \(K1\). Below, we describe our trivial association.
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1. When $\mathcal{A}$ makes an encryption query $M$, $\mathcal{F}$ outputs $\sigma \leftarrow \text{Enc}(nE_{\text{sf1}}(M))$. Then, she queries $\sigma$ to her tagging oracle $\tilde{T}_{k_2}$ and receives $\tau$ in response. Finally, she outputs $C = \sigma \parallel \tau$ to $\mathcal{A}$.

2. When $\mathcal{A}$ makes a decryption query $C = \sigma \parallel \tau$, the forger $\mathcal{F}$ queries $\tau$ to her verification oracle $V_{k_2}$ and receives a binary value $b$. If $b$ is false, then $\mathcal{F}$ halts after outputting $\bot$. Otherwise, $\mathcal{F}$ computes $nD_{x_1}(\text{Dec}(\sigma))$ and outputs the result to $\mathcal{A}$.

3. When $\mathcal{A}$ wins in her INT-SFCTXT experiment, namely providing a new valid out-of-sync decryption query $C = \sigma \parallel \tau$, then $\mathcal{F}$ stops and attempts to evaluate the pair $(\sigma, \tau)$ in order to see whether she succeeds in her forgery. The different cases are presented below in the proof of Lemma 5.5.

Now, suppose $\mathcal{A}$ has made $q$ encryption queries and $d$ decryption ones. Let $j$ be the index of $\mathcal{A}$’s first out-of-sync decryption query. We only consider the first out-of-sync query because if it fails, the decryption algorithm will return $\bot$ and halt for all ensuing queries (see our discussion about the approach of halting state in Section 5.5.1). We define two events in case the $\mathcal{A}$’s $j$-th decryption query succeeds: (1) Col: $\exists i \leq q$ such that $\tau_i' = \tau_i$ and $i \neq j$; (2) Bad: $q \geq j$, $\tau_j' = \tau_j$ and $m_j = M_j$. We state the following lemmas from which Theorem 5.1 follows directly (using Proposition 5.1).

**Lemma 5.5.** $\text{Adv}_{\text{int-sfctxt}}^{\text{A}, SF\text{-}n\text{ET\text{-}Tw}}(k) \leq \text{Adv}_{\text{sf-cma}}^{\text{int-sfctxt}, \mathcal{F}, \mathcal{TC}\text{-}\mathcal{MA}}(k) + \text{Pr}[q\text{-Col}] + \text{Pr}[\text{Bad}]$

**Lemma 5.6.** $\text{Pr}[\text{Bad}] = 0$

**Proof of Lemma 5.5:** As said previously, $\mathcal{A}$ made $q$ encryption queries before her first out-of-sync query ($Q$) which is the $j$-th decryption query ($C_j' = \sigma_j' \parallel \tau_j'$). We define the following events.

- $E$: $Q$ correctly verifies
- $E_1$: $E$ occurs and $\tau_j' \notin \{\tau_1,...,\tau_q\}$
- $E_2$: $E$ occurs and $\tau_j' \in \{\tau_1,...,\tau_q\}$
- $E_{2,1}$: $E_2$ occurs and either $q < j$ or $\tau_j' \neq \tau_j$
- $E_{2,2}$: $E_2$ occurs and $q \geq j$ and $\tau_j' = \tau_j$
- $E_{2,2,1}$: $E_{2,2}$ occurs and $m_j = M_j$
- $E_{2,2,2}$: $E_{2,2}$ occurs and $m_j \neq M_j$

If $Q$ fails, then $\mathcal{A}$ cannot win any more, since the decryption algorithm will return $\bot$ for any subsequent query. Therefore, $\text{Adv}_{\text{int-sfctxt}}^{\text{A}, SF\text{-}n\text{ET\text{-}Tw}}(k) = \text{Pr}[E]$. Considering the different events, we have $\text{Pr}[E] = \text{Pr}[E_1 \lor E_{2,2,2}] + \text{Pr}[E_{2,2,1}] + \text{Pr}[E_{2,2,1}]$.

Now, we study the probabilities of these events. We can see that $E_{2,1}$ corresponds to the event Col, since it implies that $\tau_j'$ has already been produced before and that it was not during the $j$-th encryption query (this includes the fact that $\mathcal{A}$ might not have made $j$ encryption queries yet). Concerning $E_{2,2,1}$, it is easy to see that it satisfies the definition of the Bad event. Consequently, we have

$\text{Adv}_{\text{int-sfctxt}}^{\text{A}, SF\text{-}n\text{ET\text{-}Tw}}(k) = \text{Pr}[E_1 \lor E_{2,2,2}] + \text{Pr}[\text{Col}] + \text{Pr}[\text{Bad}]$

We conclude the proof by examining $\text{Pr}[E_1 \lor E_{2,2,2}]$ and $\text{Pr}[\text{Col}]$.

$\text{Pr}[E_1 \lor E_{2,2,2}]$. We notice that when the event $E_1 \lor E_{2,2,2}$ occurs, (i.e. the $j$-th decryption oracle $C_j' = \sigma_j' \parallel \tau_j'$ does not return $\bot$), then the forger $\mathcal{F}$ succeeds in finding an SUF-CMA forgery against $\mathcal{TC}\text{-}\mathcal{MA}$, since the two events ensure that the pair $(m_j, \tau_j')$ was never produced before by the oracle $\tilde{T}_{k_2}$.
Indeed, the event $E_1$ implies that $\tau'_j$ has never been queried to $\tilde{T}_{k_2}$, while the event $E_{2.2.2}$ implies that the tag $\tau'_j$ has never been obtained from querying the oracle $\tilde{T}_{k_2}$ with $\sigma'_j$ as input. This is because for any state $i$, the following implication is asymptotically true (i.e. $n\mathcal{E}$-Sf(.) is injective):

$$M_i \neq M'_i \implies n\mathcal{E}_{k_1}$-Sf$(M_i) \neq n\mathcal{E}_{k_1}$-Sf$(M'_i)$

Therefore, $\tau'_j (= \tau_j)$ was computed for $\sigma_j = n\mathcal{E}_{k_1}$-Sf$(M_j)$ which is different from $\sigma'_j$ (i.e. $\sigma_j \neq \sigma'_j$), since $\sigma'_j = n\mathcal{E}_{k_1}$-Sf$(m_j)$ and $M_j \neq m_j$.

Thus, we have

$$\Pr[E_1 \lor E_{2.2.2}] = \Pr[\mathcal{F} \text{ forges}] = \text{Adv}_{\mathcal{F}, \mathcal{T}C, \tilde{\mathcal{M}}A}(k)$$

$\Pr[\text{Col}]$. As previously pointed out, $\Pr[\text{Col}] = \Pr[\exists i \neq j \text{ such that } \tau'_j = \tau_i]$. This means that for two different states the following equality holds:

$$\tilde{T}_{k_2}(\text{Enc}(n\mathcal{E}_{k_1}$-Sf$(m_j))) = \tilde{T}_{k_2}(\text{Enc}(n\mathcal{E}_{k_1}$-Sf$(M_i)))$$

The above relation supposes that the adversary should find a collision against $\mathcal{T}C, \tilde{\mathcal{M}}A$ after $q$ invocations to the $\tilde{T}_{k_2}(\cdot)$ oracle, which corresponds to find a state $i(\neq j)$ such that the related MAC tag is equal to the one computed for the state $j$. By looking at the construction of $\mathcal{T}C, \tilde{\mathcal{M}}A$ in Definition 5.8, we find that $\Pr[\text{Col}]$ is equivalent to the probability of encountering a collision against the underlying tweakable function $\tilde{T}_{k_2}(\cdot)$ after $q$ messages. Stated differently, we have

$$\Pr[\text{Col}] = \Pr[q\text{-Col}]$$

**Proof of Lemma 5.6**: The event $E_{2.2.1}$ includes all the following events: (1) $q \geq j$; (2) the decryption query $C'_j = \sigma'_j||\tau'_j$ is out-of-sync, hence $C_j \neq C'_j$; (3) $\sigma'_j \neq \sigma_j$, since $\tau'_j = \tau_j$; and (4) $m_j = M_j$. We notice that the events 3 and 4 are contradictory, and therefore $\Pr[\text{Bad}] = 0$. Indeed, recall that $n\mathcal{SE} = (K,n\mathcal{E},n\mathcal{D})$ encrypts messages using a deterministic algorithm. Therefore, for a fixed nonce $n$, $n\mathcal{E}_{k_1}(n,m_1) \neq n\mathcal{E}_{k_1}(n,m_2)$ implies that $m_1 \neq m_2$. Also, we notice that the encryption and the decryption states were in-sync prior to the $j$-th decryption query. This means that the associated $\mathcal{Sf}$-$n\mathcal{SE} = (K-\mathcal{Sf}, n\mathcal{E}$-Sf, $n\mathcal{D}$-Sf) has called $n\mathcal{SE}$ algorithms with the same nonce for each state. Thus, the event 3 entails $\sigma'_j = n\mathcal{E}_{k_1}$-Sf$(m_j) \neq n\mathcal{E}_{k_1}$-Sf$(M_j) = \sigma_j$, which implies $m_j \neq M_j$. This concludes our proof, since the event 4 is $m_j = M_j$.

### 5.8 Discussion

An important aspect of any cryptanalysis is what it implies in practice. Our study reveals interesting facts about the family of SCP. In particular, two protocols are concerned: SCP02 and SCP03. Here, we discuss our findings.

While discussing our results, we are aware that provable security is not a silver bullet for security, as authors of [DPW11] notice that several cryptographic schemes have been proved secure and then broken some years later. We argue that this fact does not nullify the interest of such a powerful security tool. Indeed, despite being imperfect, provable security has greatly helped ruling out a large class of attacks in security protocols. In addition, although its findings should not be taken as absolute, they constitute a general direction that aims at designing better cryptographic schemes.

The vulnerable, yet popular, SCP02. In section 5.4, we see that, unlike extensive evaluation, provable security for certified products provides a strong guarantee of security without promoting complexity. Indeed, we demonstrated a theoretical attack against the protocol SCP02.
In addition, we showed how some technical details about SCP02 make the attacker likely to succeed in the context of smart cards. Surprisingly, the presented attack arises from a fundamental design flaw in SCP02, which is the use of CBC mode with no IV.

It is not clear that why the SCP02 designers made such a choice. However, we might suspect that the reasons behind this are twofold. First, when the first variant of SCP02 was published in 2000, cryptographic results about using CBC mode with stateful nonce-based IVs were not well-established yet. Second, designers chose not to use random IVs in order to reduce the overhead of SCP02. Indeed, a random IV must be appended to the sent ciphertext, thereby increasing the communication overhead with the smart card. In addition, the implementations of CBC mode in smart cards have been optimized to pre-generate some objects during the initialization of the cipher object. The problem is that choosing the IV is uniquely done together with the choice of the encryption key during initialization. Therefore, constantly modifying the IV implies constant initialization of the cipher object that can no longer performs its optimization in advance. Thus, we argue that the real challenge of SCP02 was to achieve good performance in a limited environment, like a smart card, and still ensuring security. In the complex GP card specifications, the tiny detail of ‘just keep using the same IV’ might have passed unnoticed, especially that to the best of our knowledge, no formal analysis of SCP02 has been performed before.

Furthermore, identifying such a well-known vulnerability tells us something: smart cards industry has difficulty in catching up with the advances on cryptography. Finalized in 2003, SCP02 keeps existing, while other protocols have continuously been updated. Ironically, the stringent requirements of smart cards about security are both its strongest and weakest point: they do not make this technology only secure and trustworthy, but also so slow to improve. We illustrate by three examples. First, EMV [EMV], which is the actual standard of payment, still mandates the use of Triple DES with two independent keys instead of using AES (see Section 5.7 in the EMV Card Personalization Specification [EMV07]). Second, numerous card manufacturers continue relying on SCP02, although SCP03 was published in 2009. For instance, NXP instructs the support of SCP02 and makes it optional for SCP03 for all its JCOP products that are certified EAL5+ [Gmb14]. Third, the SCP family (i.e. SCP02 and SCP03) still requires encrypting data using the CBC mode. As a matter of fact, Mitchell in [Mit05b] (and more recently Rogaway in [Rog11]) promotes abandoning CBC for future designs.

The powerful SCP03. Introduced as an amendment in 2009, we have analyzed SCP03 in sections 5.5 and 5.6 and have found that it provably satisfies strong security notions. Of a particular interest, we proved that SCP03 resists against the algorithm substitution attacks (ASAs) that could lead to secret mass surveillance [BPR14]. This result is significant, as it increases the trust in the closed industry of smart cards. The advantages offered by SCP03 are clear: it is provably secure and it is being gradually implemented by card manufacturers. It is true that the added security comes with additional cost: maintaining a 2-byte counter (i.e state) per session as well as one more block cipher invocation per message (recall that the counter is encrypted in order to be used as an IV). However, modern smart cards include a dedicated cryptographic co-processor, hence the incurred overhead is very small.

Standards are particularly susceptible to significant modification. Therefore, we feel that the recently created GP ‘Crypto Sub-Task Force’ [Glo16a] may have a hard time justifying to wholly reconsider the design of the SCP family. Therefore, we advocate the deprecation of SCP02 as soon as possible and the switch over to SCP03 that should be included in the main specification instead of being an amendment. Our goal is to provide enough information to the GP community so that the Crypto Sub-Task Force can take an informed decision when deciding how to fix the current problems with SCP02. At this point, a quote from [BKN02] seems appropriate: “in the modern era of strong cryptography, it would seem counterintuitive to voluntarily use a protocol with low security when it is possible to fix the security (...) at low cost”.
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Trust on Smart Complex Systems
Chapter 6

Towards the Dual-Execution-Environment Approach

“It is a capital mistake to theorize before one has data. Insensibly one begins to twist facts to suit theories, instead of theories to suit facts.”

– Conan Doyle, Sherlock Holmes, A Scandal in Bohemia

The dual-execution-environment approach (dual-EE) is a trusted model that was defined to allow mobile smart devices to guarantee tamper-resistant execution for highly sensitive applications. Although various solutions implementing dual-EE have been proposed in the literature, this model has not been formalized yet. In this chapter, we revisit the dual-EE approach and propose...
a theoretical framework to systematize the design of dual-EE solutions regarding well-established primitives defined in the Multiple Independent Levels of Security (MILS) architecture. We provide a general classification of the different dual-EE proposals based on their isolation properties. We introduce a comparative framework allowing dual-EE solutions to be evaluated across a common set of criteria. The relevance of our framework is examined by applying it on three technologies, each one represents one category in our classification. Results are consistent and explain some hidden and unexpected properties of each technology. For instance, we find that baremetal hypervisors are ill-adapted to provide high assurance security even though they might improve the overall security level of the system. The findings of this chapter were published in [SAB15a] that was presented at the 2015 IFIP Information Security & Privacy Conference (IFIP SEC 2015).

6.1 Introduction

The wide use of modern mobile devices spurs service providers to propose access to their services via smart devices. The growing number of attacks against such devices puts mobile applications under potential security risks [FBL15, LPMS13]. Thus, smart devices are not mature yet for supporting services requiring trusted platforms with proved security. Examples include enterprise applications and NFC-based payment solutions. Indeed, the adoption of mobile devices in sensitive business environments has been hindered by the lack of appropriate level of security.

Sensitive-service providers require that their applications run on tamper-resistant execution environment. Such an environment should at least guarantee the following three properties [SLS+05]:

1. **authenticity**: the code under execution should not have been changed;

2. **integrity**: during execution, runtime states (e.g. CPU registers, memory and sensitive I/O) should not have been tampered with;

3. **privacy**: code, data and runtime states should not be observable by unauthorized applications or even underlying OS that might have been compromised.

As we have seen in chapter 2 (see section 2.2), the default protection mechanisms of smart devices are insufficient to provide tamper-resistant environment. We recall that this is due to the fact that these protection mechanisms are mainly based on the operating system, and thus as long as the operating system has not been compromised, sensitive applications are considered as protected. Unfortunately, despite continued efforts to improve the security of operating systems of smart devices [STCT15, PS10], they are still essentially untrustworthy for two reasons. First, they are complex and often developed using unsafe languages. Therefore, they are inherently error prone because design flaws and implementation bugs are unavoidable. Indeed, authors in [CZ11] have empirically shown that there is a strong correlation between security vulnerabilities and complexity. A more thorough study about complexity and its attributes is presented in [FP98]. Second, they allow poor isolation among applications. Indeed, a process with the root privilege can easily access private data and tamper with the execution of other processes. Thus, applications with diverse security requirements cannot be run concurrently, since the security level of the system is simply reduced to that of its most vulnerable application.

6.1.1 Previous Work

To remedy this situation, there have been numerous efforts aimed at providing tamper-resistant execution environments. Generally, those efforts can be classified into four categories.

- **Processor Enhancements Based Approach.** This approach allows sensitive applications to run on untrustworthy operating system. Solutions adopting this approach include
6.1. Introduction

AEGIS [SCG03], XOMOS [LTH03], Bastion [CL10] and SecureME [CRSP11]. These solutions usually use trusted system software (often a tiny kernel) along with a specialized hardware to achieve various security and privacy requirements. In particular, they support fine-grained memory protection to defend specific applications. Indeed, they are able to protect applications against powerful attackers that can snoop buses and modify memory by encrypting data and code before it is sent to memory. Despite the strength of its guaranteed security, this approach is not practical for current commodity mobile devices, since it requires non-trivial hardware modifications to the core processor architecture.

- **Architectural Enhancements Based Approach.** This approach uses sandboxes to isolate security sensitive code from the OS kernel. A sandbox can be used to host kernel monitoring and protection tools. Solutions adopting this approach include Flicker [MPP08], Inktag [HKD13] and Virtual Ghost [CDA14]. However, these solutions use specially tailored operating systems to provide the isolation. Hence, they can only have very limited success due to their high cost and incompatibility to existing applications.

- **Micro-Kernel Based Approach.** This approach tries to reduce the software trusted computer base (TCB) by running a small code in the privileged mode. Solutions adopting this approach include SeL4 [KEH09], L4 Android [LLL11] and the HACMS program for military systems [Fis15]. These solutions often aim at providing formally verified micro-kernels to have high assurance of security. In spite of their apparent attractiveness, these solutions impose strict requirements on the micro-kernel design, thereby requiring significant efforts for their implementations. We also note that the size of micro-kernels that can be formally verified is around 10K lines of code (LOC) [EH13], whereas modern operating systems for smartphones greatly exceed this size. Therefore, this approach is only applicable in very few cases in practice, since it necessitates significant modifications to port existing applications.

- **Dual-Execution-Environment Approach (Dual-EE).** This approach splits the system into two strongly isolated subsystems, one of which is used to host a specialized OS with restricted functionalities. It relies on the specialized OS to provide tamper-resistant capabilities, while the other subsystem runs the main OS that executes most of the applications. Applications that demand tamper-resistant protection run only on the specialized trustworthy OS. Solutions adopting this approach include Nizza [HHF05], Fides [SP12] and TLR [SRSW14].

Compared to other approaches, the dual-EE is considered as a promising approach intended for practical use [GPC03]. The literature is full of proposals [GPC03, WFM07, KEAR09, GPHB11]. However, proposals differ substantially from each other in their design objectives. Some address very specific environments, while others silently seek generic solutions that fit all environments. Too often, authors claim the superiority of their solutions and their assertion is based on self-defined criteria. To make progress, we believe that knowledge regarding the dual-EE approach must be systematized. There is a need to provide a theoretical framework which defines how best to evaluate dual-EE proposals.

In this chapter, we analyze the dual-EE approach in the context of the trusted computing domain and the MILS architecture. We propose a standard benchmark and framework allowing dual-EE solutions to be rated across a common, broad spectrum of criteria. Our work provides insights which prove useful in designing more efficient dual-EE schemes (see chapters 7 and 8). To the best of our knowledge, this is the first comparative evaluation of the dual-EE solutions available on smartphones or more generally on mobile smart devices. Moreover, we believe that our comparative framework is extendable and sufficiently general to be used to evaluate more fine-grained classifications.
6.1.2 Overview of our Comparative Framework

The basic idea of our framework can be summarized in three axes as follows.

1. We construct a compact security model of the dual-EE approach using the *separation kernel* and the Multiple Independent Levels of Security models that provide a relevant abstraction level, thereby contributing to a deeper understanding of the dual-EE approach. We reinterpret well-known security technologies, such as UICC card and TrustZone, in the light of this model.

2. We provide specific criteria to evaluate the dual-EE solutions. Our criteria are divided into three categories: (1) functional criteria: schemes are evaluated whether they implement all the requirements of a tamper-resistant environment; (2) security criteria: the properties of the separation kernel layer of the scheme are analyzed; and (3) deployability criteria: schemes are evaluated whether they could be easily deployed in a real context.

3. Finally, we provide a classification of the different dual-EE solutions. Nevertheless, our goal is not to provide a comprehensive survey, but to show the relevance and the interest of our abstraction by providing a general classification on which our comparative framework could be applied.

6.2 Background

In order to better understand this chapter, readers are required to be familiar with some background information:

- Smartphone security and its security challenges (section 2.2);
- Secure Element (section 2.4.2);
- ARM TrustZone (section 2.4.3);
- Trusted Model (described below);
- The architecture of Multiple Independent Levels of Security (described below).

6.2.1 Trusted Model

Building a secure system has traditionally been a cat and mouse game. No sooner are new security mechanisms integrated into systems than hackers find how to bypass them. Research on trusted computing aims to replace this endless game with a methodical process. Success in achieving a high degree of security in a system depends on the degree of care put into designing and implementing its security mechanisms. However, the experience shows that security vulnerabilities still exist even after carefully applying the best software engineering practices.

The domain of trusted computing provides the abstract concepts as well as the theoretical base on which ideal secure systems are built [Gas88]. It introduces various security models, called *trusted models*. The purpose of a trusted model is to precisely express the security requirements of a system. Each trusted model defines a set of security objectives, a threat model, and security requirements to be satisfied by the component that enforces the security policy.

A trusted model should leave no loophole in characterizing the security mechanisms of a given system. Indeed, it is defined by several properties: (1) it is precise and unambiguous; (2) it is abstract and generic; and (3) it is simple, and therefore easy to be understood. For high security systems, the property of unambiguity is satisfied by writing the trusted model in a formal mathematical notation. However, it is unfair to imply that the only good way to specify a trusted
model is to use a mathematical model. Informal trusted models constitute an interesting balance between simplicity and strong security.

In this chapter, we focus solely on the ‘separation kernel’ trusted model introduced by John Rushby [Rus81], or more precisely, on MILS [VLB+05].

6.2.2 MILS

MILS stands for Multiple Independent Levels of Security. This architecture was developed in order to resolve the difficulty to evaluate the assurance level of the widely deployed trusted model ‘reference monitor’ [Lam74]. The ‘reference monitor’ model, originally defined to improve the security of a system by isolating the security layer in one component, is continually growing, and thus steadily falls short to achieve its primary goal.

In this context, MILS was defined to reduce the growing complexity of full-fledged systems by adopting a divide-and-conquer approach. Indeed, it separates a complex system that includes various modules requiring different levels of security into smaller, hence verifiable components. Thus, instead of evaluating the whole complex system, these small components are individually evaluated. An abstract view of the MILS architecture is depicted in Figure 6.1.

The MILS approach to security advocates ‘component decomposition’ as the first step in secure system design. The decomposition is logical, or virtual, in a way that it is unconcerned by the concrete realization of such separation. Often sharing the same underlying system, the isolated components might share some of the physical components, which introduces the possibility of interference between logically components. Interference can result in propagation of security flaws. MILS addresses these concerns by requiring that shared components implement separation which guarantees that sharing of resources is undetectable. Thus, MILS is characterized by two steps: a first policy level that decomposes the system into distinct components, and a second resource-sharing level that defines how physical resources are allocated to these components. This approach differs from other security architectures (e.g., security kernel [AGS83]), where there is only one level of security that is managed by one component.

The primary component of MILS is the separation kernel layer (SK). This layer is responsible for creating a set of isolated functional units called partitions. Processes, including applications and execution environments, running in different partitions cannot communicate unless explicitly permitted by the SK. All communication between partitions is monitored by the SK layer. MILS is based on separation technology and secure inter-partition communication.
In order to work properly, the SK layer must satisfy several requirements. The SK should be designed so that it cannot be modified or disabled by rogue partitions. In addition, all inter-partition communication requests must go through it. Furthermore, it must be well-structured and small enough, so that its correctness can be validated. In other words, the SK must be (1) tamper-proof, (2) always invoked, and (3) evaluable. These properties correspond respectively to the three principles: isolation, completeness and verifiability.

6.3 Related Work

The two main research directions that our model targets is trustworthy execution and trusted computing in mobile devices. Extensive discussion of trusted computing solutions for mobile devices is found in [AEK+14]. Authors in [VOZ+12] evaluate existing hardware security features available on mobile devices for creating tamper-resistant execution. However, these surveys fail to identify dual-EE as a promising model that brings trusted computing for smartphones. Indeed, they just review various technologies without providing a deep insight. The absence of an appropriate level of abstraction makes the list of the described technologies keep being updated in a confusing way [MFAM16, AM16, MAM15].

Earlier works focus solely on a particular dual-EE technology discussing the advantages that it presents compared to other existing technologies. For instance, the case of TrustZone is presented in [WFM+07] and that of bare-metal hypervisors is presented in [GPHB11]. Too often, authors assert the superiority of their solution without explicitly stating their evaluation criteria. As such, consensus is unlikely as objective comparison between different solutions is not possible.

The closest work to ours is [EST14], both of which propose a standard benchmark and framework allowing dual-EE solutions to be evaluated across a common set of criteria. Authors in [EST14] construct their comparative framework on security functions which they define to cover the security risks for enterprise mobile applications. On the other hand, we construct our comparative framework on MILS, a well-known trusted model. The main advantage of using MILS is to provide a deeper comprehension of many hidden properties of the dual-EE approach. In addition, some may argue the impartiality of any framework built on self-cooked criteria, while the relevance and the objectivity of our criteria are guaranteed, since they are based on a thoroughly defined trusted model.

The main interest of our work is to systematize the study of architectures built upon the dual-EE approach. Our generic model is able to precisely characterize new solutions that are not described in this chapter. Indeed, Lesjak et al. have shown the relevance of our comparative framework by examining two different dual-EE solutions [LHW15]. Unlike our study, they rely on prototype implementations to provide their evaluation. Nevertheless, their findings are consistent to ours: isolation based on special processor extension promises greater flexibility, whereas isolation based on external hardware module provides stronger protection. Thus, our framework could allow system developers to rapidly design hybrid architectures in order to combine the advantages of the different used technologies.

6.4 The Dual-EE Approach

As said previously, there is an increasing need to use mobile devices for applications requiring high security levels, such as enterprise and payment applications. However, the openness and complexity of such devices impose fundamental limitations on their security. The dual-EE approach attempts to resolve these limitations by not only providing trust and high-assurance security, but also keeping the rich model of smartphones. It brings the best properties of open and trusted systems to smartphones without any compromise between security and usability. The dual-EE approach can be seen as a particular case of the MILS architecture, where the separation kernel
creates two partitions only. Indeed, it partitions the system into two execution environments running side-by-side: general-purpose execution environment (GPEE), and secure execution environment (SEE). The GPEE runs the legacy, complex operating system, while the SEE runs a special secure OS with a selection of applications specifically tailored for it. The SEE is designed to be trustworthy to provide tamper-resistant capabilities. Figure 6.2 depicts the representation of the dual-EE approach in the MILS architecture.

Secure isolation is essential for the dual-EE approach. Generally, the security of a system is reduced to that of its most vulnerable component. In dual-EE, the security level is, by definition, supposed to be that of the GPEE. However, the two execution environments are strongly isolated so that any attack on the GPEE does not impact the SEE. In this chapter, we consider MILS as the abstract trusted model of the dual-EE approach in which only two partitions exist and the strong isolation is guaranteed by the SK layer. The main advantage of this representation is to use MILS properties as primitives to better understand and thoroughly analyze the dual-EE approach. For instance, MILS defines a set of design principles for the SK layer. These principles provide an abstract model to define the isolation properties required between the two execution environments. We discuss these principles in the next section.

6.4.1 From Dual-EE to Multi-EE

The SK layer, as it was designed by Rushby [Rus81], can run an arbitrary number of execution environments. Thus, the multi-EE approach can be defined similarly to the dual-EE one. Indeed, the multi-EE approach allows smartphones to execute different sensitive applications with different security policy, while the dual-EE approach is more limited, since it executes all the sensitive applications inside the same SEE that defines the same policy for all sensitive applications.

Intuitively, we might think that dual-EE is nothing but a special case of the multi-EE approach. However, we prove by induction that the opposite is true: any multi-EE architecture can be reduced to an equivalent dual-EE architecture. It is important to note that the given dual-EE architecture is only equivalent in terms of security properties. No other consideration is regarded in our reduction for two reasons. First, the use-case of running multiple environments inside a mobile device is not common. Indeed, Shuja et al. in their study [SGB+16] show that most of the mobile virtualization solutions ensuring security were designed to run no more than two virtual machines (i.e. operating systems). Second, virtualization solutions are not known for their flexibility or high performance. In fact, they perform better if their virtualization capabilities of running any number of OS are restricted. Below, we present our findings in more detail.

**Theorem 6.1.** [All Multi-EE Architecture Can Be Reduced to a Dual-EE Architecture]

Let $S$ be a system in which the security is based on a separation kernel. If the requirements of all secure applications are equal, then all multi-EE architecture can be reduced to a finite number of embedded dual-EE architectures. The equivalence is valid only in terms of security and functionality.

**Proof.** We perform our induction proof on $N$, the number of execution environments running inside multi-EE.

**Base case.** When $N = 2$, the equivalence between multi-EE and dual-EE is trivial.

**Induction step.** Suppose that Theorem 6.1 holds for $N = m$. This implies that any multi-EE architecture running $m$ execution environments can be reduced to an equivalent dual-EE one. Now, we check if it holds for $N = m + 1$. For the sake of simplicity, and without loss of generality, we only take the setting when $m = 2$. Extending our proof to the general case is easy.

Let $M$ be a multi-EE architecture running $3 (= m + 1)$ execution environments. Let $D$ be an architecture following the dual-EE approach. By definition, $D$ runs two environments. Now,
Figure 6.2: Representation of the Dual-EE Approach in the MILS Abstraction

Figure 6.3: Proof by Picture When Multi-EE Runs Four Execution Environments

let us duplicate the $D$ design inside $D$ itself. This means that the SEE is replaced by a dual-EE SK that can run two other execution environments. Thus, the constructed architecture, denoted $D'$, in overall executes three environments. Consequently, $M$ can be equivalently designed as $D'$ using only two embedded dual-EE architectures. Figure 6.3 depicts the case when $m = 4$. We notice that the equivalent architecture contains $3 (= m - 1)$ SK layers.

### 6.4.2 Classification of Dual-EE Solutions

According to their isolation technology, we classify the dual-EE solutions into three categories:

1. **Isolation based on external hardware module**: this category consists in introducing an additional secure coprocessor or integrated circuit to smartphones. A secure coprocessor
is a hardware module containing CPU, bootstrap ROM, and secure non-volatile memory. This hardware module is physically shielded from illegal access, and the I/O interface to the module is the only way to access its internal states. Hardware modules cannot only store cryptographic keys without risk of release, but also they can perform arbitrary computations using their CPU. In dual-EE, the SEE runs inside the secure coprocessor. Tamper-resistant execution is guaranteed, since the GPEE and the SEE run on physically two separated memories. Popular examples are Secure Element and the baseband processor;

2. Isolation based on bare-metal hypervisor: this category consists in executing a hypervisor in the most privilege mode of the processor. A hypervisor is a software layer that implements the same instruction-set architecture as the hardware on which it is executed. Thus, it allows multiple operating systems to coexist on the same hardware. Full-virtualization is not possible on ARM processors, which represents 85% of the market of modern mobile devices [ARM15b], since ARM is not a virtualizable architecture [DN14]. To remedy this problem, ARM introduced hardware virtualization support with the ARMv7 architecture. However, the use of hardware-supported virtualization on ARM is still limited [SGB+16]. Instead, the para-virtualization approach is prevalent and a myriad of solutions exists [PKR+13, DLC+12], since it is more flexible and does not monopolize hardware extensions. In para-virtualization, the OS needs to be modified in order to run on the underlying hypervisor. In dual-EE, the hypervisor plays the role of the SK layer, and the number of virtual machines is limited to two;

3. Isolation based on special processor extensions: this category consists in enhancing general-purpose processors with new hardware extensions. These newly-introduced extensions allow the execution of secure code within a potentially compromised OS. The most prevalent secure extensions targeting smartphones is ARM TrustZone (see section 2.4.3 in chapter 2). In this chapter, we only consider ARM TrustZone because it is the most deployed security extensions in practice [ARM15b]. We recall that a processor with TrustZone extensions provides a special form of virtualization. It enables two virtual processors with two security domains: the “secure” zone and the “normal” zone. In dual-EE, the GPEE resides in the normal zone and the SEE resides in the secure zone. The isolation of both zones or “worlds” is implemented by a complex mechanism using hardware controllers, a configuration bit and the new execution mode called monitor mode.

6.5 Comparison Methodology

In order to evaluate dual-EE solutions, we define three categories of criteria: functional, security and deployability.

6.5.1 Functional Criteria

Schemes are evaluated whether they implement all the requirements of a tamper-resistant environment. The SEE should provide the following features [Gra06]:

- **Protected Execution.** The execution of secure applications should be protected from any interference caused by malicious software. In addition, runtime states of the SEE should be protected from being observed or tampered with.

- **Sealed Storage.** The integrity, secrecy and freshness of secure applications’ content should be protected. Content includes code as well as data.

- **Protected Input.** The SEE should protect their input data from being sniffed or tampered with by malicious applications, such as key loggers.
• Protected Output. The integrity and the confidentiality of the output data are protected. Protected input and output do not only concern user interface. Indeed, they also concern exchanged data via communication interfaces, such as network interface.

• Attestation. The SEE should provide mechanisms allowing secure applications to authenticate themselves to remote trusted parties.

6.5.2 Security Criteria

In dual-EE, isolation, which is an essential task to implement, is provided by the SK layer. Schemes are evaluated whether the design principles of the SK layer [AFHOT06] are implemented in software or hardware in order to ensure:

• Data Separation. Data within one partition, namely execution environment, cannot be read or modified by other partitions.

• Information Flow Control. Communication between partitions cannot occur unless explicitly permitted by the SK layer.

• Sanitization. Shared resources cannot be used to leak information into other partitions.

• Damage Limitation. Security breach in one partition cannot spread to other partitions.

6.5.3 Deployability Criteria

The dual-EE approach is intended to be implemented in a real context. Thus, we evaluate how easy schemes can be deployed. Deployability criteria are numerous. In our study, we only consider the following properties:

• Support of Legacy Systems. We evaluate the amount of modifications needed for the GPEE to run on the underlying SK layer. Ideally, no modification, except for the inter-EE communication driver, is required.

• Cost. The addition of any software architecture has a cost. We only evaluate the extra silicon cost that the scheme generates. For instance, the addition of hardware module or internal processor extensions are factors which make schemes costly.

• Overhead. Schemes should have minimal impact on applications that do not require tamper-resistant protection. They should not incur too much overhead to the SEE either.

• SEE Performance. We evaluate how fast the SEE could execute complex operations.

Throughout the chapter, for brevity and consistency, each criterion is referred to with an italicized mnemonic title. In our study, we will rate each solution based on its capability to offer the criteria described above. We emphasize that it would be naive to rank dual-EE solutions simply by counting how many criteria each satisfies. Some criteria clearly deserve more weight than others. In our study, we do not suggest any weights, since providing appropriate weights depend strongly on the specific goal for which the dual-EE solutions are being compared. Indeed, our main goal here is not to provide a comprehensive exhaustive list of criteria, but instead to define a representative framework that methodologically characterizes all dual-EE solutions.
6.6 Comparative Evaluation

We now use our criteria to evaluate three different solutions of the dual-EE approach. However, we consider that studying one particular solution for each category is enough to show the interest of our comparative framework. We emphasize that, in selecting a particular solution, we do not necessarily endorse it as better than alternatives—merely that it is reasonably representative, or illuminates in some way what the category can achieve.

6.6.1 External Hardware Module: Secure Element

As said in section 2.4.2 of chapter 2, a Secure Element (SE) is essentially a minimal computing environment composed of a CPU, ROM, EEPROM, RAM, and I/O port. It is capable of running applications (called applets or cardlets) with a high level of security. In smartphones, Secure Elements come in several flavors. They could be implemented either by an embedded smart card chip, in an SD card that could be inserted in the device, or in the SIM/UICC which is used by mobile operators to authenticate subscribers to their network. In most cases, the SEE consists of Java Card OS, and the GPEE can be any commodity mobile operating system.

**Functional Criteria.** Secure Elements physically shield the SEE from all types of software attacks coming from the GPEE. Thus, no interference is possible during the execution of secure applications. Moreover, tamper-resistant hardware prevents protected data from being extracted by hardware attacks like microprobing and fault generation. To sum up, Secure Elements provide **protected execution** and **sealed storage**. **Attestation** is guaranteed, since only authenticated code can run in the SEE. However, Secure Elements fail to provide **protected input** and **protected output**. In practice, Secure Elements are designed in a way that there is no direct communication link with the user I/O devices. Secure Elements, for instance, cannot control user interface to allow users to securely enter their PIN code.

**Security Criteria.** Regarding the SK layer, it is almost implemented in hardware. Both execution environments, namely the GPEE and the SEE, run in two different CPU with their own memory and I/O devices. As a result, the software part of the SK layer does not need to take care of either **data separation** or **sanitization**. However, **damage limitation** depends on how well the inter-EE communication is controlled. The **information flow control** is implemented in the SEE. In fact, the SEE includes the SK part which is responsible for protecting the SEE from accidental or malicious communication attempts that violate the system policy.

**Deployability Criteria.** For reasons of silicon cost, Secure Elements are often made with limited resources. Indeed, an additional CPU increases the power consumption and the global cost of the device. Cost and power consumption constraints lead to design Secure Elements with limited processing power, slow processing speed and small permanent and temporary memory [WFM+07]. Therefore, secure applications have **low performance** and cannot perform complex computations. It is worth noting that Secure Elements do not actually follow Moore’s law as their computation power has only changed a little since 2003 [Mit03, NXP16]. As for other criteria, Secure Elements clearly support **legacy systems** and incur **no overhead** to the SEE.

6.6.2 Bare-Metal Hypervisor: KVM/ARM

KVM/ARM is the ARM hypervisor in the mainline Linux kernel [DN14]. It is the first hypervisor to leverage ARM hardware virtualization support to run unmodified operating systems on ARM hardware. It builds on KVM and leverages existing infrastructure in the Linux kernel. KVM/ARM is a hosted bare-metal hypervisor, where the hypervisor is integrated with a host kernel. It runs the hypervisor in normal privileged CPU modes to leverage existing OS mechanisms
without modification, while at the same time leveraging hardware virtualization. In contrast to standalone bare-metal hypervisors (e.g. Xen), it supports a wide range of ARM devices despite the fact that there is no standard hardware in the ARM world. In dual-EE, the two execution environments (GPEE and SEE) are two virtual machines on the underlying hypervisor.

**Functional Criteria.** Hypervisors provide isolation properties to prevent potentially malicious VM (GPEE) from attacking another VM (SEE). However, hypervisors only defend against software-based attacks and do not take hardware attacks into account. This isolation property works fine for data centers, but the threat model of mobile devices includes hardware attacks. We illustrate the threat by two examples. First, an attacker with physical access to the system can read any data present in memory using the cold boot attack \[HSH+09\]. This attack is based on the fact that RAMs retain their contents for several seconds after power is lost. Second, an attacker with access to the system disk can run a modified version of KVM/ARM integrating malicious introspection mechanisms to snoop on the runtime states of the SEE. Thus, the KVM/ARM hypervisor provides protected execution, but not sealed storage because encryption keys can be retrieved using, for instance, the cold boot attack. Furthermore, it defines several mechanisms to provide I/O virtualization and interrupt virtualization. Therefore, it provides protected input and protected output. The KVM/ARM alone does not provide attestation; trust anchors, such as TPM, are required. It is worth noting that any person who has physical access to the mobile device can easily clone the SEE and capture its internal states. This might result in serious attacks, such as rolling back security updates, thus leaving the system vulnerable.

**Security Criteria.** Regarding the SK layer, it is entirely implemented in software. All of its design principles are performed by the KVM/ARM hypervisor. Therefore, the hypervisor must be tamper-resistant and evaluable. To the best of our knowledge, KVM/ARM is the smallest bare-metal hypervisor. It is comprised of only 12,883 lines of code. However, it is still too big to be formally verified.

**Deployability Criteria.** For KVM/ARM, platforms with hardware virtualization capabilities are required. Hardware-based virtualization is not supported on all platforms. Therefore, it presents an additional cost to the system. The fact that KVM/ARM leverages hardware virtualization support presents two advantages. First, it can run legacy systems, unlike hypervisors based on para-virtualization. Second, the incurred overhead is minimal in comparison with other virtualization solutions. For example, it achieves low overhead of I/O performance with very little implementation effort. However, KVM/ARM still generates within 10% of overhead over a multicore. In smartphones, where battery is still limited, 10% of overhead is not negligible.

### 6.6.3 Special Processor Extensions: TrustZone

ARM TrustZone technology can be seen as a special kind of virtualization with hardware support for memory, I/O and interrupt virtualization [ARM09]. This virtualization enables ARM core to provide an abstraction of two virtual cores (VCPUs): secure VCPU and non-secure VCPU. The monitor is seen as a minimal hypervisor whose main role is the control of information flow between the two virtual cores. In dual-EE, the SEE runs on the secure VCPU, while the GPEE runs on the non-secure VCPU. It is worth mentioning that ARM TrustZone was designed and optimized to implement the dual-EE approach. Indeed, it implements all the hardware extensions defined in [AFHOT06] and which the SK layer requires in order to work properly.

**Functional Criteria.** Similar to bare-metal hypervisor, ARM TrustZone provides protected execution, protected input and protected output, but it does not provide sealed storage or attestation. However, TrustZone is often completed with additional features, such as secure boot and
### 6.7 Discussion

<table>
<thead>
<tr>
<th>Comparison Category</th>
<th>Comparison Criteria</th>
<th>Secure Element</th>
<th>KVM</th>
<th>TrustZone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Protected Execution</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Security Requirements</td>
<td><strong>Sealed Storage</strong></td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Protected Input</strong></td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Protected Output</strong></td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Attestation</strong></td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isolation Properties</td>
<td><strong>Data Separation</strong></td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
</tr>
<tr>
<td></td>
<td><strong>Information Flow Control</strong></td>
<td>SW</td>
<td>SW</td>
<td>HW</td>
</tr>
<tr>
<td></td>
<td><strong>Sanitization</strong></td>
<td>HW</td>
<td>SW</td>
<td>HW/SW</td>
</tr>
<tr>
<td></td>
<td><strong>Damage Limitation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Legacy Systems</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Low Overhead</strong></td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Low Cost</strong></td>
<td>×</td>
<td>×</td>
<td>✓*</td>
</tr>
<tr>
<td></td>
<td><strong>High Performance</strong></td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

✓: satisfies the criterion; ×: does not satisfy the criterion; ✓*: needs widely available additional hardware modules to satisfy the criterion; HW: satisfied by hardware module; SW: satisfied by software implementation.

Table 6.1: Summary of Our Comparative Evaluation of Dual-EE Solutions

The root of trust (RoT) hardware module, which allow TrustZone to satisfy all the requirements of a tamper-resistant environment.

**Security Criteria.** Regarding the SK layer, it is *mainly implemented in hardware*. The software components to be trusted are minimal, hence *evaluable*. For instance, most CPU registers are banked. Thus, saving and restoring CPU registers are performed by the processor. In addition, TrustZone enables the co-existence of cache entries of both SEE and GPEE. Thus, cleaning the cache memory during a context switch is not required. As a result, the *sanitization* process performed during a context switch is both fast and secure, since it is almost done by the hardware. Moreover, *Data flow* is well controlled. To enter the secure world, only a well-defined set of interfaces exists. Indeed, any transition between the two worlds must go through the monitor mode. This allows the SK layer to satisfy the *completeness* engineering principle.

**Deployability Criteria.** TrustZone incurs a limited execution *overhead*. The performance is nearly native because both execution environments can directly access their corresponding resources without going through an abstraction layer. Moreover, it can run *legacy systems* without modifications, since each world has its own user and privileged modes, thereby removing the necessity of instruction emulation. It is true that TrustZone presents an additional *cost* as it requires some modifications to the core processor, but these modifications are already extensively deployed and implemented in a wide range of ARM platforms. We note that 50% of smartphones already run on ARMv8-A which includes all the required TrustZone extensions without any cost [ARM15b].

### 6.7 Discussion

A summary of our comparative evaluation is presented in Table 6.1. We note that the size of the SK layer is directly proportional to the number of the isolation properties implemented in software [Gas88]. A small SK is better for security because the property of verifiability cannot be satisfied when the SK layer is too complex. Therefore, solutions with many isolation properties...
provided by hardware are considered better than those implementing their SK layer in software.

To our surprise, bare-metal hypervisors achieve the lowest score in our framework. We did not expect this result, since the literature is abundant of solutions presenting hypervisors as a promising approach to improve system security [DN14, GPHB11, HSH+08]. In this chapter, we showed that this approach inherently suffers from three main shortcomings. First, hypervisors come from the world of data centers, and therefore their threat model does not include stolen devices. Even simple physical attacks, like cold boot attacks, can compromise the privacy requirement of tamper-resistant execution. Second, the isolation properties are entirely implemented in software, thereby negatively impacting the verifiability characteristic of the SK layer. Third, although dedicating the whole virtualization layer to hosting security tools present numerous advantages, it is not practical because it will deprive the system from using other virtualization capabilities. Furthermore, it is true that hardware-based virtualization solutions produce better overhead and fewer modifications to existing systems compared to para-virtualization solutions. However, they require specific extensions that are not supported on all platforms. For example, the widely-used Qualcomm Snapdragon MSM8974 and APQ8084 processors do not implement the hypervisor extension.

On the contrary, external hardware modules achieve the highest score in terms of security. Our results are expected, as these modules provide a confined execution environment which protects the application’s authenticity, integrity and privacy against even sophisticated physical attacks. Nevertheless, external hardware modules do not fit to a certain kind of secure applications that need user interaction and better processing speed.

As for ARM TrustZone, it comes close to perfect score. Our results are consistent and expected because TrustZone implements all the hardware extensions that the SK layer requires in order to work properly. TrustZone provides a balanced trade-off between bare-metal hypervisors and external hardware modules. Indeed, it does not resist against some physical attacks and it requires a part of the SK to be implemented in software [ARM09]. In addition, TrustZone does not provide sealed storage and attestation without additional hardware modules. However, it is more secure than solutions based on bare-metal hypervisors and more flexible than those based on external hardware modules. Our framework shows that TrustZone-based solutions are efficient for real contexts. Once again, our results are consistent with existing work. At present, millions of devices integrate TrustZone-based technologies. Examples are ObC in Lumia phones [KEAR09], TIMA/TZ-RKP in Samsung smartphones [ANS+14], and <t-base of Trustonic [Tru16].

6.8 Conclusions

In this chapter, we revisited the dual-EE approach, a model that allows mobile smart devices to guarantee a tamper-resistant execution for highly sensitive applications. We introduced the dual-EE approach in the context of trusted computing. This is due to the fact that the domain of trusted computing gives us convenient abstract models to better represent the characteristics of the dual-EE approach.

In this chapter, we also provided a general classification of the dual-EE solutions defined in the literature. The goal of this classification is not to provide an extensive survey, but to examine our framework by applying it on a representative of each class. Our results are consistent with related work and sometimes unexpected. They show that TrustZone provides a balanced compromise to implement the dual-EE approach. They also show that systems requiring the maximum level of security should adopt external hardware modules, while hypervisors are ill-adapted to provide high assurance security even though they might improve the overall security level of the system.

Despite being theoretic, our results are similar to those obtained by evaluating real implementations. It is true that our comparative study has interest in its own, but we emphasize that the value of our work is to provide more insight. Indeed, our abstract model forms a theoretical
basis that systematizes the design of dual-EE solutions regarding primitives defined in the MILS architecture. We argue that a thorough understanding of the dual-EE approach allows system designers to construct better solutions without having to go through inconsistent lists of various security technologies.

We believe that our work can be easily extended to include other comparison criteria. An interesting aspect is the scheduling techniques present on MILS. In some smart embedded devices, it is necessary that malicious allocation of hardware resources (e.g. CPU time) do not impact the SEE execution. Despite their high importance, temporal constraints, unfortunately, are rarely taken into account in dual-EE solutions. We illustrate the consequence of such an absence by an example. Let us consider a smartphone integrating a dual-EE solution to execute its sensitive applications. Applications related to make phone calls are never regarded as sensitive ones because of their legacy nature, and therefore they run inside the GPEE (i.e. the main OS). Too often, these applications are executed with a high priority, since smartphones are basically still mobile phones. This means that the mobile device should interrupt any executed application to answer a phone call. However, such a high execution priority comes in contradiction with security properties offered by the SEE. Indeed, the SEE may not be able to accomplish its secure tasks if it gets frequently interrupted by the GPEE. We note that some of the secure tasks should also be executed with a high priority because of their real-time nature. Thus, if the SK layer does not implement a clear scheduling policy between the SEE and the GPEE, then a malicious piece of software could cause a Denial-of-Service (DoS) attack against the SEE by just, for instance, making phone calls. Therefore, some fine-grained secure scheduling is required for the dual-EE approach, especially when the two execution environments share the same physical resources for computation.
Chapter 7

Trusted Execution Environment: What It Is, and What It Is Not

“When I use a word, Humpty Dumpty said, in rather a scornful tone, it means just what I choose it to mean—neither more nor less.”

– Lewis Carroll, Through the Looking-Glass
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Nowadays, there is a trend to design complex, yet secure systems. In this context, the Trusted Execution Environment (TEE) was designed to enrich the previously defined trusted platforms. TEE is commonly known as an isolated processing environment in which applications can be securely executed irrespective of the rest of the system. However, TEE still lacks a precise definition as well as representative building blocks that systematize its design. Existing definitions of TEE are largely inconsistent and unspecific, which leads to confusion in the use of the term and its differentiation from related concepts, such as secure execution environment (SEE). In this chapter, we propose a precise definition of TEE and analyze its core properties. Furthermore, we discuss important concepts related to TEE, such as trust and formal verification. We give a short survey on the existing academic and industrial ARM TrustZone-based TEE, and compare them using our proposed definition. Finally, we discuss some known attacks on deployed TEE as well as its wide use to guarantee security in diverse applications. The findings of this chapter were published in [SAB15d] that was presented at the 14th IEEE International Conference on Trust, Security and Privacy in Computing and Communications (TRUSTCOM 15).

7.1 Introduction

Smartphones are increasingly being used not only to carry out several common tasks simplifying their users daily lives, but also to perform some sensitive applications such as those related to mobile payment. Therefore, users requirements for security are becoming more demanding. As previously explained in previous chapters (readers could refer to chapters 2 and 6), it is far from trivial to ensure a high level of security for smartphones. Indeed, new challenges arise, since modern smartphones are becoming more complex and more connected. Traditional security technologies based solely on software or implying extensive modifications to existing systems can meet neither the security nor the usability requirements of smartphones. This explains the recent trend to integrate trusted computing concepts into different systems, such as embedded systems [ABN+12].

**Trusted Computing** was defined to help systems to achieve secure computation, confidentiality and data protection. Primarily, trusted computing relies on a separate hardware module that offers a functional interface for platform security. The trusted platform module (TPM) [Gro14] allows a system to provide evidence of its integrity and to protect cryptographic keys inside a tamper-evident hardware module. However, the main shortcoming of the TPM is that its functionality is reduced to a predefined set of APIs, thereby not being able to offer an isolated environment to execute an arbitrary code provided by a third-party. In addition, TPM is barely suited for mobile devices, since it was originally defined to be deployed into desktop systems which greatly differ from smartphone ones (see section 2.2.2).
7.1. Introduction

These limitations of the current trusted computing solutions have spurred several research work to design alternative trusted security architectures. A progressively popular approach to address trusted computing is to allow the execution of arbitrary code within a confined environment that provides tamper-resistant execution that ensures tamper-resistant execution to its applications. In the literature, many names exist to this environment. Examples include closed-box VM [GPC+03], operator virtual machine (OVM) [Fin05], TrustZone software (TZSW) [ARM09], trusted language runtime [SRSW14] and isolated computing environment (ICE) [SSW+15]. In this chapter, we are going to refer to this environment using the term coined by GlobalPlatform in [Glo11b], that is trusted execution environment (TEE).

The TEE is a secure, isolated processing environment, consisting of memory and storage capabilities [AEK+14]. It protects the integrity and the confidentiality of its running applications that, hereafter, we call trustlets. Numerous device manufacturers have already integrated a TEE into their smartphones [And16e, ANS+14, Tru16] and IoT devices [Seq16a]. The TEE trend is even reaching the most widely deployed smartphone system, that is Android. Indeed, the Android security chief Ludwig has announced during the Google I/O 2016 that TEE-based KeyStore (refer to section 2.3.4 for more details about the KeyStore) will be mandatory for Android Nougat [Arm16b]. Moreover, the term TEE is being heavily used in advertisements of chip vendors and platform providers (e.g. Qualcomm [Qua16a] and Solacia [Sol16]). The interest towards TEE is growing fast as several manufacturers are starting to provide some educational materiel about this technology by freely offering an open-source TEE implementation that can run on cheap chips like Raspberry PI 3 [Seq16b]. Curious readers can check whether their Android smartphones already integrate a TEE implementation by using the app “TEE Checker” [Hot16].

7.1.1 Inconsistent Definitions

The recent success history of TEE is the result of ten years of efforts on this field. As a matter of fact, the first deployed system with TEE appeared almost a decade ago, and it was demonstrated by a joint venture of Orange, Trusted Logic and STMicroelectronics [PHY05]. Despite its wide industrial deployment, little work has been done to push our knowledge about TEE further. Indeed, no common and precise understanding for this term has been established so far, and no framework has been proposed to evaluate and compare TEE solutions. To underline this observation, we cite, in a chronological order, four definitions of TEE demonstrating the inconsistent use and understanding of the term:

1. Ben Pfaff, Terra, 2003 [GPC+03] The TEE is a “dedicated closed virtual machine that is isolated from the rest of the platform. Through hardware memory protection and cryptographic protection of storage, its contents are protected from observation and tampering by unauthorized parties.”

2. OMTP, Advanced Trusted Environment, 2009 [OMT09] “The TEE resists against a set of defined threats and satisfies a number of requirements related to isolation properties, life cycle management, secure storage, cryptographic keys and protection of applications code.”

3. GlobalPlatform, TEE System Architecture, 2011 [Glo11b] “The TEE is an execution environment that runs alongside but isolated from the device main operating system. It protects its assets against general software attacks. It can be implemented using multiple technologies, and its level of security varies accordingly.”

4. Jonathan M. McCune, Trustworthy Execution on Mobile Devices, 2013 [VOZ+12] “The set of features intended to enable trusted execution are the following: isolated execution, secure storage, remote attestation, secure provisioning and trusted path.”
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All definitions somehow mention isolated execution and secure storage. In these two points there appears to be some consent. However, definitions (1) and (3) are less explicit about secure storage. Definition (1) specifically states cryptographic protection as the only means to achieve secure storage, whereas definition (3) tries to capture secure storage in a generic way as a ‘protection of assets’. In addition, definition (1) describes isolation as the protection of the integrity and confidentiality of the TEE runtime states. Regarding the required security level, definitions largely differ from each others. Definitions (1) and (4) do not specify a threat model for the TEE. Definition (3) vaguely includes all software attacks in the threat model, while definition (2) clearly specifies the threats against which the TEE must resist. Definition (1) describes the TEE as a ‘dedicated closed virtual machine’, while the other definitions do not provide any detail about the nature of the execution environment. Some definitions are concerned by particular properties. For instance, definition (2) and McCune’s definition (4) involve content management by indicating that TEE should remotely manage and update its data in a secure way (secure provisioning). Furthermore, the McCune’s definition is specific to the context of human-interface devices, and therefore it includes the requirement of interaction between the TEE and end-users. This requirement was specified in the definition by using the term ‘trusted path’.

We argue that existing definitions of TEE fail to capture the core aspects of this term in a clear and unambiguous manner and are even contradictory in some parts. To address this issue, in this chapter, we propose a new refined definition of TEE considering its core aspects and the ‘separation kernel’ trusted model (section 7.3). Thereby, we differentiate TEE from some related concepts. Moreover, we present the building blocks that capture the TEE design, followed by extensive discussion about the different properties of each building block. In this chapter, we also revisit several industrial TEE solutions in the light of our new definition in order to provide more insight.

7.1.2 Previous Attempts

This chapter might be seemed as a survey on the domain of trusted execution environment. We argue that our approach here is distinguished from existing surveys. The closest work to ours are [AEK+14] and [AGT14]. In [AEK+14], authors discuss trust computing in mobile devices. They focus on existing technologies and fail to provide a theoretical framework for TEE. As for Arfaoui et al. [AGT14], they present TEE uniquely from the GlobalPlatform perspective. In this chapter, we will show that this model is limited compared to other TEE existing advanced models.

The particularity of our work is that we present a refined definition of TEE. Its core properties are clearly defined. Other important related topics are discussed, such as formal verification, known attacks, and a classification of the proposed applications in the literature using TEE to guarantee security.

7.2 Background

In order to better understand this chapter, readers are required to be familiar with some background information:

- Smartphone security and its security challenges (section 2.2);
- ARM TrustZone (section 2.4.3);
- The dual-execution-environment approach (chapter 6).
7.3 Trusted Execution Environment

In this section, we first briefly recall the model of ‘separation kernel’, which is a fundamental concept related to the dual-execution-environment approach, and thus to the TEE. We then present a new refined and comprehensive definition, as well as analyze its core aspects. Finally, we distinguish the TEE from some related terms: secure execution environment (SEE) and dynamic root of trust measurement (DRTM).

7.3.1 Prerequisite: Separation Kernel

The separation kernel is a foundation component of the TEE. It is the element that assures the property of isolated execution. The separation kernel, firstly introduced in [Rus81], is a security kernel originally used to simulate a distributed system. Its main design purpose is to enable the coexistence of different systems requiring different levels of security on the same platform. Basically, it divides the system into several partitions, and guarantees a strong isolation between them, except for the carefully controlled interface for inter-partition communication.

The security requirements for separation kernels are described in the Separation Kernel Protection Profile (SKPP) [Inf07]. The SKPP defines separation kernel as “hardware and/or firmware and/or software mechanisms whose primary function is to establish, isolate and control information flow between [... those partitions]”. Unlike traditional security kernels, such as operating systems, micro-kernels and hypervisors, the separation kernel is quite simple providing both time and space partitioning.

The security requirements are composed of four main security policies (similar to the security criteria presented in section 6.5.2):

1. Data (spatial) separation. Data within one partition cannot be read or modified by other partitions;
2. Sanitization (temporal separation). Shared resources cannot be used to leak information into other partitions;
3. Control of information flow. Communication between partitions cannot occur unless explicitly permitted;
4. Fault isolation. Security breach in one partition is contained into its partition, thereby cannot spread to other partitions.

7.3.2 Definition

Trusted Execution Environment (TEE) is a tamper-resistant processing environment that runs on a separation kernel. It guarantees the authenticity of the executed code, the integrity of the runtime states (e.g. CPU registers, memory and sensitive I/O), and the confidentiality of its code, data and runtime states stored on a persistent memory. In addition, it shall be able to provide remote attestation that proves its trustworthiness for third-parties. The content of TEE is not static; it can be securely updated. As for its threat model, the TEE resists against all software attacks as well as the physical attacks performed on the main memory of the system. Attacks performed by exploiting backdoor security flaws are not possible.

7.3.3 Discussion

We define TEE as an execution environment that protects both its runtime states and stored assets. This requirement implies the need for isolation and secure storage. Isolation is enforced by
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the underlying separation kernel, while secure storage is guaranteed by some kind of trust anchor. Unlike dedicated hardware coprocessors (refer to section 6.4.2), TEE is able to flexibly manage its content by installing or updating its code and data. Moreover, it must define mechanisms to securely attest its trustworthiness to third-parties, hence the richness of the TEE execution model. The threat model is also specified. It includes a powerful adversary that is able to compromise the system main OS and execute an arbitrary code to breach the TEE security. It also includes the physical attacks performed on the main memory and its non-volatile memory (i.e. secure storage). This is ensured by prohibiting a direct access to the runtime memory in order to provide a high level of security without degrading the execution performance. Regarding security backdoor flaws, we admit that the absence of such kind of flaws constitute a strong assumption. However, being a trusted environment, we require that the TEE code be analyzed by some trusted parties that scrupulously search for backdoors.

We argue that our definition is more general and includes all the previously presented definitions of TEE. Conceptually, our definition means that no untrusted code can cause, enable, or prevent any event in the TEE. Events are not only defined by the execution of instructions, but also by traps, software exceptions and hardware interruptions. We construct our definition so that Secure execution, openness and trust constitute its main parts. ‘Openness’ is characterized by dynamically updating the core TEE system. For ‘Secure execution’ and ‘Trust’, they are discussed further in the next subsection.

7.3.4 How Trust Can Be Measured

As mentioned in the above definition, and as its name indicates, the concept of trust is crucial to the TEE. Thus, a direct comparison between two systems in terms of TEE is only possible if trust can be quantified. The main problem is that trust is a subjective property, hence non-measurable. In English, trust is the “belief in honesty and goodness of a person or thing”. A belief is hard to capture in a quantified way. The notion of trust is more subtle in the field of computer systems. In the real world, an entity is trusted if it has behaved and/or will behave as expected. In the computing world, trust follows the same assumption.

In computing, trust is either static or dynamic. A static trust is a trust based on a comprehensive evaluation against a specific set of security requirements. For instance, the Common Criteria (CC) [Com16b] are an international standard that provides assurance measures for the security evaluation. The CC specify seven evaluation assurance levels (EAL1–EAL7), where levels with higher numbers include all requirements of the preceding levels. In static trust, the trustworthiness of a system is measured only once and before its deployment. Dynamic trust is quite different. It is based on the state of the running system, and thus it varies accordingly. A system continuously changes its “trust status”. In dynamic trust, the trustworthiness of a system is constantly measured throughout its life cycle.

The concept of dynamic trust is based on the existence of a secure and reliable means that provides evidence of the trust status of a given system. Trust, in this context, can be defined as an expectation that the system state is as it is considered to be: secure. This definition requires a trusted entity called Root of Trust (RoT) to provide trustworthy evidence regarding the state of a system. The role of RoT is divided into two parts. First is the trusted measurement and second is the function that computes the trust score. The trustworthiness of the system, namely the generated score, depends on the reliability of the trust measurement. If a malicious entity can influence the trust measurement, then the generated score of trustworthiness is of no value. Therefore, RoT is necessarily a tamper-resistant hardware module. RoT, sometimes called trust anchor, can be implemented using various technologies. This depends on the hardware platform that is used to guarantee the isolation properties in the separation kernel. For instance, TrustZone-based systems [WFM+07] rely on secureROM or eFuse technology as trust anchor. PUF, Physically Unclonable Function, is a promising RoT technology for TEE [ZZH+14].
Trust in TEE is a hybrid trust; it is both static and semi-dynamic. Before deployment, a TEE must be certified by thoroughly verifying its security level in accordance of a protection profile, a document that contains a predefined set of security requirements. For instance, GlobalPlatform defines a protection profile that conforms to EAL2 [Glo15b]. In addition, during each boot, the RoT assures that the loaded TEE is the one certified by the platform provider. Strictly speaking, RoT protects the integrity of the TEE code. Once running, the integrity is protected by the underlying separation kernel. The trust in TEE is considered semi-dynamic because the TEE is not supposed to change its trust level while running because it is protected by the separation kernel. In this model of trust, the trust measurements are integrity measurements, and the trust score is a boolean that indicates the integrity state of the code. The TEE is trusted when its trust score is true, untrusted otherwise. The quality of the trust score depends on the defined measurements for integrity. To evaluate the actual trust, as a first step, we define a trust function $f(TEE; protection\ profile; RoT; measurements)$ as a function that returns the trust level of a given TEE depending on three parameters: the certificating protection profile, the reliability of RoT, and the integrity measurements. The precise definition of this function is beyond the scope of this thesis.

7.3.5 Related Concepts

In this section, we highlight the conceptual differences between TEE and the related terms SEE and DRTM.

**Secure Execution Environment (SEE)** is a prerequisite for TEE, but it does not consider trust aspects. SEE is a processing environment that guarantees the following properties [SLS+05]: (1) authenticity: the code under execution should not have been changed; (2) integrity: runtime states should not have been tampered with; and (3) confidentiality: code, data and runtime states should not have been observable by unauthorized applications, or even by the main OS of the system. In contrast to TEE, the design of SEE does not involve RoT to assert the integrity and authenticity of the loaded code. Moreover, the SEE definition of [SLS+05] does not specify secure mechanisms to update its applications and confidential data. Stated all the above observations otherwise, our definition of section 7.3.2 implies that TEE is an open SEE that guarantees trust.

**Dynamic Root of Trust Measurement (DRTM)** is a group of techniques that enables some pieces of code to be executed in an isolated environment, without trusting the previously loaded software. This technology has been used to securely execute critical software applications. Unlike TEE, the trusted computing base (TCB) of DRTM is not limited to the code running in the isolated environment, but it also includes a small part of the main OS. Moreover, DRTM does not provide secure storage or include trusted mechanisms, such as remote attestation and integrity measurement, in its core design. In contrast to the TEE definition stated above, the isolated execution environment needs to use the main memory as its runtime memory, and hence is vulnerable to attacks on main memory. TEE is supposed to withstand such kind of attacks by executing its code in a protected memory. Another noticeable difference is that DRTM does not allow concurrency. All software is frozen until the end of the isolated environment execution [Wil13]. Therefore, DRTM is not suitable for systems which execute non-secure applications with real-time constraints.

7.4 Building Blocks

To capture the core design aspects of TEE, we propose the following definitions which are illustrated in Figure 7.1.
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Figure 7.1: An Overview of TEE Building Blocks

- **Secure Boot** assures that only code of a certain property can be loaded. If a modification is detected, the bootstrap process is interrupted. An example implementation of secure boot, as proposed by Arbaugh et al., is to verify the integrity of a succeeding component according to a given reference value [AFS97]. Generally speaking, the design of secure boot consists of various stages, and therefore, a chain of trust is established. This chain can be represented by the recurrence:

\[
I_0 = \text{True}; \\
I_{i+1} = I_i \land V_i(L_{i+1})
\]

where \( I_i \) denotes the integrity of layer \( i \) and \( V_i \) is the corresponding verification function. There are several possible definitions of \( V_i \). For instance, it performs some cryptographic hash of the \( (i + 1) \)th layer, and compares the result to the reference value. We note that without the integrity of the initial boot code, represented by the \( I_0 \), any further integrity verification becomes pointless. This implies the high importance of the initial boot, and this is the reason why it is often protected by a tamper-evident hardware module.

- **Secure Scheduling** assures a “balanced” and “efficient” coordination between the TEE and the rest of the system. Indeed, it should assure that the tasks running in the TEE do not affect the responsiveness of the main OS. Thus, the scheduler is often designed preemptive. Furthermore, the scheduler should take real-time constraints into consideration. Authors in [SHT12] propose a secure scheduler that enhances the responsiveness of the main OS without compromising the real-time aspect of the system.

- **Root of Trust** (Rot), often called trust anchor, provides a way to attest the authenticity and the integrity of the code running inside the TEE. Generally, this attestation happens by verifying a signature that was previously computed over the running software. Either the signature or the private key used to generate the signature is securely stored inside the RoT. At present, trusted systems rely on secureROM (a read-only memory) or eFuse (a one-time programmable memory) technologies as trust anchor. Once the signature key is written, no modification is possible, even though key update is desirable in practice.
7.4. Building Blocks

In this context, PUF, Physically Unclonable Function, is a promising technology. PUF has the ability to generate a unique-per-device key. This key is used for authentication and secure storage of cryptographic secrets. PUF has several advantages. It provides more flexibility for the TEE, since it allows the related system to change the signature key even after manufacturing. In addition, the key generated by the PUF is unique. Consequently, class attacks are not possible. This means that an attack on a device cannot trivially impact other devices. Moreover, no secure non-volatile memory is required to store secrets.

To the best of our knowledge, authors of [AP12] are the first to present the idea of integrating a PUF inside smartphones. In their design, PUF generates AES keys that are used to perform secure boot as well as disk encryption. However, authors only discuss their theoretical design and how it can be implemented by FPGA technology, without providing any implementation that shows the feasibility of their solution. As for Zhao et al. in [ZZH+14], they implement their proposed PUF-based solution and present a thorough evaluation related to their design.

- **INTER-ENVIRONMENT COMMUNICATION** defines an interface allowing TEE to communicate with the rest of the system. Due to the strong isolation between the TEE and the rest of the system, this inter-environment interaction is considered as a Remote Procedure Call (RPC). It is usually implemented over a traditional RPC channel such as pipes, sockets or shared memories. There exist various methods and implementations of inter-environment communication. However, each mechanism should satisfy three key attributes: reliability (memory/time isolation), minimum overhead (unnecessary data copies and context switches), and protection of communication structures. These attributes define several communication models. We later discuss these models in section 7.5.

Despite its numerous benefits, inter-environment communication introduces new threats: (1) message overload attacks [RD05]; (2) user and control data corruption attacks [CXS*05]; (3) memory faults caused by shared pages being removed; and (4) unbound waits caused by the noncooperation of the untrusted part of system.

- **SECURE STORAGE** is storage where confidentiality, integrity and freshness (i.e., to protect against replay attacks and to enforce state continuity [PLD+11]) of stored data are guaranteed, and where only authorized entities can access the data [LSW10]. A common way to implement secure storage is sealed storage. Sealed storage is based on three components: (1) integrity-protected secret key that can be accessed only by the TEE; (2) cryptographic mechanisms, such as authenticated encryption algorithms; and (3) data rollback protection mechanism, such as replay-protected memory blocks (RPMB) (see [RPV15]).

In section 7.7, we discuss different secure storage systems that exist in the literature.

- **TRUSTED I/O PATH** protects authenticity, and optionally confidentiality, of communication between TEE and peripherals (e.g., keyboard or sensors). As defined in [Dep85], the trusted I/O path is a set of mechanisms by which users can communicate directly with the secure part of the system. These mechanisms authenticate trusted software users, and vice versa. Trusted path to user-interface devices enables broader functionality within TEE. It allows a human user to directly interact with applications running inside TEE. Thus, input and output data are protected from being sniffed or tampered with by malicious applications.

To be more precise, trusted I/O path protects against four classes of attacks: screen-capture attack, key logging attack, overlaying attack, and phishing attack. The key logging and screen-capture attacks compromise the confidentiality of the input/output data. The overlaying attack allows malicious software to modify all or part of the screen that users see, thereby compromising the integrity of the output data. A hard problem and a very difficult attack to defend against is the phishing attack. It is a combination of two attacks: social engineering and frame-buffer overlay. The most common form of the phishing attack is the spoofing attack, in which malicious
software mimics the User Interface (UI) of another application. If the user is not careful enough to identify the fake UI, they may enter some secret information, like their PIN, into the malicious software.

Now, we illustrate these threats by an example. Protecting the integrity of the output data ensures that seeing is believing. Hence, users can trust any message displayed on the smartphone screen. For instance, they can trust the transaction information shown by their secure payment applications. Thus, users are protected from being lulled with the amount of money authorized for a transaction by showing 20$ for a transaction of 100$.

We discuss some solutions providing trusted user-interface in section 7.6.

7.5 Inter-Environment Communication

In the literature, we identify three models of communication: (1) GlobalPlatform TEE Client API [Glo10]; (2) secure RPC (Remote Procedure Call) of Trusted Language Runtime [SRSW14]; and (3) real-time RPC of SafeG [SHT13]. Secure inter-environment communication is proposed in [JKK+15].

7.5.1 GlobalPlatform TEE Client API

Client API specification within the GlobalPlatform architecture specifies a communication model with the TEE. In this model, the communication is not symmetric. It is based on the master/slave model. This implies that the direction of communication is always from the normal world to the TEE. Only the applications running inside the normal OS make use of the TEE Client API. Therefore, the library implementing the TEE Client API is executed in the normal OS.

TEE Client API defines a handful of functions for communication across the security domains. These operations can be divided into the following groups (in the order of use):

- **Initialize.** open a context with one of the running TEE and initialize a communication session with the desired trusted application.

- **Prepare shared memories.** allocate or register shared memories into which parameters and results will be written.

- **Invoke commands.** perform the remote calls with the given parameters.

- **Finalize & Release.** fetch the result of the trusted application and then release memories before closing the opened session.

The key design principles of TEE Client API are:

- API in C language: portability is the main argument of choosing the C language, since it is the common denominator for almost all smartphone systems.

- Blocking functions: the calling model of RPC is synchronous in which the caller blocks waiting for the underlying task to complete before continuing its execution.

- Support memory sharing by pointers: input and output data should be provided as memory buffers using simple C pointers. However, short messages can be passed by copy in order to avoid the overhead of sharing memory.

It is worth noting that the defined communication model is rather close to that of Secure Elements (refer to section 2.4.2) as many GlobalPlatform members that define the TEE Client API are also issuers of Secure Elements [Glo16c].
7.5.2 Trusted Language Runtime (TLR)

The inter-environment communication model of TLR is designed to make programming secure applications relatively easy. Similarly to TEE Client API, it is based on the master/slave model. However, in contrast to the GlobalPlatform model, TLR automatically manages its communication messages. Indeed, when the application in the normal OS sends a command to the TEE, the TLR library creates a transparent proxy and returns it to the caller. The proxy encodes the parameters into messages, and then it forwards them together with the method invocation request to the TEE. The request is decoded and the corresponding method is invoked on the corresponding secure application.

7.5.3 SafeG Real-Time Secure RPC

SafeG is designed to work in a real-time environment. Thus, the inter-environment communication is built to satisfy the strict reliability requirements of such an environment: throughput, memory size, and time isolation. Indeed, SafeG increases the communication throughput by minimizing the overhead caused by unnecessary data copies and context switches. To this end, all data communications occur through shared memory. In addition, it guarantees memory protection and timeliness of the real-time environment.

SafeG splits requests in two parts: the data part and the event part. This separation allows tasks to communicate using both polling and event-driven communication models. The data part involves non-blocking operations to write or read blocks of data. This is implemented using lock-free bidirectional FIFO in the shared memory. The event part involves asynchronous notifications which are implemented through inter-environment interrupts. SafeG provides a set of API which is similar to TEE Client API. However, it is not based on the master/slave model of communication.

7.6 Trusted I/O Path

In the literature, we identify four systems that leverage TEE to implement trusted interface: GlobalPlatform Trusted User Interface API [Glo13], VeriUI [LC14] TrustUI [LMH+14], and Genode TEE [GEN14].

7.6.1 GlobalPlatform Trusted User Interface API

GlobalPlatform defines a set of specifications on how trusted interface should be designed and implemented. These specifications standardize how trusted applications, as they are defined in TEE Internal API [Glo11a], protect their interactions with users. We note that touchscreen is the only concerned peripheral. The management of other peripherals, such as the camera, is not included.

The Trusted User Interface API defines a secure indicator in its specifications. GlobalPlatform does not mandate any particular technology as long as this technology satisfies the specified requirements. The only requirement for a secure indicator is to indicate the running OS, and thereby protecting against phishing attacks.

The main drawback of the proposed model is its limited defined interface. Indeed, the user interface is designed to display messages with limited information. It can be composed of only some input fields and a virtual keyboard. This allows trusted applications to display some messages to their users and also ask them to authenticate by entering their passwords. GlobalPlatform does not include animations in its model.
7.6.2 VeriUI

VeriUI is a framework providing trusted user interface for third-party cloud applications. In order to offer a generic trusted interface, a secured webkit (an engine that renders web pages) is used to display the secure interface. The use HTML pages makes the design flexible and easily adaptable to any cloud service. VeriUI works as follows: the application running in the normal OS calls the secure webkit with the cloud URL as a parameter. The webkit communicates with the cloud services that ask to attest the authenticity of the transaction request. The attestation is required, so that the remote server authenticates the secure interface. The cloud then sends HTML pages to the secure webkit that displays them to the user. In order to run VeriUI, the TEE should support various libraries: Qt as GUI lib, OpenSSL for cryptographic operations, and input engine for text entry. Moreover, the RoT is assumed to be pre-installed with a key pair by the manufacturer. This key pair is used for signature.

We note that VeriUI is vulnerable to spoofing attack in which an application requests a phishing webkit to open a phishing URL. If tricked, the user enters her password in the phishing interface, allowing the attacker to steal it. Authors propose the secure indicator, TrustZone LED for instance, as a solution to defend against such attack. Nevertheless, Rachna et al. argue that secure indicators are ineffective [DTH06].

7.6.3 TrustUI

TrustUI offers trusted user interface by combining some kind of randomization with LED lights. In TrustUI design, a device driver is split into two parts: a back-end running in the normal OS, and a front-end running in the TEE. The two parts communicate through related proxy modules that exchange their data through shared memory. This design has the advantage of supporting legacy systems by supporting their device drivers, but it comes at risk as all input/output data pass through the normal OS.

TrustUI proposes a solution to defend against the phishing attack. It leverages LED indicator and color randomization. TrustUI configures LED lights as secure peripheral and regularly changes the background color of the screen. By comparing the randomized display color with the LED color, users can attest whether the interface is indeed generated by the TEE.

7.7 Secure Storage

In the literature, we identify two trusted storage API: GlobalPlatform API for Trusted Storage [Glo11a] and key storage in Android KeyStore (section 2.3.4).

7.7.1 GlobalPlatform Trusted Storage API

GlobalPlatform defines trusted storage API for keys and general-purpose data. It also defines a set of requirements for the library implementing this API. Essentially, there are two main requirements. Firstly, the stored data must be protected by some cryptographic mechanisms, notably by authenticated encryption, since the actual storage device might be accessible by the normal OS. Secondly, the stored data must be bound to the device so that they cannot be copied to another device.

The model of GlobalPlatform trusted storage is not based on file systems. Instead, the storage unit is an object. An object is a stream of bytes that are securely written on a non-volatile memory. Each secure object has a type that defines its content. For instance, there are different object types for keys and data. Managing secure objects depends on whether they are persistent or transient. In contrast to persistent objects, transient objects are automatically deleted from the memory as soon as the session to the trusted application is closed.
Mobicore [Gie08], the TEE developed by Giesecke & Devrient GmbH (G&D) and the ancestor of t-base of Trustonic [Tru16], implements a model of trusted storage that is close to the model of GlobalPlatform. Mobicore stores secure objects as containers [Gie15]. There are six types of containers: SoC, root, service provider, service provider data, trustlet, and trustlet data. Containers are organized into a tree-like structure with the SoC container as the root of the tree. Each container has a parent-container and a list of children. Containers, except the SoC container, are encrypted with the secret key of their parent. Secure applications are stored as trustlet containers. Trustlets store their data as trustlet data containers. Therefore, secure objects are protected by the secret key of their secure application.

7.7.2 Android KeyStore

As previously mentioned in 2.3.4, Android KeyStore ensures secure storage for cryptographic keys. The KeyStore exposes its functionalities via a standard Java interface. The interface includes several classes, notably KeyStore and KeyGenerator. As their names indicate, the KeyStore Java class is used to store keys, and the KeyGenerator class is used to generate keys. Starting from API level 18, Android defines a new security provider called Android Key Store. This JCE security provider is implemented using some hardware abstraction layers that usually rely on TEE to perform their sensitive tasks. The most popular TEE underlying the Android KeyStore is Qualcomm TEE called QSEE [Qua16a].

At the writing of this dissertation, there are five classes of commands:

1. Generate Key to generate symmetric keys, such as AES and HMAC keys, as well as key pairs, such as RSA and EC (elliptic curve) keys;

2. Import Key to store new keys inside the KeyStore;

3. Export Key to have access to the key bytes outside the KeyStore;

4. Sign Data to use the stored key for signing data;

5. Verify Data to use the stored data for verifying signatures.

In almost all TEE-based implementations of KeyStore, the only thing that is indeed protected by TEE is some form of ‘master’ key encryption key (KEK). Keys that are generated by users are protected by being encrypted with the KEK. This allows for practically unlimited number of protected keys. However, if the TEE KEK is compromised, all the user-generated keys are compromised. However, we note that the KEK is unique for each device, and therefore any security breach would solely concern one device.

7.8 Formal Methods

The design of TEE, or any piece of software, consists of two aspects: requirements specification and implementation. A TEE is said to be correct if its implementation is verified to satisfy all the defined requirements. Formal methods, which are mathematically based languages and techniques, are used to prove correctness. Although formal methods do not necessarily guarantee correctness, they provide insights which prove useful in constructing better systems.

There are two goals for formal methods: specification and verification. Formal specifications aim at describing the requirements of a system in a syntax-based language. They are a necessary condition to perform proof-based verification on implementation. A set of formal specifications, combined with a formal language produce a formal model. In literature, there are several formal models for separation kernel. The most widely used formal specifications for
separation kernel are those proposed by Greve, Wilding and Vanfleet (GWV) [GWV03]. Concerning formal languages, the mainly used ones are Z notation, B method [KKMN10], HOL4 (a variation of High Order Logic) [HOL16], and ACL2 (A Computational Logic for Applicative Common Lisp) [KM16]. Formal verification is used to analyze the formal model for the desired properties. Two general approaches to formal verification exist in practice today. The first, model checking, is a technique in which systems are modeled as finite state systems. The second, theorem proving, proves that a system satisfies the specifications by deductive reasoning. Although proofs can be constructed by hand, machine-assisted theorem provers are used in most cases. Theorem proving is used more often than model checking because it can efficiently deal with complex properties.

We illustrate with two formally verified separation kernels.

1. INTEGRITY-178B [Ric10] is a separation kernel of Green Hills Software that is certified EAL6+. It uses GWV as formal specifications, ACL2 as formal language, theorem proving as formal verification method, and ACL2 theorem prover.

2. ScL4 [MMB+13] is developed by NICTA and was formally verified for security critical domain. It uses information flow security as formal specifications, HOL as formal language, theorem proving as formal verification method, and Isabelle/HOL theorem prover.

Formal methods play an important role in computing the ‘trust level’ defined by the trust function (section 7.3.4), since the protection profile could be defined using formal specifications and proved using formal verification. This could highly improve the trust level. Nevertheless, it is important to keep in mind that formal methods are not a silver bullet. The trust function has other parameters and they could negatively impact the global trust level, even though formal methods are employed. For the best of our knowledge, there is no TEE that is formally verified. We believe that formal characterization of TEE specifications will be regarded as a considerable contribution. The most difficult part will be to include all the components and building blocks in a single model, despite their heterogeneity. Any formal model must at least comprise the underlying separation kernel, the root of trust and the secure execution environment.

7.9 ARM TrustZone-Based TEE

ARM TrustZone technology can be seen as a special kind of virtualization with hardware support for memory, I/O and interrupt virtualization (section 2.4.3). This virtualization enables ARM core to provide an abstraction of two virtual cores (VCPUs): secure VCPU and non-secure VCPU. The monitor is seen as a minimal hypervisor whose main role is the control of information flow between the two virtual cores.

A short survey on the existing TrustZone-based TEE solutions in both the academic and industrial worlds is presented.

7.9.1 Industrial TEEs

Established companies have invested to define their own TEE and integrate them in their devices. Some companies have published their architecture, while some have preferred secrecy over openness. Companies which open their TEE include Nokia and Samsung. Nokia, currently Microsoft, integrates their TEE called ObC [KEAR09] into Nokia Lumia devices. Samsung define TZ-RKP [ANS+14] that is deployed on the latest Samsung Galaxy series. Closed-architecture TEEs include <t-base of Trustonic [Tru16], SecuriTEE of Solacia [Sol16], and QSEE of Qualcomm [Qua16a]. Sierraware [Sie16] proposes two versions of TEE: open-source TEE that is called SierraTEE and a licensed TEE. Trusted Foundation and MobiCore, defined by Trust Logic and
G&D respectively, are disappearing from the market, since the two companies have joined their efforts and formed Trustonic.

We also consider as industrial TEEs those which are defined by companies, but there is no public information about their actual deployment on commercial devices. STMicroelectronics, in collaboration with Linaro make their TEE called Open Portable TEE (OP-TEE) and that is available on GitHub [Bra16]. OP-TEE is compliant with GlobalPlatform specifications and it was implemented for educational purposes. Indeed, Sequitur Labs have recently announced that they ported OP-TEE to inexpensive Raspberry Pi 3 platform [Seq16b]. With this port, more developers can now begin testing their secure applications on real TEE platforms. Nvidia also proposes an open-source implementation of TEE and it calls it TLK [Nvi14]. Nvidia chooses not follow the specifications of GlobalPlatform and thus provides their own proprietary solutions. More recently, Google published some TEE specifications called Trusty TEE [And16e]. Trusty TEE mainly consists of hardware abstraction layers, and a set of libraries and APIs to handle communications between the TEE and Android. To the best of our knowledge, no Trusty-compliant TEE has been commercialized yet.

7.9.2 Academic TEEs

In the academic world, numerous TEE architectures have been proposed. Each one of them focuses on one design aspect and implements some solutions to specific problems.

1. ViMoExpress (defined by the Korean Electronics and Telecommunication Research Institute) [OKK+12]: it defines the mechanisms that can be used by the Separation Kernel to share hardware resources, especially peripherals, between the normal OS and the TEE;

2. SafeG (defined by the Japanese Nagoya University) [SHT10]: it defines a TEE that satisfies the stringent constraints of a real-time environment, including an efficient model for the inter-environment communication, and a fine-grained preemptive secure scheduling;

3. Genode TEE (defined by Genode Labs) [GEN14]: it defines a rich execution model in which the TEE does not follow the master/slave model, and thus it can be executed in its own. In addition, Genode TEE heavily optimizes the trusted I/O path so that the TEE can efficiently run 3D animations.

4. Open TEE (defined by Intel Research Institute for Secure Computing) [MDNA15]: it focuses on providing developer-friendly tools for prototyping secure applications. It is hardware independent and compliant with GlobalPlatform specifications;

5. Andix OS (defined at TU Graz University of Technology) [FAWH15]: it defines an easily extensible TEE in order to flexibly investigate the different protection properties offered by a TEE, such as replay-resistant secure storage [HWF15];

6. TLR (defined by Microsoft Research) [SRSW14]: it simplifies the developers experience by designing a customized compiler that automatically generates the proxy objects handling all the low-level communication messages between the TEE and the normal OS;

7. TrustICE (defined by the Chinese State Key Laboratory of Information Security) [SSW+15]: it focuses on minimizing the trusted code base of the TEE by keeping its size unchanged regardless of the number of secure applications being executed. Moreover, it simplifies the installing process of secure applications by running them inside the normal OS. Surely, their security is guaranteed.
7.9.3 TrustZone Emulation Frameworks

The introduction of TrustZone has inspired a number of security research activities in both industry and academia. Moreover, TrustZone is available in many mobile devices and embedded systems. In some cases, it is quite difficult and expensive to acquire open-source hardware platforms supporting TrustZone. In order to implement their TEE prototypes, developers often require to access and control all aspects of the platform. The lack of suitable development frameworks for TrustZone has hindered researchers in their efforts to implement and evaluate their systems. Non-disclosure agreements are another hurdle impeding the publication of scientific papers including complete and fully explained architectures. This problem is best addressed by providing an openly available emulator for TrustZone. Based on QEMU, Winter provides an open-source platform emulator which is capable of simulating system-level features of TrustZone [WWPT12]. The emulator can be downloaded at [Win13]. The emulator is complemented by a small experimental secure kernel running in the emulated secure zone and providing a basic C runtime environment. The whole emulation platform is demonstrated by running a software-based TPM developed by IBM in the secure kernel.

7.9.4 Comparative Study

We compare six TEE solutions using our proposed building blocks. An overview of these TEEs is presented in Table 7.1. We decided to compare only these TEEs because they represent the wide spectrum of the different solutions. We do not include secure boot or RoT in our comparison criteria, since Non-disclosure agreements (NDA) prevent authors from providing details about their implementations.

As illustrated in Table 7.1, only the two TEE widely deployed, namely ObC and <t-base, provide secure provisioning. Trustonic attempts to control the content management of its TEE, while ObC opens their TEE for any party to install secure applications. Similarly, due to its high complexity, secure UI is not defined for all TEE. Concerning secure storage, it is often accomplished using sealing storage with some scheme of authenticated encryption. Our comparative table shows that there is no clear standard for inter-environment communication. The use of proprietary interface is common.

7.10 TEE Applications

Now, we provide a classification of the proposed applications in the literature that rely on TEE to guarantee security. The use of TEE paves the way for offering services requiring a high level of security in a complex and connected system. TEE is used to provide a wide range of secure services: ticketing, mobile payment, media content protection, two-factor authentication and trusted platform module.

7.10.1 Ticketing

The TEE is used for ticketing systems. A ticket is a proof of purchase relating to a particular object or service. Users receive a proof of purchase from a service provider, store it on their device, and then use it to have access to the corresponding service. The TEE is used to securely store the ticket and prevent attackers from successfully forging valid tickets [WHCE05, WHEC06]. Tamrakar et al. [TEA11] define a privacy-friendly system of public transport ticketing with NFC-enabled smartphones.
7.10. TEE Applications

<table>
<thead>
<tr>
<th>TEE</th>
<th>Provisioning</th>
<th>Secure Storage</th>
<th>Secure UI</th>
<th>Inter-Environment Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>ObC</td>
<td>Open provisioning, which means that the content management does not need the approval of any trusted-party.</td>
<td>Sealing storage using AES-EAX encryption. The root key is derived from a one-time programmable (e-Fuse) persistent on-chip key.</td>
<td>Defined</td>
<td>Proprietary interface</td>
</tr>
<tr>
<td>&lt;t-base</td>
<td>Owner-centric provisioning model in which an application to be installed on TEE needs to be encrypted using a key derived from the platform secret key.</td>
<td>Sealing storage that is not based on file systems. Instead, the unit of storage is an object. Objects are organized into a tree-like structure. Containers are protected by the secret key of their parent.</td>
<td>Defined</td>
<td>GlobalPlatform TEE Client API</td>
</tr>
<tr>
<td>Andix OS</td>
<td>Not defined</td>
<td>Sealing storage</td>
<td>Not defined</td>
<td>GlobalPlatform TEE Client API</td>
</tr>
<tr>
<td>TLK</td>
<td>Not defined</td>
<td>Sealing storage</td>
<td>Not defined</td>
<td>Proprietary interface</td>
</tr>
<tr>
<td>TLR</td>
<td>Not defined</td>
<td>Sealing storage with mechanisms that protect against rollback attack.</td>
<td>Not defined</td>
<td>.NET Remoting</td>
</tr>
<tr>
<td>SafeG</td>
<td>Not defined</td>
<td>Unknown</td>
<td>Defined</td>
<td>Secure RPC</td>
</tr>
</tbody>
</table>

Table 7.1: A Comparison Study of the Six Representative TEE Solutions
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7.10.2 Mobile Payment

It becomes a global trend to use smartphones as a platform for secure transactions. Pirker et al. in [PS12] define a privacy-friendly online prepaid payment framework. They define a payment trustlet running inside the TEE, and any application can communicate with its public API in order to perform payment transactions. In [PSW12], Pirker et al. define another privacy-friendly payment system that allows users to purchase and anonymously consume cloud processing resources. Li et al. in [LHSB13] define a system of transaction confirmation for online transactions by leveraging a modified version of CP-ABE schemes. Their proposed model is a special form of two-factor authentication. In [YYZ+16], authors design AEP-M: a payment scheme using divisible e-cash. Thus, AEP-M can protect users privacy while performing their transactions. In addition, the protection mechanisms of TEE enable several optimizations for the proposed e-cash scheme. Using the computation power of TEE, AEP-M is efficient as it allows users to pay in at most 450 milliseconds.

7.10.3 Media Content Protection

The design of secure multimedia applications is not trivial. It should meet the interests of both content providers in protecting their content from piracy and users in improving the overall quality of their experience. Furthermore, media processing is generally a resource intensive task. The authors of [TWP13] suggest to use the TEE as an enabler for a Secure Media Path (SMP) on mobile devices. Thus, the sensitive operations are moved into the trusted environment. The operations include content decryption, policy engines and key management. In [AFA+13], a complete multimedia content playback solution is defined and implemented. The security is enhanced by combining the (U)SIM with the TEE. The architecture comprises of content purchase, protected storage and secure content viewing.

7.10.4 Authentication

Users need to regularly authenticate themselves to remote servers in order to have access to certain services. A simple authentication based on user ID and password is easy to compromise. A popular approach is to use two-factor authentication (2FA). In [vRDP13], authors study how TEE-enabled mobile devices can be used to replace hardware tokens for 2FA. They conclude that the most problematic issue is the trusted path to the interface. Marforio et al. in [MKS+14] propose an architecture of 2FA in the context of point of sale transactions. They use the location of users devices as the second authentication factor. TrustOTP [SSWJ15] is a TEE-based one-time password solution. The TEE protects not only the confidentiality of the generated OTP, but it also guarantees a trusted path with the user when it is displayed. TrustOTP implements multiple OTP algorithms for different application scenarios and standards.

7.10.5 NFC

NFC services often require a high level of security. The TEE are used in some related work in order to enhance their global security. In [ALZR13], authors propose to implement the reader firmware inside the TEE. Hence, NFC-enabled smartphones can be used as card readers with the same security level as standalone card readers.

[Ste13] shows that the SE access control mechanisms defined by GlobalPlatform are flawed. Indeed, SE (Secure Element) access is granted only to some applications. The authors demonstrate the shortcomings of the existing solutions and propose an alternate model to prevent an illegal access to the SE.
7.10.6 Trusted Sensors

Many mobile applications rely on sensors embedded in smartphone devices. Some applications may need inputs from sensors such as fingerprint reader, GPS, or camera in order to perform certain tasks. For instance, Apple Pay uses Touch ID, a biometric fingerprint authentication technology to validate transactions. Other mobile payment applications use location as a second factor authentication scheme \[ MKS^{+14} \]. In fact, secure applications often require authenticity and integrity of sensor readings. Therefore, the need for “trusted sensors” is recognized.

Liu et al. in [LSWR12] propose two programming abstractions to support trusted sensors: sensor attestation and sensor seal. They leverage the TEE to protect the integrity of sensor readings. The TEE trusted I/O path property simplifies the design of a small stack of trusted sensors. Authors also address the privacy concerns raised by trusted sensors. They anonymize the readings of a GPS sensor using the techniques of differential privacy.

7.10.7 Trusted Platform Module

Trusted platform modules (TPMs) are designed to be deployed with personal computers. Recent efforts were made in order to adapt TPMS to mobiles and embedded systems. However, most of resource-constrained systems cannot bear an additional chip on their motherboards for reasons of cost and power consumption. Therefore, and in contrast to common TPMS, TPMS for mobiles and embedded systems should not be implemented as separate chips. Instead, they should be implemented in software.

The TEE offers a hybrid approach somewhere in the middle between a dedicated TPM chip and a pure software TPM implementation. It enables the implementation of TPM on a software-only basis, without the need for additional special purpose hardware. The TEE provides enough security to protect the execution of the TPM emulator.

There exist several implementations of TEE-based TPM in the literature \[ DW09, DW10, RSW^{+16} \]. Raj et al. in \[ RSW^{+16} \] describe a typical architecture that enables the use of TEE to provide secure code execution isolation without a hardware TPM. \[ RSW^{+16} \] defines the reference implementation used in almost all mobile devices running Windows, including Microsoft Surface and Windows Phone.

In \[ DW09 \], authors present two approaches to implement TPM in embedded systems. The first approach is to use a smart card. The TPM is implemented as a JavaCard applet. The second approach is to run the TPM in a TEE. The authors present a comparison study between the two approaches. However, they do not make a definitive statement on the difference between the security properties of the JavaCard-based TPM and the TEE-based TPM.

\[ DW10 \] defines a flexible, modular and customizable architecture for the mobile version of the TPM, namely Mobile Trusted Module (MTM). Two concepts for dynamic command loading are discussed. The implementation is based on Java and takes advantage of the protection facilities provided by the Java virtual machine (JVM). The JVM avoids most of the common pitfalls of low-level languages due to the design of its memory model.

7.10.8 Self-Protection

TEE was used recently to provide self-protection for autonomic systems. Azab et al. perform real-time protection for kernels of mobile devices \[ ANS^{+14} \], while authors of \[ GJ14 \] propose introspection mechanisms for operating systems using TEE. SKEE (for Secure Kernel Execution Environment) \[ ASB^{+16} \] is designed to help kernels in mitigating code-injection attack. This attack consists in deceiving the victim kernel into executing malicious code by placing it in a kernel memory region, thereby corrupting some function pointers. SKEE prevents this attack by protecting the integrity of the kernel state and by preventing the kernel from performing
some high privileged instructions. SKEE can be perceived as a highly efficient micro-kernel that handles the security of the main kernel.

### 7.11 Attacks on TEE

TEE has been heavily promoted as the silver bullet solution that provides secure processing in mobiles and embedded systems. However, far from speculative bubbles and marketing claims, security experts have not put TEE to the test, especially because of non-disclosure agreement (NDA). The attack surface of TrustZone-based TEE is: software exceptions (e.g. SMC call), hardware exceptions (e.g. interrupts), shared memory interface, peripherals, and TEE-specific calls. The threat model includes a powerful attacker who is able to execute an arbitrary code in the kernel privileges of the normal OS.

To the best of our knowledge, four attacks have been published against the Qualcomm TEE (i.e. QSEE) or a manufacturer-customized version of it. QSEE is an enticing target for attackers, since Qualcomm controls the majority of the market of Android devices. In addition, it is easier to exploit security flaws, as the memory layout of QSEE is known. In fact, the QSEE resides unencrypted on eMMC flash and loaded at known physical address. Disassemblers are used to gain insight into QSEE implementation. In [KH14], authors present an exploit that is caused by code added by HTC. The exploit enables the execution of an arbitrary code within TrustZone in the secure region of the memory. Rosenberg unlocks the bootloader of Motorola Android phones using two different exploits. The first exploit is about overwriting part of the secure region of the memory with certain values [Ros13]. This is used to bypass the check of the function that unlocks the bootloader. The exploit works only on Qualcomm-based Motorola Android phones. The second exploit affects all Android phones that utilize Qualcomm Snapdragon SoC [Ros14]. By issuing specially crafted SMC requests, an attacker can execute an arbitrary code inside the QSEE. This vulnerability may be used to compromise any applications relying on TEE for security. Laginimaineb in his (or her) blog has shown that the QSEE kernel does not perform any validation on the supplied arguments, notably it freely uses any given pointer [Lag16]. This can be used to read or write any value at any address on the secure memory. Laginimaineb demonstrates the exploit by executing an arbitrary code inside the TEE kernel. This allows attackers to hijack any QSEE application, thereby exposing all its internal secrets. For instance, Laginimaineb leverages the exploit to reveal the master TEE key used to encrypt the Android file systems.

Besides exploiting SMC calls, the shared memory can be manipulated to find vulnerabilities. In [Sen13], a module intercepting exchanged data between the normal world and the secure world is implemented. This module is integrated inside the kernel driver which interacts with the TEE. The targeted TEE by this attack is MobiCore and its goal is to better understand the internal workings of MobiCore trustlets.

### 7.12 Conclusion

TEE has practical interests and can be used to construct complex systems. Thus, we believe that deeper understanding of TEE is required in order to design better and more trustworthy systems. The relevance of our theoretical approach will be shown in next chapter.

In this chapter, we proposed a refined definition of TEE to contribute in establishing a common understanding of this term in the context of trusted computing. Furthermore, we examined the building blocks of TEE explicitly differentiating it conceptually from the classical notions of SEE and DRTM. Moreover, we discussed how trust can be measured as well as formal verification for TEE. Finally, we discussed TrustZone-based TEE, by providing a short survey using our proposed definition, presenting the known attacks and classifying the proposed applications of TEE in the
literature. As we have seen, the variety of the existing solutions confirms the great potential of this technology. In addition, the recent disclosed attacks against some industrial TEE show its omnipresence in the market of smartphones. It might seem peculiar to make such affirmation. We argue that only dead technologies are not attacked. Attackers are apt to invest time and money in exploiting technologies only if they are widely deployed in real systems.
Chapter 8

Reconsidering the Power of Trusted Execution Environment

“Don’t tell me you already found the solution!
Wondered Agasa while staring at Conan’s face.
Not at all, replied Conan with a wild smirk,
but the less I understand the more interesting it becomes!”
– Gosho Aoyama, Detective Conan, Professor’s Treasure Box
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The Trusted Execution Environment (TEE) was designed to define an isolated processing environment in which arbitrary code can be securely executed. Compared to the tamper-resistant Secure Element, TEE is commonly perceived as a balance technology that provides more computation power, but ensures less security. In this chapter, we investigate two new research directions
in trusted computing. Firstly, we propose TrustedGarble, a TEE that protects its sensitive data even when its secure kernel gets compromised. To this end, we make use of ARM TrustZone and leverage efficient techniques for evaluating garbled circuits in the semi-honest model. The used techniques only require 10 ms to encrypt 16 bytes using AES with 128-bit key. TrustedGarble allows service providers to securely execute their applications without having to fully trust the underlying TEE. Secondly, we apply the TEE principles in another context that is different from smartphones, namely embedded autonomic systems. We rely on the strong TEE isolation to guarantee two important properties of autonomic systems: self-protection and self-healing. Part of the findings of this chapter was published in [SAB15c] that was presented at the 12th IEEE International Conference on Autonomic Computing (ICAC 2015).

8.1 Trusted Execution Environment Based on Garbled Circuits

8.1.1 Introduction

Trusted Execution Environment (TEE) is an isolated processing environment that runs on a separation kernel following the dual-execution-environment approach (refer to the previous chapter for more details). It protects the integrity and the confidentiality of its running applications that, hereafter, we call trustlets. It is increasingly deployed into commercial smartphones [And16e, ANS+14, Seq16a, Tru16], and Android N makes TEE-based architectures mandatory for all devices [Arm16b]. The term TEE is widely used in advertisements of platform providers for marketing purposes [Qua16a, Sol16].

Nevertheless, many service providers are still reluctant to adopt this technology. The reason behind this is twofold. First, the TEE is often perceived as a tradeoff between security and computation power [Glo16b]. However, some argue that such a tradeoff is not necessary, since numerous complex architectures can be heavily optimized to work efficiently on Secure Elements (see [CPST15] for a practical E-Cash solution). Second, the current TEE execution model requires that the TEE has full access to its trustlets binaries. This model raises several problems, especially when trustlets include static secret keys. Indeed, it means that these keys could be recovered by an attacker when the TEE is compromised. In addition, it also means that service providers must have total trust that during the execution of trustlets, the TEE will not attempt to steal their data to sell them out to third parties. This problem is inherent to the TEE design of GlobalPlatform [Glo11b], and therefore it concerns all related architectures.

Previous Attempts

To improve this situation, a body of research studies has investigated the design of alternative execution models that provide better protection. These models allow TEE to properly execute trustlets without having access to their sensitive data. Related work mostly delegates the operations manipulating such data to another trusted entity, like Secure Element [AFA+13] or Cloud [UA16]. However, existing approaches fall short to build practical systems. On the one hand, the solutions relying on Secure Element generally split trustlets into two parts: one installed on TEE and the other installed on Secure Element. This approach suffers from several shortcomings concerning its scalability and its deployment cost. As a matter of fact, Secure Elements have limited resources [RE10] and cannot host one application for each trustlet. In addition, Secure Elements are strongly controlled by their owners, and thus installing new applications costs money and makes the whole architecture more complex to manage. On the other hand, the Cloud based approach raises serious issues related to users privacy. Indeed, this solution requires users to upload their inputs to a remote Cloud server in order to perform the required operations. Therefore, a curious server can build precise profiles about each user, which could cause some privacy threat.
8.1. Trusted Execution Environment Based on Garbled Circuits

Overview of TrustedGarble

This chapter presents TrustedGarble, a full-fledged TEE that raises the bar of trustlet protection without adding a trusted entity. TrustedGarble achieves the same level of security required to host highly sensitive applications. To this end, it solves multiple technical challenges. First of all, TrustedGarble has to protect the trustlets secret data from the TEE kernel. For instance, if an attacker succeeds in compromising the TEE kernel, it must not be able to compromise the secret data of its trustlets. This isolation is non-trivial to achieve given that the TEE kernel is required to run at a higher privilege level than the one of trustlets. Second, TrustedGarble is required to preserve users privacy. Hence, trustlets execution must be possible without having to send users data to a remote server. Finally, TrustedGarble is required to execute the entire trustlet inside the TEE kernel, thereby not including any additional entity. We notice that each requirement is individually not hard to accomplish, but achieving them together is a real challenge, since it implies that the TEE kernel can magically make secure computations even though it has no access to the needed sensitive data. For example, TrustedGarble is required to be able to execute a trustlet that signs some data and still learns nothing about the secret key used for the signature.

Summary of Challenges

The challenges that TrustedGarble tries to solve can be summarized as follows:

1. It builds a unique solution that offers better protection, hence ending with the tradeoff between security and computation power for TEE applications;

2. It defines a more flexible execution model where service providers need only to partially trust the TEE security as well as its owner;

3. It provides a complete design of the TrustedGarble architecture describing its different components. To offer its guarantees, TrustedGarble leverages efficient techniques of secure two party computation in the offline/online setting. In particular, it relies upon building component-based garbled circuits.

8.1.2 Background

In order to better understand this section, readers are required to be familiar with some background information:

- Smartphone security and its security challenges (section 2.2);
- Secure Element (section 2.4.2);
- ARM TrustZone (section 2.4.3);
- The dual-execution-environment approach (chapter 6);
- Trusted Execution Environment (chapter 7).

8.1.3 Two-Party Secure Computation

Oblivious Transfer

Oblivious Transfer (OT) is a fundamental building block for secure computation [Rab81]. It is a cryptographic protocol executed between a sender $S$ and a receiver $R$, in which $R$ obliviously selects one of the inputs provided by $S$. More specifically, in 1-out-of-2 OT, the sender $S$ provides
two messages \((m_0, m_1)\). OT ensures that the receiver \(R\) succeeds in obtaining \(m_c\), where \(c \in \{0, 1\}\), while learning nothing about \(m_{1-c}\) and without revealing the chosen message to \(S\). This simple case can be generalized for \(n\) bits. Indeed, the sender \(S\) provides \(L\), a list of \(n\) 2-tuples. Then, the receiver \(R\) succeeds in obliviously obtaining \(n\) elements according to some \(n\)-bit string \(X\) as follows: the \(i\)th element is received by successively applying the simple OT on \(c^i\) and \((m^i_0, m^i_1)\), where \(c^i\) is the \(i\)th bit of \(X\) and \((m^i_0, m^i_1)\) is the \(i\)-th 2-tuple of \(L\).

In literature, there are many proposed protocols performing OT, most notably [NP01], which require public-key cryptography, and therefore are inefficient in real-world systems. OT extension [IKNP03] is a technique reducing the number of expensive public-key operations to instead use faster symmetric cryptographic operations. Recently, the efficiency of OT extension protocols has gained a lot of attention. Several optimizations were proposed in [ALSZ13, KK13] that decrease by half the amount of communicated data between the sender and the receiver. This builds faster secure computation schemes.

**Garbled Circuits**

While Yao’s [Yao82, Yao86] are often cited as a reference for Garbled Circuits, this term was coined by Beaver et al. in [BMR90]. A Garbled Circuit (GC) is a cryptographic tool that allows one to evaluate encrypted functions on encrypted inputs. The evaluated function must be kept secret from the evaluator, and the receiver must be unable to learn anything about the sender’s input. GCs can be used to build faster secure computation schemes.

More formally, Bellare et al. [BHR12] define a garbling algorithm \(Gb\) as a probabilistic algorithm that transforms a function \(f : \{0, 1\}^n \rightarrow \{0, 1\}^m\) into a triple of functions \((F, e, d) \leftarrow Gb(f)\), where:

- the **encoding function** \(e\) turns an input \(x \in \{0, 1\}^n\) of the function \(f\) into a garbled input \(X\) using a secret key \(K\). We write \(X = e(k, x)\).
- the **decoding function** \(d\) turns a garbled output \(Y\) into the corresponding output \(y \in \{0, 1\}^m\). We write \(y = d(Y)\).
- the **garbled function** \(F\) takes a garbled input \(X\) and gives a garbled output \(Y\). We write \(Y = F(X)\).

Given a function \(f\), some input \(x\) and a garbling algorithm \(Gb\), a garbling scheme works as follows: \(Gb\) is first applied on \(f\) to generate \((e, F, d)\). Then, the garbled input \(X\) is obtained using the encoding function \(e\). The final output is computed via \(y = d(F(X))\). We require that \(f(x) = d(F(X))\). A garbling algorithm should satisfy several security properties. The most important one is **privacy**, since this property is essential for secure function evaluation. Here, privacy means that an adversary acquiring \((F, X, d)\) can learn no more that what is revealed by knowing just the final output \(y = d(F(X))\). Formal definitions and security proofs are given in [BHR12].

Because of its extensive computational cost, the GC approach has traditionally been considered more of a theoretical curiosity than a practical mechanism to build secure function evaluation solutions. However, today, we are witnessing a surge of the theoretical and implementation techniques that have improved the efficiency and the practicability of the GC protocol, see [BHKR13, MGBF14, MGC+16, SHS+15, ZRE15]. The technique of GC has been extremely influential, engendering an enormous number of applications and implementations. Indeed, many security-critical applications have started to integrate practical realization of GC into their architecture. This includes secure search, packet inspection of encrypted traffic, biometrics matching and private set intersection [EHKM11, HEK12, SLPR15].
Two-Party Secure Function Evaluation

Secure Function Evaluation (SFE) has been introduced in the seminal work [Yao82, Yao86]. Loosely speaking, two-party SFE enables two parties to jointly evaluate an arbitrary function over their respective private inputs in a way that the evaluation reveals only the output of the function. Henceforward, unless stated otherwise, we use the term SFE to only denote GC-based two-party SFE. Here, the construction of SFE involves two parties: generator and evaluator.

More formally, a SFE scheme can be built by a modular combination of an arbitrary garbling algorithm with an arbitrary OT protocol. In SFE, the generator has a public function $f$. Both the generator and evaluator have their own private input $x, x'$. SFE requires that at the end the generator learns nothing, while the evaluator learns no more than the output $f(x, x')$. In a nutshell, given a function $f$ and a garbling algorithm $G_b$, the generator starts by garbling (i.e. encrypting) the Boolean circuit of the function $f$ and obtains $(e, F, d)$. It also garbles (i.e. encodes) its own inputs $X = e(x)$ to send them, together with the garbled $F$ and the decoding function $d$ to the evaluator. Then, the evaluator obtains the garbled version of its inputs $X = e(x')$ through OT and subsequently it evaluates $y = d(F(X, X'))$. Thus, the generator never gets to know $x'$ and the evaluator gets the output of $f(x; x')$ while learning nothing about $x$. The security proofs of SFE are given in [BHR12, LP09].

Adversaries Model

Depending on their power, there are two types of SFE adversaries:

- **semi-honest** (or passive) adversaries faithfully follow the protocol specification, but attempt to learn additional information by analyzing the exchanged messages during the execution [LP09].

- **malicious** (or active) adversaries can arbitrarily deviate from the protocol specification in order to learn additional information.

Despite their weak security guarantee, we only consider semi-honest SFE protocols due to the fact that SFE protocols in the powerful malicious threat model are too inefficient. Protocols in the semi-honest model is relevant in two cases: (1) when parties are legitimately trusted, but are prevented from divulging information for legal reasons, or want to protect against future compromises; and (2) where it would be difficult for parties to change the software without being detected, either because software attestation is used or due to internal controls in place.

8.1.4 Motivation and Threat Model

**Motivation.** We begin this section by underlining our motivation to build a trusted execution environment using the paradigm of secure computation. First of all, TEE is often presented as a balance technology that offers more powerful processing capabilities than Secure Element (SE), but guarantees less security. Indeed, it has been certified at EAL2 by Common Criteria [Glo15b], while technologies related to SE are certified at EAL4+ [Ora12] (as a matter of fact, EAL1 is the lowest evaluation level and EAL7 is the highest one). Moreover, SE is designed to withstand physical attacks, while the ARM TrustZone (i.e. the TEE underlying hardware) does not assure high levels of tamper resistance and physical security [ARM09]. Therefore, many service providers express their concerns about the effective security of TEE. Their concerns have increased recently because of several disclosed attacks breaching the core security of some widely deployed TEE systems [KH14, Lag16, Ros13, Ros14].

In addition to inadequate protection, service providers also worry about the TEE trust model. In fact, the current model gives the TEE owners so much power that they are capable of compromising trustlets at runtime. This could have severe consequences. For instance, they might...
be coerced to comply with law enforcement to give out some sensitive data related to a specific trustlet. Such a case does not exclude the possibility that the owner sells these data to other parties. Consequently, some may cast doubt on the trustworthiness of TEE, since its security guarantees, especially the confidentiality of sensitive data, depend also on the good intentions of its owner.

In light of the above observations, we propose TrustedGarble, a TEE protecting the sensitive data of its trustlets even if its kernel is broken by an attacker, including its owner.

**Threat Model.** TrustedGarble protects its trustlets against the following threat model. The attacker is assumed to successfully execute arbitrary code inside the TEE kernel. The attacker is also assumed to be able to eavesdrop any communication interface with the TEE. However, we do not consider side-channel attacks nor physical attacks that fall outside the defense capabilities of ARM TrustZone [ARM09].

Furthermore, we assume that both the TEE owner and the trustlet provider behave semi-honestly, i.e. they follow the SFE protocol, but they may try to infer additional information about the other party’s input. The semi-honest model is suitable for TEE, since code attestation and secure boot can be applied (refer to chapter 7). Moreover, this model performs better than the one including two mutually-distrusted parties.

**Security Guarantees.** TrustedGarble provides two security guarantees. First, it prohibits the TEE kernel from having access to the trustlets sensitive data. As a result, even if an attacker completely compromises the TEE kernel, it would not be able to obtain any sensitive data. Second, TrustedGarble does not send the users’ inputs to the service provider in order to execute its tasks. As a result, it protects users privacy from curious service providers. For example, TrustedGarble can ask a trustlet to sign some data, while never loading the required private key in its memory and without communicating the data to the service provider.

**8.1.5 TrustedGarble Design**

TrustedGarble is based on ARM TrustZone. This technology allows systems to efficiently provide two isolated execution environments: an untrusted one where the main OS (also called Normal OS) run, and a trusted one where the TEE runs (refer to chapter 6). With TrustedGarble, a secure application is partitioned into two components: a small-sized trusted component called trustlet and executed by the TEE, and a large-sized untrusted component that implements most application functionalities. To enable interaction, there should exist a communication channel between the two isolated environments. This partitioning process is similar in spirit to previous
work on TEE (refer to chapter 7).

The particularity of TrustedGarble is that trustlets themselves are divided into two parts. Indeed, the code requiring sensitive data (e.g. secret keys) is isolated before being encrypted using GC techniques. This part, called \textit{garbled trustlet} (gTrustlet), is then ‘glued’ to the trustlet via intermediate proxies. During runtime, trustlets are executed directly by the TEE kernel, while the evaluation of their corresponding gTrustlets is managed by a special component called \textit{Garbled Execution Environment} (GEE).

Figure 8.1 illustrates the high-level design of TrustedGarble. To meet our goals, we provide five primitives:

1. **TrustedGarble Service.** TrustedGarble Service proposes a high-level communication interface between the TEE and the Normal OS. It bridges the trustlet requests coming from the untrusted application code and TrustedGarble. The actual communication is managed by the \textit{TrustZone Communication Driver} that leverages the ARM TrustZone Monitor to establish a channel between the two isolated worlds. This driver is based on a set of low-level TrustZone mechanisms that are responsible for world switching, interrupt handling, communication and protection. It is designed to satisfy the requirements of inter-environment communication as they are mentioned in section 7.4 of chapter 7.

2. **Trustlet.** A trustlet is an application that runs inside the TEE kernel. It specifies an interface defining the functionalities provided to the untrusted application. The main part of trustlets is written in a small set of Java and runs in a special Java Virtual Machine. The part requiring to manipulate sensitive data is identified and isolated from the rest. It is written in a custom C-style language, compiled into boolean circuits and then encrypted using the GC protocol. This part is called gTrustlet and it runs inside the GEE Runtime Environment. The reason of using a new language is to produce efficient representations of boolean circuits \cite{MGC16}. Because of the special nature of gTrustlets, the process of writing trustlets might seem cumbersome. However, we note that developers need not bothering with all the technical details behind trustlets. The building tool transparently garbles gTrustlets and generates all the necessary objects to make secure procedure calls between the garbled part and the rest of the trustlet.

3. **GEE Runtime.** GEE is a custom interpreter for garbled circuits. It relies on the component-based GC technique in which garbled circuits can be constructed in a modular way. Indeed, GEE comprises of pre-garbled libraries performing common tasks, such as AES encryption. Thus, gTrustlets mainly consist of chaining these pre-garbled libraries together in order to define their function. They might also define a narrow set of garbled procedures that are specifically tailored for themselves. This technique, explored and proved efficient in \cite{GLMY16}, reduces the amount of data that must be communicated during the GC evaluation, and therefore greatly improves the computation time of trustlets. For instance, it can perform AES encryption of one block of data (i.e. 16 bytes) in only 10 ms. It can also encrypt 160 bytes of data using AES in CBC mode in 450 ms. In order to increase the GEE performance, we leverage the dedicated cryptographic module that is integrated into modern smartphones and which provides hardware acceleration for commonly used algorithms such as AES \cite{Ele15}.

4. **OT Extension.** As its name indicates, this primitive handles the necessary operations of any required OT. OT Extension is logically split into two parts. This is due to the fact that TEE kernel does not support network operations, since simplicity is one of its design objectives. Thus, the part running in the Normal OS communicates directly with the service provider to receive the required data, while the one in the TEE parses the OT requests from the GEE and encodes them before forwarding them to the Normal OS.
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5. Secure Boot and Remote Attestation. TrustedGarble assumes that GEE (and the whole system) is loaded securely. Hence, the TEE kernel is setup securely during boot up time. This process is straightforward using Secure Boot. It is worth noting that Secure Boot guarantees the integrity/authenticity of the GEE only during the boot. Indeed, it cannot guarantee the integrity of the GEE after the TEE runs. Therefore, Remote Attestation is used in order to verify that the GEE has not been maliciously tampered with. We require that the service provider ask for a Remote Attestation for each evaluation of gTrustlet. This allows TrustedGarble to adopt the semi-honest model instead of the malicious one, thereby gaining in terms of efficiency.

8.1.6 Development in TrustedGarble

Typical Development Scenario

To build a secure mobile application with TrustedGarble, a developer typically performs the following three steps:

1. **Determine which part of the secure application makes the trustlet.**
   To define the trustlet, the developer first determines the program logic that needs to operate isolated from the main OS. Then, the developer carefully defines the public interface to the trustlet, since this interface controls what functions can be called from the Normal OS using TrustedGarble Service. Finally, the main core of the trustlet is written in Java.

2. **Isolate the trustlet part handling sensitive data.**
   The developer identifies the trustlet sensitive data and separates all code manipulating these data. Then, the developer defines a new class declaring a list of prototypes of native Java functions using JNI (Java Native Interface). These functions are then implemented in a custom C-style language to constitute the gTrustlet. The gTrustlet is mainly primarily defined by calling the pre-garbled library that is already loaded into GEE. Finally, the building tool of trustlets compiles the Java code, garbles the gTrustlet and transparently binds the two components to make one logical program. This program can be then executed inside the TEE kernel that delegates the evaluation of the gTrustlet to GEE.

3. **Deploy trustlet and keep garbled copies of its gTrustlet.**
   At this point, TrustedGarble loads the trustlet and creates an instance of its main class. The resulting object constitutes the runtime state of the trustlet until it is destroyed. To allow an application in the Normal OS to interact with the trustlet, the application requests that TrustedGarble Service creates a special entry-point object. This object is the communication interface to the trustlet. Indeed, whenever the application calls methods on the entry-point, it forwards them to the trustlet main object. In case a call requires a function in the gTrustlet, a network channel is set with the corresponding service provider and the execution is switched to GEE. Once the execution is finished, another garbled copy of the gTrustlet is sent by the service provider. This is because, unfortunately, garbled circuits are no longer secure if they are used more than once [GKP+13]. The goal of this final operation is to optimize the computation time of the next gTrustlet evaluation.

Parties Interaction

There are four actors in the TrustedGarble ecosystem: (1) A trusted entity that implements GEE and integrates the appropriate attestation mechanisms asserting its integrity/authenticity inside the root of trust; (2) The TEE owner that designs the TEE kernel and all its related development.
environment; (3) A Service Provider that requires to install a secure application inside TrustedGarble; and (4) The User that needs her smartphone to execute the secure application of the Service Provider. We note that the Trusted Entity and the TEE owner must be two independent entities.

Here, we define how these four actors interact with each other, so that TrustedGarble accomplishes its tasks.

- The TEE owner collaborates with the Trusted Entity in order to integrate the GEE inside TrustedGarble.
- The User installs the secure application developed by the Service Provider.
- When the User requires to execute her application, a secure communication must be established between the TEE and the Service Provider in order to perform the necessary OT messages for the secure function evaluation. The network connection is also used to send a Remote Attestation that attests the integrity/authenticity of the GEE.
- At the end of the trustlet execution, the trustlet discards its gTrustlet, since using a gTrustlet twice would compromise its security.
- The Service Provider pushes a new gTrustlet to the User smartphone. This operation is for optimizing the execution time, and thus it can wait until the User has a decent Internet connection.

### 8.1.7 Security Analysis

Following the TEE core design, the attack surface of TrustedGarble comprises that of a TEE. This means that, please refer to the TEE definition in section 7.3.2, TrustedGarble protects against all software attacks that come from the Normal OS. This is mainly due to the fact that TrustedGarble leverages ARM TrustZone for its isolated execution. Indeed, ARM TrustZone controls the interaction between the Normal OS and the TEE via a special interface using the newly introduced SMC instructions (refer to section 2.4.3 in chapter 2) [ARM09]. The communication interface is quite small, which limits the exposure of code vulnerabilities.

Beyond such a strong security guarantee, TrustedGarble provides a complete protection against physical attacks. As a matter of fact, an attacker with the capability of tampering with the hardware can disable the TrustZone protection. Moreover, an attacker can also exploit a bug in the TrustedGarble kernel by carefully injecting crafted code sequence in the trustlet code. However, and despite being powerful, these attacks cannot succeed against our design. Indeed, the maliciously injected code would try to read or to overwrite the sensitive data of a trustlet. For instance, it would attempt to reveal the private key used for signature generation. Nevertheless, the malicious code cannot find such data, since they are not embedded inside the trustlet binaries. In addition, the SFE scheme ensures that confidentiality of the inputs (i.e. sensitive data) used by the Service Provider during the execution of the trustlet. This implies that the GEE has not been tampered with, since for efficiency reasons we decided to take the semi-honest model for our SFE scheme. We protect the security of GEE via two mechanisms. First, the Secure Boot attests its integrity during the boot of the smartphone system. Second, the Remote Attestation that is necessary before each trustlet execution ensures that the GEE is still protected during runtime. Consequently, the sensitive data are protected even of an attacker breaches the security of the TEE kernel.

### 8.1.8 Open Issues

Here, we summarize some of the design challenges that we have not yet addressed in this thesis.
Reduced Storage Overhead

Our use of component-based GC offers significant benefits in terms of efficiency and computation time, but it comes at a noticeable cost to storage size. Indeed, each pre-garbled component implements one specific function, and therefore this approach requires storing a large set of components in order to offer a rich API. This means that the size of GEE might become prohibitive for mobile devices in case many basic functions are needed. Thus, the storage size of TrustedGarble is in conflict with its goal of providing a realistic and representative set of functionalities. Finding the correct optimization and balance between storage size and the number of pre-garbled components is a challenging issue that GEE shares with any component-based GC system.

Ease of Programming

Our current design of TrustedGarble does not offer a tight integration with the Android framework. Such lack of integration results in a poor level of programming abstractions, and consequently this makes TrustedGarble less developer-friendly. To support this and so gain in productivity, we require to design a building tool that allows developers to simply define Java classes and then use RMI (Remote Method Invocation) techniques to call the secure part in their corresponding trustlet. We also require that generating all the necessary proxies for inter-world communication (i.e. between Android and TrustedGarble) be transparent for developers. An inspiring work in this domain is [SRSW14] that provides a rich development experience for TEE.

Formally Verified Interpreter for GC

Due to the critical nature of the GC system component in our architecture, the security of TrustedGarble could be compromised if the underlying GEE produces erroneous results. Authors in [MGC+16] show that the existing GC frameworks are unreliable by demonstrating their unpredictable behavior in many cases. Therefore, the authors emphasize that there is a need to GC frameworks whose correctness was validated through principled design, but for practicality issues, they rely on ‘validation by testing’ to build their framework. One area for future research is to apply formal verification tools to produce a formally verified implementation of GEE.

Complete Proof-of-Concept

We admit that this work lacks of a full proof-of-concept that shows the feasibility of our architecture. However, considering all the existing open-source projects on TEE and GC, we are highly confident that a complete implementation would only confirm the relevance of our approach. We believe that a theoretical overview of TrustedGarble, a GC-based TEE, has interest of its own. Indeed, our study will remain valid independently from the current performance of the GC techniques and the computation power of smartphones.

8.1.9 Related Work

TrustedGarble borrows many concepts from previous work on building trusted execution environments. It adopts two main ideas that are used in trusted and secure computation:

1. Relying on ARM TrustZone technology to ensure security by isolation for the secure applications [ARM09];

2. Using garbled circuits to perform secure function evaluation [Yao82, Yao86].

Nevertheless, there are key differences between our work and existing approaches. First, TrustedGarble protects the sensitive data of trustlets beyond the security of its TEE kernel.
Generally, the threat model of TrustZone-based TEE, such as TLR [SRSW14] and GlobalPlatform architecture [Glo11b], does not suppose that the TEE kernel could be compromised by an attacker, and therefore their security guarantees do not hold once the kernel gets compromised. Second, TrustedGarble improves the computation time of garbled circuits by leveraging some of the TEE core aspects. This is due to the fact that Secure Boot and Remote Attestation allow our component-based GC system to run in the semi-honest model which performs better than the malicious model. Indeed, Secure Boot ensures that GEE will boot into a secure state and the process of Remote Attestation generates unforgeable proofs of this state for each private evaluation. This allows service providers to be sure that they do not interact with a malicious GEE component which attempts to cheat in order to breach the security of the GC protocol.

As for secure two-party computation on mobile devices, the closest piece of work to TrustedGarble is [DSZ14]. Authors develop a generic secure computation on Android smartphones by using the Goldreich-Micali-Wigderson (GMW) protocol. The particularity of this work is the integration of Secure Element in the execution of the protocol, which allows several optimization in their scheme. TrustedGarble’s primary benefit over [DSZ14] is the use of TrustZone that, compared to Secure Element, provides more powerful computation power. This allows TrustedGarble to perform much faster in some scenarios (see section 6.2 in [DSZ14]). Moreover, TrustedGarble improves the installation (aka setup) time of secure applications. We recall that our component-based GC system substantially reduces the communication overhead of installation, since it only requires to link the pre-garbled components together to specify the required function. Therefore, it performs better and also saves users cellular data.

8.1.10 Conclusion

We introduced TrustedGarble, an environment for running trusted applications on smartphones. TrustedGarble offers strong security guarantees for trustlets sensitive data. With TrustedGarble, programmers can write trustlets and specify which parts of the trustlet should be strongly protected. These parts, called garbled functions, remain secure even when the TEE kernel is compromised.

TrustedGarble uses garbled circuits, a method originally proposed by Yao to allow two parties to jointly evaluate a function without learning the inputs of the other party. The rich hardware support of ARM TrustZone combined with the efficiency of the approach of component-based GC allows TrustedGarble to offer a secure, yet rich programming environment for developing trusted mobile applications. In addition to presenting the design of TrustedGarble, we have also discussed some of the open issues related to our architecture. Our primary goal here is to ignite the discussion about new directions in trusted computing on mobile devices.
8.2 Towards Integrating TEE Into Autonomic Systems

8.2.1 Introduction

An embedded autonomic system is designed to be trustworthy in order to avoid failure despite the hostile conditions of their deployment environments. Trustworthiness is an important aspect of self-protection, which is one of the main properties of autonomic computing. It means that an autonomic system must protect itself from malicious attacks from both system user and malicious parties. However, self-protection alone does not ensure trustworthiness. This explains the recent trend to integrate trusted computing concepts into embedded autonomic systems. Cloud computing is also concerned by this trend.

Some embedded systems are designed to be reliable, in the sense that they should keep on working without human intervention. With the advent of autonomic computing, reliability is achieved by self-protection and self-healing. Very often, embedded autonomic systems include specific modules that provide the properties of self-protection and self-healing. Such modules are themselves vulnerable, and hence need to be protected. In this work, we propose to shield these modules inside a trusted execution environment. The protection is achieved by securing the embedded system kernel using two independent mechanisms: introspection, and “trap and emulate”.

8.2.2 Autonomic Computing

Autonomic computing aims at making computing systems self-managed, thereby simplifying their deployment by decreasing human involvement. The term “autonomic” is inspired from biology. Indeed, the human body is able to adapt to external and unexpected changes in the surroundings environment. To this end, the nervous system is able to effectively monitor, control and regulate the human body without external intervention (except of course when serious health issues rise).

Autonomic computing attempts to follow the same principles as its biological counterpart. It was IBM that launched the autonomic computing initiative in 2001 to describe systems that are said to be self-managing [IBM01]. They were motivated by solving the ‘grand challenge’ that was facing the IT industry at that time, namely its growing complexity. They argued that self-managed systems are the means of overcoming this challenge.

Since then, autonomic computing aims at making computing systems self-managed. On other words, its objective is to enable computer systems to manage themselves, so as to minimize the need for human intervention. There are four fundamental principles for autonomic computing systems to accomplish its goal [HM08, WHW*04]:

1. *Self-Configuration*: the system sets and controls its internal parameters so as to adapt to dynamic changes;

2. *Self-Healing*: the system detects and repairs failed components so as to maximize its availability;

3. *Self-Optimization*: the system proactively strives to optimize its operation so as to improve the efficiency with respect to predefined goals;

4. *Self-Protection*: the system anticipates, identifies and prevents various types of threats in order to preserve its integrity and security.

These fundamental principles are undoubtedly interdependent. For instance, a breach through the self-protection principle may trigger the self-healing mechanisms to reset the system to its original safe state. In this work, we focus solely on the self-healing and the self-protection principles that we describe in more detail below.
8.2.3 Self-Protection

An autonomic system shall anticipate, detect, identify and protect itself from internal and external threats. This aims at achieving security, privacy and data protection. Self-protection addresses various threats, including malicious attacks or accidental dysfunctions. In addition to reactive self-protection, an autonomic system shall proactively anticipate security threats to prevent their occurrence. Similar to a biological immune system, autonomic systems should protect themselves while requiring minimum or zero user intervention.

8.2.4 Self-Healing

An autonomic system shall detect, diagnose and recover from malfunctions while trying to minimize service disruption. Moreover, an autonomic system shall predict potential problems by taking some actions to prevent their occurrence. The purpose of self-healing is to attain system resilience and robustness by being able to recover from any failure. Self-healing implies that an autonomic system must first be capable of detecting any potential problem—for instance an unresponsive system element or a security breach. Second, it must be able to determine a viable solution for avoiding or recovering from the problem. Recovery methods include downloading software updates, restarting failed elements or simply throwing an exception to notify a human administrator. It is important to ensure that the process of self-healing does not cause further damage, such as introducing new bugs.

8.2.5 Problem Statement

A conceptual architecture of autonomic systems is proposed in [DLLF11]. Authors propose to collect all self-management components in one single entity, rather than being dispersed throughout the system software. This entity is called autonomic manager.

The interest of introducing the autonomic manager is clear: it allows the system to better manage the interdependence between the different components. However, it raises a serious security problem, as it simplifies the work of attackers. Indeed, attackers require only to compromise the autonomic manager in order to successfully disable both the self-protection and the self-healing mechanisms. Therefore, the security of the autonomic manager is of crucial importance. It is must be particularly protected and strongly isolated from the rest of the system, since the reliability of autonomic systems heavily depends on the proper functioning of the autonomic manager.

The problem is that the autonomic manager inherits its security from the underlying kernel. Only one exploit of this kernel would allow complete control to the entire autonomic manager. Recent incidents show that exploiting the kernel is a real threat [KPK14, XLS+15]. Hence, there is a need for security methods that provide strong protection for the software that is responsible of protecting/monitoring the system. These methods have to be properly isolated, so that they are protected even in case of any potential kernel exploitation.

Related Work

Virtualization Approaches: A large body of research, such as [ANSZ09, CLDA07, PCSL08, PH07, SLQP07], uses virtualization to provide the required isolation for securing the autonomic manager. Nevertheless, virtualization is primarily designed to allow multiple operating systems to share the same hardware platform. It is not practical, particularly in real world systems, to exclusively use the virtualization layer for the autonomic components. Furthermore, hypervisors themselves are struggling with their security problems. For instance, there were 238 reported vulnerabilities for VMware by August 2016 [CVE16b]. As a result, hosting the autonomic manager inside the hypervisor might cause fundamental security concerns.
To achieve isolation without relying on the hypervisor, research efforts are exploring two alternatives: sandboxing and hardware protection.

**Sandboxing Approaches:** Fides [SP12] and Inktag [HKD+13] are examples of systems that use sandboxes to isolate security sensitive code from the OS kernel. A sandbox can be used to host the autonomic manager. However, these techniques rely essentially on virtualization to provide the required isolation. Hence, they require the hypervisor to be actively involved in monitoring and managing some kernel operations. Therefore, these approaches suffer from the same fundamental problem of virtualization, which is the dependence on a flawed layer, that is the hypervisor.

**Hardware Protection Approaches:** Intel introduced Software Guard Extension (SGX) [CD16] that allows the execution of some verified code inside secure ‘enclaves’. These enclaves are isolated from the OS kernel and isolated from each other. SGX enclaves can host the autonomic manager components without increasing the complexity of the underlying autonomic system. Nevertheless, there is no similar protection for ARM whose architecture is dominant in embedded systems [ARM15b]. Instead, ARM provides TrustZone which is, as described in section 2.4.3, a monolithic secure world that is isolated from the main kernel. Although, TZ-RKP [ANS+14], SKEE [ASB+16] and SPROBES [GJ14] proved that TrustZone can be used to monitor the kernel, these approaches are limited to only certain monitoring operations, thereby not adapted to the complex approach of the autonomic manager.

This brief review of previous work testifies that there is a problem in hosting the autonomic manager. On one hand, we argue that using the hypervisor adds risk to the hypervisor security. On the other hand, no adequate hardware-based solution is available for embedded systems.

### 8.2.6 Threat Model and Assumptions

**Threat Model**

We consider two categories of threats.

The first category concerns the OS kernel and it includes attacks that aim at executing unauthorized privileged code inside the kernel. This includes all attacks that aim to: (1) inject malicious code into the kernel, (2) modify the privileged code binaries that already exist in memory, or (3) escalate the privilege of user space code. The Self-protection mechanisms of our autonomic manager should prevent all these attacks without relying on the kernel itself.

The second category concerns the core security of the autonomic manager. It aims at compromising kernel monitor and protection mechanisms by compromising the autonomic manager itself. Our architecture guarantees that all software attacks can neither breach the isolation nor bypass the monitoring.

**Assumptions**

Our autonomic manager assumes an ARM-based architecture that implements the TrustZone extensions, and that it runs as part of the TEE. It also assumes that the whole system is loaded securely, including both the TEE and the Normal OS. This process is straightforward using secure boot. As a matter of fact, the secure boot is not enough for our autonomic manager, since it only guarantees the integrity of the kernel during the boot-up process. It cannot guarantee the integrity of the kernel after the system runs and starts to interact with potential attackers.

**Security Guarantees**

Our design provides three main security guarantees to the autonomic system.
1. It protects the autonomic manager of all software attacks by hosting it inside the TEE.

2. It self-protects the OS kernel by prohibiting from modifying the memory or access permission of the system. As a result, even if an attacker completely compromises the kernel, it would not be able to breach the access protection of the autonomic manager.

3. It guarantees that the execution of all privileged instructions passes through the autonomic manager via a strictly controlled switch gate. Thus, the autonomic manager can safely inspect input parameters passed from the kernel for potential security threats. For instance, the autonomic manager can inspect any request to change the memory to confirm that they do not violate the guaranteed isolation.

8.2.7 Architecture

Numerous embedded systems are designed to be reliable, in the sense that they should keep on working without human intervention. With the advent of autonomic computing, reliability is achieved by self-protection and self-healing. This is true since, as previously mentioned, self-healing allows systems to recover from an internal problem, while self-protection prevents systems from being corrupted.

Here, we describe the general mechanisms upon which the autonomic manager relies in order to accomplish its tasks.

The Self-* Loop

The autonomic manager guarantees self-protection and self-healing by performing a 4-step loop.

1. Monitoring: to collect information about the running system by searching and reporting the used resources of the running kernel;
2. Analysis: to study and collect data in order to diagnose the actual state of the system;
3. Deciding: to adopt the strategies to be taken according to the reached conclusions of the data analysis;
4. Execution: to carry out the decision that were taken during the previous step.

The autonomic manager runs a permanent loop of monitoring-analysis-deciding-execution. The goal of this loop is to provide self-protection and self-healing by allowing embedded systems to protect and fix themselves. It is easy to see that each step depends strongly on the previous one to perform its task. For instance, Proper monitoring and adequate analysis are primary for the decision process that is considered as the core of the autonomic manager. Furthermore, the three first steps are based on a special component that provides three types of knowledge: (1) state knowledge that is used to be aware of the state of managed resources and external environment; (2) policy knowledge that refers to the strategies made by the human administrator or acquired through some machine learning on previous breaches; and (3) solving knowledge that includes various plans helping the autonomic manager take its action.

Security Mechanisms

We propose to shield the autonomic manager inside the TEE. The proposed architecture is depicted in Figure 8.2. In our architecture, the autonomic manager, which runs inside TEE, provides two security mechanisms that are triggered by two types of exceptions:

- **Software Interrupt Exceptions** that are inserted inside the kernel code and triggered before the execution of certain system instructions;
Figure 8.2: The Architecture of The Autonomic Manager

- **Periodic Exceptions** that are triggered by a secure timer that is managed by the TEE to guarantee the execution of autonomic manager after a certain amount of time.

Now, let us discuss the first security mechanism of the autonomic manager, namely **trap and emulate**. This mechanism aims at depriving the kernel from executing privileged functions, such as memory management. To this end, it forces the kernel to route through the autonomic manager for inspection and approval before executing certain instructions. This is achieved using software interrupt exceptions, that we call **autonomic events**. Self-protection is guaranteed by such security mechanism. Indeed, even a malicious kernel cannot harm the rest of the system, since the TEE must approve the execution of the critical functions. For instance, malicious attacks cannot inject code to the kernel because any write instruction to the memory must be inspected and analyzed by the autonomic manager whose protection of kernel integrity is one of its roles. A key technical challenge here is that ARM TrustZone is not capable of preventing and intercepting control instruction execution in the Normal OS. The solution is to remove certain control instructions from the kernel and replace them by **hooks** that trigger interrupt exceptions. These hooks are inserted either by code modification or binary rewriting. When the autonomic manager receives an interrupt exception, it emulates—after a classic monitoring-analysis-deciding-execution loop, the required instruction and returns the output to the kernel that continues its execution.

Regarding the second security mechanism that is **introspection**, it aims at constantly monitoring the integrity state of the loaded kernel, and thereby reacting if problems are detected. For instance, the TEE might force the system to halt running if the integrity of the kernel code is not valid. Introspection is achieved using periodic exceptions, and it allows autonomic systems to perform self-healing. We recall that self-healing is vital for embedded systems, since it provides graceful remediation to a failure in the kernel, and an unresponsive device would generate overall negative sentiments towards the system reliability. Thus, the executed introspection implements two security tools for self-healing:

1. **Watchdog function** to monitor the kernel in the Normal OS. It detects any interruption or failure of the kernel;

2. **Failure remediation** to remediate any detected failure. For instance, the most basic form of failure remediation is to restart the kernel in case it fails. Despite its simplicity, other approaches of remediation are preferred in order to avoid some interruptions of the system functions. Ensuring continuous services are of paramount importance in some sensible cases.
For introspection, relying on periodic exceptions guarantees that the mechanisms of self-healing are non-bypassable. Indeed, even if some malicious code succeeds in breaking into the system and somehow disabling the software interrupts exceptions that lead to the autonomic manager, the periodic exceptions ensure that the kernel in the Normal OS is periodically verified by the autonomic manager. These exceptions are controlled directly by the TrustZone, and bypassing them implies that the TEE was compromised. In our threat model, we suppose that the underlying TEE is immune against all software attacks. Moreover, the periodic exceptions allow the system to mitigate the threat of powerful attackers that prevent the autonomic manager to contact the system administrator. This is done by directly controlling the booting mechanism of the whole system. In the worst case, if the system cannot be recovered even by rebooting, the autonomic manager might take the decision to completely shut down the system in order to avoid further infection.

8.2.8 Open Issues

Here, we summarize some of the design challenges that we have not yet addressed in this thesis.

Control Flow Attacks

Unfortunately, the self-protection mechanisms based on trap and emulate cannot prevent all types of kernel data attacks. In particular, some type of kernel data attacks can cause the kernel control flow to change, which could lead to malicious behavior without any change in the kernel code. These attacks actually trick the kernel code into maliciously modifying its own memory. The most popular attack of such type is return oriented attacks [BRSS08, HHF09]. Recent research shows that these attacks are hard to prevent [GABP14, VPKE14]. The only thing that our autonomic manager can guarantee with trap and emulate that these attacks will not load new unauthorized privileged code or subvert the self-healing mechanisms. In addition, our approach can be combined with the approaches given in [CZY+14, DDE+12, ZWC+13] to completely eliminate these kind of attacks.

Concrete Security Mechanisms

In this work, we do not define the exact mechanisms for introspection or trap and emulate. Indeed, our architecture specifies the main objectives of the autonomic manager and how they can be achieved in a high-level manner. We believe that such a theoretical overview has interest in its own, as it remains applicable for any set of specific monitoring and protection mechanisms. It is important to notice that the main contribution of this work is the strong integration of the autonomic manager inside a TEE, and how ARM TrustZone extensions can be used to enrich such integration. This principle remains valid, while the technical details regarding the monitoring-analysis-deciding-execution loop of the autonomic manager change from one kernel to another.

Complete Proof-of-Concept

We admit that this work lacks of a full proof-of-concept that shows the feasibility of our architecture. This point is highly related to the previous one, since we first require a concrete set of security mechanisms protecting a specific kernel in order to provide a full-fledged proof-of-concept. Despite our arguments that we mention in the previous point, we admit the importance of having a complete implementation so as to evaluate the performance and the security of our architecture. Experimental evaluation includes (1) effectiveness against real attacks, (2) performance overhead of trap and emulate, (3) configuration settings of the periodic exceptions, (4) power consumption overhead, and (5) booting time. Embedded systems are sometimes used for critical tasks, therefore an extensive evaluation is needed. Providing the excellent performance
of ARM TrustZone in different related work [ANS+14, ASB+16, GJ14] and even in an industrial product [Seq16a], we are quite confident that a complete implementation would only confirm the relevance of our approach.

8.2.9 Conclusion

We introduced an architecture that allows autonomic systems to guarantee their principles of self-protection and self-healing. Our new solution is designed to strongly ensure protection and graceful remediation of the OS kernel. Our architecture is based on four key properties: (1) isolation from the kernel by running the autonomic manager inside a TrustZone-based TEE, (2) a limited interface to switch the context between the kernel and the autonomic manager, (3) the ability to place hooks to intercept kernel events for security inspection, and (4) periodically verify the state of the running kernel.

In addition to presenting design of our solution, we have also discussed some of the open issues related to our architecture. Our primary goal here is to ignite the discussion about new directions in trusted computing. Indeed, our work shows that TEE can be used not only to protect the execution of sensitive applications, but also to provide rich security properties (i.e. self-protection and self-healing) to a complex software component like the OS kernel.
Chapter 9

Conclusion and Perspectives

“For even the very wise cannot see all ends.”


This thesis focused on the security and the trust problems of smartphones. Over the last years, smartphones have reshaped every aspect of our daily life. Their transformative power comes from their mobility, ubiquity and connectivity. However, lost in the fast paced development of such devices, the security of smartphones remains a continent that is still difficult to explore due to their connected nature and the various different technologies composing them. This fact has hindered the wide adoption of smartphones in business environments requiring a high level of security. Indeed, being aware of the security problems related to their smartphones, many users still avoid relying on their devices to execute sensitive applications, such as mobile payment.

The aim of our work is to make smartphones more secure, and therefore more trustworthy to execute sensitive applications. In this thesis, we covered this trust problem under two complementary approaches: (1) demonstrating the limits of the used technologies by identifying security vulnerabilities in practice; and (2) enforcing the security of the sensitive applications during their execution. Below, we summarize the key learnings of our work according to their followed approach.

The relevance of provable security. We first showed the great interest of analyzing real-world systems using the paradigm of provable security. Despite being a theoretical tool, we showed that it can be handily used in order to find theoretical security flaws that could lead to serious consequences for the related system. We illustrated this point by thoroughly studying two widely deployed systems that were carefully designed to guarantee security.

The first studied system was the Android KeyStore, which is the component that shields users’ cryptographic keys when stored on mobile devices. We started by formally proving that the encryption scheme used by the KeyStore does not provide integrity, which means that an adversary (an attacker in the provable security language) can undetectably modify the stored keys. Then, we pushed our investigation further and defined a concrete scenario breaching the security guaranteed by the KeyStore. In particular, the scenario allows a malicious application to make mobile apps to use weak keys, thereby making all subsequent operations involving cryptographic schemes vulnerable to exhaustive attacks.

The second system was the family of Secure Channel Protocols (SCPs). Defined by a big cross-industry consortium, SCPs play an important role in securing the content management of smart cards. In this analysis, we provided two different results. On the one hand, we demonstrated an attack against the confidentiality feature offered by SCP02, which is the most popular protocol
in the SCP family. The identified attack allows a malicious entity to recover encrypted messages during a secure session established by SCP02. On the other hand, we investigated the security of SCP03 which, at the writing of this dissertation, is the most recent SCP member that is based on symmetric keys. We found that SCP03 provably satisfies strong notions of security. More notably, it withstands replay, out-of-delivery and algorithm-substitution attacks. Thus, by taking the overall of our findings, we demonstrated how provable security can be used to both strongly guarantee the absence of security vulnerabilities and identify them if they exist. This shows the power and the versatility of such a tool.

The security offered by the Trusted Execution Environment. After applying provable security on quite simple systems, we looked at the security of more complex mobile systems and we noticed that the current approaches of enforcing mobile security are not enough to offer a tamper-resistance environment for sensitive applications. However, one of the identified approaches seemed promising. It consists of splitting the mobile system into two strongly isolated subsystems, one of which is trustworthy and the other one runs the full-fledged mobile operating system. Not yet well formalized, we investigated this approach and showed its untapped potential in terms of security.

We first revisited the aforementioned approach and called it the Dual-Execution-Environment (Dual-EE) approach. To this end, we proposed a theoretical framework to systematize the design of dual-EE solutions regarding well-established primitives defined in the architecture of the Multiple Independent Levels of Security (MILS). This framework allowed us to soundly evaluate the existing dual-EE technologies, thereby helping us identifying the best technology to use for our subsequent work. That technology was ARM TrustZone that we combined together with the dual-EE approach in order to build a trusted execution environment.

Then, we kept our investigation by studying the technology coined by GlobalPlatform as the Trusted Execution Environment (TEE). TEE is commonly known as an isolated processing environment in which applications can be securely executed irrespective of the rest of the system. Despite its wide deployment, existing definitions of TEE are largely inconsistent and unspecific, which leads to confusion in the use of the term and its differentiation from related concepts. Therefore, and in order to better understand the extent of this technology, we proceeded by proposing a precise definition of TEE. Furthermore, we extensively analyzed its core properties by identifying the most relevant approaches to achieve them. This abstract model allowed us to delve into the existing TEE solutions to identify their strength and their weakness.

One of the recurrent weaknesses in TEE solutions is the security level guaranteed by the TEE. Indeed, several attacks have been recently disclosed against deployed TEE systems, which jeopardize the security promise of such a technology. When compared to the tamper-resistant Secure Element, TEE is often perceived as a tradeoff between more computation power, but less security. Thus, we ended up our thesis work by exploring a new direction in trusted computing that allows TEE to protect its sensitive data even when the secure kernel gets compromised. We achieved this by using efficient techniques for two-party secure function evaluation. The main interest of our architecture is to weaken the trust requirement for the TEE. Thus, Service Providers, like Operators or Banks, can benefit from the TEE security and power without having to fully trust the TEE issuer. Such an execution model for the TEE could raise the TEE adoption, since it improves security and simplifies the installation process of secure applications.

Perspectives.

Our work in this thesis has shown that even a secure protocol that was highly certified by an international institution still contains some security flaws. The fact that these flaws are caused by well-known cryptographic vulnerabilities (the use of a constant IV for CBC mode) raises a serious question about the trustworthiness of such a protocol. Indeed, SCP02 uses Triple DES
(3DES) with only two independent keys. Mitchell in [Mit16] shows that the security margin of 2-key 3DES is slim by giving further enhancements to some attacks undermining the 2-key 3DES. Moreover, SCP02 uses ISO9797-1 MAC algorithm 3 whose security has been questioned in [FT14]. We believe that it would be interesting to combine our attack with these recent works in order to demonstrate a feasible attack against smart cards that can be conducted in practice. Such an attack would have severe consequences, since it would concern many deployed smart cards, and more importantly smart card issuers cannot dynamically update the SCP implementations.

As regards the TEE architectures, we have presented a set of open issues related to our work of integrating Garbled Circuits (GC) into the TEE design. Of particular importance, Authors in [MGC+16] show that the existing GC frameworks are unreliable by demonstrating their unpredictable behavior in many cases. Therefore, we emphasize that there is a need to GC frameworks whose correctness was validated through principled design. One area for future research is to apply formal verification tools to produce a formally verified implementation of the primary components of our architecture. Moreover, Our use of component-based GC offers significant benefits in terms of efficiency and computation time, but it comes at a noticeable cost to storage size. This means that the size of our architecture might become prohibitive for mobile devices in case many basic functions are needed. Finding the correct optimization for the storage size of GC is a challenging issue.

Finally, we have shown the interest that the TEE presents for smartphones in this thesis. It would be interesting to apply the architectures introduced in our work in the context of other embedded devices. In particular, the design of modern smart vehicles includes the same security problems as for smartphones. Indeed, a smart vehicle executes two systems that do not share the same level of security: one runs entertainment services, like music and Internet connection, and the other controls driving, like the brake system. Due to its connected and open nature, the entertainment system is much likely to be compromised than the driving system which is more closed. Therefore, the later should be strongly isolated from the former in order to avoid security breaches that could result in car accidents. Moreover, modern set-up boxes (STB) also present an interesting area to apply the design principles of TEE. A modern STB might contain applications installed on-the-fly by their users to enrich their TV experience. At the same time, an STB still hosts secrets that help their issuers performing some sensitive applications. Therefore, a new generation of TEE-based STBs may open the door toward more customization and more services offered to clients. The scope to these services might include securing IoT (Internet of Things) communications inside the Smart Home.
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Mohamed Sabt

Outsmarting Smartphones – Trust Based on Provable Security and Hardware Primitives in Smartphones Architectures

Summary:

The landscape of mobile devices has been changed with the introduction of smartphones. Since their advent, smartphones have become almost vital in the modern world. This has spurred many service providers to propose access to their services via mobile applications. Despite such big success, the use of smartphones for sensitive applications has not become widely popular. The reason behind this is that users, being increasingly aware about security, do not trust their smartphones to protect sensitive applications from attackers. The goal of this thesis is to strengthen users trust in their devices. We cover this trust problem with two complementary approaches: provable security and hardware primitives.

In the first part, our goal is to demonstrate the limits of the existing technologies in smartphones architectures. To this end, we analyze two widely deployed systems in which careful design was applied in order to enforce their security guarantee: the Android KeyStore, which is the component shielding users cryptographic keys in Android smartphones, and the family of Secure Channel Protocols (SCPs) defined by the GlobalPlatform consortium. Our study relies on the paradigm of provable security. Despite being perceived as rather theoretical and abstract, we show that this tool can be handily used for real-world systems to find security vulnerabilities. This shows the important role that can play provable security for trust by being able to formally prove the absence of security flaws or to identify them if they exist.

The second part focuses on complex systems that cannot cost-effectively be formally verified. We begin by investigating the dual-execution-environment approach. Then, we consider the case when this approach is built upon some particular hardware primitives, namely the ARM TrustZone, to construct the so-called Trusted Execution Environment (TEE). Finally, we explore two solutions addressing some of the TEE limitations. First, we propose a new TEE architecture that protects its sensitive data even when the secure kernel gets compromised. This relieves service providers of fully trusting the TEE issuer. Second, we provide a solution in which TEE is used not only for execution protection, but also to guarantee more elaborated security properties (i.e. self-protection and self-healing) to a complex software system like an OS kernel.

Keywords: Smartphone Security, Provable Security, Android KeyStore, GlobalPlatform, SCP, ARM TrustZone, TEE, Garbled Circuits, Autonomic System