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Professeure, Université de Technologie de Compi �egne Examinatrice

Eric Lecolinet
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Abstract

As one of the most important non-verbal communication channels, touch is widely

used for different purposes, from expressing less intimate feelings such as greet-

ings (e.g., shaking hands, embracing, kissing on the cheeks) to more intimate in-

teractions (e.g., holding hands, hugging, kissing). It is a powerful force in human

physical and psychological development, shaping social structures and, most im-

portantly, communicating emotions. However, even though current ICT systems

enable the use of various non-verbal languages in mediated communication, the

support of communicating through the sense of touch is still insuf�cient. Thus,

there is a strong need to improve mediated touch in our daily communication and

interaction.

Inspired by the cross-modal interaction of the human perception system, the

approach I present in this dissertation is to use multimodality to improve medi-

ated touch interaction. This approach contains two directions: 1) enhancing touch

interaction with other modalities; and 2) improving the tactile modality genera-

tion in multimodal interaction. Following this approach, I present three devices

that provide empirical contributions to multimodal touch interaction: VisualTouch,

SansTouch, and In-Flat.

To understand if multimodal stimuli can improve the emotional perception of

touch, I present VisualTouch, a haptic sleeve that generates congruent visual-tactile

stimuli on the forearm. With VisualTouch, I quantitatively evaluate the emotional

response of multimodal stimuli. The results con�rm the cross-modal interaction

between visual and tactile modality, which indicates that using an additional visual

modality is a promising approach to support affective touch communication.

Inspired by VisualTouch, I investigate the use of different modalities in real touch

communication. I present the design of SansTouch, a multimodal hand sleeve that

enables mediated hand-to-hand interactions such as handshakes or holding hands.

SansTouchprovides empirical insights on multimodal interaction of visual, thermal,
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and tactile stimuli in the context of face-to-face communication. Furthermore, I

explore the possibility of generating human-like touch with pneumatic actuation in

SansTouch, to improve the tactile modality generation in multimodal interaction.

In-Flat goes one step forward in the use of multimodal stimuli in touch inter-

action. In-Flat is an input/output pressure-sensitive overlay for smartphones. It

consists of a transparent in�atable skin-like silicon layer that can be placed on the

top or the back of a smartphone. In-Flat not only provides further insights on the

use of pneumatic actuation in touch generation, but also a better understanding of

the role that mediated touch plays in other interaction contexts.

In summary, this dissertation strives to bridge the gap between touch commu-

nication and HCI, by contributing to the design and understanding of multimodal

stimuli in mediated touch interaction.
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Résumé

Comme l'un des plus importants canaux de communication non verbale, le toucher

est largement utilis é �a des �ns diff érentes, allant de l'expression de sentiments

moins intimes comme des salutations (e.g., se serrer la main, s'embrasser, s'embrasser

sur les joues) �a des interactions plus intimes. (e.g., se tenir la main, se serrer dans

ses bras, s'embrasser). C'est une force puissante dans le d́eveloppement physique

et psychologique humain, façonnant les structures sociales et, surtout, communi-

quant les émotions. Cependant, même si les technologies de l'information et de la

communication actuels permettent l'utilisation de divers langages non verbaux, le

soutien �a la communication par le sens du toucher est encore insuf�sant. Il y a donc

un grand besoin d'am éliorer la communication et l'interaction quotidiennes.

Inspir é par les interactions intermodales dans le syst�eme de perception humaine,

l'approche que j'adopte dans cette th �ese est d'utiliser la multimodalit é pour améliorer

l'interaction tactile m édiée. Cette approche comporte deux directions: 1) améliorer

l'interaction tactile avec d'autres modalit és; et 2) aḿeliorer la génération de modalit és

tactiles dans l'interaction multimodale. Suivant cette approche, je pr ésente trois

dispositifs qui fournissent des contributions empiriques �a l'interaction tactile mul-

timodale: VisualTouch, SansTouch, et In-Flat.

A�n de comprendre si les stimuli multimodaux peuvent am éliorer la percep-

tion émotionnelle du toucher, je pr ésente VisualTouch, une manchette qui gén�ere

des stimuli visuels-tactiles congruents sur l'avant-bras. Avec VisualTouch, j'évalue

quantitativement la r éponse émotionnelle des stimuli multimodaux. Les r ésultats

con�rment l'interaction intermodale entre la modalit é visuelle et la modalit é tac-

tile, ce qui indique que l'utilisation d'une modalit é visuelle suppl émentaire est une

approche prometteuse pour soutenir la communication tactile affective.

Inspir é par VisualTouch, j'étudie l'utilisation de diff érentes modalités dans la com-

munication tactile. Je présenteSansTouch, une pochette multimodale qui permet

des interactions main- �a-main médiatisées, comme des poigńees de main ou des
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mains. SansTouchfournit des renseignements empiriques sur l'interaction multi-

modale des stimuli visuels, thermiques et tactiles dans le contexte de la communi-

cation en personne. En outre, j'explore la possibilit é de générer un contact humain

avec l'actionnement pneumatique dans SansTouch, pour améliorer la génération de

modalit é tactile en interaction multimodale.

En�n, pour aller plus loin dans l'utilisation de stimuli multimodaux en inter-

action tactile, je présenteIn-Flat. In-Flat est une superposition tactile entr ée/sortie

pour smartphones. Il se compose d'une couche de silicium transparente gon�able

�a la peau qui peut être placée sur le dessus ou �a l'arri �ere d'un smartphone. In-

Flat fournit non seulement des informations suppl émentaires sur la génération du

toucher de la peau, mais aussi une meilleure compréhension du rôle que joue le

toucher médié dans des contextes plus ǵenéraux.

En résumé, cette th�ese vise �a combler le fossé entre la communication tactile et

l'IHM, en contribuant �a la conception et la compréhension des stimuli multimodaux

dans l'interaction tactile m édiée.
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1
Introduction

A key question that has driven interactive computing for decades is: how can inter-

active devices better support users' communication?

Back in the early days of human history, the main goal of different communi-

cation technologies was to improve the ef�ciency of communication [248]. The

appearance of speech enabled the easier dissemination of ideas and eventually re-

sulted in the creation of new forms of technology. Our communication channels

evolved from durable symbol systems like cave paintings or oracle bone script, to

more modern postal service. Following that, thanks to advancements in telecom-

munication systems, users separated by thousands of miles can have interactive

conversations as if they were in the same room [248, 247]. Shortly after that, with

the birth of computers, internet, and mobile devices, we �nally moved into the era

of the Information Age[249].

With the rapid development of communication technology, the user experience

of different communication channels is no longer restricted by the communica-

tion medium's speed and accuracy. Our communication devices have progressed

from bulky telephone sets to large-screen smartphones or even tiny wearable de-

vices [248]. At an affordable price, we can easily get access to reliable and high-

quality telecommunications anywhere, anytime. On the other hand, users' pursuit

of a more user-friendly interactive system never ends. They are avidly seeking new

communication channels that allow them to better express themselves and facilitate

emotional communication. Driven by these needs, our communication channels

continue the evolution from traditional phone calls to real-time video and audio

15



Chapter 1. Introduction

calling, audio/pictures/emoji/text messaging, and even AR/VR communication,

etc. [247]. Beni�ting from these new communication channels, users are able to

communicate non-verbally by observing each other's facial expressions and body

language through video, listening to the tone and volume of our voices (i.e. par-

alanguage) [8], and even sharing information about the surrounding environment

with people at any moment through video or virtual reality technology. Thus, users

are able to complement, regulate, substitute for, or accent a verbal message with

these non-verbal channels [171]. So it appears that we now have all the aspects of

communication that we needed. But is that really the case?

”One important piece missing from the puzzle: touch.”

We may not realize that the use of social touch in everyday life is actually quite

frequent: a handshake to greet each other, a hug and kiss to show affection, a child

clinging to his father's knee, or a hug to an upset friend. It is the �rst language we

use to communicate with our parents when we are still infants or even fetuses [73].

It is also the last language many people use in palliative care or even at the last mo-

ment of their lives while holding their loved one's hand [199]. In our whole lifetime,

we use social touch for a variety of purposes, including to communicate support,

appreciation, inclusion, sexual interest, affection, playfulness, to gain someone's

compliance, to get someone's attention, to announce a response, to greet, etc. [115].

Many of these functions cannot be easily replaced by alternative communication

channels. Thus, social touch is a crucial and indispensable piece in our communi-

cation, especially for expressing emotions [94].

Despite that the sense of touch is important in early stages of life, and that social

contact is important in the formation of connections later in life, the role of touch in

social relationships was not structurally researched until the early 1960s [63]. More-

over, even though current communication technology enables the use of a mix of

verbal and non-verbal languages in our communication, the support of affective

touch in digital communication is still absent, and its importance is still under-

estimated [230]. Current communication devices, such as smartphones, PCs, or

AR/VR headsets, are primarily designed for audio and visual interactions. These

devices are typically rigid and static, which provides poor haptic perception. Their

major components for generating tactile sensations are vibration motors, which re-

main limited in generating a variety of touch sensations. As a result, these devices

have a limited ability to interpret and convey affective touch in mediated commu-

nication. Thus, mediated social touch in communication is still a relatively young
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�eld of research that has the potential to substantially enrich human–human and

human–system interaction [230].

To this end, the general question I would like to address in this thesis is: How to

improve mediated social touch interaction in our daily communication? Follow-

ing the potential research topic suggested by Van Erp et al. in 2015 [230] about social

touch in HCI, my approach is to use multimodality stimulation, to enrich and broaden

mediated touch interaction in communication. More precisely, the approach I take

contains two directions: 1) enhance mediated touch interaction with other modal-

ities; and 2) improve the tactile modality actuation in the multimodal interaction.

Standing at the crossroads of Human Computer Interaction (HCI) and Emotional

Design, mediated social touch involves many elements, such as psychology, neu-

roscience, sociology, computer science, etc. [230]. Thus, the approach I take here

is broad and exploratory, including exploring cross-model interactions within dif-

ferent modalities, improving the actuation approach of the tactile stimulation, and

integrating multimodality social touch interaction into daily life. In this introduc-

tory chapter, I �rst de�ne the problem and our research question in Section 1.2,

and then present the contribution of my work in Section 1.4. Then, follows a brief

overview of the chapters of this thesis.

Figure 1.1: Research scope of this thesis.
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1.1 Concept de�nition

To better understand the research question and the contribution of this work, I in-

troduce in this section de�nitions of some frequently used terms in this dissertation.

• Mediated communication. Mediated communication refers to communica-

tion carried out by the use of information communication technology (ICT)

systems. Typical mediated communication includes telephone conversations,

letters, emails, and audio/video chats [247]. This term is often used in contrast

to face-to-face communication [247]. In this dissertation, however, these two

terms are not opposite to each other. Face-to-face communication can also be

mediated by ICT systems, and this concept will be further discussed in Chap-

ter 4.

• Touch. Several meanings are associated with the term ”touch”. Two of these

de�nitions are particularly relevant to this dissertation. The �rst de�nition

focuses on human perception. In this usage, touch is one of the sensations

processed by the human somatosensory system. Thus, the term ”touch” here

means ”touch sensation” or ”sense of touch”. The second de�nition focuses on

human behavior. Under this de�nition, the term ”touch” refers to the move-

ment or behavior that people communicate and interact with each other via the

sense of touch. The main purpose of this dissertation is to explore the use of

touch in communication. Unless speci�ed, otherwise, the term ”touch” refers

to the speci�c nonverbal communication behavior in this dissertation.

– Social touch. Heslin et al. de�ned interpersonal touch into �ve cate-

gories: functional touch expresses task-orientation, social touch expresses

ritual interaction, friendship touch expresses idiosyncratic relationships,

intimacy touch expresses emotional attachment, and sexual touch expresses

sexual intent [96]. Unless speci�ed otherwise, the term ”social touch” in

this dissertation refers to the touch used for social and affective purposes,

including ritual interaction, expressing idiosyncratic relationships, and ex-

pressing emotional attachment in Heslin's de�nition. It is worth noting

that the intent of a touch is not always exclusive, and touching can evolve

into each one of Heslin's categories.

– Discriminative touch. The terms ”discriminative touch” or ”�ne touch”

refer to the sensory modality that allows a subject to detect, discriminate,
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and identify external stimuli with touch sensation [139].

– Affective touch. Distinguished from discriminative touch, affective touch

refers to the sense of touch that serves an interoceptive function, having to

do with motivational affective aspects of touch, and giving feedback about

the wellbeing of the body [103, 131]. In this dissertation, I use the term

”affective touch” to refer to the touch that conveys affective and socially

relevant information, i.e. the touch for expressing idiosyncratic relation-

ships and expressing emotional attachment in Heslin's de�nition [96].

– Mediated touch. Different from the interpersonal touch that we perform

directly with our bodies on each other in face-to-face communication, me-

diated touch refers to the touch generated by ICT systems [78, 230]. In this

case, the sense of touch is triggered by the ICT system, instead of by the

other interlocutor directly.

• Multimodal interaction. According to the de�nition proposed by Nigay et

al. in 1993 [155],multi means ”more than one” while modalcovers the notion

of modality as well as that of mode. Modality refers to the type of communi-

cation channel used to convey information, while moderefers to a state that

determines the way information is interpreted to extract or convey [155, 233].

And in the context of communication, the modality de�nes the type of data

exchanged, whereas the mode determines the context in which the data is in-

terpreted. From a system-oriented perspective, the term multimodality refers

to the capacity to communicate with a user along different types of commu-

nication channels. From a user-centered perspective, the term multimodal in-

teractionalso includes the other communication channels apart from mediated

touch, such as verbal communication and body language in face-to-face com-

munication.

1.2 Research questions

Touch sensation involves many factors. In our skin, there are multiple distinct re-

ceptors that perceive different aspects of tactile stimuli, which makes it challenging

to generate precise and vivid touch sensations. Meanwhile, the meanings of touch

are inextricably linked to the context of communication, and failure to integrate me-

diated touch into the context of communication can lead to a number of ambiguities

and degrade communication quality. Thus, two issues must be addressed in order
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to answer the question of how to improve mediated touch interaction in our daily

communication: 1) How might the tactile perception of mediated social touch interactions

be improved? And 2) how can we integrate mediated touch interaction into our daily com-

munication more effectively?Combining these two issues with the approach I adopt

- combining multimodality stimulationwith tactile modality, the research questions I

would like to answer in this dissertation are:

RESEARCH QUESTION 1: Can we use multimodality to improve emotional com-

munication and interaction?

This research question consists of two sub-questions focusing on social touch

and other types of interaction respectively.

• RESEARCH QUESTION 1(A ): Can we use multimodality to improve the

emotional perception of current social touch technology?

It was the �rst thought that came to my mind since the �rst day of my

PhD. Despite the fact that numerous technologies and actuators have been

investigated and used, the expressiveness of most current social touch de-

vices remains limited. Multimodal interaction, on the other hand, is show-

ing its potential in communication systems [98]. As one of the main sen-

sory modalities, touch in�uences and is in�uenced by other sensations.

Thus, is it conceivable to use multimodality to improve the emotional com-

munication of current limited touch devices? If so, what are the factors that

we need to consider when using multimodality touch in social touch inter-

action?

• RESEARCH QUESTION 1(B): Can we use multimodality to improve touch

interaction outside social touch context?

As a complement to Research Question 1(a), Research Question 1(b) con-

siders other potential applications that multimodality can be used in. An-

swering this question can not only improve the generalizability of medi-

ated touch devices, but also help us acquire a better understanding of the

role mediated touch devices play in daily interaction.

RESEARCH QUESTION 2: How can we generate more human-like tactile stimula-

tion to improve multimodal touch interaction?

The �rst question considers the possibility of improving current mediated touch

20



Chapter 1. Introduction 1.3. Research approach

communication with the existing actuation approach. Given that human be-

ings have evolved a remarkable system for capturing and interpreting various

touch stimuli, generating human-like tactile stimuli still remains challenging in

current research. Even though recent research [113] brought up the possibility

of improving mediated touch interaction with new forms of touch experience

other than mimicing human touch, rendering human-like touch is still consid-

ered as a key to successful touch communication [23, 219, 177]. Thus, in the

second research question, I would like to investigate the possibility of gener-

ating more human-like tactile stimulation, by using appropriate actuation and

material technologies. I would also consider key factors to be concerned about

when integrating these technologies into multimodal touch interaction.

RESEARCH QUESTION 3: How can we incorporate multimodal touch interactions

into our everyday communication and interaction?

The above two questions focus on improving the emotional perception of mul-

timodality touch devices, while the ultimate goal of these mediated touch de-

vices is to improve our daily affective communication. Thus, we are interested

in discussing the design factors that we need to take into account, in order to

better integrate multimodality touch into our daily communication and inter-

action.

1.3 Research approach

As shown in Figure 1.2, my work includes the following general approach:

• Ideation

Before starting the design and fabrication process of the touch devices, sev-

eral rounds of ideation were conducted to de�ne the research question and

to generate possible approaches. The ideation work includes literature re-

views, sketching the possible approaches, and brainstorming within our re-

search group.

• Survey

In the design process of SansTouch, a survey was conducted on social touch

habits to identify the social touch breakdowns for different social relationships

and the alternatives to replace their touch habits during the COVID-19 pan-

demic.
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• Interaction design

After the ideation and survey, I designed the interaction and functionality of

the prototype based on user needs and the context of use. In this stage, I ex-

plored the possibility of different approaches generated in the ideation stage.

I built low-�delity (lo-�) prototypes and conducted pilot testing within the re-

search group. Based on the insights, I identi�ed the desired features and in-

teractions of the design. This method was performed iteratively during the

design process.

• Prototype fabrication

Different fabrication methods and tools were used in the prototype building

stage, including 3D printing, laser cutting, silicon mode casting, heat sealing,

circuit soldering, etc.

• Controlled experiments

To evaluate the usability of the device, controlled experiments were conducted

after building the prototypes. This method includes quantitative studies (Chap-

ter 3, 5), scenario-based interaction (Chapter 4), open-ended explorations (Chap-

ter 4, 5) and interviews.

• Data analyze

The data collected from the controlled experiments were analyzed qualita-

tively and quantitatively. Methods such as ANOVA analysis, MANOVA analy-

sis, REML analysis, and thematic analysis were performed in this dissertation.

1.4 Research contribution

Standing at the crossroad of Human Computer Interaction (HCI) and Emotional

Design, this research makes several major contributions in the following aspects

according to the HCI research contribution framework by Wobbrock et al. [253]:

CONTRIBUTION 1: Artifact contributions

• VisualTouch: A wearable forearm sleeve that enhances affective commu-

nication by combining vibrotactile stimuli with a congruent visual effect.

• SansTouch: A novel in�atable hand sleeve that combines touch, visual,

and thermal modalities. This device can support multimodal hand touch-

ing interactions in both remote and face-to-face communications.
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Figure 1.2: Research approach of this dissertation.

• In-Flat : A pressure-sensitive overlay on smartphones that couples pressure-

based touch I/O interactions with visual display. In-Flat not only allows

for skin-like hand touch interaction, but it also provides tangible affor-

dances on visual objects and a variety of novel touch input gestures.

CONTRIBUTION 2: Empirical contributions

• Multimodal interaction in mediated touch.I investigated how multimodal-

ity improve mediated touch interaction. I explored using additional vi-

sual modality to improve emotional perception of tactile stimuli with Vi-

sualTouch. Based on the insights, I conducted a scenario-based interaction

with SansTouchto evaluate the combination of visual, thermal, and tactile

stimuli in touch interaction. These studies showed that multimodality can

enhance the emotional perception of mediated touch, and thus improve

affective communication. This contribution addresses Research Question

1(a) and 2 of this dissertation.

• Mediated touch in face-to-face communication.Previous research rarely inves-

tigated mediated touch interaction in a face-to-face communication. I con-

ducted a scenario-based interactionwith SansTouch, from which we provide

empirical insights about the design factors that can better support medi-

ated multimodal touch interactions in face-to-face communication. This

contribution addresses Research Question 3 of this dissertation.

• Understanding social touch breakdowns.Based on the ongoing background of
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COVID-19 pandemic, I conducted a survey on social touch habits before

and after the lockdown during the pandemic. I identi�ed the social touch

breakdowns for different social relationships, and also the alternatives to

replace their touch habits. This study contributes empirical insights based

on real stories from participants on social touch habit breakdowns, and

thus provides insights for the design of SansTouchand for future research.

This contribution addresses Research Question 3 of this dissertation.

• Incorporate multimodality touch into mobile interaction.To discuss the use of

multimodal touch devices in more general contexts, I conducted open-ended

exploration sessionsand semi-structured interviewswith In-Flat, providing in-

sights into future design directions and implementations for supporting

multimodal touch interaction, as well as the coupling between touch I/O

and visual displays on mobile devices. This contribution addresses Re-

search Question 1(b) and 2 of this dissertation.

CONTRIBUTION 3: Methodological contribution

• I proposed a fabrication approach of highly transparent and stretchable

overlays for smartphones that enables in-place coupling between visual

objects displayed on the smartphone and touch I/O interactions.

1.5 Collaboration works

This thesis is one part of ANR 1 Social Touch research project (ANR-17-CE33-0006

SocialTouch). The goal of this project is to investigate how the sense of touch can be

integrated in interactive systems to leverage communicative and emotional chan-

nels between humans and machines or between humans via machines. Four part-

ners (LTCI2, ISIR3, i3-CNRS4, Heudiasyc5) are collaborating in this ANR project

around �ve tasks: design of test scenarios and analysis methodology, design of

human touch recognition device, touch generation device design, development of

social touch in human-agent interactions, integration of different tasks and evalua-

tion. As a member of LTCI, my works focused on touch generation device design

and evaluation.
1Agence nationale de la recherche (ANR): https://anr.fr/
2Le Laboratoire de Traitement et Communication de l'Information (LTCI) – T élécom Paris: https://www.telecom-

paris.fr/fr/recherche/laboratoires/laboratoire-traitement-et-communication-de-linformation-ltci.
3Institue for Intelligent Systems and Robotics(ISIR) – Universit é Pierre et Marie Curie: http://www.isir.upmc.fr/.
4Institut Interdisciplinaire de l'Innovation – T élécom Paris: https://i3.cnrs.fr/
5Heuristique et Diagnostic des Syst �emes Complexes – Université de Compi �egne: https://www.hds.utc.fr/
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Working together under the ANR Social Touch project framework, I collaborated

closely with Robin Heron, who was doing his thesis during last three years in i3-

CNRS department. He was actively involved in the prototype design, evaluation

and data analyze process ofVisualTouchand SansTouch. I also collaborated closely

with Jessalyn Alvina, a post-doctoral fellow in DIVA. We worked together in the

prototype design, evaluation and data analyze process of SansTouchand In-Flat, as

well as writing and publishing the papers. Furthermore, I also worked closely with

Micka ël Bouhier, the research engineer in DIVA group. He provided many technical

supports during the prototype design and fabrication of SansTouchand In-Flat, and

he also led the design and fabrication process of second version ofVisualTouch. I also

collaborated with St éphane Sa�n, an associate professor in i3-CNRS department, in

the design and evaluation process of VisualTouchand SansTouch.

1.6 Thesis overview

Figure 1.3: Overview of the dissertation

The chapters in this dissertation are outlined as follows:

Chapter 2 �rst summarizes related work on the physiological and psychological

perception of social touch and touch communication. I then address existing re-

search that focuses on multimodal interaction of touch and mediated touch gener-
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ation.

Chapter 3 investigates the possibility of using multimodality, particularly visual

modality, to improve the emotional perception of vibrotactile touch device. I present

the design and implementation of VisualTouch, as well as a quantitative user study

about the emotional response of touch feedback with the addition of visual modal-

ity.

Chapter 4 describes our approach of using pneumatic actuation and silicone mate-

rial to generate realistic skin-like touch sensations in multimodal touch interaction.

This chapter is split into three subsections. I �rst highlight previous work on the

use of silicone material and pneumatic actuation in mediated touch generation de-

vices. Then I introduce SansTouch. First, I introduce our survey about social touch

breakdowns during the COVID-19 pandemic for different forms of touch in differ-

ent relationships. Based on the insights, I present the design and implementation of

SansTouch. To assess whether a mediated touch device likeSansTouchcan enhance

the social experience in face-to-face communication, I conducted a structured ob-

servational study with 12 participants. Finally, I discuss the main design factors for

building the pneumatic multimodal touch devices based on the insights from the

study.

Chapter 5 discusses the use of multimodal touch devices in more general commu-

nication and interaction contexts in three conditions. I �rst present the design and

implementation of In-Flat, along with the exploration of the fabrication approach.

To illustrate how we can incorporate In-Flat into our everyday communication and

interaction, I present several potential applications and use cases of In-Flat. To as-

sess if users can perform pressure input with In-Flat, as well as the perception of

the dynamic visual+touch output, I designed a controlled experiment and an open-

ended exploration with In-Flat. Based on the insights from the study, I discuss how

we should incorporate multimodal touch interactions into our everyday communi-

cation and interaction.

Chapter 6 �rst presents an overall discussion focusing on how this work expands

the boundary of affective touch interactions. I summarize the contributions in terms

of scienti�c understanding and design and give directions for future work.
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2
Background of Social Touch

The work presented in this dissertation builds primarily on the �elds of touch per-

ception, communication, and human computer interaction (HCI). This chapter re-

views the prior research literature related to the physiological and psychological

perception of social touch, touch communication, multimodal interaction of touch

and mediated touch generation.

2.1 The human sense of touch

In the world of physiology science, the sense of touch is de�ned as one of the sen-

sory modalities represented by the somatosensory system, which also includes the

sense of pain, the sense of temperature, and the proprioception sensation [229]. And

what we usually refer to as “the sense of touch” is so called “active” or “haptic”

touch, which involves some movement in the touch. This movement can be vol-

untary, exploratory movements of the hands and other sensory surfaces involved

in touch, or it can also refer to experiences generated by objects moving against a

stationary body [59]. The term tactile sensationis also frequently used to describe

this sensation. Thus, the term touch stimuliand the term tactile stimuli all refer to the

external forces that involve physical contact with the skin that give rise to the touch

sensation in this work.

Touch plays an essential role in our daily life. We use touch not only to manipu-

late objects and perceive the surrounding environment, but also to maintain social

interactions and convey emotions [94]. The former kind of touch is called discrim-
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inative touch, with which we detect, discriminate, and identify stimuli in the sur-

rounding world [139, 103]. It allows us to feel the texture of cloth, guides the arm to

accurately go through the sleeves, and helps our �ngers button up the buttons skill-

fully even without looking. Our discriminative touch sensation is so well-practiced

in this procedure that we can easily wear the clothes even without the involvement

of the other sensations.

Beyond the discriminative function of touch, there is another important fact:

touch can also be pleasant [131]. For example, when our �nger slides smoothly

over a piece of �ne silk or velvet, our perception is much more pleasant than slip-

ping over a piece of sandpaper. Furthermore, even with the same touch stimuli,

such as a caress on the arm, we would feel much more pleasant if the touch was

from a loved one instead of a stranger. This function of the sense of touch is re-

ferred to as affective touch[139, 103], and if the affective touch happens in social

interaction, it can also be called social touch[131, 139].

To develop mediated touch devices that support social touch interaction, it is

important to understand how we perceive the sense of touch and what role touch

plays in our social communication. To this end, I start by reviewing the physi-

ological perspective of touch. In addition, I will discuss affective touch in social

interaction (i.e., social touch).

2.1.1 Physiology of touch

As the earliest sense that develops in the human embryo, touch is the primary sen-

sation that the fetus and the newborn use to perceive the world and receive stimu-

lation [66], and thus the sense of touch provides us information about the external

world continuously from the very early moments of life until the end.

Nerves and receptors

To perceive the sense of touch, human beings have developed a remarkable sys-

tem to capture, transmit, and process touch stimuli. The organ that is involved

most through this procedure is the skin, the largest sensation organ in the human

body [131, 183, 103]. There are an enormous number of receptors perceiving the

surrounding enviroment everyday in our skin. For example, there are more than

150000 tactile receptors just in one single hand, and over 30000 primary afferent

�bers carry signals from these receptors to the central nervous system [64, 114].
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This large number of nerves confers �ne tactile acuity to our hands, enabling them

to read Braille, fabricate and assemble mechanical watches, and do microsurgery

on a beating heart.

So what are these receptors under our skin and how do they perceive tactile stim-

uli? The structure of the skin can answer this question. Our skin is composed of two

primary layers: the epidermisand the dermis[242]. The outermost layer is the epider-

mis, which is covered with several layers of dead tissue named stratum corneumthat

perform protective functions [241]. Below this protective layer, cutaneous end organs

can be found within the epidermal-dermal interface and the dermis. Cutaneous end

organsor so called cutaneous receptorsare the structures that are responsible for per-

ceiving and transducing chemical, electrical, thermal or more importantly, tactile

signals into neural signals [90, 242, 241]. More precisely, the thermoreceptorsde-

tect the temperature change of the skin, the nociceptorsdetect painful stimuli, and

the mechanoreceptorsdetect pressure, friction, tension, and vibration stimuli. Then

these neural signals will be transmitted through nerve �bres and processed in our

spinal cord or brain. In this way, information regarding temperature, skin defor-

mations, pain, and itching can be perceived and processed by our central nervous

system [103, 90, 59].

Mechanoreceptors Specialized to Receive Tactile Information

Among these receptors, there are four major types of mechanoreceptors that are

specialized to provide tactile stimuli: Meissner's corpuscles, Pacinian corpuscles,

Merkel's disks, and Ruf�ni's corpuscles (Figure 2.1 [79]).

The Meissner's corpuscles and the Pacinian corpuscles both provide informa-

tion primarily about the dynamic qualities of mechanical stimuli [79, 59, 90]. The

Meissner's corpuscles are more sensitive to light touch with low-frequency vibra-

tions (30–50 Hz). This type of stimuli often occur when textured objects are moved

across the skin. Meanwhile, the Pacinian corpuscles adapt more rapidly than Meiss-

ner's corpuscles. They are more ef�cient in transducing information about stimuli

that produce high-frequency vibrations of the skin.

Meanwhile, the Merkel's disks and Ruf�ni's corpuscles are considered as slowly

adapting cutaneous mechanoreceptors. The Merkel's disks play a major role in the

static discrimination of shapes, edges, and rough textures. They are particularly

dense in the epidermis of sensitive areas like the �ngertips and lips. Although the
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Figure 2.1: The skin harbors a variety of morphologically distinct mechanoreceptors. This diagram
represents the smooth, hairless skin of the �ngertip (by Purves et al. [178]).

functionality of Ruf�ni's corpuscles is still not well understood, it is generally ac-

cepted that they are particularly sensitive to the cutaneous stretching produced by

digit or limb movements, so they probably respond primarily to internally gener-

ated stimuli [79, 59, 90].

Mechanosensory Discrimination across the Body Surface

Other than the functionality of the receptors, the distribution of the mechanorecep-

tors can also in�uence the accuracy and sensitivity of tactile sensation. Even though

the mechanoreceptors can be found in every inch of our skin, they are not equally

distributed over the body surface. One method to measure the tactile spatial acuity

across the body surface is to measure the2 point discrimination (2PD)thresholds for

different skin regions. This method measures the minimal interstimulus distance

required to perceive two objects touching the skin as two distinct points instead of

one [79, 90, 137]. The smaller the 2PD threshold is, the higher the tactile spatial acu-

ity the skin can reach. For example, our �ngertips or lips can perceive two points

separated by 2mm, while on our back or calf, we may not easily recognize two point

stimuli until the distance increases to around 40mm. Different 2PD discrimination
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thresholds of different body parts can be seen in Figure 2.2 [137].

Figure 2.2: (a) Mean two-point discrimination (2PD) thresholds for pain and touch across the body
surface. (b) Gradients of 2PD thresholds on the hairy and glabrous skin of the upper limbs, for pain
and touch [137].

More than discriminitive touch: pathways of affective touch

After the mechanoreceptors catch the tactile stimuli, the tactile signals need to be

transduced to our central nervous system through nerve �bers. There are two

groups of nerve �bers involved in conducting tactile signals: myelinated group A

nerve �bers and unmyelinated group C nerve �bers. The myelinated group A nerve

�bers are usually thicker and faster (conduction velocity up to 120m/s), thus they

usually carry urgent information such as proprioception, touch, fast or acute pain.

On the contrary, the unmyelinated group C nerve �bers are thinner and slower

(conduction velocity lower than 2m/s)than the group A nerve �bers, and they usu-

ally transmit innocuous tactile stimulation related to slow pain, itch, temperature,

and light touch.

However, recent research has discovered some new roles some C group nerve

�bers play in affective touch. This slow-conducting, unmyelinated peripheral C-

tactile afferent (CT afferent) helps our nervous system code slow, gentle touch in an

affective and hedonic manner rather than just discriminatively [131, 79, 139]. In a

controlled study with a patient who suffered from losing myelinated nerve �bers,

investigators performed the same stroke on the forearm of the patient as well as

healthy participants, and let them describe the stimuli they perceived. Unlike the

healthy participants, the patient could not feel vibration stimuli on the lower arm

and she could not detect the direction of the stroke as healthy subjects did. How-

ever, she could clearly describe the stroking touches as pleasant [159]. Investigators
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analysing the functional Magnetic Resonance Imaging (fMRI) results during the ex-

periment. They found that even though the somatosensory cortices, which were

involved in the processing of sensory-discriminative stimuli, were not activated in

the patient's brain during the study, the insular cortex which were involved in pro-

cessing affective stimuli were still activated, just as in the other healthy participants'

brains.

Figure 2.3: The slow-conducting, unmyelinated peripheral C-tactile afferent helps our nervous sys-
tem code slow, gentle touch in an affective and hedonic manner [215].

These �ndings suggest that the CT afferent system is involved in processing af-

fective touch and also generating emotional, hormonal, and behavioral responses

to tactile stimuli [159]. Combined with some more recent studies [160, 140], we can

see that there is a biological foundation in our body to process and react to affective

touch or social touch, and we are just starting to understand the complexity of the

affective-motivational aspects of touch.

2.1.2 Cross modal interaction of touch

One interesting phenomenon in touch sensation is the cross-modal interaction be-

tween touch and other sensations. We experience a mix of information from differ-

ent sensation channels every day, and we build a model of the surrounding world in

our mind by combining and processing information from all these channels. These

modalities are not always equal: due to selective attention 1, our mind tries to focus

on some attended sensory modality while ignoring the information from the unat-
1Selective attention refers to the processes that allow an individual to select and focus on particular input for further

processing while simultaneously suppressing irrelevant or distracting information.
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tended modalities [138]. However, our perception system still receives informa-

tion from unattended sensory modalities even though less attention is paid to these

modalities. For example, while eating a delicious meal and chatting with a friend,

we may ignore the surrounding environment, such as the color, lighting, tempera-

ture, or noises. But these environmental factors can in�uence our perception of food

as well as the eating behaviors [204]. Another example of the cross-modal interac-

tion between modalities can be found in the experiment presented by DuBose et al.,

in which they found that our perception of the �avor of beverages or cakes can be

signi�cantly manipulated by applying different colors to the food [49]. This cross-

modal interaction was also observed from the perspective of electrophysiological

and neuroimaging data. Evidence points out that when one attention (e.g., touch)

is directed to a particular spatial location or body site, it will result in a concomi-

tant shift of attention in the other modalities, such as audition or vision to the same

spatial location [190]. All of these examples indicate that our perception channels

never act alone.

Similarly, as one of the main sensory modalities, touch always in�uences and

is in�uenced by other modalities. Among these sense perceptions, researchers in-

vestigated the possible relationship between vision and touch and found a strong

cross-model interaction [62]. In the famous ”Rubber Hand Illustion” experiment,

researchers found that watching a rubber hand being stroked synchronously with

one's own unseen hand causes the rubber hand to be attributed to one's own body [224]

(Figure 2.4). This experiment reveals the multisensory integration between vision

and touch, as well as the dominant role vision plays over touch and propriocep-

tion. Other research goes one step forward on how the visual and touch modal-

ities interact with each other. Several studies have shown that visual cues, even

non-informative ones, can improve haptic spatial perception and enhance tactile

acuity [154, 53]. Both the perception speed and accuracy of touch are increased by

giving extra visual cues, and this effect is increased when more informative cues

are given. Moreover, the competition between neural representations and the re-

cruitment of attentional resources results in a visual dominance effect [84], so that

users generally do not perceive small con�icts between visual and tactile cues [180].

Finally, researchers also found that spatially congruent visual cues can affect tactile

perception [135]. They noted that visuo-tactile cross-modal links dominate the rep-

resentation of near-body space, and passive viewing of the body can in�uence the

perception of somatosensory stimuli. Taken together, these studies support the no-
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tion that there is a strong cross-modal interaction between vision and touch, and

using multi-modality stimuli in touch interaction could be a potential approach to

overcome the inherently ambiguity of touch [230, 237].

Figure 2.4: Rubber hand illusion illustrates how the tactile perception can be in�uenced by visual
input. Participants watch a rubber hand being stroked, while their actual hand, hidden from their
view, is also stroked synchronously. Most participants reported tactile feeling on the rubber hand,
and pain perception was also reported when the rubber hand was simultaneously pricked with a
knife [224].

2.2 Social touch

As mentioned, our neural system constitutes a physiological platform for affective

touch. If the intention of the affective touch is communication, then it can also be

called ”social touch”. This section introduces the concept of social touch, including

the de�nition of social touch, why social touch is important for us, and the forms of

touch that are used in affective communication.

2.2.1 Social touch in social communication

It is human nature to communicate one's own emotional state with groups, indi-

viduals, and even animals or objects. Many different non-verbal communication

channels are used to perceive and express emotional information. Visually, humans

rely on facial expressions, body motion, and posture to convey emotion [43, 168];

Auditorily, the prosody (pitch, intensity, speaking rate) can also in�uence the emo-
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tional communication [127, 168]. Except for these, social touch - touch can effec-

tively communicate or evoke emotion during communication [257] - has received

much less attention in either psychology or in HCI �eld.

Figure 2.5: Types of stimuli. The �gure shows still frames of exemplary stimuli, showing different
types of touch events. Positive, negative, and neutral stimuli are in the �rst, the second, and the
third rows respectively [126]).

To reveal the role of social touch in communication, we have to understand what

social touch is. Morrison et al. de�ne social touch as ”tactile processing with a he-

donic or emotional component” [146], and Huisman de�nes social touch as ”touch

occurring between two or more individuals in co-located space” [104]. From these

de�nitions, we can see that 1) the social touch is always interpersonal, which means

the touch is shared between the senderand receiverwho have some social relations

with one another; and 2) social touch is often used for hedonic or emotional pur-

poses. Since social touch is an interpersonal behavior used for certain communica-

tion purpose, many factors such as context, relationship and social conventions can

all have an impact on social touch communication [230].

A clear criteria for social touch is that it is interpersonal [25], which means there

has to be asenderwho performs the touch and a receiverwho perceives and inter-

prets the touch. So the relationship between the senderand receiverof social touch

gestures is crucial, whether it is an intimate, long-term relationship or a more su-

per�cial, short-term one. It is not dif�cult to understand that the majority of social

touch practices happen in close or intimate relationships [109]. In whole life span,

affective touches such as hand-in-hand, a soft caress or an embrace are common and

customary in the development and maintenance of intimate relationships [72, 109].

35



2.2. Social touch Chapter 2. Background

People generally dislike having strangers touch them anywhere on their bodies, yet

a romantic partner will have access to most of these body areas [116, 208]. And pre-

vious research also found that people could perform and identify a wider range of

emotions with touch within intimate relationships [220].

2.2.2 The function of social touch

Touch is a powerful force in human development, shaping social reward, attach-

ment, cognitive, communication, and emotional regulation from infancy and through-

out life [25]. Moreover, the effects of social touch during interpersonal communica-

tion are not only limited to the communication of emotions, but also include more

diverse functions [131]. In this section, I introduce the function of social touch in

the following aspects:

Impact the physical and psychological state

In the well-known baby monkey experiment conducted by Harlow et al. in 1958 [81],

they created two kinds of arti�cial mothers for the monkey infants: a wire-frame

surrogate mother that provided food, and a soft surrogate �annelette mother with-

out food. From the wire-frame surrogate mother, the monkey infants can get suf-

�cient food, but the touch feeling has a very low similarity with real touch. From

the soft surrogate �annelette mother, they can perceive the warmth of the cloth and

furry touch perception. In the experiment, the baby monkeys showed a strong pref-

erence for the soft surrogate �annelette mother (Figure 2.6(a)). They consistently

ran towards the soft �annelette surrogate mother, touching her and clinging to her.

They even kept the skin contact with the soft �annelette surrogate mother while

drinking the milk on the wire-frame surrogate mother (Figure 2.6(b)). In their lat-

ter study, in which the monkey infants suffered from touch deprivation, they also

observed ”severe de�cits in virtually every aspect of social behavior” [82]. Even

though these experiments are ethically debatable, they reveal a fact that the need

for touch is not just a social phenomenon; it belongs to the biological fundamental

needs that can in�uence physical, emotional, and cognitive behavior.

Similarly, physical contact also has a signi�cant impact on the early develop-

ment of human. Several studies have shown that touch deprivation has a signif-

icant impact on children's cognitive, emotional, and social development, and that

this impact can last for years [24, 31, 51]. On the other hand, experimental evidence

supports the notion that suf�cient physical contact between the mother and the in-
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Figure 2.6: The well-known baby monkey experiment conducted by Harlow et al. in 1958 [81]).
(a) Two kinds of arti�cial mothers were provided to the monkey infants: a wire-frame surrogate
mother that provided food, and a soft surrogate �annelette mother without food. In the experiment,
the baby monkeys showed a strong preference for the soft surrogate �annelette mother. (b) The baby
monkeys kept the skin contact with the soft �annelette surrogate mother while drinking the milk on
the wire-frame surrogate mother.

fants could positively affect the development of infants. For example, the neurolog-

ical development of low birth-weight infants is relatively low, but the infants who

receive more frequent maternal touch from their mother show better neurological

development [203, 55]. Recent work has found evidence that touch during infancy

resulted in a decrease in corticosteroids, a steroid hormone involved in stress, as

well as several biochemical processes that play an important role in the develop-

ment of the brain [194].

Moreover, the impact of social touch on a person's physical and psychological

state is not just on infant development. Maintaining a physical contact with others

is a important part of well-being during the whole life. In the baby monkey exam-

ple above, the maternal touch between the mother and child not only improved the

neurological development of the baby, but also the mental state of the mother [55].

Evidence proves that proper interpersonal physical contact decreases blood pres-

sure, heart rate, and pressure level [47], and this effect of touch on stress is more

signi�cant when the touch is applied within an intimate relationship rather than

to a stranger [35]. But no matter what relationship it is, appropriate interpersonal

physical contact can positively impact our physical and psychological state, and

these ”healing touches” can potentially be used in therapies [125] or psychological
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health care [101].

Improve attachment and reduce social exclusion

One of the most important function of interpersonal touch is that physical contact

can improve interpersonal attachment and reduce the feeling of social exclusion.

Back to the baby monkey experiment, even though the soft �annelette surrogate

mother could not provide the baby monkey with a suf�cient food supply as the

wire-frame surrogate mother did, the baby monkey still spent most of the time at-

taching to the soft surrogate mother [81]. Similar behaviors are also observed in

human beings, such that young children often become attached to certain objects

such as blankets or dolls, especially when the physical contact between the mother

and child is not suf�cient [144]. When a child experiences distress or is afraid, the

physical contact from the mother could provide a feeling of safety and security to

the child, and thus decrease the anxiety level and increase the ability to deal with

social situations [18]. Thus, physical contact plays a very important role in devel-

oping a secure attachment between the mother and the child.

The impact of social touch on social attachment is not just limited to the parent-

child relationship, but also in other intimate relationships. When we feel alone or

anxious, a warm hug or hand held in a warm hand by the partner can positively

impact our mental state, and create an affective connection between couples [75].

Recent research has shown that the social touch performed between couples could

lead to the release of oxytocin in our brains, which helps lower stress levels and

blood pressure, provide trust and security, and further help form a lasting social

relationship [76].

Furthermore, social touch can reduce the feeling of social exclusion in a group.

We may see from the documentary that in the animal world, grooming 2 is a widespread

activity throughout the animal kingdom. Monkeys spend a lot of time sitting to-

gether grooming each other, even if the frequency is already much larger than their

hygienic need [14]. Thus, social touch has been proven to reinforce social structure

and build relationships within the group, and leads to a speci�c decrease in feelings

of social exclusion [234].

2Social grooming, or allogrooming, is a behavior in which social animals, including humans, clean or maintain one an-
other's body or appearance within a social group. Social grooming involves gentle touches as well as stroking, scratching,
and massaging.
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Midas Touch effect

A very famous term related to social touch is Midas Touch. In Greek myth, King Mi-

das owes the power of turning everything he touched to gold, which later turned

his daughter into a golden statue. Nowadays, studies have shown that certain types

of social touch really have the ability to turn this social behavior into ”gold”. In the

famous restaurant study performed by Crusco et al., the brief touch that waitresses

performed on customers, such as a touch on the hand or shoulder, signi�cantly

increased customer's willing of paying tips. The effect of touch only impact the

attitude of paying the tips to the waitresses, and has no impact on the attitude to-

wards the restaurant [38]. They conclude that social touch effects can occur without

awareness. More recent studies with similar settings on Midas Toucheffect have

shown that the interpersonal physical contacts positively in�uence their attitude

towards the touch sender, and that their behavior can also be in�uenced [38, 100].

Many possible explanations for the Midas Toucheffect have been proposed. One

explanation is that interpersonal physical contact is interpreted as a friendly or trust

signal, which then turns into pro-social behavior [185]. But it does not explain why

unconscious touch can also have positive effects on social behavior. More recent

research relates theMidas Toucheffect to the bonding theory I discussed above.

Similar to parent-child touch or touch between partners, these casual interpersonal

touches can also result in the release of oxytocin in our brains. It then triggers the

link between the touch and the positive feelings that we develop in our infancy,

resulting in a positive social response to the touch [62, 48]. No matter which expla-

nation, proper touch can have a positive effect on a person's attitude or behavior

and thus reinforce interpersonal communication.

Communicate affection

One of the most important functions of touch that I want to address in this the-

sis is supporting affective communication. As social animals, it is human nature

to decode feelings of others and also express our own feelings. This ability is cru-

cial for our ancestors to avoid risk, solve con�icts, and support each other [8]. A

large portion of this emotional communication happens through non-verbal com-

munication, as the development of this ability is even earlier than the evolution of

verbal abilities [165, 8]. Even though we don't need to decode the potential dan-

ger of predators from other's emotions now, conveying emotion with non-verbal

communication still works as a crucial part in building interpersonal relationships.
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The commonly used non-verbal languages to express emotion include the facial ex-

pression (e.g., smile, tears etc.), vocal expression (e.g., tone and speed of the speech,

laughing etc.), body language (e.g., postures, gestures etc.), and social touch.

Working together with other non-verbal languages, touch plays an essential role

in affective communication and can be used to express various detailed emotions.

As Field describes, ”touch is ten times stronger than verbal or emotional contact,

and it affects damned near everything we do. No other sense can arouse you like

touch...We forget that touch is not only basic to our species, but the key to it.” A

strong handshake, a �rm hug, an encouraging pat on the back, or a tender kiss,

these physical contact can immediately and effectively convey strong emotion at

times more powerful than other language [115]. Previous research shows that var-

ious emotions such as love, anger, fear etc. can be effectively expressed just by

touching the forearm alone [94], and the recognition accuracy of the expressed emo-

tion through touch is similar to the recognition accuracy of emotional facial expres-

sions [54]. Furthermore, touch might be preferred over other non-verbal languages

when conveying emotions for intimate purposes, such as showing love and sym-

pathy [8]. In the meantime, compared to other non-verbal languages, touch is also

more effective and accurate for conveying intimate emotions [8].

2.3 Mediated touch interaction

In the previous chapter, I introduce how our communication approach has revolted

in past centuries. Nowadays, a large proportion of our social communication hap-

pens through mediated channels. We can communicate information, convey emo-

tions, and in�uence each other's behavior even when we are physically and tempo-

rally separated. With the development of mediated communication technology, the

form of communication is gradually shifting from verbal communication, such as

phone calls or emails, towards a mix of verbal and a variety of non-verbal commu-

nication. However, even though increasing evidence indicates the importance of

touch in affective communication, communicating through the sense of touch, as in

co-located communication, still remains challenging in today's mediated commu-

nication systems.

In this section, I review previous works on supporting mediated touch communi-

cation from the standpoint of HCI. The goal of this section is to present the existing

evidence about whether mediated touch can reliably support affective communica-
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tion, along with the technology and approach current research takes to achieve this

goal. Furthermore, as my approach is to enhance mediated touch stimulation with

multi-modality stimulation, I will introduce cross-modal interaction in touch and

how to use multi-modality stimuli in mediated touch interaction.

2.3.1 Mediated touch generation

It has been decades since researchers started the exploration of technologies that

can create an experience of touch by applying forces, vibrations, or motions to the

user. In this part, I review a few frequently used technologies that have been used

into these touch generation systems.

Vibrotactile actuators

Vibrotactile actuators, also known as vibration motors, have been widely used in

touch generation devices due to their small size and low energy consumption [176].

Two types of vibration motors are mostly used: eccentric rotating mass (ERM) vi-

bration motors (Figure 2.7(a)) and solenoid vibration motors (Figure 2.7(b)). The

ERM vibration motor is a DC motor with an offset (i.e. non-symmetric) mass at-

tached to the shaft. As the ERM rotates, the centripetal force of the offset mass is

asymmetric, resulting in a displacement of the motor. With a high number of rev-

olutions per minute, the motor is constantly being displaced and moved by these

asymmetric forces. It is this repeated displacement that is perceived as a vibra-

tion [175]. On the other hand, solenoid vibration motors are driven by magnetic

�elds. Switching currency stimulates the coils, and generates a magnetic �eld to

cooperate with the ring magnet incorporated into the stator to switch the pairs of

polarity. The fast-switching magnetic �eld generates a force that causes the weight

to move repeatedly, thus generating vibration [175]. Besides, linear resonant actua-

tors (LRAs) that have been used in recent smartphones also belong to the category

of solenoid vibration motors.

Typical vibration motors that are used in touch generation systems usually have

a very compact size and light weight. For example, the ERM vibration motor used

in TaSSt (Figure 2.8(a)) [105] is only 2.7mm in height and 12mm in diameter, with

only a few grams of weight and quite a low cost [105]. These properties ensure high

mobility and make it possible to use the vibration motors in wearable devices [128,

29, 231] or mobile devices (Figure 2.8(b)) [251, 19, 191] without bringing too much

burden, and also open up the possibility of using multiple motors [128, 231] or
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Figure 2.7: (a) Eccentric rotating mass (ERM) vibration motors. (b) Solenoid vibration motors

even an array [105, 157] to increase the expressiveness of the device. Furthermore,

when maintaining �rm contact with the skin, the vibrotactile stimuli generated by

the motors can be clearly and accurately perceived [108, 222, 105]. Thus, different

touch patterns can be simulated and we can even create different types of haptic

illusions [184, 206]. However, despite these advantages in mobility and availabil-

ity, vibration motors can hardly generate human-like touch for affective commu-

nication. As we discussed in the previous section, there are four major types of

mechanoreceptors that are specialized to provide tactile stimuli (Figure 2.1). Our

daily touch interaction involves the activation of these different receptors. Using a

vibration motor which mainly triggers the Pacinian corpuscles in our skin, cannot

effectively simulate complex human-like touch [124].

Figure 2.8: Touch generation systems that used vibration motors. (a) Solenoid vibration motors in
TaSSt device [105]. (b) ERM vibration motors in a mobile-based tactile device [191].
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Pneumatic actuation

Pneumatic actuators are components that convert the energy of compressed air or

gas into mechanical motion. Due to its powerful mechanism, it has been widely

used in many different industrial applications, including automatic control, vehi-

cles, and manufacturing. More recent research has started to investigate pneumatic

actuation in soft robotics as well as in the HCI �eld. When combined with soft and

stretchable material, the pneumatic actuators can provide high-strength yet stable

actuation with any shape needed [179].

Several features make the pneumatic actuator a promising approach to soft ac-

tuation. First is the high �exibility of the pneumatic actuator. Typical fabrication

approaches of the pneumatic actuator, such as heat-sealing or mold casting, make

it easy to implement a complex and personalized design for the actuator [162]. And

the stiffness or the strength of the in�atable part can also be controlled by choos-

ing different materials (e.g.,silicon [254], latex [83], fabrics [162]), using different

in�ation medium (e.g., air [162], gas-liquid �uid [2], liquid [129]), or changing the

parameters of the actuator (Figure 2.9). Furthermore, the cost of producing pneu-

matic actuators is relatively low, while the reliability of deployment is still suf�cient

for soft actuation [26].

Figure 2.9: A wide variety of materials can be used for pneumatic actuators [162].

In HCI research, the soft actuation approach enables a wide range of applications

in supporting tactile experience [44, 263, 258], enabling tangible interaction [83, 68],

and generating a sense of touch [164, 148]. For supporting tactile experience, De-

lazio et al. created a pneumatically-actuated jacket (Figure 2.10(a)) to generate an

embodied haptic experience on upper body [44]. They produced multiple haptic il-

lusions on the upper body by in�ating the different airbags with variable strengths,
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frequencies, and speeds, which provide immersive experiences by engaging the

entire body. It's worth noting that the researchers addressed the pneumatic actu-

ator's ability to generate static pressure stimuli, which the other techniques can

hardly reproduce [44]. They also proposed and tested the application of creating

interpersonal touch, such as a hug, a punch, or a hand tap with the jacket [44].

Similarly, Park et al. also used pneumatic actuator to generate interpersonal touch

while calling (Figure 2.14). They attached an in�atable surface named POKE to the

back of a smartphone, which enables multiple cheek-touch gestures during a phone

call [164]. They showed that pneumatic tactile stimuli could enhance interpersonal

phone communication by support various forms of non-verbal communication and

facilitate the understanding and expression of emotion. Moreover, pneumatic actu-

ation also opens up the possibility of integrating in-place touch input and output,

and thus enables various forms of tangible I/O interaction. This feature will be

further discussed in Chapter 5.

Figure 2.10: Two pneumatically-actuated jacket designs. (a) Delazio et al. created a pneumatically-
actuated jacket to generate an embodied haptic experience on upper body [44]. (b) Mueller et al.
created Hug Over a Distance vest to simulate touch sensation [148].

Shape-memory alloy (SMA)

Shape-memory alloys (SMA) are a unique class of alloys that can be deformed when

cold but return to their pre-deformed shape when heated. Typical commercially

available SMAs transform between 40°C and 150°C and cycle on the order of 30-60

seconds. The transform temperature and speed are settled during the fabrication

depending on the speci�c alloy chosen, the post-processing steps implemented, the

magnitude of power applied, and the speci�c system architecture [255, 99]. This

ability has contributed to the extensive popularity of this material for a wide range

of applications, including automotive, mini actuators and micro-electromechanical
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systems, robotics, and HCI [111].

SMA actuators are actuated by the change of temperature. Without mechani-

cal actuation, the size of the actuator can be quite compact, lightweight, and silent,

which �ts well in on-body applications [111, 255]. For instance, Duvall et al. used

SMA wires in a jacket (Figure 2.11(a)), which can let parents and therapists give

a comforting ”hug” to a child who suffers from Autism Spectrum Disorder (ASD)

anywhere anytime [52]. Yarosh et al. also used the similar on-body compression ap-

proach and created an armband with SMA actuators (Figure 2.11(b)). They showed

that the compression stimuli generated by SMA actuators could be used in inter-

personal communication and remote collaboration, and they found that they were

particularly appropriate for easing mental and physical demand in high-emotion

tasks [255]. In more recent works, Simons et al. took a similar approach and created

pinching, squeezing, and twisting gesture for social touch purposes using different

SMA layouts [198]. They found the SMA actuation approach performed well in

simulating positive affective touch sensations, particularly in comparison to vibro-

tactile stimuli [198] .

Figure 2.11: Two mediated touch devices using SMA actuators. (a) Duvall et al. used the SMA wires
into a jacket, which could let parents and therapists give a comforting ”hug” to a child who suffered
from Autism Spectrum Disorder (ASD) [52]. (b) Yarosh et al. created Squeezeband to generate
squeeze gesture in interpersonal communication and remote collaboration [255]

.

Despite the high expressivity and mobility of SMA actuators, there are some

clear �aws in using the SMA actuation method in mediated social touch. First, the

reaction time of SMA actuators (usually around 30-60 seconds [111, 255]) remains

long compare to other types of actuators. Even though efforts such as adding an
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extra mechanical tension coil spring to speed up the reset speed [255] are made

to reduce the reaction time, it is still not suf�cient for real-time touch communi-

cation. Second, the typical transform temperature of SMA can reach hundreds of

degrees [111]. Thus, an additional protective heat-resistance layer is needed to pro-

tect the users, which however diminishes the tactile perception and introduces the

potential risk of overheating [111, 255].

Electrical muscle stimulation (EMS)

Electrical muscle stimulation (EMS) is a technique that applies electrical impulses

to the user's muscles, which causes an involuntarily contract of the muscle. It de-

livers impulses through electrode pairs formed by an anode and a cathode. When

the EMS device is activated, the electric current travels between the electrode pairs

and passes through nerves and motor neurons. When the internal voltage of the

neuron reaches a certain threshold, the motor neurons activate and pass the signal

to the muscle, causing it to involuntarily contract [130, 4, 132]. The typical elec-

tric currents required for EMS stimulation are below the safety level of human (less

than 100mA), and the muscle can react rapidly (less than 100ms interval) after the

stimuli are delivered [130, 4, 132]. EMS stimulation has already been widely used

in the medical �eld, on replacing/supporting human motor functions in the �eld of

rehabilitation medicine and in sports recovery [130].

Figure 2.12: Three examples using EMS actuators. (a) Lopes et al. used the EMS force feedback into
the VR game and simulate the sensation of being punched [133]. (b) Gomes et al. used a combina-
tion of electrical muscle stimulation, thermal, and mechanical stimulation to simulate interpersonal
touch between couples [69]. (c) Tamaki et al. created a forearm belt to control and guide the user's
�nger movement for learning a new instrument [210].

Bene�ting from its compact size and unique ability to trigger muscle movement,
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EMS stimulation has also been explored in HCI research. For example, Tamaki et

al. presented PossessedHand (Figure 2.12(c)), a forearm belt to control and guide

the user's �nger movement for learning a new instrument [210]. They showed how

precise and powerful EMS stimulation can be in controlling muscles. Except for

controlling the muscles, EMS devices were also used to generate sensations and

enhance the immersion experience. For instance, Lopes et al. used EMS force feed-

back into VR games and simulated the sensation of being punched or hitting a ball

with the foot [133] (Figure 2.12(a)). Furthermore, these EMS-driven physical sen-

sations have also been used to simulate interpersonal touch. In the design of the

TouchYou device, Gomes et al. used a combination of electrical muscle stimula-

tion, thermal, and mechanical stimulation to simulate interpersonal touch between

couples [69] (Figure 2.12(b)). However, there are still some limitations to the use

of EMS actuation in social touch. First, while EMS can be effective at controlling

muscle movement and triggering proprioception sensations, it is less effective at

creating a sensation of being touched, such as a caress or being held. Second, it can

cause muscle fatigue as the muscle is involved in the interaction [132]. Third, in

some cases, the feeling that the muscle is being controlled is reported as unpleasant

or scary by some users [210].

2.3.2 Mediated touch devices

As discussed, supporting affective touch communication is an important yet un-

derexplored topic in current HCI research. Due to the complexity of human per-

ception system and the diversi�ed communication approach, it is dif�cult to create

a universal device that supports vivid touch communication in all kinds of contexts.

Thus, facing different types of communication and interpersonal touch interaction,

different approaches have been purposed to improve mediated touch interaction

experience in communication. In previous works, Wanger et al. classi�ed the body-

centric interfaces according to the body restriction in the environment [235]. Simi-

larly, Pedersen et al. classi�ed the body-centric devices according to the relationship

between human body and the interaction interface [166]. Following the similar clas-

si�cation approach, I summarize previous works on generating mediated affective

touch in three categories: �xed devices, handheld devices, and wearable devices.
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Fixed social touch devices

Previous research has explored using �xed devices to create touch stimulation for

communication. As the devices are �xed, the mobility and power-consumption of

the actuation can be ignored, which leads to more powerful and more �exible actu-

ation to generate touch. For example, Chen et al. explored the use of a robot nurse

(Figure 2.13(b)) to generate a comforting touch on a patient's arm in a healthcare

situation. They discussed the role of social factors in this human-machine touch

interaction and proposed applications for robot-initiated touch in healthcare [30].

Similarly, Teyssier et al. explored the design space of device-initiated touch for con-

veying emotions with a robotic arm (Figure 2.13(a)). By performing the touch to the

forearm of participants with different force, velocity and amplitude characteristics,

they discussed how these characteristics are associated with the emotion perception

of touch stimuli [219].

Furthermore, the robotic arm is also used in interpersonal touch interaction.

Nakanishi et al. used a human-like robot arm (Figure 2.13(d)) to analyze the hand-

shaking interaction during a video-conference [152]. They found that the mutual

touch mediated by the robotic hand could enhance the feeling of being close to the

partner, even though a few unpleasant experiences were reported due to the un-

canny valley issue 3.

In addition to robots, other types of �xed devices have also been designed and

evaluated. Hauser et al. created an interactive bed (Figure 2.13(c)) named Calmer

that can simulate maternal skin-to-skin holding for premature infants. Calmer is

an actuated platform placed in an infant incubator, administering breathing mo-

tion, heartbeat sounds, and skin-like tactility to an infant lying on it. By iteratively

designing and testing the device in the long term, they showed how infant health

development bene�ts from such touch interaction [87].

Handheld social touch devices

Even though �xed social touch devices could generate powerful and �exible stim-

uli without the limitation of mobility, their range of application remains limited for

the same reason. Considering that a large portion of mediated communication hap-

pens in a mobile context, the mobility of the touch device plays a crucial part in

supporting affective touch communication. Thus, researchers explored the design

3Uncanny valley is when the emotional response to a device abruptly shifts from empathy to revulsion as it approaches,
but fails to attain, a lifelike appearance [145].
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Figure 2.13: The �xed devices can have powerful and �exible actuation to generate touch. (a)
Teyssier et al. explored the design space of device-initiated touch for conveying emotions with a
robotic arm [219]. (b) Chen et al. explored the use of a robot nurse to generate a comforting touch
on a patient's arm in a healthcare situation [30]. (c) Hauser et al. created an interactive bed named
Calmer that can simulate maternal skin-to-skin holding for premature infants [87]. (d) Nakanishi
et al. used a human-like robot arm to analyze the handshaking interaction during a videoconfer-
ence [152].

space of generating affective touch with mobilized touch devices, such as handheld

devices.

One of the most researched directions is to integrate mediated touch actuation

into smartphones. As the main device used for mediated communication, smart-

phones are also naturally becoming a promising medium for mediated touch com-

munication. The built-in sensors, batteries, actuators, and various applications of

smartphones open up a lot of possibilities either for tactile interaction or for so-

cial touch. For instance, Rehman et al. created a mobile-based tactile device called

iFeeling to evaluate how personalized vibration patterns can be used to convey

emotional information to visually impaired users [227]. Similarly, more research on

emotional perception of vibrotactile stimuli on smartphones have been conducted,

such as SemFeel [256] or Multi-Moji [251] (Figure 2.20).
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Except for vibration motors, other types of actuators are also used in smartphone-

based touch interaction. Park et al. explored the use of POKE (Figure 2.14), a pneu-

matic actuator on the phone, to enable cheek-touching interaction during the phone

call [164, 163]. POKE delivers these touches through an in�atable surface on the

front of the device that receives index �nger pressure inputs on the back of another

device, while allowing the callers to maintain a conventional phone-calling posture.

They indicated that mediated social touch in distant communication could support

the roles that touch plays in face-to-face communication [164].

Figure 2.14: Park et al. used POKE device to enable cheek-touching interaction during the phone
call [164]. During a phone call, one user (left) touch the silicon button as input, while another user
(right) perceives the touch output on his/her cheek.

Other types of handheld devices have also been used to simulate interpersonal

touch. DiSalvo et al. proposed a hug design sketch that facilitates intimate com-

munication across distances. They discussed the main design factors involved in

the design of robotic touch devices with this concept [46]. Furthermore, O'Brien et

al. [158] compared several doll-like handheld touch devices to represent the other

person's hand in remote touch communications. However, their participants showed

unwillingness to use doll-like touch devices while they were in public, sometimes

even hiding them in their bags or leaving them at home. This result suggests the

importance of social acceptance level when using mediated touch devices in daily

communication.

Wearable social touch devices

The most commonly chosen form of mediated touch device is wearable devices.

First of all, to maximize the tactile perception of mediated touch devices, it is im-

portant to keep good contact between the skin and the actuator. By attaching to our
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bodies directly, wearable social touch devices could enable stable and clear tactile

stimulation under different conditions. Second, like handheld devices, the mobility

of wearable social touch devices is relatively high, which supports communication

in a mobile setting, and thus enables a large range of applications in different con-

texts. Third, by combining with the clothes or wearable accessories, wearable touch

device can have higher social acceptability and comfortableness [67]. According to

different types of touch interaction on different body parts, various wearable social

touch devices were purposed, and they were mainly focused on the upper part of

the body considering social acceptance (see Figure 2.15 [208]). Typical devices in-

clude gloves or rings for hands, bracelets or sleeves for arms, and clothes or belts

for the upper body.

Figure 2.15: Relationship-speci�c touch-area maps. The blue-outlined black areas highlight taboo
zones, where a person with that relationship is not allowed to touch. Blue and red labels signify
male and female subjects, respectively [208]).

Touch interaction on hands. Creating touch on the hand received the most at-

tention in HCI research because it is the most frequently used body part in inter-

personal interaction [103]. The most typical design for hand-based mediated touch

interaction is tactile gloves. For instance, Singhal et al. created a pair of gloves

(Figure 2.16(a)) that allow distance-separated couples to feel the �exing of their re-

mote partners' �ngers through vibrotactile sensations on their skin [200]. Similarly,

vibrotactile glove design was also used in the VibroGlove design. The VibroGlove

generates vibrotactile stimuli on the back of the hand, and it can convey haptic

emoticons that represent the six basic human emotions as well as a neutral expres-

sion [123].

Other types of actuators are also used in tactile gloves. For instance, Ahmed et al.
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proposed using pneumatic actuators in tactile gloves to generate affective touch in

virtual reality applications (Figure 2.16(b)), and they used this design to investigate

how mediated touch device improves multimodal affective communication and in-

creases the sense of social connectedness between users [1]. And as mentioned,

Yarosh et al. used the SMA actuator in the SqueezeBands design and showed its

effectiveness in emotional communication during collaboration tasks [255].

Figure 2.16: Two examples of tactile glove in interpersonal interaction. (a) Singhal et al. created
Flex-N-Feel glove that allow distance-separated couples to feel the �exing of their remote partners'
�ngers. (b) Ahmed et al. used pneumatic actuators in tactile gloves to generate affective touch in
virtual reality applications [1].

Touch interaction on arm. Arm is also a popular location for having both skin-

to-skin touch interaction and mediated touch interaction. It has a large surface,

suf�cient sensitivity to interact with (Figure 2.2(b)), and relatively high social ac-

ceptance (Figure 2.15) for having interpersonal touch interaction [235, 208].

Typical devices for generating mediated touch stimuli on the arm include sleeves

and bracelets. Huisman et al. developed a tactile device named TaSSt [105] (Fig-

ure 2.17(b)), a forearm sleeve that can generate vibrotactile stimuli and sense touch

input at the same time. By activating different parts of the vibration motor array

with different intensities and durations, the TaSSt device could simulate the touch

gestures that we use in daily life to convey different emotions, such as stroke, poke,

or hit. Similarly, Tang et al. also designed and developed a tactile sleeve with a vi-

bration motor array. But instead of targeting supporting touch communication, this

device was designed to simulate different types of social touch to treat ASD [211]

(Figure 2.17(a)). Other types of actuation are also used in the tactile sleeve designs,

such as pneumatic actuation [263] or motors [12].

Except for sleeves, a large portion of the research focuses on generating mediated
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Figure 2.17: Two examples of tactile sleeves in interpersonal interaction. (a) Tang et al. developed
and tested a tactile sleeve for the treatment of ASD. (b) Huisman et al. developed TaSSt that can
generate vibrotactile stimuli and sense touch input at the same time. they also created and tested a
set of touch gestures for the TaSSt device [1].

touch with bracelets or watch-like devices. For example, Pezent et al. designed and

fabricated a wristband named Tasbi (Tactile And Squeeze Bracelet Interface) [169]

(Figure 2.18(a)). By combining vibrotactile stimuli and squeeze force generated by

a tensioning cord, the Tasbi could simulate squeeze gesture as well as various of

tactile hand interactions. Similarly, the Bellowband design by Young et al. also

focuses on generating touch stimulation with vibrotactile and the squeeze mecha-

nism. Eight independent airbags are distributed around the wrist and deliver vari-

ous haptic cues to the wrist [258]. In addition to these devices, the bracelet design

can also be seen in the Squeezeback design by Pohl et al. [173] (Figure 2.18(b)) or

ThermalBracelet by Peiris et al. [167].

Touch interaction on body. Previous research also explored generating touch

stimuli on a larger area of the user's body, which led to the design of touch jackets.

By placing actuators on different parts of the jacket, touch gestures such as a pat,

a hug, or a hit can be simulated on the upper body. For instance, in the HugMe

design, Cha et al. used a vibration motor array in a jacket to enable hug interaction

during video chatting [29]. Similar attempts at hug jackets can also be seen in works

such as [226] (Figure 2.19(a)) or [102] (Figure 2.19(b)). Furthermore, the touch jacket

could potentially be used in a wider range of applications than just hugging. In the

design of the Force Jacket, Delazio et al. used 26 airbags on the upper-body that

cover the arms as well as the front, back, and sides of the body. By precisely con-

trolling the movement of these airbags, they could simulate not only touch gestures
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Figure 2.18: Two examples of tactile bracelets. (a) Pezent et al. designed Tasbi that supported tactile
hand interactions with vibrotactile stimuli and squeeze force [169]. (b) Pohl et al. used pneumatic
actuators in the Squeezeback design to generate a uniform squeeze pressure on the wrist [173].

such as punch, hug and pat, but also haptic illusions such as snakes moving across

the body, snowball hits, or even motorcycle vibration [44].

Figure 2.19: Two examples of hug devices. (a) Tsetserukou et al. designed HaptiHug that supported
interpersonal hug interaction over a distance [226]. (b) Hossain et al. designed a haptic-jacket to
support emotional communication in a virtual reality environment [102].

2.3.3 Multimodal interaction in mediated touch communication

In the previous section, I introduced the cross-modal interaction of touch modality

and other modalities. It is not just an important topic in psychological research,

there has been an increasing interest in HCI research about how to use cross-modal

interaction to better support touch interaction.

The visual modality receives the most attention in multimodal touch interaction.
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The majority of research in multimodal touch interaction has focused on how tactile

feedback improves visual perception and how to support tangible interaction with

tactile stimuli, with less emphasis on multimodal touch interaction in emotional

communication. Early studies such as [3] or [80] investigate how the visual and

touch modalities interact with each other. For example, Akshita et al. tested the

emotional responses of visual stimuli, haptic stimuli, and visual-haptic stimuli, and

explained how visual-haptic interaction could be used in the design of multimodal

affective feedback [3].

Figure 2.20: Wilson et al. investigated the emotional response of different combinations of modalities
(temperature, vibration, and abstract visual displays) with Multi-Moji device.

More recent research expands the exploration of cross-modal interaction to af-

fective interpersonal communication. For instance, Wilson et al. explored the com-

bination of multiple concurrent modalities (temperature, vibration, and abstract vi-

sual displays) for conveying emotional information with the Multi-Moji device [251]

(Figure 2.20). They found that even though each modality works differently on

emotion expression, the combination of modalities increased the available range

of emotional states. Except for abstract visual stimuli, Teyssier et al. [219] found

that more concrete visual cues such as facial expression could also open up a wider

range of emotional expression for touch stimuli.
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2.4 Conclusion

This chapter �rst introduces the working mechanism of human touch perception

and the role touch plays in human communication. Then I highlight different tech-

nologies and research approaches for mediated touch generation. However, even

though efforts are made on mediated touch interaction, current communication sys-

tems' ability to support affective communication through the sense of touch still

remains limited. As Van Erp et al. remarked, mediated social touch is a relatively

young �eld of research that has the potential to substantially enrich human–human

and human–system interaction [230].

Due to the complex human-perception system, existing technologies still lack

the capability to simulate all the properties of human touch. Inspired by works on

cross-modal interaction [3, 251, 80], we argue that combining multi-modality stim-

uli with current touch generation technology would potentially improve the emo-

tional perception of touch. Even though some studies have begun to investigate

the cross-modal interaction between vibrotactile and other modalities [251], there

is still a lack of research into how multi-modality stimuli improve mediated touch

communication. Moreover, how these modalities impact each other in communi-

cation and how these modalities can be used outside of social touch context is still

not clear. To provide insights on these questions, I described our exploration on the

cross-modal interaction between visual modality and touch in Chapter 3. As a com-

plement to works in visual-tactile interaction [219, 3] and thermal-tactile [167, 69]

interaction, I further discussed the multimodal interaction between visual, thermal,

and tactile stimuli in communication in Chapter 4. More importantly, I explored

multimodal touch interaction in the face-to-face communication context, which has

seldom been explored in previous research. In Chapter 5, I discussed the use of

multimodal touch interaction outside of the social touch context.

To overcome the mentioned constraints of existing touch generation methods

such as vibration motors [128, 29, 231, 251] or SMA [111, 255, 99], we also explored

generating more human-like touch with pneumatic actuation. Previous research

suggested that in�atable actuators offer more possibilities for generating realistic

skin-like touch sensations, as they feature a smaller difference in the mechanical

impedance between the device and human [263, 89]. Complementary but distinct

from the pneumatic devices I introduced in this chapter, the approach described in

Chapter 4 focused on the combination of different modalities and mediated touch
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interaction that mimics real-life touch gestures. Furthermore, previous research re-

spectively discussed the input and output capability of pneumatic devices. Inspired

by these explorations, in Chapter 5, we expanded the usability of pneumatic touch

device with highly transparent material and the combination of touch input/output

interactions. This part will be further discussed in Chapter 5.
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3
Touch Is Not Alone: Enhancing Social

Touch with Multimodality

Stimulation

Psychological studies have explored the importance of touch and how people use

touch to communicate distinct emotions [94, 230]. However, as discussed in Chap-

ter 2, the expressiveness of most current social touch devices remains limited. This

results in dif�culties in precisely interpreting touch signals and their associated

meaning. Moreover, touch is, by essence, ambiguous because similar touch signals

can have very different meanings depending on the context [119]. Thus, additional

information may help to disambiguate touch signals and make them more expres-

sive. More speci�cally, I would like to explore if using multimodality stimuli can

improve the emotional perception of the touch stimuli.

In this chapter, I start my exploration with the enhancement of visual modality.

To this end, I present VisualTouch, a haptic sleeve consisting of a haptic layer and

a visual layer. I �rst introduce the design rationale of VisualTouchwith the main

human factors we considered for building the device. I then present the design

and implementation of VisualTouch. Finally, to explore the effect of dynamic visual

cues on the emotional perception of vibrotactile signals, I present our two studies

with VisualTouch, and discuss the insights with R ESEARCH QUESTION 1(A ) of this

thesis: Can we use multimodality stimuli to improve the emotional perception of
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current social touch technology?

3.1 Motivation

As mentioned in Chapter 2, vision is the most important sensory channel for per-

ceiving the outside world. Moreover, there is a strong interaction between vision

and touch, especially when visual and touch signals are congruent [135]. And this

interaction can be leveraged to improve the perception of touch [122, 154]. In par-

ticular, we 1 consider color as it has been shown to have a strong impact on affective

communication.

Furthermore, studies have shown a strong interaction between color and emo-

tion. Back in 1954, Wexner et al. investigated the association between colors and

mood-tones [239]. More recent studies, such as Suk et al. [207] or Wilms et al. [250]

evaluated the effect of colored light using LEDs. Similarly, Simner et al. discov-

ered a touch–color correspondencs which in�uences our perception of tactile qual-

ities [197].

Considering the potential of using color to enhance the perception of emotions,

we designed a prototype that combines tactile output with colored visual signals.

More speci�cally, our hypothesis is that congruent visual cues can help counter-

balance the imprecision of tactile perception (either due to inherent ambiguity or

technological limitations), and thus enhance the expressiveness of affective touch.

3.2 VisualTouch

Based on the motivations outlined above, we designed the VisualTouchprototype

(see Figure 3.1).VisualTouchis a wearable device that is placed on the forearm of the

user by wearing a polyester sleeve strapped with elastic bands and velcro. There

are two modality layers: the visual layerwhich consists of an array of LEDs, and

the vibrotactile layerwhich consists of an array of micro vibration motors. The visual

layer covers the whole surface of the device, and the vibrotactile layer makes contact

against the skin of forearm.

Meanwhile, a web-based user interface is developed to generate touch stimuli

and transmit them to the wearer of VisualTouchsleeve (Figure 3.5). In normal usage,

1Main part of this chapter was published in 2019 ACM International Conference on Multimodal Interaction (ICMI'19).
Thus, any use of “we” in this chapter refers to the authors of this work: Zhuoming Zhang, Robin H éron, Eric Lecolinet,
Françoise Détienne and St́ephane Sa�n.
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Figure 3.1: VisualTouch

the sender of mediated touch generates and sends the touch signal in real-time by

touching the interface on a touch-sensitive device like a smartphone or a tablet.

The intensity, location, and duration of the sent touch stimuli can be controlled by

the sender by implementing different touches on the screen. When a touch signal

is sent by another person, the receiver can feel the vibration on the forearm along

with a congruent visual movement.

When the VisualTouchsleeve receives the touch signal from the sender, both the

visual layer and the vibrotactile layer are activated. In normal usage, the array of

vibration motors will vibrate following the sequence of the touch gesture that the

sender performed. Meanwhile, the visual pattern follows the vibration pattern at

the same speed and the same intensity, with a color that is preset by the sender. It

is aimed at raising the tactile attention of the receiver and to enhance the emotional

perception of the tactile cue. By offering more degrees of freedom (e.g. by using

color), it can also provide additional information.

3.3 Implementation

3.3.1 Visual layer

The visual layer is the top layer. This layer displays the movement of the touch on

the forearm. The visual cues are displayed by a 10cm*17cm LED array consisting
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Figure 3.2: Structure of VisualTouch. (a) The visual layer of VisualTouch, it consists of sixty (10*6) RGB
LEDs. (b) The tactile layer of VisualTouch. Sixty '1027' micro-vibration motors are wrapped in the
sleeve with insulation tape. (c)the circuit of VisualTouch

of sixty (10*6) RGB LEDs (Figure 3.2). This array consists of individually address-

able RGB LED strips (ref. WS2812B) which incorporate intelligent digital port data

latches and signal to reshape ampli�cation drive circuits.

Because of working memory in tactile sensation, the sense of touch can be per-

ceived for a few milliseconds when we are touched by others [11]. Hence, we de-

cided to make the trace fade away gradually over one second to simulate the persis-

tence of touch. Although our device provides an unusually large number of LEDs,

this number is still insuf�cient to deliver a very accurate pattern. Moreover, shape

of corners and other gesture discontinuities can affect the �uency of the resulting

effect. We thus implemented an anti-aliasing effect, using two complementary tech-

niques. First, an anti-aliasing algorithm decreases the intensity of LED light and

blurs sharp corners. Second, we added a physical cover (made of cotton cloth, pa-

per sheets, and cotton wool) to the LED display to obtain an unpixelated rendering

effect (Figure 3.3 ).

3.3.2 Vibrotactile layer

In previous sections, we reviewed possible ways of generating tactile feedback us-

ing vibration motors, solenoids, air jets, ultrasounds, etc. As our main purpose was

to evaluate how vision and color could enhance touch perception, we used common
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Figure 3.3: The anti-aliasing effect of VisualTouch. (a)Without anti-aliasing. (b)With anti-aliasing
algorithm. (c)With anti-aliasing cover sheet.

technology to generate tactile feedback. Located beneath the previous layer, the vi-

brotactile layer consists of sixty '1027' micro-vibration motors. Both layers have the

same spatial arrangement so that the motors are aligned with the LEDs of the vi-

sual layer. These motors are driven by PWM (Pulse Width Modulation) waves, to

generate tactile signals with proper intensity and location. Thus the frequency of

the vibration can be controlled to change the perceived intensity of touch stimuli

accordingly.

All motors are attached on a polyester sleeve and covered with insulation tape

to stabilize them. When a touch signal is detected, the motors corresponding to

the target area vibrate 300ms (including the time to shade away). According to the

results of the 2PD test [137], touch resolution on the forearm is around 2 cm. So

considering the limited resolution of the sense of touch, the anti-aliasing effect is

not been used on the vibrotactile layer.
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Figure 3.4: One example touch gesture. (a) The shape of the gesture. (b) Step 1 6 shows the move-
ment of the viusal cue as well as the vibration.

3.3.3 Input and control

Touch patterns can be produced computationally or by using a user interface that

was developed for this purpose. The interface captures the movement and the pres-

sure of a movement on a touch-sensitive surface such as a touchscreen. The larger

the force implemented to the screen, the stronger the vibrotactile will be generated

on the sleeve, and this intensity can be changed dynamically during one touch pat-

tern. This feature makes it possible to create realistic touch patterns as it can capture

the characteristics of actual human touch gestures. Gestures are encoded as a se-

quence of points with their corresponding location, timestamp and pressure values.

In addition, a color can be attributed to the whole gesture. In the current setting,

the touch stimuli are generated through a touch-sensitive smartphone. However,

the VisualTouchprototype can also work with any sort of compatible data, obtained

for instance through pressure-sensitive fabrics [85], a tactile suit [108], etc.

Lastly, a JavaScript robotics and IoT platform called Johnny-Five [15] controls

the VisualTouchprototype in real-time. The received data is transferred to Arduino

with Firmata format under the StandardFirmataprotocol. The vision layer receives

the data from a digital port and the vibrotactile layer through the I2C bus. Four

PCA9685 16 channel PWM driver chips are used to control the 60 motors. A simple

amplifying circuit, consisting of a 220 Ohm resistance and a BC547B transistor, is

attached to each motor. The PWM frequency is 980Hz. The duty cycle is 90% for
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Intense touch, 60% for Mild touch and 30% for Soft touch.

Figure 3.5: First round iteration of VisualTouch. (a) Interface for the �rst round of iteration. (b) PCB
board for the vibration layer.

3.3.4 VisualTouch - iteration

From our observation and participants' feedback, we found that: 1) the complexity

of the circuit makes the whole device quite fragile and hard to repair; 2) the size of

the actuation part affects the experience of wearing the device; 3) the use of Arduino

Uno and the external power supply increases the dif�culty of using it in communi-

cation as the plenty of cables limits the mobility of the device; 4) the perception of

the vibrotactile stimuli. Thus, we 2 iterated the VisualTouchdesign to improve the

mobility, robustness and generating more realistic touch stimuli.

In the iteration, we 1) simpli�ed the circuit by changing the wire connection of

the actuation into printed circuit board (PCB), and 2) using battery and Wi-Fi mi-

crochip (ref. ESP8266) as power supply and controller to reduce the cable connec-

tion. These procedure makes the device much more rigid and all the interactions

can be done remotely in a wireless way. Furthermore, we also explored an alterna-

tive solution to replace the 60 (10 * 6) vibration motors into 10 (5 * 2) servo motors.

Although there is a little sacri�ce in the precision of the touch gesture, the strong

tactile feedback from the servo motor and rigid structure make it much more possi-

ble to be used in real touch communication.

The second version of prototype was being used and tested in another study in

the ANR Social Touch research project framework.

2The revision of VisualTouchis a collaboration work with Micka ël Bouhier, Karim Benkalaia and Robin Heron.
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Figure 3.6: Second round iteration of VisualTouch. (a) The two layers are placed into the 3D printed
case to ensure stability. (b) Alternative tactile actuation with 5 * 2 servo motors. (c) Final user
interface of VisualTouch.

3.4 Tactile emotional response

As previously explained, our goal is to investigate whether colored visual cues im-

prove the perception of tactile cues. Our hypothesis is that congruent visual cues

can help counterbalance the imprecision of tactile perception (either due to inher-

ent ambiguity or technological limitations), and thus enhance the expressiveness

of affective touch. We conducted two studies with the �rst version of VisualTouch

prototype for this purpose. The �rst study, which is presented in this section, was

conducted to select appropriate tactile stimuli for the second study (i.e. stimuli that

produce suf�ciently different emotional responses). The second study, which will

be presented in the next section, compared the emotional response when visual

stimuli were present or not.

3.4.1 Stimuli

Taking previous research into consideration [251, 105], we used three dimensions,

and two values on each dimension, to generate the vibrotactile stimuli: Duration

(L: Long or S: Short), Intensity (I: Intense or M: Mild), and Dynamism(S: Static or
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D: Dynamic). Eight different stimuli were thus obtained by crossing these dimen-

sions: LIS, LID, LMS, LMD, SIS, SID, SMS, and SMD. The duration was, respec-

tively, 2500ms and 1000ms for Long and Short touch stimuli. The Intensity of the

stimuli was controlled through PWM wave. The PWM frequency is 980Hz. The

duty cycle is 90% for Intense touch and 60% for Mild touch. The last factor, Dy-

namism, depends on whether the stimulus involves movement (Dynamic) or not

(Static). The stimuli captured through the smartphone were manually modi�ed to

match the previously described parameters. The parameters of the stimuli are se-

lected and tested during the pilot test within our colleagues.

3.4.2 Emotion assessment

Emotions can be assessed through not only physiological or behavioral data but

also verbally. A �rst particularly used method for assessing emotions consists in

asking the participant to select affect words from a list [94, 95, 205]. Another method

ask participants to rate their feeling over two scales (Valence and Arousal) ratings

which can later be represented on the circumplex model of emotions developed by

Russell et al. [187, 251]. In our experiments, we used the Self-Assesment Manikin

(SAM), which provides visual clues (cartoon-like images) to help participants to

rate Valence and Arousal on a scale [17, 250, 207]. Thus, a sheet with two SAM

scales (one for Valence and one for Arousal) and affect words representing each

pole was provided to participants before each experiment [17] (Figure 3.7). To

answer, participants were asked to circle one number on each scale.

Figure 3.7: SAM presentation sheet
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3.4.3 Participants

16 participants (22-45 years old; mean: 26.4) involved in our study. No participant

reported sensorimotor impairments or color vision de�ciency.

3.4.4 Procedure

The participants were asked to sit in front of a desk and the experiment was ex-

plained to them. They were then asked to read and sign an informed consent form,

and the VisualTouchprototype was strapped on their non-dominant arm. The objec-

tive of the study was to explore the general emotional interpretation of visuo-tactile

signals and whether multimodality channels can enhance the emotional perception

of tactile signals. Following previous research in emotional haptic communication

studies [251, 95], we told the participants 1) that the stimuli had been recorded by

another person who intended to convey certain emotions through these stimuli, 2)

that their task was to assess the intended emotion of each stimulus. In other words,

the task was to evaluate the interpretation of the emotion expressed by a sender.

After clarifying the procedure, four training stimuli were displayed to familiar-

ize participants with the device, as well as SAM scales. The eight previously de-

scribed stimuli were then presented twice to the participants, in a random order.

The participants were asked to rate the Valence and Arousal after each stimulus,

using the SAM scale. A short interview was conducted at the end of the exper-

iment. Throughout the experiment, participants wore headphones playing white

noise, at a comfortable volume so they would not hear motor noise. The visual

layer of the VisualTouchprototype was not activated in this experiment.

3.4.5 Results

The mean score for each touch stimulus on Valence and Arousal are presented in

Table 3.1. As shown in the table, larger differences were obtained for Arousal than

for Valence. The results of a MANOVA for Valence and Arousal show a signi�cant

effect (Pillai's Trace = .54, F14;496= 12.9, p < .001)). A repeated-measures ANOVA

on both Valence and Arousal scores showed no signi�cant effect on Valence, but a

signi�cant main effect on Arousal ( F7;8= 78.49, p< .001).

As the goal of this �rst study was to �nd a few stimuli producing a substantially

different response, we mainly took Arousal into consideration to select them. First,

we selected the LID and SMS stimuli because they have the highest and lowest
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Arousal scores. Then we added the LMD stimulus, which had the highest Valence

score and a medium Arousal score. Finally, we selected a fourth stimulus, SIS, to

balance stimuli in terms of Duration, Intensity, and Dynamism. This choice re-

sulted in having two stimuli for each value of the (Duration, Intensity, Dynamism)

dimensions: two with a Short Duration, two with a Long Duration, two with a Mild

Intensity, etc.

Table 3.1: Mean and standard deviation for Valence and Arousal of the eight touch stimuli

Valence Arousal

touch m sd touch m sd

LMD 5.62 2.20 LID 7.78 1.48

LMS 5.03 2.02 LIS 7.56 1.44

SMS 4.97 2.07 SID 7.12 1.48

SID 4.94 2.45 SIS 5.31 1.57

SMD 4.87 1.79 LMD 4.91 1.65

SIS 4.59 1.86 LMS 4.91 2.02

LIS 4.53 2.77 SMD 4.41 1.48

LID 4.31 2.84 SMS 2.81 1.60

Another advantage of selecting these speci�c stimuli is that they correspond to

well-known touch gestures: LID (Long, Intense, Dynamic) corresponds to a Rub,

LMD (Long, Mild, Dynamic) to a Stroke, SIS (Short, Intense, Static) to a Hit, and

SMS (Short, Mild, Static) to a Pat gesture (for the sake of clarity, we will use these

naming in the rest of the paper). As this selection provided a reasonable coverage

of common touch gestures, we did not retain more stimuli to avoid making the next

experiment too long.

3.5 Visuotactile emotional response

The objective of this second study was to investigate the interaction between vi-

sual and tactile cues. For this purpose, we considered and combined three factors:

Tactile Output, Color, and Visuo-Tactile Congruence. We considered two factors

for the visual modality: 1) Color because of its impact on emotional response, and

2) Congruence between tactile and visual signals, as this factor may reinforce the

perception of tactile stimuli.
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3.5.1 Stimuli

Figure 3.8: Three visual conditions (congruent dynamic or static visual and non-congruent visual)

Tactile Output: We used the four stimuli which were selected in the previous

study, i.e., Rub, Stroke, Hit, and Pat, using the same (Duration, Intensity, Dynamism)

characteristics.

Color: We chose to use the Red, Green, Blue and White colors because these colors

have been widely considered in previous literature and have been shown to signif-

icantly impact Valence and Arousal [207, 239].

Congruence:Congruence here means that the tactile and the visual signal follow

the same movement on the two layers of the VisualTouchprototype (Figure 3.8, left

and middle). In the non-congruent condition (Figure 3.8, right), eight LEDs were

displayed at a �xed position that is not related to the tactile signal. This visual sig-

nal was suf�ciently large to be easily noticed. It was never similar to the tactile

signal, even for static tactile stimuli, because the LEDs were not at the same loca-

tions than the motors that were vibrating. In both conditions (either congruent or

non-congruent), the duration and the intensity of the LEDs followed the duration

and the intensity of the tactile stimuli, so that the only difference was whether the

movement of the two signals was the same or not.

Combining of these three factors led to three types of multimodality stimuli:

Touch Only (4 tactile stimuli without visual feedback), Congruent Visual Movement

(4 tactile stimuli x 4 colors = 16 stimuli), Non-Congruent Visual Movement(4 tactile

stimuli x 4 colors = 16 stimuli). This study thus involved a total of 36 stimuli (4 +
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4x4 + 4x4).

3.5.2 Participants

The study featured 12 participants (22-36 years old; mean: 26.4). No participants

were color-blind or reported sensorimotor impairments. None of them participated

to the previous experiment.

3.5.3 Procedure

This study was conducted under the same conditions as the previous one, except

that the visual layer was used. After four training stimuli, the 36 stimuli were pre-

sented twice in random order. After each stimulus, the participant was asked to

rate Valence and Arousal with the SAM scale. A short interview was conducted at

the end of the experiment.

3.5.4 Results

First, we obtained similar results as in the �rst study (see section 5) for Touch Only

stimuli by conducted a one-way repeated-measures ANOVA only on this data. We

then conducted a MANOVA on the whole data set. The results show signi�cant

effect for Touch( F6;1656=121.08, Pillai's Trace = .61, p< .001), Color (F8;1656=20.36,

Pillai's Trace = 0.18, p < .001),Congruence(F2;827=11.62, Pillai's Trace = .03, p< .001)

as well as for the interaction Touch*Congruence(F2;827= 4.26, Pillai's Trace = .03, p

< .001). In order to assess the effect of our three factors on Valence and Arousal

more precisely, we divided our statistical analysis into two parts:

Table 3.2: Factors effects on Valence

Factors Effect on
Valence

Comments

Touch p < .001 the higher the intensity the lower the Valence, the
higher the duration the higher the Valence

Color p < .001 red and blue are perceived as negative while green
and white as positive

V-T Congruence p = .002 congruent stimuli are perceived as more positive

V-T Congruence x
Touch

p = .005 effect only present with dynamic stimuli

71



3.5. Visuotactile emotional response Chapter 3. Multimodality stimulation

Touch and Color:Congruent stimuli are not included in this analysis so that the

results only depend on tactile stimuli and color (LEDs at a �xed position, no visual

movement). Touch Onlysignals (thus not involving color) were taken into account

in this analysis. A 4 x 5 repeated-measures ANOVA was performed on both Valence

and Arousal scores, then Post-hoc t-tests for pairwise comparisons, with Bonferroni

correction. The within-subject factors were Touch and Color.

Congruence and interactions:This second part analyzes the effect of Visuo-Tactile

Congruence and the interactions between all the factors. As they do not involve

visual feedback, Touch Only signals are irrelevant for evaluating congruence and

were thus discarded in this analysis. We performed, a 4 x 4 x 2 (Touch x Color

x Congruence) repeated-measures ANOVAs on Valence and Arousal, then Post-

hoc t-tests for pairwise comparisons with Bonferroni correction. The within-subject

factors were Touch, Color and Visuo-Tactile Congruence. Table 3.2 and table 3.3

summarizes the signi�cant effects of the factors on Valence and Arousal.

Table 3.3: Factors effects on Arousal

Factors Effect on
Arousal

Comments

Touch p < .001 the higher the intensity and the duration the higher
the Arousal

Color p = .002 the addition of color increases the Arousal

V-T Congruence p = .001 congruent stimuli are perceived as less aroused

V-T Congruence x
Touch

p < .001 effect only present with static stimuli

Touch and Color

There is a signi�cant main effect of Touchon Valence(F3;33= 9.53, p< .001). Stroke is

perceived as signi�cantly more positive than Rub or Hit ( < .001). Pat is perceived

as signi�cantly more positive than Rub or Hit (p < .02). There is also a signi�cant

main effect of Touchon Arousal (F3;33= 278.65, p< .001) with signi�cant differences

between every stimuli (p < .001) except between Hit and Stroke.

Concerning Color, there is a signi�cant main effect on Valence(F3;33= 33.20, p

< .001) with Red (m = 3.66, sd = 2.01), Blue (m = 4.14, sd = 1.66),Touch Only(m =

4.53, sd = 1.86), White (m = 5.21, sd = 1.58) and Green (m = 5.81, sd = 1.91). The

Red and Blue colors are perceived signi�cantly more negative than the White and
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Figure 3.9: Distributions of Colors split by Visual-Tactile Congruence on the Circumplex model of
emotion

Green colors (p < .001).Touch Onlystimuli are perceived signi�cantly more positive

than stimuli with Red color (p = .001) and signi�cantly more negative than stimuli

with Green color (p < .001).

There is also a signi�cant main effect of Color on Arousal (F3;33= 4.89, p = .002)

with Touch Only(m = 4.79, sd = 2.30), White (m = 5.47, sd = 1.94), Green and Blue

(m = 5.48, sd = 2.11 and 1.87) and Red (m = 5.59, sd = 2.16). Colored stimuli are

perceived signi�cantly more intense than Touch Onlystimuli (p < .05).

In short, Colorimpacts Valence progressively, with the Touch Onlycondition hav-

ing a neutral value. Coloralso impacts Arousal, but the Touch Onlycondition then

has the lowest effect. This suggests thatColorcan be used as an effective means for

improving the emotional response, especially for Arousal, as shown in Figure 3.9.

Visuo-Tactile Congruence

We observed a main effect of Congruenceon Valence (F1;11= 15.65, p = .002), with

Non-Congruent (m = 4.70, sd = 1.98) and Congruent (m = 5.26, sd = 2.08). There is

also a main effect of Congruence on Arousal (F1;11= 17.06, p = .001), with Congruent

(m = 5.23, sd = 2.25) and Non-Congruent (m = 5.53, sd = 2.02). Congruent stimuli

appear to increase Valence, but to decrease Arousal.

A more in-depth analysis clari�ed this effect. As shown in Figure 3.10, there are

interaction effects on Valence and Arousal between Touch and Congruence. First,

there is an interaction effect on Valence (F3;33= 4.97, p = .005), but signi�cant differ-

ences between Congruent and Non-Congruent stimuli only for Rub (p = .02) and

Stroke (p = .002), as can be seen on Figure 3.10. Second, there is also an interaction
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Figure 3.10: Visuo-Tactile Congruence effect on the touch distribution on the Circumplex model of
emotion (grey - congruent, hashed - non-congruent, white - Touch Only)

effect on Arousal (F3;33= 6.77, p< .001), but signi�cant differences for tactile stimuli

Hit (p = .005) and Pat (p = .007).

Hence, it seems that congruent dynamicstimuli (Rub, Stroke) increase Valence,

but congruent staticstimuli (Hit, Pat) decrease Arousal. This result is interesting as

it opens a way to widen the spectrum of emotions.

Evaluating emotions

We also got some interesting feedback from the interviews. First, most of partici-

pants tended to associate Valence with Color (7/12 participants): the Red color be-

ing mostly seen as negative (10/12), and the Green color as positive (8/12). White

was rather seen as neutral positive (5/12), and Blue as neutral negative (5/12). In

contrast, Arousal was more often associated with Touch (9/12), and was also in-

�uenced by the intensity of the Color and the length of the pattern (6/12), with

longer patterns were perceived as more aroused (4/12). Interestingly, two partici-

pants also associated non-congruent color movement with eyes movement (jovial

or frightening).

74



Chapter 3. Multimodality stimulation 3.6. Discussion

3.6 Discussion

Our observations tend to con�rm our main hypothesis that the visual layer en-

hances the communication of emotion in mediated social touch. In the �rst study,

we observed that the type of tactile stimuli has only a signi�cant effect on Arousal.

This means that different types of Touch stimuli succeed in conveying only a partial

emotional information: the intensity of the perceived emotion, but not the Valence.

Adding a visual layer strengthens the variety and the amplitude of the emotional

feelings of the participants. There is a signi�cant effect of color on Valence scores,

with Red and Blue (lowering), Green and White (increasing) signi�cantly modify-

ing the Valence of the interpreted emotion. The interviews con�rm that Red and

Blue are associated with more negative emotions (anger, sadness), and White and

Green with more positive emotions (happiness, enthusiasm). This can be linked

with the cultural background as these results are similar to those of previous re-

searches on color and emotion [251, 207, 250].

Although we also observe an effect of color on Arousal, it is only the presence

of the visual display of a color that increases the perceived Arousal of the stimu-

lus, no matter which color it is. This would mean that in the VisualTouchsetting,

the tactile stimuli can determine the Arousal, and the Color the Valence. Moreover,

Visuo-Tactile Congruence increases the expressive capabilities of the device. The in-

teraction effect between Touch and Visuo-Tactile Congruence shows that Congruent

stimuli allow a widening of the distribution of the scores on the Circumplex model.

These results support the idea that adding a congruent visual layer can help

express more subtle stimuli, thus allowing greater variations in the emotional re-

sponse of the receiver. More importantly, these results respond to R ESEARCH QUES-

TION 1(A ) of this thesis: Can we use multimodality stimuli to improve the emotional

perception of current social touch technology?Although the vibration motors are still

limited to generating expressive emotional touch stimuli, the addition of congruent

visual effects to the touch modality still expands the spectrum of emotion percep-

tion, thus opening new opportunities to support emotional communication in social

touch.

There are still some limitations to this work. In the VisualTouchprototype, we

used vibration motors as the actuator to generate tactile stimuli, which can trigger

Pacinian corpuscles in our skin. This limitation has also been noted by the partic-

ipants. They mentioned that even though the vibrotactile perception was comfort-
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able and very interactive, it was not similar to any type of touch in real life. Thus, in

order to support affective touch communication, generating more human-like tac-

tile stimulation using appropriate actuation and material technologies is necessary.

Thus, except for my next step is to answer RESEARCH QUESTION 2 of this thesis in

the next chapter: How can we generate more human-like tactile stimulation to improve

multimodal touch interaction?

Meanwhile, our evaluation and discussion of VisualTouchjust concerned the per-

ception of multimodality stimuli, while our goal is to use multimodal touch in-

teraction into our daily communication and interaction. Thus, to understand the

role multimodal touch plays in communication, further discussion (in C HAPTER

6 of this dissertation) of the VisualTouchand different modalities in the context of

communication and interaction is necessary. And the further discussion will also

respond to RESEARCH QUESTION 3 of this thesis: How can we incorporate multimodal

touch interactions into our everyday communication and interaction?
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4
Generating Human-like Touch:

Improving Mediated Social Touch

Sensation Using Pneumatic Actuation

In the previous chapter, I explored how the use of the visual modality improves

emotional perception of tactile stimuli. Meanwhile, the vibration motor used in Vi-

sualTouchprototype has been shown to be insuf�cient to generate expressive and re-

alistic social touch [60]. From the evaluation of VisualTouch, participants also made

similar remarks about the sensation of vibrotactile stimuli, such as “ [the touch stim-

uli] is comfortable and interesting but doesn't feel like a real touch”. Thus, in order to

improve our daily touch communication and interaction with multimodal stimula-

tion, generating more realistic touch sensations is necessary.

In Chapter 2, we reviewed different technologies that have been used in touch

generation devices. Typical actuators include shape memory alloys (SMA), electri-

cal muscle stimulation (EMS), air-jet, pneumatic etc.. SMA can generate high loads

with a small device size, and it has been used to generate the sense of squeeze [255,

77] or skin-stretch [150]. But the response speed to either activating or resetting the

actuator is slow compare to other types of actuators. For example, the response time

of SMA actuator in SqueezeBands prototype was over 10s [255], while the response

time of vibration motors in VisualTouchwas less than 100ms. This feature of limited

SMA's usage in communication. Air-jets devices are used to generate pressure on
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skin, but the actuation parts are usually large and �xed [209, 225], and it is hard to

balance the size of the device and the strength of the generated touch stimuli. EMS

devices are usually compact and suitable for mobile and wearable applications, but

the accuracy is limited and some users perceive temporary discomfort caused by

the electrical stimuli on muscles [132].

Meanwhile, pneumatic actuators offer more possibilities of generating realistic

skin-like touch sensation. They feature a smaller difference in mechanical impedance

between the device and human [263]. In this chapter, I present the SansTouch, a mul-

timodal pneumatic hand sleeve used along with a smartphone, to enable mediated

hand-to hand interactions such as handshakes or holding hands. I �rst present

the survey study about social touch breakdown based on the background of the

COVID-19 crisis, which motivated our design of SansTouch. Then I introduce the de-

sign and implementation of SansTouch. To assess whether a mediated touch device

like SansTouchcan enhance social experiences between users with semi-intimate re-

lationships during face-to-face communication while social distancing, I conducted

a qualitative usability test with 12 participants. Finally, I discuss the main design

factors for building pneumatic multimodal touch devices based on insights from

the study.

4.1 Background: Social touch breakdown

In Chapter 2, I discussed the importance of social touch to our physical and social

well-being. However, social touch communications can be highly restricted under

certain circumstances, for instance due to social distancing during a pandemic like

COVID-19 [34] or for people with medical conditions [189, 86]. Moreover, social

touch breakdowns may not only have direct consequences on intimate relation-

ships such as families or close friends, but also on semi-intimate relationships such

as casual friends or colleagues. Research highlighted that long-term touch depriva-

tions may severely impact health and well beings [57, 78]. As such, it is important to

overcome these social touch breakdowns with mediated touch devices, especially

under circumstances in which people might have to practice social distancing for a

long time [34].

To this end, our work aims to complement and expand the design space of

computer-mediated touch, to better support interpersonal touch communications

that are: 1) not only for users with intimate but also semi-intimate relationships,
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and 2) not only used in remote but also face-to-face communications.

To better inquire into the potential use case scenarios of touch devices in face-to-

face communications, we 1 �rst conducted a survey with 136 participants (followed

by in-depth interviews with 6 participants) to investigate social touch breakdowns

due to social distancing during the COVID-19 pandemic (Due to social distanc-

ing measures, people around the world have been forced to restrict and/or change

their social touch habits even when they are co-located with others, especially after

COVID-19 pandemic lockdowns were imposed in their countries [22].).

To better understand potential challenges and use case scenarios of mediated

touch devices in face-to-face communication, we were interested to investigate the

forms of social touch that were highly restricted with social distancing, the rela-

tionships that suffered from social touch breakdowns, and the challenges of re-

establishing the alternative ways of touching others while social distancing.

4.2 Study: survey on social touch with social

distancing

4.2.1 Recruitment and participants

We recruited 136 participants (46% women, 52% men, 2% preferred not to say) who

were at least 18 years old in different countries. More than half of them are adults

below 30 years old (56%). The rest are between 30-40 years old (31%), 40-49 years

old (4%), and 50-59 years old (8%). The effect of cultural backgrounds on social

touch breakdowns was not our focus, so we did not speci�cally control the country

of residence nor the cultural background as an independent variable in the partic-

ipant pool. That said, to diversify our participant pool, we tried to include partic-

ipants from different cultural backgrounds. Our participants were currently living

in different continents: Europe (59% of participants), Asia (36%), America (4%), and

Australia (1%). Although the majority of them lived in Europe, the participant pool

included diverse cultural backgrounds: 58% Asian, 37% Europeans, 4% Americans

(i.e., north and south Americans), and 1% Africans. Around one third of them (33%)

currently lived outside of their country of origins. When �lling in the survey, the

lockdown had ended for more than a month where the majority of the participants

1Main portions of this section was published in 2021 ACM Conference on Human Factors in Computing Systems (CHI'21).
Thus, any use of “we” in this section refers to the authors of this work: Zhuoming Zhang, Jessalyn Alvina, Robin H éron,
Stéphane Sa�n, Françoise Détienne and Eric Lecolinet.
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(70%) lived.

4.2.2 Method

The participants completed the online survey in 15 minutes on average. The sur-

vey consisted of �ve parts. Part 1 collected demographic data including countries

of origin and residency. Part 2 asked participants about their social touch habits

before the lockdown started, while Part 3 about their new social touch habits after

the lockdown ended. In these two parts, we asked about 1) the frequency of social

touch (Likert-scale 1=“ Never” to 5=“ Always”); and 2) the forms of social touch (e.g.,

handshake, holding hands, hugs, kissing cheeks, etc.) for different relationship cat-

egories (Figure 4.1). We chose the relationship categories considering different inti-

macy levels and our pilot study with three participants. Speci�c to Part 3, we asked

two additional questions: 1) the forms of social touch that the participants wished

to do but did not after the lockdown; and 2) frustration levels for their current so-

cial touch habits (Likert-scale -2=“ Extremely frustrated” to 2=“ Extremely happy”). In

Part 4, we asked the participants to share social touch breakdown stories: a past event

in which, during a face-to-face communication, they wanted to touch someone but

could not due to social distancing (if any). For each story, the survey asked: 1) with

whom; 2) the context (e.g., why they did not touch); 3) the form of social touch they

wanted to do; 4) the purpose of social touch; and 5) what they did instead. Part 5

was optional: we gave a touch breakdown scenario to the participants, and asked

them to imagine solutions to touch but without touching skin-to-skin. We told the

participants that they could build any imaginative device to mediate the touch, but

we did not restrict the solutions to technology-mediated touch only.

We also conducted follow-up interviews: we �rst went through the social touch

breakdown stories from the survey, then contacted 8 participants with the richest

stories, i.e., included concrete details related to social context and/or how they dealt

with it (6 participants responded). This helped us to understand the nuances in the

issues and the rationale behind their social touch decisions. These interviews lasted

20-45 minutes.

4.2.3 Data Analysis

We started the data analysis by performing statistics on the quantitative data (i.e.,

Likert-scale data) related to the evolution of the frequency and the forms of social

touch before and after the social distancing. Although sharing social touch break-
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Figure 4.1: The percentage of participants who increased (green bars) or reduced (red bars) the
frequency of social touch when they met after the lockdown ended. ` Extremely reduced' was when the
participants reported ` always' touching before the lockdown but ` never' touching after the lockdown
ended. The highest reduced frequency was with colleagues, while the frequency mostly remained
the same for partners.

down stories was optional, our survey collected a total of 84 stories reported by 72

participants (53%). 82 stories were analyzed (we discarded 2 irrelevant stories e.g.,

due to long distance relationships). We analyzed the data inductively and deduc-

tively with several iterations using Braun and Clark's thematic analysis approach

[33]. Altogether, the recurring themes highlighted different levels of social touch

breakdowns for different social relationships, and the speci�c challenges that the

participants faced as they re-established their new social touch habits.

4.2.4 Key results

Social touch breakdowns affected social relationships differently

Not surprisingly, some participants avoided seeing people in their circles even af-

ter the lockdown ended. Of those who met others after the lockdown ended, the

participants reduced the frequency of touch with their colleagues the most (68%),

followed by close friends (64%) and casual friends (61%) (Figure 4.1). In partic-

ular, they were the most frustrated that they could not share social touches with

close friends. The social touch breakdown stories were also dominated by wanting

to touch casual friends (27%) and close friends (17%) but could not. The new so-

cial touch habits with colleagues (i.e., after the lockdown ended), despite its highly

reduced frequencies(68%), was not perceived as frustrating as with friends by the

participants.

Around one third of the participants reported frustrations related to their new

social touch habits with extended families (35%) and nuclear families (31%). Of
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particular interest, the extended family category had the highest number of partic-

ipants reporting extremely frustrated (14% of participants). This might be related

to health concerns, as extended families most likely included the elderly who were

more vulnerable to viral infections [34], as expressed by P93, “ I have extended family

members with health issues, and therefore avoid giving them hugs as much as possible when

greeting them, even avoid touching them all together. It's depressing.”

“I still touch my partner and I would like to keep it that way”

On the other hand, the social touch frequencies with partners, neighbours, and

strangers in general remained the same. 74% of participants reported the same

frequency before and after the lockdown, and only 18% of participants reported re-

duced frequencies for partners (the lowest). Interestingly, 33% of participants did

not meet/have partners before the lockdown, but they reported increased frequen-

cies after the lockdown. This may be due to the fact that 7% of the participants

moved in with their partner after the lockdown, and some participants might also

get into a new relationship during this period. No social touch breakdown stories

speci�cally mentioned wanting to touch their partners but could not.

Around 60% of participants reported that they kept the social touch frequencies

with neighbours and strangers, while around 34% of them reduced the frequen-

cies. The participants were in general happy with the new social touch habits with

neighbours and strangers.

Hence, we might conclude that the social distancing signi�cantly affected social

touch among semi-intimate relationships such as casual friends and colleagues, but

not intimate relationships (e.g., partners) nor strangers.

Figure 4.2: The perceived frustration levels of the new social touch habits and the percentage of
social touch breakdown stories per relationship category reported by participants. Only 86% of the
stories speci�cally mentioned with whom the social touch breakdown happened. High frustrations
were reported for close and casual friends.
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Handshakes, kissing cheeks, and hugs were highly reduced

Before the lockdown started, we found that the most frequent forms of social touch

that the participants had had were handshakes, kissing cheeks, and hugs. Notably,

both handshakes and kissing cheeks are commonly used as greetings. A high num-

ber of participants reported handshaking with all social relationships. Hugs were

more likely shared among intimate relationships, as reported by the participants

hugging partners, families, and close friends.

That said, we observed a signi�cant decrease of the number of participants hand-

shaking after the lockdown ended, especially with neighbours (from 57% to only

13% of participants), casual friends (51% to 19%), close friends (43% to 24%), ex-

tended families (35% to 20%), and colleagues (26% to 8%). Despite these decreases,

they actually wished they could handshake other people, notably neighbours (43%),

friends (40%), close friends (36%), and colleagues (31%). We also observed a similar

trend of wanting to do it but could not for kissing cheeks and hugs. These results

were in line with the social touch breakdown stories reported by the participants,

with the majority of them expressing greetings (39% of the stories), affections (24%),

and missing the other person (24%). The forms of social touch that they wanted to

have but could not included hugs (37% of the stories), kissing cheeks (25%), hand-

shakes (18%), touching hands (6%), and touching face (1%) (the rest was unspeci-

�ed).

Social touch breakdowns forced the participants to re-establish touch communi-

cation habits

In more than half of the social touch breakdown stories, the participants ended up

not touching the other person at all. In 6% of the stories, the participants men-

tioned that they even speci�cally avoided any face-to-face interactions to minimize

the chance that they would have to touch the other person. In 37% of the stories,

the participants substituted their old habits with other forms of social touch, such

as mid-air gestures (e.g., waving, namaste, kiss bye). 19% of the stories reported

“inventing” new forms like bumping �sts, knees, feet, elbows, and arms.

Given these different new social touch habits, some participants reported confu-

sions and frustrations as they were not sure what forms of social touch were accept-

able anymore and having to learn the new forms of social touch. 11% of the social

touch breakdown stories speci�cally described this confusion. For example, P101

shared a story: “Shortly after the end of the lockdown, I went back to the pizzeria in my
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neighbourhood, where I have a good relationship with the owner. On arrival, he welcomed

me, extended his hand, then made a ridiculous arm gesture with a little joke on the fact that

he didn't know what to do now. So I extended a hand and we shook hands.” P51 explained

that he had to observe the body gestures of the person he was talking to, in order

to guess which form of social touch the other person would use for greetings. P87

also felt that this now-necessary observation was frustrating, especially if the other

person was not familiar with the new form: “ It is annoying now I have to read the signs

of what each person wants to do. One time, I was like, heyyy, and lifted my elbow [to do an

elbow bump] and then yeaahhh, she didn't understand [what I was doing], so I had to turn

it into something else. It was super awkward.”

To avoid this confusion, some participants had to explicitly negotiate on the

forms of social touch they were going to share, as described in 24% of the stories.

For example, P92 explained, “Sometimes I am unsure whether or not people are okay

with touch or what level of touch they are comfortable with. For example, before the lock-

down [my friend and I] would often hug. There was just a bit of an awkward exchange in

which we both weren't sure what the other person was comfortable with, so we just brie�y

joked/talked about it and went for a �st bump instead.” This negotiation process some-

times also happened after one party initiated a form of social touch, but rejected by

the other.

However, this situation was often perceived as uncomfortable by the partici-

pants. For example, P42 had to reject a handshake but was worried that the other

person would misunderstand: “ I said, `I'm sorry but no handshakes, let's do this in-

stead', like namaste, or �st bumps. I was trying not to hurt their feelings. It was very hard

to say something like that to my colleagues or close friends.”

4.2.5 Insights from the study

Re�ecting back on our goal to design a novel touch device that supports face-to-face

communications, we highlighted three of the survey �ndings that served as chal-

lenges and opportunities for design: First, social touch practices were the most re-

duced between people with semi-intimate relationships like casual friends and col-

leagues. This �nding emphasized the need to design and evaluate mediated touch

communication tools for semi-intimate relationships, which are currently under-

explored in the literature. Second, handshakes, kissing cheeks, and hugs were

highly reduced after the lockdown – the forms of social touch commonly used for

greetings. This ritualistic touch is an important part of our daily touch behaviour
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[115], and failing to greet another person appropriately may have consequences

for the embodied relationships [118]. This result highlighted the opportunities to

design mediated touch devices for handshakes, complementing the past research

on mediated touch devices for hugs [7, 46, 117] and for cheeks [163, 164]. Finally,

the participants reported struggles and frustrations, not only because their social

touch habits no longer worked (i.e., social touch breakdown), but also they had

to establish new social touch habits with extra learning efforts. Establishing com-

munication between two people requires a common understanding (i.e., a com-

mon ground) on the purpose and the medium of the communication [32]. Hence,

when the participants tried to replace the touch with mid-air gestures (e.g., waving

hands) or “inventing” new form of greetings (e.g., �st or elbow bump), they faced

some challenges updating and negotiating their common ground with the other

person, which they perceived as frustrating. These results motivated us to explore

the possibilities of using mediated touch device to re-enable some common forms

of greetings, such as handshakes, that can be used in face-to-face communications.

4.3 SansTouch: enabling hand-to-hand interaction in

face-to-face communication

Figure 4.3: (a) Two users exchanging a mediated handshake with SansTouch at 2-meter distance. (b)
To trigger the handshake stimuli, both users synchronously mimic the hand movement of a hand-
shake as in real life. (c) Each user wears the multimodal hand device while holding a smartphone.

4.3.1 Design rationale

Based on the insights from the study, our goals were to build a novel touch device

that 1) enables users to exchange bi-directional touch for greetings without physi-

cal contacts in face-to-face communications; 2) minimizes the efforts to learn new
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touch interactions; and 3) can generate realistic touch sensations (i.e., similar to

real touch). The design process included two steps: designing the touch commu-

nication medium and designing the user-to-user interactions. We considered that

interpersonal touch communication should be bi-directional: users feel the sensa-

tion of touching and being touched at the same time. This bi-directional interaction

is quite usual in our daily touch interaction. For example, when we are holding

another person's hand, we feel the sensation of squeezing the other person's hand

and, at the same time, the pressure on the areas that are squeezed.

In Chapter 2, I reviewed touch devices designed for intimate relationships such

as couples (e.g., touching cheeks [163], kissing [193]) and close friends or families

(e.g., hugging [7, 13, 86], tickling [60]). But generating mediate interpersonal touch

within semi-intimate relationships like colleagues still remains challenging. Nakan-

ishi et al. proposed robot arms to enable remote handshaking for colleagues [152],

while Teyssier et al. designed a �nger-like robotic manipulator attached to a mobile

device to enable touch on the hand [216]. However, these robot-mediated touch

devices often suffer from uncanny valley issues 2, especially when the appearance

of the actuator looks like human parts [152, 216].

Considering these aspects as well as previous research, we proposedSansTouch,

a mediated touch communication tool that combines a wearable hand sleeve and a

smartphone (Figure 4.8). The wearable device of SansTouchis a hand sleeve wrap-

ping on the hand of user (Figure 4.3, further described in Section 4.3.3). Consid-

ering the social acceptability aspect [158], we opted for smartphones to represent

the other person's hand as they have a high social acceptance, high accessibility,

built-in sensors, as well as connectivity features. Since they are handheld devices,

usually users can comfortably grip their smartphones as well.

With SansTouch, we can emulate handshakes and other hand-to-hand interac-

tions such as holding hands, high-�ves, or patting hands (Figure 4.7). The interac-

tions happen mid air, with both the sender and the receiver wearing the wearable

hand device while holding the smartphone. The touch stimulus is triggered as soon

as both users synchronously mimic the hand position as in real life. We speci�cally

let users mimic the real hand interaction to minimize the efforts to learn the medi-

ated interactions and to establish the communication ground with SansTouch.

2Uncanny valley is when the emotional response to a device would abruptly shift from empathy to revulsion as it ap-
proached, but failed to attain, a lifelike appearance [145].
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4.3.2 Exploration of generating human-like touch with pneumatic

actuation

Figure 4.4: (a) EachSansTouch's patch consists of three layers: visual, in�ation, and thermal. (b)
Circuit and actuators of SansTouch.

As discussed in Chapter 2, compared to ”hard” haptic interaction devices such

as robot arms or vibration motors, ”soft” touch interaction actuators such as pneu-

matic actuation features a smaller difference in mechanical impedance between hu-

man and device, which lead to a more ef�cient sensing and transmission of the

touch stimuli. Thus, using pneumatic actuation generate human-like touch stimuli

can be a promising way to support mediated touch communication. Thus, using

pneumatic actuation generate human-like touch stimuli can be a promising way to

support mediated touch communication.

In this section, we present our exploration regarding to the material and actu-

ation of the pneumatic device, in order to effectively generate touch stimuli with

pneumatic actuation.

Material

As a touch generation device, the material of the device should have the follow-

ing features: easy-to-get, soft, skin-contact friendly, strechable, robust, and easy-to-

fabricate. There are two approaches of fabricating in�atable devices: 1) heat-sealing

polymer sheet such as thermoplastic polyurethane (TPU) or polyethylene (PE) to

create airtight chambers, or 2) using latex or silicone rubber to cast the air chamber.
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We �rst explored fabricating air chamber with polymer sheet. The polymer sheet

is widely been used in pneumatic devices such as in aeroMorph [162] or in Bel-

lowband [258]. These materials are easy-to-get, and can be fabricated manually

with a heat sealer or digitally with a CNC-sealing machine. We tested TPU-coated

Nylon (210 den), PE sheet as the material, and tested soldering iron and hear-

pressing machine as the tool to heat-sealing the polymer sheet. The sealing process

is done by moving the heated iron (400°C) over two layers of stacked material with

400mm/min speed [162]. As previous research indicated [162], the fabrication ap-

proach is rather convenient and fast, and the sealed hinge can keep airtight after

been sealed, especially with the multi-layered material such as TPU-coated Nylon.

However, there are still large differences between the touch perception of the poly-

mer sheets and real touch. The TPU-coated Nylon provokes fabric sensation to the

skin, and the PE sheet induces ”plastic” perception when touching the skin. Fur-

thermore, the stretchablility of these fabrics is quite limited, which makes the air

chamber rigid when fully in�ated or when been pressed.

Then we explored the use of silicon rubber to build the air chamber. In HCI, sil-

icon rubbers often been used to reproduce the properties of skin [39, 218] or make

skin-contact soft devices such as Strechy [238] or in PneuHaptic [89]. With different

composition, silicone rubber offers a great range of physical property such as hard-

ness, strechability, color, texture etc. and thus provides large range of application.

Thanks to these properties, using silicon rubber in touch devices can better simu-

late skin-contact compared to polymer fabrics. In our exploration, we tested silicon

rubber with three different hardness: Shore A 10 3(ref. Eco�ex 00-10), Shore A 20 (ref.

Eco�ex 00-10) and Shore A 40 (ref. Eco�ex 00-10).

When the air chamber is in�ated, the whole inner surfaces of the silicon airbag

suffer the same air pressure, thus the expansion would happened in all directions.

However, only one side of the airbag is contacting our skin when the device is

working, and the expansion on the opposite side of the air chamber could de-

crease the pressure induced to the skin. Thus we designed a composite structure

(Figure 4.4(a)) to limit the strechablity of the non-contacting surface of the silicon

airbag. We tested inserting different types of textiles into the silicone, including pa-

per, cotton fabric and non-woven polypropylene fabric. We found that paper can-

not form stable adhesion with the silicone rubber, and cotton fabric would largely

increase the thickness of the silicone layer after absorbing the gel into the cotton

3The Shore A Hardness Scale measures the hardness of �exible mold rubbers that range in hardness from very soft and
�exible, to medium and somewhat �exible, to hard with almost no �exibility at all.
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thread. Meanwhile, the thin (0.08mm) non-woven polypropylene (PP) fabric that

frequently used in the medical masks perform well as the insert, as it can bonding

to the silicone rubber stably with its meshing structure. The insert of the PP fab-

ric can largely limit the expansion of the free side of silicone airbag thus providing

stronger touch perception on the skin-contacting side.

The steps of the silicone air chamber fabrication are:

• Mix thoroughly the two ingredients of the silicone rubber with the correct por-

tion (1A:1B by weight with the Eco-Flex series).

• Vacuum the mixed material for 2-3 minutes to eliminate any entrapped air.

This step is optional for low viscosity silicone gels such as Eco�ex 00-10 or

00-20 as the air bubbles can be self-eliminated during the curing.

• Pour the degassed silicon gel into the 3D printed mold.

• Pour the silicon gel on a leveling surface, spread the material and placing the

non-woven PP fabric into the silicon.

• After the silicone gel is cured, demold and agglutinate different parts as well

as the air tubes with the newly mixed silicone gel.

Actuation

From the ideal gas law 4, we know that in order to in�ate the airbag to generate

touch stimuli without heating it, we need to increase the amount of gas in the air-

tight silicon chamber to increase the volume. There are two frequently used meth-

ods of increasing the amount of gas. The �rst way is to use actuators such as air

pump to transfer the gas from the outside to inside of the airbag. The air�ow is dis-

tributed and controlled by valves. Even though this method involves many external

actuators and tubes to control each airbag individually, the �ow rate and amount

of air can be controlled accurately and rapidly. Thus this actuation is widely used

in in�atable devices which require large air�ow and high reaction speed. The sec-

ond way is using the principle of liquid-to-gas phase change, to turn the liquid

inside a sealed airbag into gas by heating the liquid, thus increase the volume of

the airbag. The actuation part in this method is integrated into the airbag with

4The ideal gas law is the equation of state of a hypothetical ideal gas.The ideal gas law is often written in an empirical
form: PV = nRT,where P, V and T are the pressure, volume and temperature; n is the amount of substance; and R is the ideal
gas constant.

89



4.3. SansTouch Chapter 4. Generating human-like touch

only few wire connections. This tubeless method has been used in shape chang-

ing interfaces [153, 228] and soft robotics [151, 16]. However, the reaction time of

the phase change actuator is quite slow compared to the motors, and it takes even

much longer time to de�ate the airbag [2, 151, 16].

Figure 4.5: Structure of the circuit and actuators.

In our design, the touch stimuli need to stay synchronized with the communi-

cation which happens real-time, no matter at distance or face-to-face. Thus, the

slow reaction speed of phase change actuator cannot support real-time touch com-

munication. To this end, we use traditional air pump as the source of the pressure

and control the air�ow using solenoid valves. These actuators are connected to

the airbag with silicone tubes. In this way, we can generate touch stimuli in a wide

strength range with a high speed, thus provide real-time affective touch in our com-

munication.

4.3.3 Generating touch stimuli with SansTouch

The output channel of SansTouchis a wearable sleeve wrapped on the user's hand

that can generate a warm touch along with visual feedback. SansTouchhas four

different patches (Figure 4.6a and b): one patch on the palm, one patch on the back

of the hand (Figure 4.6a (1),(3)), and two patches on the sides of the hand (Figure
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4.6a (2),(4)). Each patch consists of three layers: thermal, in�ation, and visual (see

Figure 4.4c).

Figure 4.6: (a)SansTouch's output channel is a wearable hand sleeve. (b) It consists of four patches
located on the palm, the back of the hand, and the two sides of the hand.

Skin-like grip force

Our goal is to reproduce skin-like touch sensations that can be perceived as more

realistic than those generated with vibration motors. As in [152, 163, 218], we opted

for skin-safe and highly stretchable silicon rubbers ( ref. Eco�ex 00-20) to make in-

�atable airbags that generate a grip force on the user's hand. The walls of the sil-

icon airbags are 1.5mm thick, while the surfaces are 3mm thick, with a layer of

polypropylene (PP) fabric inserted to limit its stretchability. With this setting, the

airbag mainly in�ates towards the skin, increasing the generated touch pressures.

The in�ation and de�ation of each airbag is controlled by 2 two-way DC solenoid

valve (ref. ZHV0519) through a 16 channel PWM servo driver ( ref. PCA9685). A 12V

DC vacuum pump ( ref. WP36C) as the air source to in�ate airbags.

Body temperature

Past research highlighted the importance of conditioning a touch device to body

temperature to generate a more natural and realistic touch sensation [152, 70]. To

this end, we built a thermal layer with 0.1mm Cr20Ni80 Nichrome wire and poly-

imide tapes. By adjusting the length of the Nichrome, we harmonized the resis-

tances of these four thermal patches into 11±0.2
 . These four thermal patches are

powered with 7.5V DC through a MOSFET switch module ( ref. IRF540) and con-

trolled through the PWM servo driver. The temperature of the thermal patch can
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Figure 4.7: Hand-to-hand interactions with SansTouch. (a) Handshake. (b) Holding hands. (c) Tap-
ping the back of the hand. (d) Touching the palm. (e) High-�ve.

change from room temperatures to 45°C, which is within the heat pain threshold

[40].

Visual feedback

In last chapter, I mentioned that adding visual modality on remote touch devices

can effectively enhance tactile perception [259, 251]. Hence, we added one layer of

addressable RGB LED (ref. WS2812b) to generate visual effects with different colors

on top of the in�ation layer. On the palm patch and the back patch, 4 LEDs are

evenly distributed on the surface, while we included 2 LEDs on each of two side

patches.

4.3.4 Capturing input parameters with smartphones

We developed a web interface that manages the communications between the smart-

phone and the wearable hand sleeve of SansTouchand controls all the parameters.

We developed an Android application to detect the phone movement (with the ac-

celerometer sensor and the device's orientation) and the touch events. By combin-

ing these input channels, we can generate a variety of hand-to-hand interactions

(as described in Section 4.3.5). To increase the mobility ofSansTouch, we used an

ESP8266 micro controller (ref. Wemos D1 Mini) to control the actuators and to com-

municate with the android application or the web application via Wireless Local

Area Network (WLAN) (Figure 4.5). Thanks to the low latency of the WLAN, there

is no signi�cant delay between the input and the output, which largely ensures a

�uid, synchronous touch interaction.
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4.3.5 Application: Mid-air hand-to-hand interactions

We designed �ve simple hand-to-hand interaction samples to explore the possibil-

ities of using SansTouchto mediate touch communications, including handshakes

and holding hands that are commonly used yet reduced in the survey's partici-

pants' current touch habits, as well as touching palms, tapping the back of the hand,

and high-�ves (Figure 4.7). After the connection between the smartphone and the

controller is established, the touch stimuli can be triggered just by mimicking the

hand movement as in real life, only now it is performed mid air while wearing

the hand sleeve and holding the smartphone. We considered the Google developer

guideline [71] to use the interactions with SansTouch: the device coordinate frame,

described by the values x, y, and z, is aligned based on the center of the device. The

parameters are chosen as suggested in the literature [70, 152] as well as based our

preliminary tests. The detailed parameters of these hand interactions as well as the

output of each modality are listed in Table 4.1 and Table 4.2.

Table 4.1: Theinput parameters of the �ve pre-de�ned hand interactions. We set the parameters for
the participants in the study to try them out. Users can easily adjust the parameters through the
SansTouch's web interface.

Input hand interaction
Orientation of the

phone
Activate movement

Handshake (Figure 4.7a)
y, z axis: horizontally

positioned ( � 15°)
jax j � 3:5ms� 2

Holding hand
(Figure 4.7b)

Any
3 �ngers touching on the left/right

side of the screen

Tapping the back of the
hand (Figure 4.7c)

z axis: vertically
positioned ( � 15°)

jaz j � 3:5ms� 2

Touching palm
(Figure 4.7d)

Any
Tapping the middle side of the

screen

High-�ve (Figure 4.7e)
y axis: vertically
positioned ( � 15°)

jaz j � 3:5ms� 2
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Table 4.2: Theoutput parameters of the �ve pre-de�ned hand interactions. We set the parameters
for the participants in the study to try them out. Users can easily adjust the parameters through the
SansTouch's web interface.

Hand
interaction

Activated area(s)
Activated
duration

(ms)

Intensity of
in�ation and

light

Temperature
increase (°C)

Handshake
Palm and two side:

(Figure 4.6: (1)(2)(4))
2500 60% 10

Holding
hand

Palm and two side:
(Figure 4.6: (1)(2)(4))

4000 50% 10

Tapping the
back of the

hand

Back of the hand:
(Figure 4.6: (3))

1000 50% 10

Touching
palm

Palm: (Figure 4.6: (1)) 1000 50% 10

High-�ve Palm: (Figure 4.6: (1)) 1000 100% 10

4.4 Study 2: Qualitative usability testing on social

touch with SansTouch

Our next goal was to examine whether a mediated touch device like SansTouchcan

enhance social experience between users with semi-intimate relationships during

a face-to-face communication while social distancing. This goal is complementary

to the evaluations of touch devices in the literature that mainly focused on remote

communications between users with intimate relationships. Our primary focuses

were 1) to assessqualitatively how the participants experienced the unique condi-

tion of exchanging mediated touch for greetings during a face-to-face communica-

tion in an ecologically-valid setting; 2) to evaluate user perceptions of SansTouch's

touch stimuli; and 3) to elicit user feedback regarding the generalizability aspects

of SansTouch, including the use of SansTouchfor other types of relationships and for

remote communications. In order to do so, we conducted a qualitative usability

test in which the participants experienced exchanging greetings with and without

SansTouch.
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4.4.1 Participants & Setups

Twelve participants took part in our study (3 women, 9 men, aged 20-37 years old,

median age 28.3 years old), all worked/studied in the university. We followed the

health protocol advised by WHO [161]. The participants sat in a wide meeting

room with opened windows to ensure air circulation. We maintained a two-meter

distance with an exception when the interviewer was setting up the SansTouchpro-

totype on the participant's hand. We disinfected the surface of SansTouch, the table,

and the smartphone before starting each study session. Everyone involved in the

study cleaned their hands and wore a mask upon entering the room.

4.4.2 Method

A study session consisted of three parts: an introductory interview; a scenario-

based interaction; and an open-ended self exploration. We audio recorded the

whole session, and video-recorded the hand interactions during the scenario-based

interaction and the self exploration parts.

Introductory interview

We asked the participants to describe 1) their social touch habits before and after

the lockdown; 2) the forms of social touch they reduced; and 3) social touch break-

down stories. The goal was to remind them of their experience related to social

touch breakdowns with social distancing. We �nished this part by setting up the

SansTouchprototype on the participant's right hand and introducing how to ex-

change a mediated handshake with SansTouch. We let them familiarize with it for a

few minutes, prompting them to think aloud. This part took around 15 minutes to

complete.

Scenario-based interaction

Our goal was to compare the participant's experience when having a conversa-

tion in which the touch was 1) mediated(i.e., handshakes with SansTouch); and 2)

substitutedwith other forms (i.e., waving hands, without SansTouch). Note that the

context of the conversations is key in building a more concrete perception and expe-

rience. Therefore, we carefully chose a use case scenario that involved exchanging

greetings with colleagues face to face, because 1) the interaction among colleagues

in a meeting room was ecologically valid; and 2) our survey revealed more social
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Figure 4.8: Scenario-based interaction with SansTouch. The goal was to compare the participant's
experience when having a conversation in which the touch was 1) mediated(i.e., handshakes with
SansTouch); and 2) substitutedwith other forms (i.e., waving hands, without SansTouch).

touch breakdowns for semi-intimate relationships like colleagues, with handshakes

being the most reduced. We substituted handshakes with waving hands since it was

frequently mentioned in our survey results. We excluded other substitutions that

still involved physical touch (e.g., bumping elbows) since we wanted to maintain

the two-meter distance between people.

The use case scenario we introduced to the participants was: “You are attending

the �rst group meeting after the summer holiday. Two of your colleagues, [colleague-1] and

[colleague-2], are also attending the meeting. You have not met for a few months due to the

summer holiday, so they would be happy to see you in person. They will enter the room and

say hi. One of them also has the device as you do.” To increase the ecological validity, we

ran the study during the �rst two weeks after the university's of�cial summer hol-

iday. Three experimenters were involved: an interviewer leading the whole study

session, and two (one man, one woman) posing ascolleague-1and colleague-2.

We used two SansTouchs, one for the participant, one for the experimenter 5. Dur-

ing the experiment, one colleague (experimenter) performed mediated handshake

with SansTouchto greet the participants, the other opted for waving hands. A One-

Plus 5T smartphone was provided to the participants as the input device. The order

of the two conditions was counter balanced along with the male and female experi-

menters, in order to avoid gender bias. We did not speci�cally brief the participants
5The SansTouch's sleeve worn by the experimenters was not in�ated – they wore it only to make the participants believed

that the experimenters felt the touch sensation.
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which condition would start �rst. The experimenters and the participants mainly

had casual conversations such as “How are you?”, “ How was your holiday?”, or “ How

do you feel getting back to work/school after some time?”. The conversations lasted for 5

minutes in total.

After the conversations, the two experimenters left the room, and the partici-

pants were asked to compare their experience, speci�cally related to which condi-

tion made them feel 1) the social interaction was better; 2) it was easier to establish

social connections with the colleagues. We also asked their perceptions of each

modality of SansTouch. The interview took around 15 minutes.

Open-ended self exploration

Finally, we introduced all the �ve interaction samples we designed with SansTouch.

We let the participants play around by themselves, prompting them to think aloud.

The goal was to encourage them sharing how they would use it in their daily touch

communication. We also asked about their perception of each interaction in terms

of how realistic it was to the real touch, to probe on the generalizability of the

SansTouch's interactions for other types of relationships and communications. For

each interaction, we asked them to �ll in a short Likert-scale question on how sim-

ilar it was to the real touch (1=“Completely different” to 5=“Identical”). This part

took around 15 minutes.

4.4.3 Data analysis

After transcribing the audio recording, we used thematic analysis to identify re-

curring themes [33]. We started with a round of open coding, where two authors

tagged interesting and meaningful elements, built the codebook, then grouped the

codes into categories. Finally, all authors iterated on the key themes during multiple

meetings.

4.5 Key results from the study

4.5.1 SansTouchenhanced interpersonal connections in

face-to-face communication

The participants reported social touch breakdowns that were largely consistent with

those in the survey, including changes in their social touch habits and frustrations
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on having to re-establish their social touch habits. As such, almost all participants

(11/12) preferred the mediated condition (i.e., greeting with SansTouch) during the

face-to-face conversation, as they felt more positive interpersonal connections. Only

one participant (P1) claimed no preference between the two conditions. Half of the

participants (6/12) speci�cally mentioned that they felt a stronger connection with

the person they were talking to after the handshake using SansTouch.

SansTouch encouraged behaviour transfer from physical to mediated touch

Like during a real handshake, the majority of the participants (9/12) reported that

they maintained eye contacts during the handshake with SansTouch, which led them

feel that the mediated handshake was real and more engaging than just waving. P9

explained why: “ The waving is friendly. But to establish the connection, the [touch] con-

tact is also important, it makes people look at you, and you look at the people.” Although

some participants (3/12) felt that the physical distance made handshaking with

SansTouchfelt different from a real handshake, three participants still reported that

using SansTouchmade them feel as if the physical and the social distance were re-

duced. P12 explained that the mediated handshake made him unconsciously move

his body closer to the experimenter: “ With the device I feel less distance, maybe because

I came closer [towards the person] to handshake”. P4 also felt that SansTouch“ established

the proximity between people”. Furthermore, P8 and P11 speci�cally stood up while

shaking hands, but they stayed seated while waving. These results suggested that

even with a physical distance, some behaviours from the physical touch (i.e., the

real handshake) and its bene�ts for interpersonal communications were transferred

into mediated touch, including enhancing social bonding between people [62].

Synchronous interaction helped building the common ground in communication

The interaction design of SansTouchrequires the two parties mimicking the hand

position while moving their hands synchronously to trigger the handshake stimuli.

In the study, we observed that the majority (8/12) of the participants followed the

movement of the experimenter. The participants moved their hand right after they

observed experimenter's hand movement, while keeping eye contact during the

whole interaction. The participants reported that they quickly understood the com-

mon ground of the communication just by seeing how the experimenters moved

they hand as they reached out for a mediated handshake. This suggested that the

participants can use SansTouchwith minimum learning efforts.
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Additionally, the behavioural alignment made the participants felt they were

closer with the other person, as explained by P10, “With the device I feel closer to

the person, because everything is synchronized, so I feel [we were] more on the similar

thoughts.” P11 also highlighted that the interaction with SansTouchaffected his per-

ception of how the other person would feel: “ [The colleague] was also wearing the

device, so I think she would feel what I felt. That made me feel a better connection with

her.” This highlights the importance of synchronicity between the movements of

both users and the triggered touch stimuli.

4.5.2 User perceptions of SansTouch

Holding hands and handshakes most favorite, high-�ves least

In the scenario-based interaction part, almost all participants (11/12) reported a

strong preference on using SansTouchto greet as opposed to waving hands. Differ-

ent descriptions were used to express their positive feelings using SansTouch: amaz-

ing (P7), fun (P9), natural (P1), surprising (P3, P8), unexpected and intense (P8). In

particular, P5 reported “ I'm actually feeling that she is shaking hands with me.”

From the open-ended self exploration part, we found that among the �ve touch

interactions, 10 out of 12 participants mentioned that they like the mediated hold-

ing hands with SansTouchthe most, while the other two participants preferred the

mediated handshake. The holding-hand sensation was described as comfortable,

pleasant (P1, P3) and enjoyable (P2). P3 said, “I really have the feeling that I am hold-

ing someone's hand. The sensation really lasts. I really establish a contact with the device

[as if it were another person's hand].” The mediated high-�ve (9/12 participants) and

patting the back of the hand (3/12) with SansTouchwere their least favorite, mainly

because 1) the delay and speed of the mediated high �ve (7/9 participants), as P8

mentioned “ there is no pain, there is no sound”; 2) they rarely performed the interac-

tions in real life (2/12). This is in line with the results from the Likert-scale questions

related to how realistic each interaction was: mean/median 4.3/4.5 and 4.3/4 for

holding hands and handshakes; 3.9/3 for high-�ve and touching palm; and 3.7/3

for patting the back of the hand. This highlights the importance of a touch device to

generate not only a realistic touch sensation, but also other properties like its sound.
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Warm pressure was key, visual feedback not so much

The majority of participants (10/12) perceived in�ation as the most de�ning aspect

of the interaction. P7 speci�cally said that the pressure was equally distributed,

while P8 highlighted the in�ation induced an intense sensation that was essential

for mimicking handshakes. Almost half of the participants (5/12) speci�cally ap-

preciated the warm sensation from the thermal layer. P9 highlighted that the combi-

nation of the in�ation and the heat “ recreated the feeling of real handshakes”. However,

P5 and P6 mentioned that they did not perceive the warmth during the conversa-

tion, as they mostly focused on maintaining eye contact. Besides, three participants

mentioned using the polyimide tape as the main material of thermal layer reduces

the skin-like perception, as P7 explained:“ The material feels not like real hands”. Since

the participants were focusing on the conversation and maintaining eye contacts,

none of them paid attention to the visual feedback (i.e., LED) while exchanging me-

diated handshakes. Only P2 and P5 noticed something was blinking, but then it

was quickly ignored. P2 actually felt adding visual feedback made mediated touch

sensation even less similar to the real touch. On the other hand, some participants

mentioned that the visual feedback could be interesting for other type of interac-

tions, for example P5 thought that the visual feedback emphasized the duration of

the holding-hand interaction and enhanced the engagement.

Holding a smartphone enhanced embodiment and usability

We observed that holding a smartphone was helpful in enhancing the embodiment

of the hand interaction. Some participants (4/12) described that for the mediated

holding hands and handshakes, they felt like the smartphone was the hand of the

other person, for example P3 said “ I really have the impression that I was holding the

hand.” P10 explained, “ For real handshakes, there is a constrain, [so] I cannot move my

hand and �ngers any other way [but handshaking] while the other person is grabbing my

hand. [If it was only] with the device, this constrain is kind of missing. But the phone here

also acts like a constrain, so it works.” P10 compared the smartphone to a hand while

handshaking in real life: he thought that the smartphone provided a constrain on

how he should position his �ngers and hand during the mediated handshake, in a

similar way the other person's hand constrained his hand when he was gripping it

in a real handshake. Additionally, P4 con�rmed the accessibility of smartphone as a

touch communication medium: “ People already have their phones in their hand all day,

so shaking the phone [to do the mediated handshake] can be learnt very easily.” Related to
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usability, two participants were worried about throwing the phone while doing the

mediated high-�ve. This suggested that the interaction design should also consider

the practicality of the interaction (e.g., the device's safety).

4.5.3 SansTouchin other context

Beyond conventional social touch

The participants expressed interests in personalizing mediated touch interactions.

The examples given by the participants varied from wanting to customize the touch

input parameters to creating new interactions such as “ secret handshakes with lights”

(P3). This suggested thatSansTouchmay not only serve as a replacement of conven-

tional social touch, but also support the invention of new touch practices. Further,

P10 mentioned:“This device is like a proxy, you don't really touch the person. Because

there is no rule for these new devices, I can do the forms of touch that social norms usu-

ally do not allow, like touch or squeezing the hand of your boss.” This suggested that

by touching through SansTouchas a communication medium, the original meaning

of the touch interaction might also evolve, which consequently might increase the

expressivity of a form of social touch. SansTouchmay also provide an alternative

for people who do not like direct physical contacts, as P4 explained: “ I have very

moist hands. A real handshake is not comfortable for me and for others, so I would use more

virtual handshakes than the real ones.”

SansTouch for remote communications and different social relationships

In the context of face-to-face communications, half of the participants mentioned

that they wanted to use SansTouchwith friends and colleagues. This was mainly

because they did not experience signi�cant social touch breakdowns for intimate

relationships while social distancing – a result that echoed our survey's result. P8

explained: “ If I want to do something with intimate people, I won't care [about the social

distancing]”. That said, some participants (5/12) wanted to use SansTouchin remote

communications with their partner and families. For example, P1 mentioned:“ It

would be good to hold [my partner's] hand and being held at the same time when I'm in

my of�ce.” Similarly, P11 said, “ I want to hold my grandma's hand remotely when she

is crossing the road to make her feel safe.” This result suggests that SansTouchcan be

used for remote communications with other types of relationships. Finally, they

also envisioned other contexts of use with SansTouch, including touching isolated
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people in hospitals (P3), sending a playful punishment gesture (P5), Virtual Reality

games (P9), tactile noti�cations (P11), and high-�ves with athletes in a sport game

(P11).

4.6 Discussion and Design Implications

Our participants from both studies reported frustrations overcoming social touch

breakdowns due to social distancing during the COVID-19 pandemic. Adopting

new forms of touch (e.g., bumping elbow) was challenging, as it often involved

awkward situation, requiring the participants to explicitly negotiate on the commu-

nication ritual. As such, the participants in our study saw SansTouchas a preferable

alternative to replace the conventional social touch in face-to-face communications.

They also perceived the touch sensation of SansTouchrealistic (i.e., similar to the

real touch) and pleasant. This suggested that SansTouchcan generate realistic touch

sensations without inducing uncanny valley issues [152, 216] or machine-like touch

sensations [60]. Moreover, while SansTouchhand-to-hand interactions are initially

designed for co-located face-to-face communication, they also can directly be used

in remote communication.

While past research mostly focused on remote touch communications, our work

highlights the needs to expand the design space of touch devices, by considering the

device to be used in both contexts, especially because a touch interaction designed

for remote communication might not be effective for face-to-face interaction, due to

different reasons, as follow.

4.6.1 Trade-off of combining different modalities

When designing SansTouch, we followed design guidelines on touch devices from

past studies focusing on remote touch communications, including combining dif-

ferent modalities such as touch and visual feedback [251, 259, 213]. Nevertheless,

when evaluated in face-to-face communications, we found that the visual feedback

was largely ignored since their attention was highly directed on the eyes and the

facial expression of the other person. Thus, in the context of face-to-face communi-

cation, adding visual feedback to touch stimuli may interfere with the verbal com-

munication, as it often relies on the visual modality as well. On the other hand,

the comments related to missing high-�ve's sound point to a possibility of includ-

ing audio feedback to touch communication tools. Designers should consider the
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balance between modalities and practicality in different mobility contexts.

4.6.2 Synchronicity in face-to-face communication is a key

As highlighted in the results, synchronicity between the initiator's hand movement,

the receiver's hand movement, and the touch stimuli generated by the touch device

is critical for building a positive shared, bi-directional experience. As such, the in-

teractions should be intuitive and easy to remember, to avoid delays and reduce

the efforts for grounding the touch communication. This is especially critical if the

touch communication tool will be used face-to-face in public spaces – users should

be able to spontaneously start up the communication. On the other hand, delays

and asynchronous interactions are more suitable for remote communications, per-

haps even more desirable, for example if the users live in different time zones. To

accommodate both contexts, designers should allow users to customize and per-

sonalize the touch interactions. Allowing customization would also help balancing

between different modalities used in the touch interactions under different mobility

contexts.

4.6.3 Accessibility and social acceptability of the touch

communication medium

For face-to-face communications, designers should take into account the social ac-

ceptability of the touch medium when it is being used within relationships with

different levels of intimacy or in public when strangers can see the interaction. The

participants appreciated our design choice of combining a wearable device and a

smartphone: the wearable was always there and the smartphone embodied the

other person's hand. They also highlighted the accessibility and the social accep-

tance of grabbing smartphones in public.

While we only used the smartphone to enhance the sensation of touching an-

other person's hand and to capture touch input, ideally, the smartphone should

also have the capacity to independently generate touch feedback. Current smart-

phones can only generate limited touch signals, mostly in the form of vibrations,

which tend not to induce human-touch-like sensations [164]. Miniaturizing other

types of actuators, or using substitutes such as tactile illusions [88] for generat-

ing more human-like touch stimuli is an interesting path for future research. An-

other alternative solution is to develop extensions that can be easily embedded (e.g.,
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[164]) or plugged into an existing smartphone (e.g., [216, 218]). Considering how

widespread smartphones are and the potential demand for mobile mediated touch

communication, this can be a valuable direction towards developing a new type of

mobile devices, and this will be discussed in the next Chapter.

4.7 Conclusion

In this chapter, we presented SansTouch, a mediated touch communication tool that

combines a wearable hand sleeve and a smartphone. We presented our exploration

of the pneumatic actuation design, multimodality in touch stimuli, as well as the

implementation of the device. Furthermore, based on the context of COVID-19

pandemic, we provide a deeper understanding on social touch breakdowns with

physical distancing and the challenges in establishing new touch habits. By com-

bining these understanding with SansTouchdesign, we discussed the different de-

sign factors that designers and researchers should take into account when adapting

remote touch communication tools in the context of face-to-face touch communica-

tion, thus pointing out the future design directions for touch communication tools.

This chapter is a response to RESEARCH QUESTION 2: How can we generate more

human-like tactile stimulation to improve multimodal touch interaction?From the insight

of the evaluation, we can see that the perception of this pneumatic actuation was

appreciated by almost all the participants, and the similarity between the mediated

touch and the real touch has been frequently mentioned. Furthermore, previous re-

search mainly investigates the touch perception of mediated touch devices in con-

trolled experiments in which the context is often ignored. Despite positive feedback

on the perception, it is still unclear what role mediated touch device plays in real

communication. In SansTouchevaluation, we can see clearly that the human-like

feature of the SansTouchmakes it naturally integrate into face-to-face communi-

cation without disturbing the conversation, and the SansTouchindeed worked as

an enhancement of interpersonal connections in face-to-face communication. This

point is especially important in affective touch communication, as mediated touch

stimuli should never override the verbal communication by recruiting too much

attention to perceiving and interpreting the touch.

Furthermore, our investigation into the use of visual and thermal modality yields

answers to RESEARCH QUESTION 1(A ): Can we use multimodality stimuli to improve

the emotional perception of current social touch technology?By combining different
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modalities in mediated touch stimuli, SansTouchprovided a human-like touch sen-

sation to the participants. However, we also found out that the adding of more

modalities is not always an ef�cient way of improving touch communication. Even

though we discussed in Chapter 3 the enhancement of visual modality to touch

communication, the additional visual layer in SansTouchpoorly improved affective

communication. Thus, this chapter indicates that to answer R ESEARCH QUESTION

1(A ), we should not ignore the importance of the context factor when designing

mediated touch device.

Our work points to future design directions for touch communication tools, high-

lighting the different design factors that designers and researchers should take into

account when adapting remote touch communication tools in the context of face-

to-face touch communication. We see combining touch devices with smartphones

as a concrete step in enabling mediated touch communications that users can ac-

cess anytime, anywhere, considering different social relationships. It also raises our

interest in how to integrate the affective touch device with smartphones in more

general contexts and increase the usability of the touch device. I will further dis-

cuss this point in the next chapter.
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5
Go Beyond Social Touch: Improving

Generalizability and the I/O

Capability of Mediated Multimodal

Touch Device

In previous chapters, I presented my approach to improving the tactile percep-

tion of multimodality stimuli. The multimodal touch stimuli enhanced interper-

sonal connections in face-to-face communication, and the human-like perception

was well appreciated by the participants. However, I encountered a problem that

many wearable social touch devices suffer from: these devices are designed for a

speci�c purpose (e.g. SansTouchis designed for enabling hand-to-hand interaction

in face-to-face communication), while extra efforts are required to use these devices

in real life, which diminishes the user's willingness to communicate with these de-

vices.

According to the Technology Acceptance Model (Figure 5.1) by Davis et al. [41,

42], the user's attitude towards using a certain technology depends on two factors:

perceived usefulnessand perceived ease of use. Perceived usefulnessis de�ned as the

prospective user's subjective probability that using a speci�c application system

will increase his or her job performance or life experience within an organizational

context. Perceived ease of userefers to the degree to which the prospective user ex-
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pects the target system to be free of effort. Perceived usefulnessis even more im-

portant as it can directly in�uence the �nal intention to use the technology. Thus,

to improve user acceptance of mediated touch device, we need to consider how to

increase the perceived usefulness of the device, as well as decreasing the dif�culties

of using it.

Figure 5.1: Technology Acceptance Model (TAM) by Davis et al.(1989)

Considering this Technology Acceptance Model and the problem we encoun-

tered, the research question I want to address in this chapter is: is it possible to

incorporate mediated touch interactions into more general contexts and use mul-

timodality touch devices in our everyday communication and interaction? To this

end, I present one possible approach: combining human-like multimodality touch

actuation with smartphone interaction. More speci�cally, we 1 designed In-Flat, an

in�atable phone case that can provide both human-like touch sensations and a vari-

ety of pressure inputs. As the smartphone is the most frequently used digital device

in our daily lives, we assume that combining mediated touch interaction with mo-

bile phone can increase theperceived ease of useof users, as they don't need to carry

additional devices. And the multimodality property of smartphone can also im-

prove tactile perception, as we discussed in Chapter 3. Furthermore, the rich input

and output (I/O) capability of the tactile phone case can in return enhance mobile

interaction and increase the perceived usefulnessof the device.

The objective of this chapter is to answer RESEARCH QUESTION 3 of this thesis:

How can we incorporate multimodal touch interactions into our everyday communication

and interaction?In this chapter, I �rst present our motivation and the background of

mediated touch input and output on smartphone. Then I introduce the design and

implementation of In-Flat, along with our exploration of the fabrication approach

1Main portion of this section has been submitted and accepted at the 2022 International Conference on Advanced Visual
Interfaces (AVI'22). Thus, any use of “we” in this section refers to the authors of this work: Zhuoming Zhang, Jessalyn Alvina,
Françoise Détienne and Eric Lecolinet.

108



Chapter 5. Go beyond social touch 5.1. Background

of highly transparent and stretchable overlays for smartphones, which enables in-

place coupling between visual objects displayed on the smartphone and touch I/O

interactions. To illustrate how we can incorporate In-Flat in our everyday com-

munication and interaction, I present several potential applications and use cases

of In-Flat into our daily mobile interaction and communication. To assess if users

can perform pressure input with In-Flat, as well as the perception of the dynamic vi-

sual+touch output, we designed a controlled experiment and an open-ended explo-

ration with In-Flat. Based on the insights from the study, I discuss how we should

incorporate multimodal touch interactions into our everyday communication and

interaction.

5.1 Background

As mentioned, by combining human-like multimodality touch actuation with smart-

phone interaction, we may improve our touch communication and mobile interac-

tion in three ways: 1) The mobility of smartphone can increase Perceived ease of useof

the device; 2) the powerful multimodal output of smartphone, especially the high

de�nition screen, can improve the tactile perception; and 3) the I/O capability of

mediated touch device can in return enhance mobile interaction. In this section, we

focus on past research that speci�cally explored these three aspects.

5.1.1 Generating touch feedback on smartphone

One important technical challenge when building touch devices is choosing the

right actuators. Due to the high mobility requirement, the sophisticated mechani-

cal structures that have been used in desktop tactile devices such as Phantom [170]

may not be suitable for smartphones. Most smartphones already include vibra-

tion motors to generate various tactile feedback [195] thanks to their compact size

and low energy consumption [176]. Furthermore, previous works investigated the

implementation of extra vibration motors on the smartphone to increase the ex-

pressivity of the smartphone. For example, Sahami et al. [191] implemented six

addition vibration motors on the smartphone to generate rich tactile noti�cations.

Similarly, Brewster et al. [19] used a vibration motor on the back of the phone to

generate tactile feedback while typing. This functionality has now been widely im-

plemented in smartphones using the internal vibration motor. Past works have also

explored the possibility of embedding vibrotactile grids on the back of the smart-
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phone to enable rich vibrotactile feedback for GUI interactions (e.g., [256]) or vibro-

tactile noti�cations (e.g., [5]). Furthermore, vibration motors are also implemented

on smartphone for communication purposes. Multi-moji device [251] implemented

a vibration motor on the back of smartphone. Using along with thermal and visual

feedback, a large range of emotions can be conveyed with this device. Similarly,

KUSUGURI device [60] generates tickling perception with two vibration motors.

By showing the animated �nger movement on the screen, it can generate the illu-

sion and perception of being tickled in the palm.

However, as discussed in Chapter 2 and Chapter 4, the vibrotactile stimuli has

been shown to be insuf�cient to generate expressive and realistic social touch [60].

Thus, other actuators have also been implemented on mobile devices. Maiero et

al. [136] have explored the use of actuated pins on the back of the smartphone to

provide tactile guidance on visual objects displayed on the screen, in order to im-

prove user performance for selection tasks on small objects (Figure 5.2(a)). Jang

et al. [110] used an array of actuated pins on the edge of the smartphone (Fig-

ure 5.2(b)). Aside from using it as an output device to enable tangible noti�cations

and tactile guidance, the device can also be used as an input channel by creating

buttons or sliders with the pins. However, even though the actuated pins can en-

hance mobile interaction with different haptic feedback, the touch perception of the

pins has low similarity to human touch.

Figure 5.2: Two examples of tactile device that use actuated pins. (a)Maiero et al. used actuated
pins on the back of the smartphone to provide tactile guidance on visual objects displayed on the
screen [136]. (b)Jang et al. placed actuated pins on the edge of the smartphone to enable tangible
noti�cations and tactile guidance [110].

In Chapter 4, we discussed the use of pneumatic actuation in mediated touch
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devices to generate human-like touch stimuli. Past works also implemented pneu-

matic actuation in mobile devices. For example, in POKE [164], two in�atable

airbags are attached to the front and back of the smartphone. The front airbag is

used as the touch output and generate a poke on the face while phone calling; the

back airbag is used as an input which records and sends the touch signal to the

other device. Similar to the SansTouch, the in�atable airbag generates human-like

perception and supports well the communication. Thus, based on past work, our

exploration of human-like touch stimuli, as well as insights from SansTouch, we im-

plement pneumatic actuation on the smartphone.

5.1.2 Augmenting visual display with touch interactions

As previously stated, the second advantage of incorporating mediated touch stim-

uli into the smartphone case is that the smartphone's high de�nition visual display

can improve touch interaction. For example, even though the vibration motor used

in the KUSUGURI device [60] has been shown not like a human touch in their study,

the addition of animated �nger movement on the screen of a smartphone improved

the perception and created the illusion of being tickled on the palm.

On the other hand, the powerful haptic output capability of a mediated touch

device can in return enhance visual display. Augmenting touchscreens with touch

feedback has been found to increase interaction speed, reduce operating errors,

and minimize visual and cognitive load, for example when scrolling [174], typ-

ing [20, 97], and interacting with virtual buttons [256], due to enhanced spatial and

temporal perceptions. Beyond enhancing GUI interactions, touch feedback has also

been used to generate pressure sensations on graphical objects or images [136] (Fig-

ure 5.2(a)) and to enhance interpersonal mobile communications. For example, ac-

companying emojis with vibrotactile patterns may enhance the emotional percep-

tions of emojis [251] (Figure 2.20). These tactile systems often spatially decouple the

touch feedback from the virtual objects displayed on the screen to avoid occlusions

and enable full access to the touchscreen capacities.

Furthermore, past works have highlighted the bene�ts of spatially coupling vi-

sual and tactile feedback [83, 112, 259], including generating direct physical feel to

the virtual objects. For example, the dynamic physical buttons in [83] included vi-

sual displays via rear projections, forming a coupling between touch I/O and visual

display, which not only enhanced the visual perception of the buttons with physi-

cal shapes (i.e., making them easier to �nd), but also provide bi-directional pressure
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feedback as the users physically interact with the buttons. Sahoo et al. also used

projectors on an elastic fabric surface to form a tabletop display with touch I/O ca-

pabilities [192]. However, using projectors to generate the visual display may limit

the mobility aspect of the touch device.

Figure 5.3: Harrison et al. placed in�atable buttons over visual displays and formed a coupling
between touch I/O and visual display. For example, when the tactile layer was in�ated, it provide
additional tangible affordance to the keyboard on the screen [83].

Instead of projectors, In-Flat uses the smartphone's screen as the visual display.

Few papers explored this approach and we tried to address their limitations: [142]

uses a transparent gel overlay that turns opaque when activated, thus occluding

the visual cues; [188] uses transparent silicon, but only with limited shapes and size

(i.e., small buttons).

5.1.3 Capturing touch input gestures

The third advantage of implementing pneumatic actuation to the smartphone case

is that it enables additional force input with a deformable interface, and thus ex-

pands the input capability of the �at and rigid screen of the smartphone. Force

input (i.e., pressure) is a powerful alternative to mobile interactions as it is space-

ef�cient: it only requires a �nger and �ngertip-sized interactive surfaces [37, 58].

Past works on force input have shown the bene�ts of force input, including sup-

porting rich and more ef�cient GUI interactions such as picking values from a long

ordered list [37] or selecting parametric commands [20]. Force input captured with
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Force Sensing Resistor (FSR) enables users choose up to ten items with their �ngers

at 85% accuracy with continuous visual feedback [252]. Users can control a menu of

ten items with 89% accuracy when a FSR is embedded on the bezel of a tablet [141],

but only up to �ve items when the sensor was embedded on the back of a smart-

phone [36]. Heo and Lee embedded several FSRs on the back of a smartphone to

enable force gesture inputs like slides or drags [91]. In this case, the gesture recog-

nition process considers the combination of several touch dimensions, including

spatial movements, pressure levels, and the change of pressure levels over time.

Smartphones like Apple's iPhones 6s or Huawei's Mate S also include embed-

ded force-input sensors on the touchscreens. With Apple's iPhone 6s, users can

customize a preference of light, medium, or �rm press on the iPhone's screen with

a pressure ranging from 0 to 3.3 Newtons [9, 120, 10]. Some smartphones that do

not embed pressure sensors can capture simulated force input values by calculat-

ing the size of the contact area between the screen and the �ngertip. Nevertheless,

applying pressures on a �at, rigid surface limits the pressure sensation and the per-

ception of complicity, as the users can hardly feel the surface bents according to the

pressure [58].

Alternatively, silicons can also be used to capture force input, as they can offer

a high level of complicity [58, 83]. Fruchard et al. [58] conducted a study to eval-

uate force input performance on hard, medium, and soft materials for controlling

visual objects. The input was captured with a FSR400 pressure sensor embedded

on a silicon block. Their results suggested that controlling high-pressure inputs

on soft surfaces (i.e., high complicity) takes more time and is more prone to er-

rors compared to on hard surfaces, but the participants found applying pressure on

soft surfaces was more comfortable. Pressure input can also be captured through

pneumatic actuations and air pressure sensors, for example in the form of dynamic

physical buttons [83, 232] or in�atable silicon bubbles [164, 68]. They highlighted

the bene�ts of using in�atable silicons with air pressure sensors as a touch input

device: supporting continuous pressure input with controllable levels of complic-

ity (i.e., how stiff or soft the material feels when pressured) [83]. A longitudinal

study on the use of in�atable silicons as a communication medium showed that

users can create personalized touch patterns using the silicons, combining different

pressure levels, the number of press, and temporal aspects [164]. With In-Flat, we

found that in�atable silicons can be used to capture not only press(Figure 5.5) but

also pinch-and-pullgestures (Figure 5.6), including the combinations with temporal
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aspects. In contrast to previous evaluation studies that mostly focused on press ges-

tures only [83, 58, 68], we evaluated the performance of the pinch-and-pull gestures,

and compared it with the press gestures.

5.2 In-Flat : Transparent Smartphone Touch Overlay

Figure 5.4: In-Flat is a touch I/O device in a form of (a) a transparent phone case with (b) a touch
I/O overlay made of in�atable silicon. (c)The actuation of In-Flat.

In this section, we present the In-Flat prototype that we built and its input and

output capabilities. In-Flat is a novel visual+touch display using in�atable silicon

layers in the form of a phone case. In-Flat uses transparent and translucent ma-

terials to accommodate visual display using the smartphone's screen. The silicon

layers can be installed on the back of the smartphone to preserve the screen's touch

input and visual output capabilities; or on top of the smartphone's screen (as an

overlay) to enhance the visual output displayed on the screen with in-place pres-

sure input/output capabilities. A silicon layer consists of one or more airbags (e.g.,

2x4 grid as in Figure 5.4(a)). Each airbag can capture continuous pressure input in-

dependently. As such, a silicon layer with multiple airbags can enable multi-�nger

pressure interactions. Each airbag can also be in�ated with different amount of air

(Figure 5.4(b)), enabling dynamic controls over the complicity levels of the surface.

Altogether, it creates a general-purpose visual+touch display with dynamic pres-

sure input/output capabilities on smartphones.
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5.2.1 Output

Touch output

As a tangible device, In-Flat can provide a skin-like touch sensation to the contacted

area. When the user's �nger has a direct contact on the surface of In-Flat, a pressure

is exerted to the airbag and the air inside the touched airbag gets compressed. Thus,

the tension of the silicon and the pressure difference between the airbag pressure

and atmospheric pressure give a force feedback to user's �ngertip. In this way,

by controlling the different initial in�ation pressure, as well as the force exerted

to the airbag, we can control the compliance level of the surface (i.e., how soft or

stiff the surface is when pressured), and the users can perceive different sensations

accordingly.

3D Visual output

In-Flat can display static 3D visual information by changing the in�ation level of

the airbags. When the airbag is in�ated, the silicon surface will deform according

to the amount of air injected into the airbag. Thus, this static deformation can give

direct visual feedback (i.e., tangible affordance) to the users. In-Flat can also dis-

play dynamic 3D visual effects by adjusting the level and the duration of in�ation

dynamically. Thus, we can create dynamic in�ation effects like breathing (slowly

in�ating and de�ating the airbag) or vibrating (in�ating to a certain level �rst, and

then switching to a series of in�ation and de�ation in a high frequency). As the

In-Flat's overlay is transparent, the screen of smartphone provides 2D visual out-

put that can be coupled with the 3D visual output of In-Flat, forming an in-place

visual+touch display.

5.2.2 Input

When an airbag is in�ated, the surface of the silicon stretches outwards and enables

direct manipulations of the surface. When the user manipulates the in�ated airbag

by pressing or pulling the silicon surface, the required force to deform the elastic

silicon layer has a positive correlation to its deformation and has a negative corre-

lation to the volume change of silicon airbag. Thus, by measuring the air pressure

change of the airbag, we can measure different touch forces from users and enable

continuous pressure controls.
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Figure 5.5: Examples of possible presstouch input gestures. The airbag is in�ated to 5kpa, thus
the baseline pressure is 1000. (a) Pressing with different levels of pressure. (b) A long press. (c) A
high-frequency �nger vibration. (d) An example of combining different input methods.

When in�ated, the users can pressthe convex silicon surface with different force

levels, speed, and duration. When the airbag is pressed, the silicon surface is

stretched and the volume of the airbag decreases. As such, we can combine these

three dimensions of touch input to generate rich touch gestures on In-Flat, as shown

in Figure 5.5. Users can alsopinch and pullthe silicon surface with two �ngers and

have different touch patterns (Figure 5.6).

5.3 Implementation and design choices

In-Flat consists of two parts: 1) the transparent screen overlay + transparent resin

case; and 2) the in�ation and pressure control. In this section, we describe our

design and fabrication approach, as well as the control system.
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Figure 5.6: Examples of possiblepinch and pulltouch input gestures. The airbag is not in�ated, thus
the baseline pressure is 500.

5.3.1 Fabrication approach

Soft and transparent overlay

Material choice. As a smartphone screen overlay, In-Flat requires materials that

have following features: easy-to-get, transparent, stretchable, robust, soft, and skin-

contact friendly. Fabricating an overlay that combines all those characteristics re-

mains challenging. Different materials have been implemented to pneumatic sys-

tems in previous research, such as latex [164, 83], silicon [260, 254], or PE sheets [212].

Latex is robust and highly stretchable, but the transparency is not high enough to

allow the users to see the visual display when placed on top of the screen. PE sheet

is highly transparent, but non-elastic. We saw the potential of using silicons, as sili-

Figure 5.7: Different fabrication methods. (a) Silicon airbag made of SORTA-Clear 18and fabricated
with tape-covered PLA mold. (b) Silicon airbag in�ated with air. (c) Silicon airbag �lled with water.
(d) Silicon airbag directly fabricated with 3D printed PLA mold. (e) Silicon airbag made of Eco�ex
20.
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Figure 5.8: Composite structure of the airbags. (a) Two-layer structure. (b) Uni-directional in�ation
with 1.5mm thick silicone layer. (a) In�ation with 0.8mm thick silicone layer.

cons have been widely used in medical �eld, industry, and movie modeling, thanks

to its stretchability, robust, diversity and bio-capability. Silicons are also often used

to induce skin-like sensations [218, 260, 164] in touch devices. Thus, we explored

different types of silicon from Smooth-On Inc. to make the in�atable layers. Eco�ex

series are highly stretchable (elongation at break: 845% [201]) and durable, but the

transparency cannot support screen overlay interactions (Figure 5.7e). SORTA-Clear

series have a high transparency (Figure 5.7a), even though they are not as stretch-

able (elongation at break: 425% [202]) asEco�exseries, its stretchability can already

meet the requirements for screen overlay interaction. Furthermore, it can also pro-

vide a skin-like touch sensation to the users.

Each airbag can be considered as a balloon with a speci�c shape (e.g., square

shape). Physicists in stability studies found that modeling the in�ation and de�a-

tion of a balloon is a complex problem due to the non-monotonic pressure-radius

characteristic [149] of such a device. That said, generally speaking, the thicker the

silicon layer is and the higher elastic modulus the material has, the higher air pres-

sure it can bear, and the higher air pressure is needed to in�ate it. After exploring

different materials and thickness of the silicon layer, we chose skin-safe SORTA-

Clear 18(100% Modulus: 35psi [202]) as the material of the in�atable layer, and set

the thickness of the in�ation layer to 1.5mm (Figure 5.8b).

Composite structure. When In-Flat is placed on the smartphone, the deforma-

tion of the airbag should only face outwards. Thus, we designed a two-layer com-

posite structure for the in�atable overlay. First, we created the in�atable silicon

layer with a 3D-printed mold. After that, we glued the silicon layer to a screen-

protection glass with silicon rubber adhesive ( ref: Sil-Poxy). As such, when the

amount of air changes in the airbag, the deformation only happens on the silicon

side (i.e., outwards) (Figure 5.8).

3D-printed mold. The silicon layer is created using a mold, which shapes can

be designed differently (e.g., a rectangular grid, keypads with circular or triangular
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buttons, etc.). The mold for the airbags is printed by a PLA 3D printer. In-Flat

requires high transparency, but due to the resolution of the 3D printer, the clearness

of the silicon layer is highly limited by the smoothness of the mold (Figure 5.7d).

To increase the clearness with current laboratory equipment, we pasted a layer of

plastic tape to the surface of the printed PLA mold, hence the smoothness of the

silicon airbag is largely increased (Figure 5.7a).

Transparent case

As previously mentioned, In-Flat can also be placed on the back of the smartphone

to enable back-of-device interactions. With this setting, the screen of smartphone is

faced towards the rigid phone case. Similar to the selection of silicons, the trans-

parency is crucial to ensure the visibility of the screen. Thus we fabricated a phone

case using the commonly-used resin 3D printer, with built-in air channels in the

case to avoid tubes (Figure 5.9c). We then applied a thin layer of transparent nitro-

cellulose coat on the surface of resin case to increase the transparency (Figure 5.9d).

In�ation medium

We can potentially in�ate the grid with different �uids. Previous research explored

different �uids in in�atable touch devices, including air [164, 83, 260], water [129],

and other specialty �uids [228]. In-Flat requires a high transparency level and short

response times, so we explored the use of water and air to actuate the device. Com-

paring these two �uids, water can be considered as non-compressible liquid in In-

Flat pressure range, thus it can have a very quick response speed to both the in-

put and output. However, when the silicon bag was �lled with water, the surface

of the silicon stretches outwards. Due to the high refractive index of water, the

water-silicon bag works as a plano-convex lens which deform the content on the

screen (Figure 5.7c). Finally, we chose air as the in�ation medium in our design

(Figure 5.7b).

5.3.2 Pneumatic control

Actuators

To better control the movement of In-Flat's in�ation and to better support accu-

rate pressure input, we implemented a closed-loop in�ation/de�ation system for

each airbag. The 8 airbags ofIn-Flat are in�ated with a 12V DC vacuum pump
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Figure 5.9: In-Flat. (a) The structure of In-Flat. (b) Highly transparent screen overlay and the highly
transparent resin case. (c) Transparent resin case. (d) Comparison between resin after and before
nitrocellulose coated.

(ref: WP36C). The inlet of the vacuum pump is used for in�ations and the outlet of

the vacuum pump is used for de�ation. By changing the voltage of pump power

supply, the speed of in�ation can be controlled. After equally distributing the in-

�ation and de�ation air �ow into 2x8 �ows with air distributor and silicon tubes,

the 2*8 air �ows are controlled by 2x8 DC solenoid valves ( ref: CJAV08-2B05A) to

control the in�ation and de�ation separately. The solenoid valves are actuated by

two 8-channel relay boards and powered separately to isolate the actuators from the

control system. A 16-channel PWM motor driver ( ref: PCA9685) is used to control

the states of all the solenoid valves.

Pressure detection and In�ation control

As a continuous input device, the accuracy and speed of touch input detection is

crucial. Different technologies have been explored to detect touch, such as conduc-

tive threads [217], conductive fabrics [105], force sensing resistors [58]. But none

of these can be used in our case considering the high requirement of transparency

of the screen overlay. To this end, we used air pressure to detect the touch forces

(as done in previous works [212, 164]) and built a force-detection system with 8 air

pressure sensors (ref: XGZP6847A) with a sample rate of 40Hz. The sensors are di-

rectly connected to the silicon tubes that transport the air to the phone case. When

the user touches the airbags, they are deformed and the pressure changes accord-

ingly. As the sensors and the airbags are communicating vessels, the air pressure

stays the same all the time. Thus, by detecting the pressure value in the airbags, we

can get the equivalent touch pressure indirectly.
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When a airbag is in�ated to a certain level, the in�ation and de�ation valves are

closed to ensure air impermeability. Furthermore, we added close-loop pressure

control. When the current pressure is outside the desired value range, the in�ate or

de�ate valve is activated until the targeted pressure value is obtained. The real-time

pressure value is sent to the interface and used for pressure-related control.

5.4 Application and Use Cases

In this section, we present several potential applications and use cases of In-Flat

depending on whether it is used as a communication medium, as an information

channel or as a tool.

5.4.1 As a communication medium

Social touch

Around 40% of smartphone use is for communication purpose [21]. As one of the

most important non-verbal communication channels, touch plays an essential role

in interpersonal affective communication. In addition to the commonly-used visual

and audio channels, In-Flat allows users to generate and send touch patterns to

each other with expressive skin-like sensation, as opposed to vibrations in current

smartphones that do not resemble human-like touch [260, 164]. There are different

ways of using In-Flat to support affective touch communication. As the user is

having a phone conversation by holding the phone against the face, In-Flat can

generate pressure patterns such as a caress, a poke, or a vibration on the cheek

to express different emotions, as shown in POKE [164]. If the In-Flat overlay is

placed on the back of device, when the users are having a video chat by holding

the phone with one hand and contact the palm with the overlay, they can also send

touch gestures like stroke, hit, pat, caress to each other's palm (Figure 5.10d). This

functionality can also be used when there is no verbal communication going on.

Parametric and tangible emojis

Past work has proposed tools that can generate dynamic emojis that are parameter-

ized through typing input variations [6]. Similarly, In-Flat's continuous pressure in-

put can be used to parameterize the dynamic emoji. Furthermore, the emoji can be

sent along with its pressure values (i.e., visual emoji enriched with in�ated airbags).
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As such, the receivers can also dynamically interact with the emoji by pressing or

pinching the corresponding in�ated airbags, which will animate the visual emoji

(Figure 5.11a).

Supporting visually-impaired users

Touch-based interactions support eyes-free interactions, offering an alternative in-

teraction channel for visually-impaired users. For example, Rantala et al. [181]

added six actuators under the touchscreen to enable Braille reading. Similarly, the

airbags of In-Flat can also be used as Braille outputs, as well as to input Braille char-

acters. In-Flat can also be an alternative channel to support emoji accessibility for

visually-impaired users, as they often struggle to perceive emojis [221].

Anthropomorphic smartphone

Anthropomorphism is de�ned as ”the tendency to attribute human characteristics to

inanimate objects, animals and others with a view to helping us rationalise their actions”[50].

Anthropomorphic affordances project human functioning and behaviour to the at-

tributes of an object [214]. With In-Flat, we can project human behaviors such as

breathing, moving, heart beating on smartphones, and thus produce a ”human-

like” interaction with smartphones. For example, In-Flat can mimic human breath-

ing or heartbeat by using different in�ation-de�ation patterns to show the load of

the CPU; it can also actuate the physical movement of mobile device on the desk

when the overlay is placed face to the desk. Furthermore, these anthropomor-

phic affordances can also be used for bio-signal sharing between users like Breath-

ingFrame [121]. For example, users can share a beating red heart with an airbag

beating synchronously to express their joy and excitement.

5.4.2 As an information channel

Multimodal feedback of the content

On smartphones, users can manipulate graphical objects directly by touching them

through the touch screen. Thus, the action and the visual feedback are co-located,

which �ts the mental model of interacting with physical objects and minimizes

learning effort [106]. However, touch feedback remains limited due to the limi-

tation of using a rigid glass screen. In-Flat improves direct manipulation by pro-

viding additional touch feedback that lets the user feel the physical property of the
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Figure 5.10: Scenarios ofIn-Flat. (a) Interactive game ”Catching the cat”. (b) Interactive music game.
Users can hit the drum with different force and perceive the realistic touch feedback. (c) Users can
use personalized pressure patterns as the code of smartphone. (d) Users can send each other social
touch gestures like a pat in the palm, and the airbag of In-Flat will in�ate accordingly.

manipulated objects. For example, in the case of a remote medical consultation, the

user can communicate his lung breathing via In-Flat, while the doctor can see the

lung movement and touch the overlay to perceive the breathing remotely and di-

rectly with her �nger (Figure 5.11c). Similarly, a �eld can be simulated by in�ating

the airbags to different levels, and an earthquake by vibrating the airbags or the

vibration motor of the smartphone (Figure 5.11b).

Interactive games

The gaming experience can be enhanced by combining visual, audio, and touch

feedback. For example, in the ”Catching the cat” game (which is similar to the

”whack-a-mole” game), a cat would appear at a random place and the correspond-

ing airbag would in�ate accordingly (Figure 5.10a). Users can perform pressand

pinch-and-pullgesture on the corresponding airbag. The cat would emit a pleasant

sound on a gentle press, a scream on a pinch-and-pull, a loud sound and run away

on a strong press. The airbags would in�ate or de�ate accordingly.

Eyes-free interaction

In-Flat can support eyes-free interactions, thus allowing to control the smartphone

without looking at the screen. It can also be used for delivering rich tactile noti�-
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Figure 5.11: More examples of possible application of In-Flat. (a) Senders and receivers can dynam-
ically interact with the emoji. (b) Dynamic tangible affordances on visual objects, for example to
visualize an earthquake or (c) a breathing lung. (d) In-Flat's overlay can include different shapes of
airbags.

cations. For instance, the device can perform a breathing in�ation pattern to notify

the arrival of a message, with the intensity of the in�ation depending on the im-

portance of the message. Conversely, a user receiving a call can hang-up the call by

patting the airbag, or have a preset quick reply to a message by pressing a certain

airbag with a certain intensity.

5.4.3 As a tool

Continuous pressure input

In-Flat enables continuous pressure input, which can be mapped to the widgets of

a mobile application, thus adding one additional dimension to the input channel.

For example, In-Flat can be used for controlling the scroll bar: a pinch-and-pull

would scroll up the page while a press would scroll it down. The harder the user

presses/pulls the airbag, the faster the page scrolls.

In-Flat can also serve to generate expressive dynamic input. For example, it can

be used in music applications to control the instruments, for instance the loudness

of drums (Figure 5.10b) depending on the force when hitting the airbags. It can

also be used to control a virtual DJ set, e.g., to control the pitch, the speed, or even
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generate a vibrato by pinch-and-pulling airbags. In these examples, In-Flat not only

acts as an input device, it also provides dynamic force feedback to users, which a

rigid screen cannot provide.

Pressure authentication

Current smartphones rely on passwords like PIN codes and gestural patterns. How-

ever, people tend to choose weak passwords [261] and gestural patterns are vulner-

able to shoulder sur�ng attacks and smudge attacks [61]. In-Flat would allow users

to use a pressure-enriched pattern to unlock the smartphone (Figure 5.10c). The

movement when pressing the airbag is subtle, so it lowers the risk of being discov-

ered. The uniqueness of the user's �nger size, her hand position when holding the

phone and the level of applied force can also contribute to making such passwords

harder to discover.

Screen protection

In-Flat can not only act as a normal rigid phone case that protects the edge of smart-

phone from breaking, but the in�ated airbags can serve as a safety airbag for pro-

tecting mobile phone when it falls.

5.5 Evaluation

Considering our goal to augment smartphones' touchscreens with rich touch in-

put and output (I/O) capabilities via In-Flat interface, it is important to evaluate

if users can perform continuous pressure input with In-Flat and if the dynamic vi-

sual+touch output can enhance mobile interactions. Our goals were 1) to assess

quantitatively if users can perform both pinch-and-pulland pressinput gestures with

In-Flat; 2) to probe on user perception of the coupling between touch I/O and visual

display qualitatively. To this end, we conducted a two-stage study: 1) an experiment

on continuous input control where participants were asked to play a game simi-

lar to ”Flappy bird” [240]; 2) a semi-structured interview where we presented four

pre-designed demo applications of In-Flat and asked the participants to share their

perceptions when using In-Flat.
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5.5.1 Evaluation Design

Stage 1: Controlled experiment on continuous input control

The experiment was a [2x6] within-participant design with one primary factor In-

putTechnique(pinch-and-pulland press) and one secondary factor PressureLevel(Level

1 to Level 6). The game we designed for the experiment was inspired by the game

”Flappy bird” [240], in which the players need to control the movement of a bird so

that it �ies through small gaps between pipes (Figure 5.12). In our game, the bird

is always �ying on the left side of the screen while the pairs of pipes are moving

towards the bird with a uniform speed (80 pixels per second). The bird can only

move vertically (i.e., movement on y-axis), so the participants only needed to posi-

tion the bird on the correct height so that it does not �y onto the pipes (Figure 5.12a).

Participants pressthe airbag to make the bird �y down, or pinch-and-pullthe airbag

to �y up. The airbag located at the bottom-right corner was used to control the

bird movement to ensure the hand movement did occlude the objects on the screen

(Figure 5.12b).

Past studies showed that users can accurately control pressure input with 10±2

different levels [28, 143, 252]. Similarly, we tested 13 different pressure levels in

our experiment: Level 1 to 6 of press; Level 1 to 6 of pinch-and-pull; and Level 0

when no input gesture was captured (i.e., baseline value when the airbag was not

touched). To ensure comfortable force interactions for each participants, a calibra-

tion session was conducted where we recorded the pressure value for the maximum

pinch-and-pullgesture (mapped to the Level 6 of pinch-and-pull), the pressure value

for the maximum pressgesture (mapped to Level 6 of press), and �nally the pressure

value when no input was performed (baseline pressure, mapped to Level 0). The

mapping of the other levels (Level 1 to 5) was equally distributed in between the

pressure values of Level 0 and 6.

We then divided the screen's height into 13 rows (height=21.4 pixels or 0.5 Dh)

and mapped each pressure level to each row (the middle point of a row was illus-

trated as a grey line in Figure 5.12a). In each trial, we included a pair of pipes that

created an empty gap the size of two rows ( Dh=42.8 pixels), with the center of the

gap representing a pressure value. By default, when the participant did not touch

the airbag at all, the bird was �ying on Level 0. The goal of the game was to make

the bird �y through the gap between the pair of pipes.We also drew a dotted red

line to give a visual guideline on the exact path the participants needed to follow.
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Figure 5.12: The experiment setting of Stage 1. (a) The parameters of the experiment interface and
the illustration of the targets. (b) The interface used in the experiment and how participants control
the bird.

For example, in Figure 5.12a, the center of the pipes on the left side is mapped to

Level 2 of pinch-and-pull, while the bird was at Level 0. Hence, the participant needs

to pinch-and-pullthe airbag to make the bird �y up, in order to be on the red line.

After passing through the �rst pair of pipe (i.e., end of trial), the participant can lift

their �nger from In-Flat to rest.

The �rst task of the game is to control the bird passing through the gaps without

touching the pips. To better measure the performance of the pinch-and-pulland press

gesture, we also added an additional task in which the users need to keep the center

of the bird as close to the center of the gap as possible. An horizontal red dashed

line is marked at the center of gap of each paired pips to help participants to track,

and direction of the start (Part 1 in Figure 5.12a) and the end (Part 5 in Figure 5.12a)

of the red line is towards the center of previous and the next pair of pips, as the

guidance of entering and leaving the target height.

The experiment consisted of three blocks of 12 trials: BLOCK-1 consisted of 6

PressureLevelx 2 replications trials of pinch-and-pull; BLOCK-2consisted of 6x2 trials

of press; and BLOCK-3consisted of 12 mixed trials of pinch-and-pulland press. The

order of PressureLevelwas counter balanced using Latin Square across participants.

BLOCK-3was always the last block in the experiment, while half of the participants

started with BLOCK-1 and the other half with BLOCK-2. Thus, each participant
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completed 36 trials: 2 InputTechniquex 6 PressureLevelx 3 replications.

Stage 2: Semi-structured interview on user perception

We designed and presented 4 demo applications to participants. The �rst demo

was the game named ”Catching the cat” (Figure 5.10a), as described in Section 5.4.

The second demo was related to social touch (Figure 5.10d). In-Flat was placed

face to the back side of the smartphone, and the participants were asked to hold

the smartphone with the silicon airbags facing their palm. An image of a hand

was presented on the screen and a ”stroke” gesture would be performed by the

hand. The image would move from the top to the bottom of the screen. While

the image was moving, the corresponding airbags were also in�ated as soon as the

image entered the area, and de�ated when the hand left the area. The third demo

was about dynamic visual and haptic output. In this demo, an animated breathing

lung was presented on the screen, and the corresponding airbags were in�ating and

de�ating along with the movement of the animation of the lung (Figure 5.11c). The

fourth demo was about the generalizability of In-Flat. In this demo, other shapes

of airbags were presented to the participants, and they were asked to re�ect what

kind of interaction they might have with these different shapes of airbags, and what

other shapes of airbags they might needed in interaction. The shape presented in

the study were 9-button keyboard layout, a cross, a circle and two opposite triangle

(Figure 5.11d).

5.5.2 Participants and Apparatus

Twelve participants took part in our study (3 women, 9 men, 24-43 years old, me-

dian age 28.5). 11 participants were right handed, all participants used their right

hand to interact with their smartphones in daily life. We used a OnePlus 5T smart-

phone in the evaluation, and the interface was displayed full screen (on 300 x 600

pixels). All the games and application demos were web-based and connected with

In-Flat through WiFi. For each participant, the calibrated pressure value for maxi-

mum press, maximum pinch-and-pulland the baseline pressure were recorded and

used throughout the experiment session. The application also logged the distance

between the bird and target red line, and the data are measured and recorded every

25ms during the experiment.
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5.5.3 Procedure

We followed the health protocol advised by the WHO [34]. The participants sat

in a wide meeting room with opened windows to ensure air circulation. Partici-

pants were asked to sit in front of a desk, and In-Flat was placed on the desk. We

disinfected the surface of In-Flat, the table, and the smartphone before starting each

study session. Everyone involved in the study cleaned their hands and wore a mask

during the session. All the participants read and signed the informed consent.

Stage 1 started with the calibration session: the participants were asked to per-

form the press and pull gesture with the maximum strength they will likely use

in mobile interaction with the hand they used in daily mobile interaction. Then,

the training session started: the participants could play the game as long as they

wanted. Most participants �nished the training session in less than 5 minutes. Fi-

nally, the testing session started: the participants were asked to perform all three

blocks of trials as accurately and stably as possible. After performing all the tri-

als, we asked them to share their experience of using In-Flat as input device in this

game. Stage 1 took around 25 minutes. In Stage 2, four different demos were pre-

sented to the participants. Participants were asked to play around each of them.

They were encouraged to think aloud and shared their perception after each demo.

Stage 2 took around 25 minutes.

5.5.4 Measurement

To better evaluate the user performance of each input gesture, we divided the tar-

get path (i.e. the dashed red line in Figure 5.12a) into 3 parts: the preparation phase

(part 1), the test phase(parts 2, 3 and 4) and the exit phase(part 5) as shown in Fig-

ure 5.12a. We evaluated the user performance with three metrics: 1)success rate, the

percentage of successfully completed trials (a trial is successful if the distance be-

tween the bird's position and the red line is always lower than half of the bird size

(distance < 10.7 pixels or 0.25Dh) in the test phase); 2)accuracy, the average distance

between the location of the center of the bird and the red line; and 3) stability, the

standard deviation of the distance between the center of the bird and the red line.

We then performed the statistical analysis using JMP2 with REML method followed

by a post-hoc analysis with Tukey HSD.

2https://www.jmp.com/
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5.5.5 Quantitative Results

Figure 5.13: Red: pinch-and-pull; Blue: press. The error bars are constructed using 1 standard error
from the mean. (a) The overall success rate for each input technique; (b) The success rate for each
input technique in each pressure level; (c) The overall success rate for three blocks.

Participants performed pinch-and-pull gestures as well as press gestures

Overall, participants performed well in both pressand pinch-and-pull conditions,

with 84.7% and 83.8% respectively (Figure 5.13a). Given that thepinch-and-pullges-

tures were a relatively new interaction technique for mobile interactions, we were

surprised to �nd that there was no signi�cant effect of InputTechnique(F1;11=0.05,

p=0.82) on success rate. PressureLevel(F5;55=1.36, p=0.23) (Figure 5.13b) andBlockID

(F2;22=0.84, p=0.43) (Figure 5.13c) also did not have any signi�cant effect on success

rate.

We also did not �nd any signi�cant effect of InputTechniqueon the input accuracy

(i.e., the average distance between the bird and the target path), neither during the

preparation phase(F1;11=1.44, p=0.23), thetest phase(F1;11=2.59, p=0.11), nor theexit

phase(F1;11=2.43, p=0.12). Similarly, there was no signi�cant effect of InputTechnique

on the input stability (i.e., the standard deviation of the distance) during the prepar-

ing phase(F1;11=1.32, p=0.25),test phase(F1;11=2.93, p=0.09) andexit phase(F1;11=1.88,

p=0.17). This suggested that the participants could perform pinch-and-pullgestures

as accurately and as stably aspressgestures.

That said, we acknowledged this result might be impacted by some of the failed

trials in which the participant gave up right away and released their �nger(s) once

the bird hit the pipe. Hence, we performed another analysis in which we only con-

sidered the 84% of successful trials. This statistical analysis yielded similar results

for success rateand accuracy(i.e., average distance). The only difference was a signi�-

cant difference of InputTechniqueon the stability (i.e., the standard deviation) during
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the test phase(F1;11=21.7, p< 0.0001). This suggests that keeping thepinch-and-pull

performance stable throughout a trial might require more physical demand. This

was supported by some of the participants' comments that found pinch-and-pull

gestures slightly more tiring as they require two-�nger interactions. That said, the

difference between the two standard deviations was rather small (only 0.25 pix-

els: SDP INCH � AND � P ULL =1.82 pixels and SDP RESS =1.57 pixels) and the two other

measurements were unaffected, so that we can still conclude that the participants

performed pinch-and-pullgestures as well aspressgestures.

Performing the highest level of pinch-and-pull gestures was more challenging

Figure 5.14: Blue: preparation phase; Red: test phase; Green: exit phase. The error bars are con-
structed using 1 standard error from the mean. (a) The average distance and (b) the standard devia-
tion for all PressureLevelin all three phases.

Although PressureLeveldid not have a signi�cant effect on success rate(F5;55=1.36,

p=0.24), the success rates forPressureLevel=6 for both InputTechniquewere lower

than the other �ve levels: 76% for overall success rate, 72.2% and 80.6% forpinch-

and-pulland pressrespectively (Figure 5.13b). That said, we found a signi�cant effect

of PressureLevelon both the average distanceand the standard deviation of distancedur-

ing all three phases (all p< 0.05). A post-hoc analysis with Tukey HSD revealed that

Level 6 had signi�cantly higher average distanceand standard deviation of distancein

all three phases (Figure 5.14).
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Figure 5.15: (a) to (d) show some typical movement trace examples for success trials: (a) good per-
formances in all three phases (trial 21 of P5,pressLevel 3); (b) a low performance in the preparation
phase(trial 20 of P1, pressLevel 1); (c) a low performance in the exit phase(trial 11 of P3, pinch-and-
pull Level 5); (d) low performances in both the preparation phaseand the exit phase(trial 35 of P4,
pinch-and-pullLevel 6)

There might be several possible explanations for this result. Considering the

preparation phase: 1) As the target path for Level 6 is located at the edge of the screen

(Figure 5.12a), the distance that the bird need to travel from the baseline to the

target location was the largest, thus increasing the physical preparation needed to

perform the gestures, leading to lower performance (Figure 5.15d,f); 2) The partici-

pants might have performed the input gesture as intensely as possible to reach the

top or the bottom of the screen for Level 6 as they knew that these trials required the

largest amount of force, hence, reducing the accuracy and the stability of the ges-

tures. Considering the test phase, as Level 6 was more physically demanding than

the other levels, this might led to less accurate and less stable control. Considering

the exit phase, even though there was still a part of the red line that they needed

to follow, some participants just prematurely released their �nger(s), back to the

default position (Level 0), as shown in Figure 5.15e,f. Notably, some participants

released their �nger(s) prematurely more often than the others. For example, 91%

of the successful trials with an average distanceover 20 pixels in the exit phasecame

from P1, P3, P5 and P7. Similarly, 80% of the trials with an average distanceover 30
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pixels came from P5 and P7.

To summarize, given that we calibrated the maximum pressure levels (i.e., Level

6) for each gesture based on each participant's maximum ”comfortable” pressures,

the data suggested that while they were still able to perform successfully, the ac-

curacy and the stability might be slightly compromised. This can be potentially

reduced by imposing a better calibration session: instead of performing just one

pressure input and record its value as the maximum pressure level (as done in our

current experiment design), we can ask the participants to perform several pressure

inputs and record their average or median value as the maximum pressure level.

Their perception of maximum ”comfortable” pressure might also change over time

as they get more used to the interaction.

More preparation was needed when the participants switched between pinch-

and-pull and press gestures

As explained above, the BLOCK-1 only consisted of pinch-and-pull, BLOCK-2 only

press, while BLOCK-3 consisted of both gestures in a mixed order. We found that the

BlockIDhad a signi�cant effect on the average distance(F2;22=24.6, p< 0.0001) and the

standard deviation of distance(F2;22=33.6, p< 0.0001) during the preparation phase, as

well as on the standard deviation of distanceduring the exit phase(F2;22=6.32, p=0.002)

(Figure 5.16). A post-hoc analysis on the three conditions revealed that the perfor-

mance was signi�cantly lower for BLOCK-3 than for the other blocks.

There might be two possible explanations to this result. First, given that in

BLOCK-3 the pinch-and-pulland pressgestures were mixed, some participants might

have to constantly switch their �nger position between pinch-and-pullwith two �n-

gers and presswith one �nger. This might make performing the gesture a bit more

challenging. Second, with 12 different pressure levels (i.e., 6 levels each for pinch-

and-pull and press) mixed within one block, the target level's heights in one trial to

another had a larger difference to BLOCK-2 and BLOCK-1 that only included 6 lev-

els. This implied more travelling distance when switching between trials. Thus, the

challenge to prepare the gesture was higher in BLOCK-3, which might lead some

participants to exit the area earlier to prepare for the next trial.

133



5.5. Evaluation Chapter 5. Go beyond social touch

Figure 5.16: (a) Theaccuracy(average distance) and (b) thestability (standard deviation of distance)
for all Blocksin all three phases.

5.5.6 Qualitative Results

Participants felt having more control when performing the pinch-and-pull ges-

tures

Surprisingly, even though the participants' performances in terms of success rate,

accuracy, and stability were quite similar for pinch-and-pulland pressgestures, half

of the participants (6/12) reported that they felt that they had a better sense of con-

trol for pinch-and-pull, while only 2 participants felt that they could control the press

gestures more accurately. Several reasons were given to explain this feeling: 1)

Some participants (4/12) mentioned that they had more rooms to pull the airbag

towards themselves with pinch-and-pull, in contrast with pressingthe airbag towards

the screen which at some point blocked their �nger movement; 2) Half of the par-

ticipants (6/12) mentioned that, with pinch-and-pullgestures, the elastic property

of the silicon provided additional sense of resistance onto their �nger, and this re-

sistance kept increasing when they pulled harder. In contrast, with pressgestures,

when pressing hard, the silicone surface eventually touched the rigid screen, so

that the perception became somewhat similar to just touching the screen. That said,

most participants (8/12) still reported that the perception of pressing the airbag
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provided more feeling of control compared to touching the rigid screen directly, es-

pecially when the airbag was in�ated, because the soft airbag deformed under the

pressure of the user's �nger, consequently providing additional sensory cues and

enabling more freedom of �nger movement.

Participants appreciated the coupling between visual display and touch I/O in-

teractions

All 12 participants appreciated the sensation of touching In-Flat's overlay. They

perceived the texture of the silicon we used as ” comfortable” (8/12) and found that

the ” bouncy feeling” of the airbag was ” interactive” and ” fun” to play with (5/12).

For visual perception, most of participants (10/12) thought the transparent silicon

layer allowed them to see the visual display with no issues. More than half of

participants (7/12) highly appreciated the visual effect of dynamic movement of

the airbag in the animated breathing lung demo, and found that it ” follows well the

movement of the GIF” (6/12) and that it was ” vivid and [looks] natural” (3/12). The par-

ticipants thought that, thanks to the combination of two modalities (visual+touch),

they ” can feel what [they] see” (P2) and it was ” dynamic and playful” (P5) and ” makes

the phone alive” (P1,P10). Additionally, P5 thought touching the airbag was quite

stress-relieving as it worked like a bubble wrap.

The participants envisioned different future use cases of In-Flat

Even though airbags with other shapes were presented to the participants, half of

the participants said they would prefer the 2x4 grid layout rather than having a spe-

ci�c shape on their smartphone, in order to make it possible of using the overlay

for different tasks. That said, some participants also proposed use cases for other

airbag shapes. For example, P3 mentioned that the screen overlay could work as a

detachable button that can be attached on anywhere of the smartphone's screen, so

that the function and position could be changed for different tasks. Beyond smart-

phones, P5 though that input/output pressure capabilities of In-Flat would be also

useful on game consoles. As such, the game console would provide more dynamic

control as well as additional tactile feedback, hence enhancing the eyes-free inter-

actions on the game console.

The participants also expressed willingness to use In-Flat in their daily life and

proposed different ways of using it. P10 regarded the smartphone as an arti�cial

partner, and thought the in�atable overlay could serve to trigger different emo-
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tional feedbacks; P4 thought the in�ated airbags could work as landmarks on the

screen and help guiding the movement of the �nger, especially with a grid with

a higher resolution; P7 mentioned that In-Flat could provide full tactile experience

when watching a movie, with the movement and level of in�ation changing dy-

namically according to the movie, so that the user can feel the movement of the

environment or of the characters.

5.6 Discussion, Limitations, and Future Work

In this Chapter, I introduced the design of In-Flat, a novel visual+touch I/O overlay

using in�atable silicon layers in the form of a phone case. I presented the design

and fabrication approach, possible use cases as well as the evaluation of its input

capability. This Chapter is a response to RESEARCH QUESTION 3: How can we incor-

porate multimodal touch interactions into our everyday communication and interaction?

Furthermore, the multimodality aspect partially responds to R ESEARCH QUESTION

1(B) and the skin-like touch stimulation partially responds to R ESEARCH QUESTION

2 of this thesis.

I re�ect on our fabrication approach, implementation, and evaluation to discuss

the future work on improving the pressure-based I/O capabilities on touch devices

that can be used together with smartphones, to better support visual+touch inter-

actions.

5.6.1 Affective touch communication on smartphones

Given the lack of suf�cient touch interaction in current mobile systems, In-Flat is

designed to augment the mobile touch interaction experience with skin-like pneu-

matic actuation.

The augmentation embodies in two ways: 1) The approaches proposed by re-

search in material science, actuation and social touch interaction provide a practical

solution for improving the perception of tactile feedback on smartphone; and 2)

the availability and mobility of smartphone in return increase the usability of social

touch generation device like In-Flat. Correspondingly, the expressive touch stimuli

increases theperceived usefulnessof the touch devices as well as the smartphone; and

the integration of touch stimuli with the smartphone case increases the perceived ease

of useof the touch device.

Furthermore, bene�ts from the communicative affordances of smartphone, this
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combination enables various forms of touch communication in different contexts.

It can be a stroke in the palm while video chatting; it can be a tickle while texting;

and it can also be a gentle caress on the cheek during a phone call. Meanwhile,

thanks to the rich output capability of smartphone, it is also possible to introducing

other modalities such as audio or vibration into the interaction, without adding

new actuators or components.

5.6.2 Improving pressure-based control on smartphones

Thanks to the high stretchability of In-Flat's silicon layer, users can perform not

only pressbut also pinch-and-pull input gestures. To the best of our knowledge,

previously proposed touch devices did not speci�cally discuss nor investigate user

performance of pinch-and-pullgestures. Our evaluation with In-Flat indicated that

the participants were able to perform pinch-and-pullgestures as accurately aspress

gestures, despite the fact that they mentioned of never using pinch-and-pullgestures

to interact with digital devices in their daily lives. This shows a promising oppor-

tunity to leverage in�atable silicon layers for rich pressure-based input capabilities.

Re�ecting on the results of our evaluation, we see different ways to improve

pressure-based controls on in�atable silicons. We only tested six levels of pinch-

and-pulland six levels of press. The participants can perform both gestures with high

success rate and high accuracy. Fruchard et al. suggested that pressure-based input

like presson a soft surface was underestimated for far. Similarly, the performance of

the pinch-and-pullgestures might also be underestimated. A future study on pinch-

and-pull is needed to better determine its full potential, i.e., how many levels of

pinch-and-pullgestures can the users control reliably.

Some participants in our evaluation mentioned that performing the pinch-and-

pull gestures required more physical demands to pinch the airbag because the sili-

con's surface was too smooth. To make the surface easier to pinch, we can consider

using different materials that can induce larger frictions or fabricate the silicone to

include a small handle that is easier to pull. However, this might compromise the

transparency that is needed to enable clear visual display when put on top of the

screen.

5.6.3 Improving the technical implementation

The current version of the prototype, which was conceived as a technological probe

to experiment on the pressand pull gestures and to explore applications and use
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cases, still has some limitations. First, due to the electrical insulation property of the

silicon we used, our current In-Flat prototype does not support touchscreen inter-

actions when the overlay is placed on top of the screen. New materials that are not

only stretchable and transparent, but also conductive have been recently proposed

by researchers in material science [262, 236]. CombiningIn-Flat with these new ma-

terials would thus solve this limitation. Second, pneumatic technology limits the

mobility because of the relatively important size of the actuation device. This prob-

lem can be solved by adopting a new, more compact, pneumatic technology such

as FlowIO [196]. Moreover, because of its reduced size, this new technology would

allow using more cells than in the current prototype (2x4 grid).

5.6.4 Exploring the use of different in�ation media

Another interesting research direction would be to use another medium than air to

in�ate the silicon bags. For example, we explored water-in�ated silicon bags in Sec-

tion 5.3. The observed plano-convex lens effect then affects the visual display on the

screen, a feature that may be interesting for certain tasks, such as showing details

on the screen [223] or performing �sh-eye effects [172]. As participants mentioned,

�uids with different colors can be used to make the airbags work as physical �lters,

and the tactile feeling (e.g. stiffness, density, temperature) can be made different by

changing the medium of in�ation.

5.6.5 Beyond Augmenting Smartphones

The current design of In-Flat focused on smartphone interactions, but it can poten-

tially be adapted to larger devices, by increasing the number of airbags. As some

participants mentioned in the evaluation, the In-Flat's overlay can be designed to

be detach-and-play on any device such as a smartwatch or a tabletops. One factor

to be considered is the trade-off between size and mobility: the bigger the overlay

is, the more complex pneumatic control it needs, hence, limiting its mobility. This

may not be an issue for �xed devices like tabletops, but future work should address

this issue for bigger mobile devices like tablets.
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Conclusion and Perspectives

When we look back into history, the need for a more convenient and expressive

communication channel has pushed the development of technology, which in turn

has enabled a variety of new possibilities for people to communicate with each

other [248]. Likewise, the strong need for mediated touch interaction encourages

us to consider how to improve the expressiveness of current devices. New tech-

nologies, in the other way around, expand the design space and provide different

approaches to improve touch interaction. This thesis strives to bridge the gap be-

tween touch communication and HCI, by taking the stance that multimodal touch

interaction can support affective communication in our daily life [230].

In this thesis, I described my attempts to improve touch interaction with multi-

modal stimuli. My exploration proceeds from three directions: 1) utilizing multi-

modal stimulation to improve affective touch communication; 2) employing pneu-

matic actuation to improve the generation of tactile stimuli; and 3) incorporating

multimodal touch interaction into our daily interaction.

To address the research questions of this thesis, I presented three devices that

provide empirical contributions to multimodal touch interaction. In this chapter,

I summarize the insights and research contributions of this thesis, as well as the

perspectives, implications, and future research directions in this domain.
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6.1 Response to research questions

6.1.1 RESEARCH QUESTION 1(A ): Can we use multimodal stimuli

to improve the emotional perception of current social touch

technology?

Figure 6.1: The works presented in this dissertation identi�ed how the multimodal stimuli, espe-
cially visual modality, improve the emotional perception of tactile stimulation.

The �rst step is to understand if multimodal stimuli can improve the emotional

perception of touch stimuli. For this purpose, I introduced the design and imple-

mentation of VisualTouchas well as two studies with VisualTouch, to quantitatively

explore the effect of dynamic visual cues on emotional perception of vibrotactile

stimuli. The results show that although the vibration motors employed in Visual-

Touchprototype are still limited for generating expressive emotional touch stimuli,

the addition of congruent visual effects to the touch modality still expands the spec-

trum of emotion perception, thus opening new opportunities to support emotional

communication in social touch. This work also provides the foundation for further

investigations into combining visual and tactile modalities in touch devices.

Inspired by the VisualTouch, I went one step further to investigate the use of dif-

ferent modalities in real touch communication. I presented the design of SansTouch,

based on a speci�c research context: touch breakdowns during the pandemic of

COVID-19. From the structured observation on social touch with SansTouch, I found

that in face-to-face communication, the visual modality could be ignored, because

the attention of user was highly directed on the eyes and the facial expression of

the other person. And adding visual feedback to touch stimuli might even interfere
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with verbal communication. In the meantime, the thermal modality signi�cantly

improved the touch perception, and the warmth of the device was associated with

the perceived warmth in the relationship.

This work provides not only further insights for using different modalities in af-

fective touch communication, but also design implications of mediated touch inter-

action in face-to-face communication, which has seldom been discussed in previous

research. In summary, these works provide insights for how multimodal stimuli

improve the emotional perception of tactile stimulation.

6.1.2 RESEARCH QUESTION 1(B): Can we use multimodal stimuli

to improve touch interaction outside social touch context?

In-Flat goes one step forward on the use of multimodal stimuli in daily interaction.

By coupling rich touch I/O interactions with visual display, In-Flat improves the

expressiveness of mobile interactions that usually lack tangible affordances. Fur-

thermore, the high-de�nition screens of smartphones also improve the tactile per-

ception of the tactile layer with various visual effects. Pictures, colored patterns,

animations or even videos can all be combined with the tactile stimuli. Meanwhile,

other built-in modalities of smartphones such as the audio speaker or vibration mo-

tors can also potentially be used in the affective touch communication. Bene�ting

from the rich I/O capability of smartphones and their communicative affordance,

coupling touch I/O interactions with visual display can be used in not only me-

diated touch, but also many other mobile interactions. Thus, this work provide

insights on the usage of mediated touch devices in a more general context, and also

a better understanding of the role mediated touch devices play in daily interaction.

6.1.3 RESEARCH QUESTION 2: How can we generate more

human-like tactile stimulation to improve multimodal touch

interaction?

The �rst question considers the possibility of improving current mediated touch

communication with different modalities, while the second research question tries

to improve the tactile perception of multimodal touch interaction. To address this

problem, I used pneumatic actuation to generate skin-like touch perception in mul-

timodality touch devices.

Even though the dynamic vibro-tactile stimuli in VisualTouchcan express various
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emotions and were appreciated by the participants, the sense of ”vibrate” still has

a low similarity with real touch. To generate a skin-like perception, I presented two

prototypes using pneumatic actuation with soft silicon as the actuator. In Chapter

4, I presented the design of SansTouch, along with the exploration of skin-like ma-

terial and pneumatic actuation. From the structured observation with SansTouch, I

evaluated the perception of each modality, especially the tactile stimuli generated

by the in�atable airbags. The touch perception of the silicon airbag was well appre-

ciated by the participants, and we also observed a strong enhancement of thermal

modality to the skin-like touch perception. The results indicate that the pneumatic

actuation in In-Flat can effectively generate a skin-like touch perception for users.

In line with prior research [164, 263], the works presented in this thesis indicate

that it is possible to use skin-like pneumatic actuation to generate human-like tactile

stimulation. Moreover, the in�atable airbags also reinforce the input capability of

mediated touch device, which enables various forms of mediated touch interaction

in different contexts.

6.1.4 RESEARCH QUESTION 3: How can we incorporate

multimodal touch interactions into our everyday communication

and interaction?

The above two questions focus on improving the perception of multimodality touch

stimuli, while the ultimate goal of these mediated touch devices is to improve our

affective communication. Several design factors need to be concerned in order to

better integrate multimodality touch into our daily communication and interaction.

Choice of modalities in the interaction

Even though our studies con�rm that multimodal stimuli are able to improve me-

diated touch interaction, these modalities work differently in our everyday com-

munication and interaction. For example, when we are having a video chat on

a smartphone or computer, our arms and hands are usually within our vision �eld

during the communication. In this case, the visual modality of the wearables on our

arm or hand, like VisualTouchor SansTouch, is visible during the interaction. Thus

the visual modality can be used to enhance the mediated touch interaction. On the

other hand, when we are on a phone call with one arm raised, the thermal modality

can be more effective, considering that the visibility of the device is limited. Simi-
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larly, as we observed in the evaluation of SansTouch, the visibility of the device on

our hand or arm could also be decreased when we are having a face-to-face com-

munication. Users are trying to maintain eye contact during communication. As a

result, additional visual cue may interfere rather than enhance the communication

by attracting extra attention to the device.

Thus, the choice of modality is highly related to the context of communication.

Different modalities, including communication channels that are not mediated by

the ICT systems, are impacting each other during communication.

Social acceptance of mediated touch device

Social aspects (i.e. factors that are related to social relationships and interactions)

are also key to incorporate the multimodal touch interaction into our everyday com-

munication. According to the Social Acceptance Model proposed by Buena�or et

al. [67], designers should take into account the social acceptability of the device,

when designing interactions for relationships with different levels of intimacy or in

different contexts.

Social in�uence. One important factor is the social in�uence [67]. The opinion of

the social environment also in�uences the acceptance of mediated touch devices. In

the SansTouchevaluation, the participants appreciated the design choice of combin-

ing a wearable device and a smartphone. Grabbing a smartphone in public receives

a high level of social acceptance. For the same consideration, I integrated a medi-

ated touch device into the smartphone case in the In-Flat design.

Culture difference. The culture factor [67] also in�uences the social acceptance

of mediated touch devices. In line with prior research [45, 182], cultural differences

in touch behavior were observed in our study of the social touch breakdown. Sim-

ilarly, as discussed in Chapter 3 and in previous research [207, 250], the perception

and understanding of colored vision cues of VisualTouchmay also be in�uenced by

cultural differences.

Personal privacy. Personal privacy [67] also have an impact on social accep-

tance. According to one participant's remark in SansTouchevaluation, the ”visible”

touch interaction may not be appreciated in a public setting. Even though the vi-

sual modality can enhance emotional touch communication, many touch interac-

tions are expected to be intimate and private. Thus, users should be able to switch

off some modalities when a certain modality is not suitable for a certain context.
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6.2 Re�ection and future perspectives

The presented explorations of multimodal touch interaction are only examples of

how we can use different modalities to enhance or even broaden the range of in-

teraction. This thesis aims to provide some insights into designing multimodality

touch devices and inspire future research, and meanwhile this research has also

thrown up many questions in need of further investigation. In this section, I re�ect

on my work to discuss some research directions for the future.

6.2.1 Synchronicity is a key to �uent touch communication.

Another interesting research topic of multimodal touch interaction is the synchronic-

ity of touch communication. Synchronicity is a key to a �uent communication, and

it has a signi�cant impact on social presence and connectedness [107].

In synchronous communication, the conversation and interaction between the

involved interlocutors are in real-time. Mediated touch stimuli should be synchro-

nized in real-time with other communication channels such as audio or video. Once

a touch gesture is performed, the other side should be able to perceive the touch ges-

ture at the same time, so that the emotion that the touch gesture intends to express

can �t into the context. To enable real-time touch communication, input methods

such as real-time editing and sending in VisualTouchor sending preset gestures in

SansTouchshould be considered. The delay in processing the touch signal as well

as the stability of the network connection should also be a concern. On the other

hand, for asynchronous remote communication such as SMS chatting, the latency

between the touch sending and touch receiving does not in�uence the expression

of the emotion. However, the synchronicity of modalities (i.e. the temporal syn-

chronicity between the message and the tactile stimuli) becomes a challenging topic

for research. Despite the fact that researchers have made a few preliminary attempts

to discuss tactile stimuli in asynchronous communication [186, 156], further explo-

ration in this �eld is still required.

6.2.2 Human-like touch interaction or new touch languages?

Recently, questions have been raised about the relationship between mediated touch

and real interpersonal touch. Previous research [23, 219, 177] mainly emphasized

the importance of replicating the characteristics of real touch in mediated touch,

while recent studies [113, 92] argued the importance of designing new forms of
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touch experiences other than mimic real touch. Both aspects are encountered dur-

ing our exploration, which provides the following insights for future research.

Human-like touch interaction encourages behavior alignment in mediated touch

Like other non-verbal languages, interpersonal touch is usually performed intu-

itively. When we meet our colleague, we don't need to remember how to perform

a handshake. When the intention of touch appears in our mind, our body acts on

instinct for the intended touch interaction. Likewise, mediated touch interaction

should also be able to be understood and used intuitively to increase the usability

of the system [56]. This design approach is usually named intuitive design[27, 147].

In chapter 4, I discussed how SansTouchdiminishes the learning efforts of the touch

interaction by mimicking the hand movement as in real life. Combined with the

human-like perception of the pneumatic actuation, SansTouchnot only decreased

the user's effort in understanding, learning and remembering the touch interaction,

but also increased the willingness of using the device.

Bene�ting from the human-like touch interaction, two levels of behavior align-

ment [65, 134] are observed in our evaluation. From the perspective of mediated

touch interaction, user's actions (posture, body movement, etc.) in mediated touch

align with the real touch gestures. They spontaneously lean their bodies and stretch

their arms towards each other as if in real touch, while their eyes are looking at the

other person's face. Furthermore, from the perspective of communication, users

that engage in communication also align their behaviors with each other, as in non-

mediated communication. This approach enables users to perform and perceive

mediated touch stimuli intuitively, and thus the users are able to coordinate their

behavior as in traditional non-mediated communication [134]. These �ndings sug-

gest that using human-like touch interaction can encourage behavior alignment and

build a common ground between the users, thus narrowing the gap between a me-

diated touch interaction and a real touch.

Moving beyond replicating real-touch brings new social touch experiences

The development of technology not only bene�ts communication, but may also

creates new languages and communication channels that do not exist before. Even

though debatable, these new languages such as meme [245], internet slang [244],

emoji [243] or emoticon [246] enrich the language we can use in communication.

Similarly, the existence of mediated touch devices should not just act as a replace-
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ment when real touch is not accessible. This new approach provides users a new

way to communicate with each other. Thus, as suggested by Jewitt et al. [113], mov-

ing beyond replicating real touch can let us think outside the box, and bring more

innovative and creative digital social touch experiences to users.

Note that designing human-like touch interaction and creating new touch lan-

guage are not two opposed approaches [93, 92]. More exploration on these two

approaches would help us to establish a deeper understanding of the role mediated

touch plays in our communication.

6.2.3 Social conventions of mediated touch may also evolve

Another interesting topic that relates to the understanding of mediated touch is so-

cial touch convention. Usually, interpersonal touch interactions are regulated by

cultural conventions [74, 208]. For example, interpersonal touch is only consid-

ered proper within a certain range of relationships [45, 182] or certain body loca-

tions [208] in daily communication. Holding each other's hands is considered as

comfortable and intimate within intimate relationships, but can be considered un-

comfortable and offensive if a stranger holds my hand. However, mediated touch

may have the possibility of being used beyond traditional social conventions. In the

evaluation of SansTouch, participants mentioned that when using SansTouch, there

was no direct skin contact between the receiver and the performer of the touch

gesture, and there was no rule for mediated touch interaction. Users felt less un-

comfortable when performing mediated touch with someone that they would not

touch in the real world.

This �nding implies that by using a mediated touch device as a communication

medium, the original meanings of the touch interactions might evolve. Thus, medi-

ated touch could be used beyond social conventions, which consequently increase

the expressivity and range of social touch.
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Titre: Vers une amélioration de l'Interaction Tactile Médiée par la Multimodalité

Mots clés: Interaction Homme-Machine, Tactile Médié, Multimodalité, Communication Affective,
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Résumé: Comme l'un des plus importants
canaux de communication non verbale, le
toucher est largement utilisé �a des �ns
différentes. Dans le développement physique
et psychologique humain le toucher participe
�a la construction des liens sociaux et �a la
communication des émotions. Cependant,
même si les technologies de l'information
et de la communication actuels permettent
l'utilisation de divers langages non verbaux,
le soutien �a la communication par le sens du
toucher est encore insuf�sant. Inspir é par
les interactions intermodales dans la percep-
tion humaine, l'approche que j'adopte dans
cette th �ese est d'utiliser la multimodalité pour
améliorer l'interaction tactile médiée.
A�n de comprendre si les stimuli multimodaux
peuvent améliorer la perception émotionnelle
du toucher, je développe VisualTouch, et
j'évalue quantitativement l'interaction en-
tre la modalité visuelle et tactile. Pour

étudier l'utilisation de différentes modalités
dans la communication tactile, je présente
SansTouch et fournis des aperçus empiriques
sur l'interaction multimodale et la génération
de contact cutané dans le contexte de la com-
munication en face �a face. En�n, pour aller
plus loin dans l'utilisation de stimuli multi-
modaux en interaction tactile, je présente In-
Flat, une superposition tactile entrée/sortie
pour smartphones. In-Flat fournit non seule-
ment des informations supplémentaires sur
la génération du toucher de la peau, mais
aussi une meilleure compréhension du rôle
que joue le toucher médié dans des contextes
plus généraux.
En résumé, cette th �ese vise �a combler le fossé
entre la communication tactile et l'IHM, en con-
tribuant �a la conception et la compréhension
des stimuli multimodaux dans l'interaction tac-
tile médiée.

Title: Improving Mediated Touch Interaction with Multimodality

Keywords: HCI, Mediated touch, Multimodality, Affective communication, Mobile interaction

Abstract: As one of the most important
non-verbal communication channels, touch is
widely used for different purposes. It is a
powerful force in human physical and psycho-
logical development, shaping social structures
and communicating emotions. However, even
though current ICT systems enable the use of
various non-verbal languages, the support of
communicating through the sense of touch is
still insuf�cient. Inspired by the cross-modal
interaction of human perception, the approach
I present in this dissertation is to use multi-
modality to improve mediated touch interac-
tion.
To understand if multimodal stimuli can im-
prove the emotional perception of touch, I
present VisualTouch, and quantitatively eval-
uate the cross-modal interaction between vi-

sual and tactile modality. To investigate the
use of different modalities in real touch com-
munication, I present SansTouch, which pro-
vides empirical insights on multimodal interac-
tion and skin-like touch generation in the con-
text of face-to-face communication. Going one
step forward in the use of multimodal stimuli
in touch interaction, I present In-Flat, an in-
put/output touch overlay for smartphones. In-
Flat not only provides further insights on the
skin-like touch generation, but also a better
understanding of the role that mediated touch
plays in more general contexts.
In summary, this dissertation strives to bridge
the gap between touch communication and
HCI, by contributing to the design and un-
derstanding of multimodal stimuli in mediated
touch interaction.
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