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Abstract

In recent years, scientific advances have improved the treatment of genetic diseases
through personalized medicine. This consists in detecting and measuring genetic
variations specific to each patient, in order to better target the deregulated mech-
anism. These mechanisms, linking a genetic variation to a disease, remain to be
elucidated. Although we now have access to the complete genomes of thousands
of individuals, establishing this link requires the understanding of complex genetic
regulatory mechanisms.

Indeed, the majority of known mutations are not located in coding regions of the
genome. Their impact therefore affects indirectly gene expression, via epigenomic
mechanisms. These cis mechanisms can significantly impact the level of gene ex-
pression. However, there are also trans feedback mechanisms that can limit the
effect of these genetic variations. This feedback control stems from the structure of
the gene regulatory network.

In my thesis, I have studied both cis and trans mechanisms of transcription regula-
tion. As these mechanisms are fundamental processes shared by all organisms, it is
possible to study them through systems that are less complex than human. I used
the model organisms Drosophila melanogaster (fruit fly) and Paracentrotus Lividus
(purple sea urchin). I focused on embryonic development, as it is a temporal window
where transcriptional activity is particularly dynamic. Indeed, the development of
the organizational plan of an embryo is a process which involves precise control of
transcription in time and space.

Cis regulation derives from several closely related parameters: the level of DNA
compaction, epigenomic markers and the affinity of the region for transcription
factors. The accessibility of a region is regulated by the density of nucleosomes
wrapped around the DNA molecule. Each of the subunits of a nucleosome, the
histones, may have epigenomic markers (acetylation, methylation) that label the
level of DNA compaction locally. Transcriptional factors are molecules present in
the nucleus of the cell, which bind to DNA and recruit the elements specific and
necessary for the activation or repression of the activity of the polymerase, and
therefore of gene transcription.

In order to better understand the interactions between each actor of cis regulation,
I analysed genetic, epigenomic and transcriptomic data in collaboration with the
Furlong laboratory (EMBL, Heidelberg). These different data types reflect the level
of DNA accessibility, epigenomic marker composition, and the level of gene expres-
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sion. These data are also derived from heterozygous Drosophila embryos with a
large number of genetic variations between alleles. It is therefore possible to test
the impact of a mutation by directly comparing measurements between pairs of al-
leles. These analyses enabled the inference of direct interactions between regulatory
layers, and suggest distinct actions of the two epigenomic markers H3K27ac and
H3K4me3 on gene expression.

In a second step, trans regulation takes place on a different scale. Indeed, it comes
from the interactions embedded within a gene regulatory network. Positive and
negative feedback circuits allow to stabilize or amplify a signalling cascade by mod-
ulating the activation or repression of a gene, according to its expression level. Gene
regulatory networks are highly interconnected, making them often complex to anal-
yse and predict.

In order to better understand the dynamics of regulation in trans, I have modelled a
gene network integrating the mechanisms of the dorsal-ventral axis specification in
the urchin embryo, in collaboration with the Lepage laboratory (iBV, Nice). This
model relies on a logical formalism, where the activity of a gene is described by a
discrete variable and its regulation by a logical rule. The logical formalisation of a
network allows to study in detail its dynamics and to make predictions based on the
simulation results. The use of multicellular and stochastic modelling tools enabled
the identification of the key interactions necessary for the development of the dorsal-
ventral axis, in particular the mutual repression of the two TGF-β pathways Nodal
and BMP.

In conclusion, my thesis focuses on the study of transcription regulation at several
scales and from multiple angles. Allele-specific data analysis and logical modelling
allowed me to study the mechanisms of transcriptional regulation from two com-
plementary perspectives. This way, I contributed to assess the impacts of genetic
variation and gene network structure on transcription. These regulatory links are
of potential interest in biomedical applications related to genetic diseases.
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Résumé

Ces dernières années, des avancées scientifiques visent à améliorer les traitements
de maladies génétique grâce à la médecine personnalisée. Ceci consiste à détecter et
mesurer les variations génétiques propres à chaque patient, afin de mieux cibler le
mécanisme dérégulé. Ces mécanismes, liant une variation génétique à une maladie,
restent à élucider. Bien que nous ayons aujourd’hui accès aux génomes complets de
milliers d’individus, établir ce lien nécessite la compréhension des mécanismes de
régulation génétique complexes.

En effet, la majorité des mutations connues ne se situent pas dans les régions co-
dantes du génome. Leur impact porte donc indirectement sur l’expression des gènes,
via des mécanismes épigénomiques. Ces mécanismes en cis peuvent impacter de
manière conséquente le niveau d’expression génique. Néanmoins, il existe également
des mécanismes en trans de rétrocontrôle permettant de limiter l’effet de ces vari-
ations génétiques. Ce rétrocontrôle émane de la structure du réseau de régulation
génique.

Au cours de ma thèse, je me suis intéressée à la fois aux mécanismes en cis et en
trans de la régulation transcriptionnelle. Comme ces mécanismes sont des processus
fondamentaux partagés par l’ensemble des organismes, il est possible de les étudier
à travers des systèmes moins complexes que l’humain. Dans mon cas, j’ai utilisé les
organismes modèles Drosophila melanogaster (mouche du vinaigre) et Paracentrotus
Lividus (oursin violet). Je me suis concentrée sur leur développement embryonnaire,
car c’est un intervalle temporel où l’activité transcriptionnelle est particulièrement
dynamique. En effet, l’élaboration du plan d’organisation d’un embryon est un
processus qui implique un contrôle précis de la transcription dans le temps et dans
l’espace.

La régulation en cis dérive de plusieurs paramètres étroitement liés : le niveau de
compaction de l’ADN, les marques épigénomiques et l’affinité de la région pour les
facteurs de transcriptions. L’accessibilité d’une région est régulée par la densité de
nucléosomes enroulés autour de la molécule d’ADN. Chacune des sous-unités d’un
nucléosome, les histones, peut présenter des marques épigénomiques (acétylation,
méthylation) qui balisent le niveau de compaction de l’ADN localement. Les facteurs
de transcription sont des molécules présentes dans le noyau de la cellule qui, en
se fixant à l’ADN, vont pouvoir recruter les éléments nécessaires et spécifiques à
l’activation ou la répression de l’activité de la polymérase, et donc du gène.

Afin de mieux comprendre les interactions entre les différents acteurs de la régulation
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en cis, j’ai analysé des données génétiques, épigénomiques et transcriptomiques en
collaboration avec le laboratoire Furlong (EMBL, Heidelberg). Ces différents types
de données reflètent le niveau d’accessibilité de l’ADN, la composition en marque
épigénomique, et le niveau d’expression des gènes. Ces données ont été obtenues
à partir d’embryons de Drosophile hétérozygotes, présentant un nombre important
de variations génétiques entre allèles. Il est donc possible de tester l’impact d’une
mutation en comparant directement les mesures entre paires d’allèles. Ces anal-
yses ont permis d’inférer les interactions directes entrant en jeu entre les niveaux
de régulation, et suggèrent des actions distinctes des deux marques épigénomiques
H3K27ac et H3K4me3 sur l’expression des gènes.

Dans un second temps, la régulation en trans prend place à une échelle différente.
En effet, elle dérive des interactions regroupées au sein d’un réseau de régulation
génique. Les circuits de rétrocontrôle positifs et négatifs permettent de stabiliser
ou d’amplifier une cascade de signalisation en modulant l’activation ou la répression
d’un gène selon son niveau d’expression. Les réseaux de régulations géniques sont
fortement interconnectés, ce qui les rends souvent complexes à analyser et prédire.

Afin de mieux comprendre la dynamique de régulation en trans, j’ai modélisé un
réseau de gènes intégrant les mécanismes de spécification de l’axe dorso-ventral
chez l’embryon d’oursin, en collaboration avec le laboratoire Lepage (iBV, Nice).
Ce modèle utilise un formalisme logique, où l’activité d’un gène est décrite par
une variable discrète et sa régulation par règle logique. La formalisation logique
d’un réseau permet d’étudier en détail sa dynamique et de formuler des prédictions
basées sur les résultats de simulations. L’utilisation d’outils de modélisation multi-
cellulaire et stochastique ont permis de caractériser les interactions clés nécessaires
à l’élaboration de l’axe dorso-ventral, notamment la répression mutuelle des deux
voies de signalisation TGF-β Nodal et BMP.

En conclusion, ma thèse porte sur l’étude de la régulation de la transcription à
plusieurs échelles et sous plusieurs angles. L’analyse de données allèle-spécifique
ainsi que la modélisation logique m’ont permis de d’étudier les mécanismes de la
régulation transcriptionnelle sous deux perspectives complémentaires. Ainsi, j’ai
contribué à évaluer les impacts des variations génétiques et de la structure du réseau
génique sur la transcription. Ces liens de régulation ont un intérêt potentiel dans
les applications biomédicales liées aux maladies génétiques.
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Chapter 1

Introduction

Genetic power is the most
awesome force ever seen on
this planet

Ian Malcolm, Jurassic Park, 1993

In 1993, the Jurassic Park movie was
staging scientists filling genetic gaps in
dinosaur DNA with frog DNA. Although
we now know that cloning a Tyran-
nosaurus Rex is very unlikely [1], the
idea of exploring genetics with “think-
ing machine supercomputers and gene
sequencers” [2] has now become reality.
Over the last decades, it even seems
that, the more we learn about DNA, the
more complex it appears to be. Today,
we are still far from mastering the un-
folding of the string of oligonucleotides
into a living organism.

This introductory chapter is structured
as follows :

& I will first outline some impor-
tant works in embryology and genetics,
specifically focusing on the two model
organisms studied in this thesis (fruit
fly and sea urchin). Then, I will de-
scribe the emergence of the regulatory
network theory, which is a key concept
in my work.

& Secondly, I will give a brief overview of
the current understanding of enhancer
logic, and the tools used to assay its
activity. Although gene regulation in-

volves a plethora of molecular actors and
processes to convey the genetic signal at
the DNA, RNA and protein levels [3], I
have chosen to focus this introduction
on the transcriptional level, and specifi-
cally outline the regulatory layers that I
will further explore in chapter 2, namely
the chromatin accessibility, the histone
modifications and the transcription fac-
tor binding.

& Lastly, I will outline the different net-
work modelling strategies, with a spe-
cific focus on the two methods I ap-
plied : the probabilistic network infer-
ence (chapter 2) and the mechanistic
network modelling (chapter 3).

1.1 Historical perspectives

1.1.1 Sea urchin embryology in the 19th
century

In the late 19th century, the mechanisms
triggering the development of a new or-
ganism from a resting egg cell were still
obscure, and many biologists aimed at
determining the nature of the elements
controlling embryogenesis.

Experiments conducted in the
sea urchins Paracentrotus Lividus
(Lamarck, 1816) and Strongylocentrotus
purpuratus (Stimpson, 1857) were of
critical importance in the development
of experimental embryology, in par-
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a

f

b c

d e

Figure 1.1: Model organisms considered in this study. Images of sea urchin (top panels,
photo credits to N. and C. Sardet, planktonchronicles.org) and fruit fly individuals (bottom panels,
photo credits to N. Gompel, gompel.org) at three developmental stages : embryos (a,d), larvae
(b,e) and adult (c,f). a: embryos at different stages of blastomere segmentation and blastulas ; b:
pluteus larvae ; c: adult sea urchin ; d: early stage embryo ; e: late stage larva and pupa ; f: adult
fruit fly.

ticular with respect to the delineation
of the relative implications of the cell
nucleus and cytoplasm. The sea urchin
(Fig. 1.1) quickly became a model
system, as it offered various advantages
for experimental embryology. Notably,
the simple morphology, the short
developmental time, the size and the
transparency of the embryos were valu-
able characteristics for developmental
studies [3].

In 1891, Hans Driesch performed blas-
tomere dissociation in sea urchin em-
bryos, in order to test the Weismann-
Roux hypothesis of an intracellular de-
terminant of development [3]. The ex-
periment resulted in a full embryo for
each isolated blastomere and lead Dri-
esch to argue in favour of the existence
of some regulation of development.

In parallel, works on artificial partheno-
genesis and nuclear transplant by
Jacques Loeb in Woods Hole and Yves

Delage in Roscoff helped to further dis-
criminate between the necessity of nu-
cleus and cytoplasm for embryonic de-
velopment [4].

At the end of the 19th century, Theodor
Boveri observed morphological hybrids
obtained from the fertilisation of sea
urchin eggs with the sperm of a different
species, and concluded in the individu-
ality of each chromosomes [4]. Although
his observations were first discredited by
sceptics, notably Thomas Hunt Morgan
[5], originally more prone to the epigen-
esis theory, the re-discovery of Mendel’s
law brought Boveri to gain recognition
and to establish the theory of chromo-
somal inheritance [3].

1.1.2 Fruit fly genetics in the 20th century

At the beginning of the 20th century,
Thomas Hunt Morgan further explored
Boveri’s theory of elementary particles
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CHAPTER 1. INTRODUCTION

inheritance with his work on a new
model organism, previously studied by
the entomologist Charles Woodworth
in Berkeley: the fruit fly Drosophila
melanogaster (Meigen, 1830) [3]. He
chose this new model organism for its
propensity to generate spontaneous mu-
tations, easily detectable by morpholog-
ical examination. With this feature, the
Drosophila (Fig. 1.1) was an ideal model
to study the inheritance of new traits
across generations [3].

Additionally, this organism is easy to
raise. Its fast generation time, the di-
versity of morphological features, the
small genome size, the ease for cross-
breeding and maintenance of isogenic
lines were all valuable features that con-
tributed to its large use in genetic lab-
oratories [6]. With his work on hered-
ity, Thomas Hunt Morgan and collab-
orators pioneered the genetic mapping
of inherited traits, and characterised the
crossing-over mechanism [3, 6].

In the light of these pioneering works in
genetic and embryology, model organ-
isms such as the fruit fly and the sea
urchin spread quickly in biology labora-
tories. Together with other model sys-
tems (eg. bacteria, yeast [7]), they paved
the way for the discovery of the molecu-
lar structure of this hereditary particle,
the deoxyribonucleic acid (DNA).

1.1.3 Drafting a gene regulatory circuit

The potential role of DNA as a inheri-
tance driver, with both replicating and
pairing mechanisms was notably sug-
gested by Nikolai Koltsov in 1927 [8].
Its molecular structure as a double helix
was then observed and modelled by Ros-
alind Franklin, Maurice Wilkins, James
Watson and Francis Crick between 1952
and 1953 [9].

A decade later, André Lwoff, Jacques
Monod and François Jacob established
several key concepts: the distinction be-
tween regulatory and structural genes,
the notion of repressor, an the idea of
genetic program [10–12]. Based on their
studies on the lactose operon and on the
lysis/lysogeny decision of the bacterio-
phage lambda in Escherichia Coli (Es-
cherich, 1885), they postulated the exis-
tence of a regulatory program, connect-
ing DNA and protein synthesis via a fac-
tor X. This factor will later be charac-
terised as a messenger ribonucleic acid
molecule (mRNA) [12].

They demonstrated that enzymatic ac-
tivity is regulated by the action of pro-
teins, binding to DNA, thereby control-
ling the activity of the adjacent gene(s).
With this discovery, Jacob and Monod
established the basis of transcriptional
regulation and made a major contribu-
tion to the domain of molecular biology.

Already in 1961, Jacob and Monod
drafted explicit schemes of regulatory
circuits [10, 12] (Fig. 1.2a), represent-
ing the DNA as a simple line, bearing
contiguous operator and structural gene
regions. The regulatory gene was rep-
resented on another DNA region, hence
acting in trans. Chemical operations
were represented as directed arcs, show-
ing the synthesis of a repressor from
the regulatory gene. This repressor was
able to interact with the operon region
and trigger the production of proteins
via a messenger RNA, stemming from
the structural genes. Together, all these
components formed a network, analo-
gous to an electronic circuit. Based on
the consideration of different regulatory
circuits, they concluded that the capac-
ity of a cell to regulate protein biosyn-
thesis could be the key mechanism en-
abling cells with the same genome to dif-
ferentiate into various cell types [13].
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Figure 1.2: Contrasting views of the operon model. The lactose operon model, as pictured
by Jacob and Monod (a) and Sugita (b). The repressor R can bind to the operator region and
close the operon. The product P can hinder the action of repressor R and promote the activation
of the structural gene, resulting in the activation of the enzyme E. As the enzyme E catalyses
the substrate S into the product P, this reaction is self-maintained until S is depleted. In Sugita’s
perpective, Boolean rules define the action of each component as a signed arrow (+ for activation,
- for inhibition).

In 1967, the isolation and characteri-
sation by Mark Ptashne of the repres-
sor of the bacteriophage lamba led to
the delineation of the molecular mech-
anisms enabling the repressor to switch
off target genes. He discovered that re-
pressors were able to block gene tran-
scription by binding the operon DNA
region with high specificity and affinity
[14]. This constituted the first instances
of Transcription Factors (TF). In paral-
lel, studies of bacteriophage lamba gene
Q by René Thomas, William Dove and
colleague concluded in the existence of
positive regulators, capable of inducing
gene transcription [7].

The key roles of gene regulatory circuits
was not fully accepted by embryologists
[15]. Indeed, several embryologists be-
lieved that a global mechanism impact-
ing the majority of the genes was nec-
essary for the early steps of embryo de-
velopment. Based on the discovery of
histone-mediated DNA compaction and
their associated histone tail modifica-
tions (acetylation and methylation), the
theory of a higher order gene regula-
tion by DNA modification was elabo-
rated by Robin Holliday in 1975 [3, 15].
This theory was consistent with the in-

fluential work of Conrad Waddington
and his concept of epigenetic regula-
tion [16], where additional mechanisms
around the genome could draw the spec-
ification landscape of the cell.

1.1.4 Emergence of computational sys-
tems biology

In the years following the discovery of
Jacob and Monod, the operon model
served as a basis for key advances in
the emerging field of molecular biology.
In 1969, Eric Davidson further explored
the concept of gene regulatory network
and leveraged it to high-order systems.
In his work, he suggested that regula-
tory circuits in metazoans were more
complex and involved larger batteries
of genes than in bacteria [17, 18]. Con-
sequently, it required the existence of
another class of genes, the integrator
genes, which could simultaneously reg-
ulate the activity of a large number of
receptor genes. In order for these new
class of genes to be capable of regu-
lating multiple receptor genes, David-
son suggested the presence of redun-
dant cis-regulatory sequences upstream
of the receptor genes. These sequences
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could specifically recognise the signal
perceived from the integrator genes by
protein-DNA interaction [17]. He further
studied this theory by dissecting the cis-
regulatory sequences of the CyIIIa cy-
toskeletal actin gene in the sea urchin
Strongylocentrotus purpuratus. He char-
acterised 20 sites of specific protein-
DNA interaction, together with their in-
dividual functions for space-time regula-
tion of gene expression [17].

The evidence for integrator genes act-
ing as master regulators also appeared
with the work of Edward B. Lewis on
Drosophila. In 1978, he suggested that
the segmentation pattern of the embryo
was governed by the concentration gra-
dients stemming from a limited number
of genes [19]. In 1980, Eric Wieschaus
and Christiane Nüsslein-Volhard per-
formed a systematic genetic screen to
identify the genes involved in the pat-
terning of the fly body [19]. By phe-
notyping almost 30,000 inbred fly lines
following UV mutagenesis, they identi-
fied 600 mutants with defects in the em-
bryo patterning, including 15 loci soon
demonstrated to encode master tran-
scription regulators. This study settled
a considerable landmark in the precise
determination of regulatory genes, along
with the introduction of flowery gene
names still in use today, such as ar-
madillo, stardust and basket.

The operon model and the analogy with
electronic circuits fostered studies at the
interface between biology, mathematics
and electronics. Already in the early
1960s, Motoyosi Sugita explored the
parallel between genetic networks and
electronic circuits [20]. He proposed to
formalise the dynamics of biological cir-
cuits as done for electronic chips, intro-
ducing the concept of cellular automa-
ton (Fig. 1.2b). He used the Boolean
algebra to formulate the operon model
as a set of logical equations and bi-

nary gene states, either closed or opened
for protein-DNA interaction (cf. section
3.2.4).

At the end of the 1960s, Stuart Kauff-
man applied this Boolean formalism to
study the behavior of larger, randomly
generated gene networks [21]. Based on
sets of logical equations, he simulated
the temporal evolution of such Boolean
networks using a synchronous updating
strategy. He further characterised the
asympototic dynamic trends, and con-
cluded that simulations could give raise
to two different kinds of attractors: sta-
ble states and dynamical cycles (cf. sec-
tion 3.2.5).

During the 1970s, René Thomas refined
the Boolean approach by using the asyn-
chronous updating and multilevel vari-
ables, enabling more realistic simula-
tions of cell specifications processes [22].

In parallel to the emergence of Boolean
modelling of the gene regulatory cir-
cuits, several approaches using differen-
tial equations also appeared, notably the
works of Brian Goodwin [21]. In their
models, the production of proteins was
quantitatively defined by kinetic rates
and molecular concentrations. Their ap-
proach enabled more quantitative simu-
lations of the system dynamics in a con-
tinuous time frame.
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1.2 Current view of gene regula-
tory logic

1.2.1 The DNA regulatory modules of
transcription

The DNA sequence is a stretch of four
nucleotide types, precisely ordered to
form genes and regulatory regions [3,

6]. Regulatory regions encode sequences
targeted by transcription factors (TF).
The binding of one or multiple tran-
scription factors to a specific regulatory
region controls the transcription of the
surrounding gene(s) by promoting or re-
pressing the recruitment of the poly-
merase [3, 23]. The regulatory region
and the targeted genes are chiefly in
close or direct proximity, on the same
DNA strand. Consequently, we con-
sider these TF-mediated interactions to
be cis-driven, and define the regulatory
regions involved as cis-regulatory mod-
ules (CRM). In general, two main types
of CRMs are distinguished [24, 25] (Fig.
1.3). On the one hand, promoters are
characterised by their capacity to re-
cruit polymerase and trigger gene tran-
scription; they are located next to the
gene transcription start site (TSS). On
the other hand, enhancers tend to be
located further away from TSS ; they
have the capacity to recruit TFs. Al-
though, evidences accumulate on CRMs
showing both promoter and enhancer
characteristics [24]. It is therefore not
clear whether such classification is bio-
logically relevant. Instead, recent stud-
ies suggest that CRMs rather ranges ac-
cording to a continuum between pure
promoters and pure enhancers [26].

1.2.2 The enhancer-promoter regulatory
dialog

In order to trigger gene transcription,
enhancers physically interact with pro-
moters with the help of other proteins,
forming the so-called mediator complex
(Fig. 1.3). The detailed mechanisms un-
derlying this looping mechanism bring-
ing promoter and enhancer together (P-
E interaction) remain to be deciphered
[23, 29].

With TFs and polymerase binding,
we can see that gene regulation does
not solely involve the cis-regulation of
CRMs, but also requires the action of
trans-acting molecules (Fig. 1.3). Con-
sequently, the regulation of gene expres-
sion does not only stem from the 2D
sequence of DNA ; it is rather driven
by a complex 3D structure of molecules
bound together [29].

The shape of the DNA molecule is con-
trolled by multiple factors. Firstly, the
nucleotide composition of DNA itself
will affect the helix groove [30]. Sec-
ondly, in the nucleus, the DNA molecule
is densely packed by nucleosomes, form-
ing the chromatin [31]. Each nucleosome
is formed by an octamer of four pairs of
histones. They function like molecular
spools for DNA strand, providing a tight
compaction. This compaction capacity
is critical for the cell cycle, as it permit
the formation of chromosome during cell
division. This conformation is also nec-
essary to control the CRMs activity. In-
deed, a local chromatin compaction on
an enhancer can prevent TF from bind-
ing if the target site is not accessible
[23, 31]. This additional layer of regu-
lation formed by the molecules around
the DNA represent the epigenomic land-
scape [16].

The regulation of chromatin compaction
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Table 1.1: Main histone modifications and the associated regulatory states in
mammalians, compiled on the basis of Zhou, Goren et al. [27] and Rivera and Ren
[28]

CRM type Associated histone modifications Regulatory state

Promoter H3K9me3 (stable) or H3K27me3 (transient) inactive

H3K4me3 only or H3K4me3 and H3K27me3 poised

H3K4me3 and H3K27ac active

Enhancer H3K9me3 (stable) or H3K27me3 (transient) inactive

H3K4me1 only or H3K4me1 and H3K27me3 poised

H3K4me1 and H3K27ac active

involves histone tail post-translational
modifications. As the N-terminal tails of
histone protrude from the nucleosome,
some of their amino-acids can be mod-
ified by biochemical reactions, such as
methylation and acetylation [27, 32].

Some of these modifications have been
shown to co-vary with transcriptional
regulation and chromatin compaction
changes [27, 33, 34] (Table 1.1). For ex-
ample, the acetylation of the 27th lysine
residue from the histone H3 (H3K27ac)
is associated with the presence of ac-
tive promoter or enhancer activity. It
is therefore suggested that histone mod-
ifications define a code for transcription
regulation.

A more global regulation of gene ex-
pression is imposed by a higher scale
3D organisation. In particular, topo-
logically associated domains (TAD) are
formed by clusters of long-range con-
tacts between regions from the same
DNA molecule [29, 35] ; their boundary
are defined by insulators, characterised
by the binding of the protein CTCF.
These regions of higher physical inter-
actions are known to favour transcrip-
tion regulation by increasing the chance

of promoter-enhancer contact within a
TAD. In contrast, the presence of an
insulator tend to limit interactions be-
tween the flanking regions [36].

In summary, the spatial-temporal tun-
ing of transcription involves a complex
interplay of different actors regulating
the accessibility of regulatory regions.

1.2.3 The regulation of enhancer activity
in space and time

During development, the activation of
specific gene must be perfectly con-
trolled in space and time to properly
pattern the embryo [23]. Thus, it is
crucial to tightly regulate the activation
and repression of enhancers and promot-
ers. In this respect, both long-term and
short-term actions are taking place.

Firstly, the DNA compaction can be
adapted by changing nucleosome po-
sitioning on DNA [34]. Specific en-
zymes can read, erase or write the hi-
stone modification code to flag a region
as a target for chromatin remodelling
[33, 34]. For example, the methyltrans-
ferases and demethylases can respec-
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Figure 1.3: Enhancer-promoter looping. Schematic of the molecular interactions taking place
during gene transcription. The DNA (blue) is coiled around nucleosomes (pink), forming open and
closed chromatin. Protruding histone tails bear acetylation (green) and methylation (red) marks
on their lysine residues. Transcription factors (orange) bind specific sites of the enhancer region
and recruit the mediator complex (purple). This complex recruits the polymerase (green) and
forms a bridge between the enhancer and the promoter. The polymerase initiates transcription
and starts synthesising mRNA. Image credits to T. Floc’hlay.

tively add and remove methylation on
the histone tails. Following such histone
post-translational modifications, nucle-
osomes can relocate and modify the ac-
cessibility of surrounding CRMs. Sec-
ondly, pioneer transcription factors have
the ability to bind closed chromatin re-
gions and promote local nucleosome re-
lease [37].

These mechanisms of chromatin remod-
elling take time, as they require nucleo-
some re-positioning. Transcription fac-
tor binding further refine the spatial-
temporal resolution of transcriptional
regulation. Indeed, the diffusion of TFs
and their recruitment at enhancer re-
gions are comparatively fast. They can
rapidly adapt the gene expression level,
while keeping a high signal sensitivity
and specificity [23]. The specificity of
transcription factor signal can be no-
tably achieved by cooperative binding,
where multiple TFs need to join force to
trigger the gene activation [23].

Within an embryo, the regulation of the
activity of transcription factors is there-
fore the key mechanism for rapid reg-
ulatory changes. Additionally, slower
changes in chromatin accessibility can
help to maintain transcriptional control
at broader scales [38].

1.2.4 Enhancer activity screening and
annotation

Following decades of work on model or-
ganisms, extensive annotation resources
on genes and regulatory regions are
now available, together with the charac-
terisation of the corresponding spatial-
temporal activity patterns.

These patterns have been characterised
in multiple ways. Notably, reporter as-
says have been largely used to study the
CRM involved in embryogenesis [25]. In
this type of experiment, the DNA se-
quence of a candidate cis-regulatory re-
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Figure 1.4: Drosophila in-situ. Micro-
scope image of an in-situ hybridisation, ob-
tained by fluorescently labelling the master TF
hairy (red), krüppel (green) and giant (blue)
in a Drosophila embryo. This photo was pub-
lished in the 1996 easter edition of the New
York Times Magazine, entitled "Identified Fly-
ing Objects". Photo credits to S. Paddock.

gion is combined with a minimal pro-
moter and a reporter gene (e.g. lu-
ciferase). In 2014, the Stark laboratory
has used systematic reporter assays to
characterise 7,793 cis-regulatory regions
and their respective transcriptional ac-
tivity throughout the space and devel-
opmental time of Drosophila embryoge-
nesis [39]. The Furlong laboratory also
contributed to these annotation efforts
with 525 manually curated regions doc-
umented in a CRM Activity database
(CAD) [40].

Another method to study the space-time
dynamic of gene expression is the use of
in-situ hybridisation [41, 42]. This type of
experiment consists in designing a DNA
or RNA probe, complementing the se-
quence of a target gene. By adding a
label to the probe (enzymes, antibody,
fluorescent label) and injecting this con-
struct into a fixed embryo, it becomes
possible to visualise the corresponding
gene expression pattern. The Davidson
laboratory combined this approach with
gene perturbations to infer the gene reg-
ulatory network governing the endome-
soderm specification of the sea urchin
Strongylocentrotus Purpuratus [43]. Sim-
ilarly, the Lepage laboratory produced

a considerable amount of in-situ experi-
ments to characterise the regulatory net-
work of the ectoderm specification in an-
other sea urchin, Paracentrotus Lividus
[41].

To have an idea of the considerable work
done by the Drosophila and Sea urchin
communities, one can look at the avail-
able wealth of curated data.

In the REDfly database [44], 24,415
Drosophila CRMs are curated from
1,058 publications. Importantly, with
more than 60% of its protein-coding
genes having one or more homologs in
human [6], the Drosophila knowledge is
a valuable resource to study gene regula-
tion for both fundamental and biomed-
ical research. For example, the FlyBase
Human disease model index links 1451
Drosophila disease models to specific hu-
man diseases.

In the Echinobase database [45], the
Gene Regulatory Network of the en-
domesoderm initially started by Eric
Davidson now gather the results of mul-
tiple research laboratories and offer an
impressive granularity in space and time
of the network structure, documenting
over a hundred genes and their interac-
tions.

The wealth of data gathered from
decades of genetic screens on the fruit
fly and the sea urchin opens the pos-
sibility to build novel hypotheses re-
garding the regulatory control of gene
expression. These low throughput ap-
proaches are now supplemented by high-
throughput approaches to detect novel
regulatory interactions and characterise
gene expression, which are introduced in
the next section.
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1.3 Methods and challenges to as-
say genome complexity

1.3.1 Pan-genomic characterisation of
gene expression and epigenomic
status

Studying gene regulation implies to
tackle two scale problems. Firstly,
DNA is a molecule compacted inside
the nucleus which size typically ranges
between 2 and 10 microns [6]. Ob-
serving physical interactions occurring
at such small scale requires advanced
imaging technics. Secondly, the DNA
sequence can reach several Giga base
pairs (Gbp) in length [6], calling for
for high-throughput reading/sequencing
technologies.

Sequencing DNA became reality with
the Sanger sequencing in 1977 [47]

and reached a high-throughput capac-
ity with the technical advances of Roche
and Illumina sequencing [47]. The Il-
lumina sequencing technology sequen-
tially incorporate fluorescently labelled
nucleotides on short DNA strands (also
called reads or tags), generated by the
polymerase from a template strand.

To specifically study the regulatory re-
gions, several types of experiments have
been designed using sequencing methods
(Table 1.2).

All these techniques bring precious in-
formation to better delineate each of the
regulatory layers described in the pre-
vious section. Indeed, gDNA-seq de-
tects genetic variants (nucleotide poly-
morphism, insertion, deletion) ; ATAC-
seq provides a direct measure of chro-
matin accessibility and thus highlights
potential CRMs [48] ; ChIP-seq targeting
histone modifications depicts the activa-
tion state of these CRMs [49] ; ChIP-seq
targeting TFs can identify the targets of

these factors for specific cell types, tis-
sues and conditions [49] ; Hi-C-seq delin-
eates the 3D organisation of the genome
[50] ; RNA-seq reveals the expression
level of each individual gene [51]. As a re-
sult, high-throughput sequencing tech-
nologies help to unfold the 3D structure
back on the DNA.

Nevertheless, these methods still have
limitations. Indeed, they do not always
enable the precise definition of active
regions [52]. For example, it has been
shown that chromatin accessibility is not
a perfect proxy for enhancer activity [38,

53, 54]. Moreover, ChIP-seq methods in-
herently display high noise and do not
detect histone or TF location at a base
pair resolution [55, 56]. Additionally, the
enzyme cleavage bias [57] and a pro-
longed formaldehyde fixation [58] gener-
ate signal artifacts. Lastly, these exper-
iments are based on pools of cells, con-
sequently flattening the cell-specific sig-
nals into an average measure. In order
to overcome these limitations, new se-
quencing methods are rapidly emerging,
such as long read sequencing [59], native
ChIP [55] and single-cell technique [60,

61].

In parallel to high-throughput sequenc-
ing method, there is also a fast develop-
ment of tools based on high resolution
microscopy [62]. These techniques have
the advantage of being informative re-
garding both the space and time dimen-
sions. Yet, all these different mentioned
techniques are just the tip of the ice-
berg, as we currently experience a sharp
increase in the number of newly devel-
oped methods (cf. Sequencing Method
explorer from Illumina).
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Table 1.2: Main high-throughput sequencing applications in functional genomics,
compiled on the basis of Elkon et al. [46] and Gasperini et al. [25].

Target Assay Principle

Genome gDNA-seq Whole genomic DNA sequencing

Open
chromatin

FAIRE-seq Phenol-chloroform extraction of unbound DNA follow-
ing formaldehyde fixation

DNase-seq Excision of unprotected DNA by DNase digestion

ATAC-seq Excision of unprotected DNA by Tn5 transposase

Nucleosome MNase-seq MNase digestion of unprotected DNA

Transcriptome RNA-seq Capture of mRNA poly-A 3’ ends using poly-T beads.

CAGE-seq Capture of RNA transcripts caps on their 5’ ends

GRO-seq RNA labelling and capture using BrUTP-labelled nu-
cleotide, blocking of transcription initiation with sarko-
syl

Histone
marks

ChIP-seq Formaldehyde fixation, labelling of the histone modifi-
cation with specific antibody, followed by immunopre-
cipitation.

Protein-
binding

ChIP-seq Formaldehyde fixation, labelling of the transcription
factor with specific antibody, followed by immunopre-
cipitation.

CUT&RUN Labelling of the transcription factor with specific anti-
body bound to MNase, followed by DNA cleavage by
MNase digestion.

CUT&TAG Labelling of the transcription factor with specific anti-
body bound to Tn5 transposase, followed by DNA ex-
cision by Tn5 digestion.

3D proximity Hi-C Formaldehyde fixation followed by DNA fragmentation
and random ligation based on spatial proximity.

1.3.2 Computational methods to harness
genome-wide data

Although new sequencing techniques al-
low for a refined characterisation of the
transcription regulatory landscape, they
still need to be carefully processed with
adapted bioinformatic tools to elimi-

nate potential biases and extract rele-
vant functional information. The main
read processing steps and their respec-
tive biases are listed in Table 1.3.

Sequenced reads may be subjected to se-
quencing errors, stemming from techni-
cal noise (eg. weak fluorescence, over-
lapping probes). To grade the se-
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Table 1.3: Processing of sequence reads and potential pitfalls, compiled on the
basis of Landt et al. [49], Dilies et al. [63], Bailey et al. [64] and Robinson and

Oshlack [65]

Processing step Potential bias Correction

Quality check: assess-
ing the reads sequencing
quantity and quality.

PCR duplicates and se-
quencing errors

Remove identical reads
and tream reads with low
sequencing quality score

Mapping: aligning
the read on a reference
genome sequence.

Duplicated regions, geno-
typing differences

Remove multi mapping
reads, allow for a limited
number of mismatches.

Peak calling: For in-
tergenic signal (ChIP-seq,
ATAC-seq), detect the re-
gions enriched in aligned
reads.

Signal artifacts from tech-
nical (fixation) and bio-
logical origin (copy num-
ber variants)

Comparison with a con-
trol sample (input), apply
ENCODE masks.

Genic quantification
(RNA-seq): count the
number of reads aligned
to each gene.

Difference in initial quan-
tities between libraries,
outlier highly expressed
genes hogging the se-
quencing power.

Library scaling to equal
sequencing depth, TMM
normalisation.

Intergenic quantifica-
tion (ChIP-seq, ATAC-
seq): count the number
of reads aligned to each
peak.

Difference in initial quan-
tities between libraries,
outlier highly expressed
peaks hogging the se-
quencing power.

Library scaling to equal
sequencing depth, TMM
normalisation by peak or
by genomic bins.

quencing quality, sequencer machines
assign to each nucleotide base call a
Phred score, based on the probability
of incorrect base identification. Reads
with an average low Phred score are
chiefly discarded using quality-check
tools such as FastQC (bioinformat-
ics.babraham.ac.uk/projects/fastqc).

Read mapping constitutes one of the
first processing steps. It consists in lo-
calising, within the genome sequence,
the genomic coordinates corresponding
to the region of origin of each read. Al-

though intuitive at first glance, it re-
quires a efficient implementation and
precise parameter tuning to be correctly
optimised. Indeed, as a sequencing
experiment produces several million of
reads, there is a clear need for efficient
mapping algorithms. Mapping software
such as Bowtie 2 [66] and STAR [67] have
relatively short running times thanks to
their genome indexing method.

Mapping algorithms align the reads on
a pre-existing reference genome. This
method avoids the need of a de-novo
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genome assembly for each new sequenc-
ing assay. However, the reference
genome does not exactly correspond to
the probed genome. Consequently, mis-
matches may exist between the read and
its genomic source on the reference. To-
gether with sequencing errors, these mis-
matches must be taken into account to
avoid discarding properly-mapped read.
In that respect, mapping algorithms can
accept imperfectly aligned read if they
do not exceed a certain penalty score,
based on the number of mismatches and
gaps in the alignment.

Reads generally do not exceed 300bp
length with Illumina machines. A ge-
nomic sequence of the same size is usu-
ally only found once within the genome,
excepted for regions with low com-
plexity and/or series of short repeats.
Read originating from such regions may
equally align to multiple genomic coor-
dinates. As the real region of origin
cannot be distinguished from the oth-
ers, multi-mapping reads are generally
discarded.

Following read mapping, we usually aim
at comparing the signal within and be-
tween samples. HTseq [68] and STAR
enable the quantification of read counts
per genomic feature. However, as two
samples may not have the same sequenc-
ing depth, the raw number of read map-
ping on the target region may not reflect
the same level of signal. Consequently,
it is crucial to apply a library scaling [63]

to adjust sequencing depth prior to the
comparison.

For high-throughput data targeting non-
coding regions, one additional step is
the definition of peaks (Fig. 1.5). In-
deed, the features used for read count
in RNA-seq stem from gene annotation
databases. For ATAC-seq and ChIP-seq
data, there is not predefined set of re-
gions to assess. It is therefore neces-
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Figure 1.5: ChIP-seq TF processing. a:
ChIP-seq TF assay consists in targeting a TF
of interest (red) with antibodies (green), fol-
lowed by immunoprecipitation of the TF and
the bound DNA fragment (blue). b: The ex-
tracted DNA fragments (blue) are sequenced
and mapped on a reference genome (1). Sig-
nal enrichment comparison for a given region
versus the surrounding signal (larger windows,
total genome background) and the input signal
enables to call ChIP-seq peaks (2). Within the
peaks, enriched short sequences are detected
and combined into a position-weight matrix,
mirroring the TF preferences profile (3).

sary to define, for each sample, the en-
riched non-coding regions. This peak
calling step is implemented in multiple
algorithms, such as MACS2 [69]. Peak-
calling algorithms usually account for
false positive detection by comparing
the ChIP-seq measures with signal com-
ing from untargeted DNA fragments ex-
tracted from the same sample (input).
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Following feature count and library scal-
ing, the data are still susceptible to bias
stemming from very highly expressed
features (genes or peaks), which monop-
olise a large fraction of the sequencing
effort in a subset of the samples. In such
case, even though all samples are scaled
to the same sequencing depth, read will
not be equally distributed across the
genome [63]. Several strategies specifi-
cally normalise the signal of the outlier
features. The most widely used method
is the trimmed mean of M values [65], im-
plemented in the software DESeq2 [70]

and EdgeR [71] for genic signal and in
csaw for intergenic signal [72].

After careful scaling and normalisation,
the comparison of the signal between
two samples can be tested within a sta-
tistical framework. In order to cope
with the large dispersion of count data,
the beta-binomial distribution with es-
timated over-dispertion parameter is
chiefly used to test for differential fea-
ture expression. This statistical test is
implemented in DESeq2 [70] and EdgeR
[71]. On key requirement of the study de-
sign to greatly improve the power of the
test is the inclusion of biological repli-
cates for each condition.

ChIP-seq data targeting transcription
factors also open the possibility to
search for motifs of transcription bind-
ing site [73]. Peaks detected from ChIP-
seq targeting a given transcription factor
should be enriched in sequences match-
ing its binding motif and the one of its
potential co-factor (Fig. 1.5). One can
infer the corresponding binding motifs
with computational suites, such as the
RSAT suite [73–75]. Motifs are usually
represented as Position Weight Matrices
(PWM), giving the likelihood of observ-
ing one of the four possible nucleotides
at each base pair position [76]. Although
such analyses are extremely powerful for
studying the actors of transcription reg-

ulation, they still require the consider-
ation of large amounts of data to delin-
eate tissue or co-binding specificities [77].
Additionally, such method are still lack-
ing detection power for assays yielding
less specific and broader signal, such as
ChIP-seq targeting histone [78].

To conclude, there is a vast diversity of
tools to process functional genomics se-
quencing data. They each come with
their specific specificity, advantages and
challenge. However, due to the diver-
sity of possible analysis design, there is
still no clear consensus in the "best"
pipeline to use. This situation can lead
to differences in analysis results and hin-
der reproducibility when associated to
poor documentation. To tackle this
problem, consortium such as ENCODE
[79] and ROADMAP [80] are document-
ing and making publicly available pro-
cessing guidelines, although they might
not always be completely flexible (eg.
ROADMAP is chiefly targeted on hu-
man data).

1.3.3 Using perturbation to assess func-
tionality

Each of the experiments aforementioned
in section 1.3.1 are chiefly used within
control-treatment or time course de-
signs, in order to contrast signal between
conditions. Indeed, cells are in perpet-
ual action, balancing between their in-
ternal states and external environments
[6] ; these permanent kinetic adaptations
can blur the signal from underlying reg-
ulatory processes. Thus, performing a
molecular essay for a perturbed condi-
tion (treatment) and compare the re-
sults with those obtained for a wild-type
condition (control) enable to detect reg-
ulatory changes, while controlling for in-
herent biological noise.
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Perturbation conditions can take var-
ious forms and affect the cell at dif-
ferent space-time scales. At the DNA
level, mutations can be generated by
UV screen [19], CRISPR-Cas9 technol-
ogy [25], or obtained from natural popu-
lations (cf. DGRP in section 2.2.1). At
the gene level, gain-of or loss-of function
perturbations can be achieved by respec-
tively injecting mRNA or morpholino
[43]. Perturbation at a larger scale can
also be performed by changing the en-
vironmental conditions (e.g. by trans-
planting a micromere in a different em-
bryonic region).

However, perturbations are generally af-
fecting multiple levels of gene regula-
tion. Indeed, the impact of a regulatory
gene perturbation can propagate across
a regulatory network of tightly intercon-
nected genes, which drastically complex-
ify the search for causal mechanisms [81,

82]. In that respect, network modelling
offers a powerful framework to help dis-
entangling the cis- and trans- regulatory
interactions taking place.

1.4 A network perspective on gene
regulation

1.4.1 Systems Biology concepts

Systems biology emerged in response to
the ever growing wealth of biological
available data. A complex living sys-
tem can be pictured as a jigsaw, where
each piece might be well characterised
individually, but still, it is only when
the pieces are associated correctly that
new patterns emerge, making the whole
greater than the sum of its part. In or-
der to draw this larger picture, Systems
Biology aims at modelling the regula-
tory signal as a Gene Regulatory Net-
work (GRN) [82].

A GRN represents a gene regulatory
pathway as a graph, where each pro-
tein or other molecular identity is rep-
resented as a vertex (node) and each
pairwise interaction as an arc. Con-
sequently, this formal representation of
gene regulatory logic offers a powerful
framework to study a regulatory sys-
tem. Additionally, the specification of
a mathematical function to each vertex,
mirroring its regulatory logic, enable the
construction of a dynamical model.

GRN is of particular interest to study
transcription regulation. Indeed, tran-
scription is a tightly controlled and
buffered process, involving multiple in-
tertwined regulatory circuits (cf. section
3.2.3). Additionally, transcription fac-
tors govern gene expression, with vary-
ing level of specificity, cooperativity and
effect size (e.g. small effect size eQTL,
shadow enhancers, dosage response).
For these reasons, studying transcrip-
tion regulation through network mod-
elling can help to deepen our under-
standing of the dynamical properties of
GRNs. For example, GRN modelling
both in the fruit fly [83] and the sea
urchin [43] have contributed to gain a
better mechanistic view of the molecular
processes.

In addition, the construction of dynamic
GRN model enables in-silico simula-
tions (cf. section 3.2.3). Consequently,
it becomes possible to infer the key regu-
latory circuits within the network. How-
ever, the delineation of GRNs can be
challenging, especially when it requires
the integration of a large number of
datasets of heterogeneous origin, size
and specificity [84]. Multiple quantita-
tive and qualitative approaches exist to
overcome this problem. We will describe
them in the next section.
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1.4.2 Probabilistic network inference

Probabilistic network inference is sim-
ilar to a reverse-engineering approach:
based on the observed data, we can con-
struct a network starting with limited
prior knowledge based on quantitative
assessment of interactions between vari-
ables [85, 86] (Fig. 1.6b).

The most intuitive way to infer com-
ponent interactions consists in assess-
ing their level of co-variability, similarly
to eQTL detection in GWAS (cf. sec-
tion 2.2.1). If the correlation is signif-
icantly high, we can define an interac-
tion (negative or positive as a function
of the regression slope sign). However,
this method is hindered by its inabil-
ity to contrast direct from indirect in-
teractions. For example, two genes reg-
ulated by the same upstream component
(confounding factor) may co-vary with-
out being directly connected.

This limitation is addressed by the
Generalised Linear Models (GLM) and
Gaussian Graphical Models (GGM) [86,

87]. In these approaches, the interac-
tion likelihood between a given pair of
components is conditioned by interac-
tion likelihoods with all the other com-
ponents of the network. An example of
conditional approach is the partial cor-
relation analysis [86], as implemented in
the software GeneNet [88]. In this ap-
proach, the correlation between two el-
ements is computed with residuals val-
ues, obtained from the linear regression
of the confounding factors against the
variables of interest. As a result, only
the variance unexplained by correlations
with confounding factors is taken into
account.

However, these methods show limita-
tions for the inference of high-dimension
networks [87]. Indeed, the sum of each

individually characterised gene-by-gene
interaction may not fully reflect higher
order network patterns. A possible ap-
proach to obtain a broader view is to
visualise the network into a new coor-
dinate space of latent variables, similar
to the dimension reduction strategy of
Principal component analysis [89]. In the
case of Matrix Factorisation [90], a multi-
dimensional matrix is approximated into
a product of two sub-matrices, one com-
mon to all dimensions and the other di-
mension specific. The dimension shared
by the two matrices represents the latent
feature space, which depicts global reg-
ulation pattern. The matrix approxima-
tion is solved by a Bayesian optimisation
framework, similar to a Monte-Carlo
Markov Chain [91]. With such decom-
position capacities, these algorithms are
particularly well suited for large single-
cell datasets.

A limitation of probabilistic network in-
ference is the lack of predictive power
and space-resolution. Indeed, only a
few tools enable the exploitation of non-
steady state datasets, such as time se-
ries and control-treatment experimental
designs [92]. In order to get a better
mechanistic and predictive network, the
model-based solution offers great advan-
tages and complements the ab initio ap-
proach.

1.4.3 Mechanistic network modelling

Mechanistic network modelling corre-
sponds to some kind of re-engineering:
based on pre-existing knowledge, a net-
work model is built and simulated to
verify its compatibility with existing dy-
namical data [21, 82] (Fig. 1.6c).

A common modelling approach uses
Ordinary Differential Equations (ODE)
[21, 82]. In this framework, the dif-
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expression data of wild-type and perturbation conditions, the regulatory rules between the genes
can be modelled into a mechanistic, directed, network (eg. logical model).

ferent molecular reactions taking place
are modelled by differential equations,
which are integrated to generate time-
plots showing the evolution of pro-
tein concentrations or activation over
time. A second approach consists in for-
mulating Discrete Stochastic Equations
(DSE) and simulate the model using a
Gillespie algorithm [93]. Contrary to the
first approach, DSE systems are non-
deterministic and therefore better reflect
the molecular noise. However, a limi-
tation of these models is the need for
strong assumptions on the structures of
the equations and for precise data of the
different reaction rates, which in prac-
tice are often lacking.

In contrast, Boolean modelling (cf. sec-
tion 3.2.3) associates a binary variable
with each component to reflect its activ-
ity level, as well as a logical rule (com-
bining literals with the Boolean oper-
ators NOT, AND and OR) specifying
when this component can be present
or active [22]. This qualitative approx-
imation greatly ease the derivation of
the consistent rules and enable model-
checking analyses to characterise the

emerging global model dynamics (eg.
to assess the existence of attractors
and their reachability from given ini-
tial conditions) [94]. The simulation of
Boolean models can be refined by con-
sidering probabilistic (up or down) tran-
sition rates [95]. Such stochastic exten-
sion enables the computation of relative
state/path probabilities.

A drawback of the Boolean modelling
approach is that it is sometimes too
crude to represent subtle regulatory ef-
fects. For example, during development,
it is known that morphogen gradients
play a key role in the first step of em-
bryogenesis. In such situations, dif-
ferent ranges of morphogen concentra-
tions presumably trigger different sets
of targets. Extensions of the Boolean
approaches considering multilevel vari-
ables have been proposed to better
model these situations [96].

In summary, the mechanistic modelling
of GRNs enables the exploration of
their dynamical properties in space and
time [82]. However, the “re-engeering”
strategy relies on assumptions regard-
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ing pre-existing knowledge (regulatory
rules, production rates, . . . ) and may
be subjected to over-fitting.

Consequently, ab initio network infer-
ence methods and mechanistic mod-
elling methods are complementary, with
specific drawbacks and assets. The se-
lection of a specific method must be
based on the type of data available and
on the regulatory insights sought [87].

1.5 Aims of my PhD

Transcription regulation is increasingly
characterised, both dynamically and
spatially, thanks to the advent of nu-
merous novel techniques and meth-
ods. Still, the mechanical understand-
ing of enhancer regulation and en-
hancer/promoter cooperativity remain
poorly understood. In this context, I
aimed to address the following general
questions:

∗ How does genetic variation impact the
epigenomic and transcriptomic levels?

∗ How does variation at the epigenomic
level associates with variation at the
transcriptomic level?

∗ How do gene regulatory circuits give
rise to robust phenotypic patterning in
the context of development?

∗What are the determinants driving the
choice of specification trajectory in the
context of development?

Taking advantage of the existence of two
complementary model systems, I aimed
to advance our understanding of the or-
ganisation and functioning of develop-
mental regulatory networks in two main
directions:

& First, using a statistical approach,
I focused on the analysis of an exten-
sive dataset of high-throughput allele-
specific data targeting different layers
of transcriptional regulation, generated
by the Furlong laboratory. This work
notably involves the design of bioinfor-
matic methods to (i) control for map-
ping bias, (ii) control for confounding
factor effects and (iii) integrate multiple
omic layers together into a probabilistic
interaction network.

& Secondly, using a Boolean approach, I
focused on the construction of a mech-
anistic model of the regulatory network
controlling a specific embryo patterning
process. Based on an extensive review of
the literature and in-situ data generated
by the Lepage laboratory, this modelling
work includes the GRN delination, the
definition of logical rules, as well as mul-
tiple dynamical simulations and analy-
ses, at both unicellular and tissue levels.

In the next chapters, I will demonstrate
how each of these approaches can con-
tribute to gain a more comprehensive
view of transcription regulation and hits
to novel regulatory interactions, both
in term of cis- and trans-acting mech-
anisms.
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When two flies make a
child, it is not the child of
a sycamore or a diplodocus.

François Jacob, 1979

The mechanisms and evolutionary relevance of regulatory variants in
embryonic development

Swann Floc’hlay1∗, Emily Wong2,3,4∗, Bingqing Zhao5∗, Rebecca R Viales5, Morgane
Thomas-Chollier1,6, Denis Thieffry1, David A Garfield5& and Eileen EM Furlong5&

∗ equal contributions ; & corresponding authors

2.1 Study summary

In the presented manuscript, we aimed
at better understanding the impact of
natural genetic variation on transcrip-
tional regulation. In this respect, we
assayed the chromatin accessibility, hi-
stone modification and gene expression
levels of Drosophila melanogaster em-
bryos from eight heterozygous F1 lines
(Table 2.1). After controlling for po-

tential mapping and genotyping biases,
we were able to measure the level of al-
lelic imbalance across the genome and
perform partial correlation analyses. As
a result, we have inferred an interac-
tion network depicting the direct cis-
interactions between regulatory layers
and further noted a difference in the
interaction structure obtained from to-
tal count and allelic ratio partial cor-
relations, notably between RNA and
H3K4me3 signals.

Table 2.1: Samples analysed for this study.

Sample type Assay and annotations Number of
samples

Reference Dm3 r5.57 reference genome sequence and gene anno-
tation from FlyBase

1

Virginizer Genome sequence and variant annotation from Ghavi-
Helm, Jankowski, Meiers et al.[97], egg RNA sequencing
from our project.

8

DGRP Genome sequence and Freeze2.0 variant call from the
DGRP database.

8

Whole genome sequencing (gDNA-seq) 8
Open chromatin profiling (ATAC-Seq) 60

F1 (Furlong lab) H3K27ac Histone modification profiling (ChIP-seq) 60
H3K4me3 Histone modification profiling (ChIP-seq) 60
Strand-specific RNA sequencing (RNA-seq) 60
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2.2 Methodological background

2.2.1 The Drosophila Genetic Reference
Panel

With the publication of the sequence
of the Drosophila melanogaster genome
in 2000 [98], the cartography of the
genotype-phenotype relationships in-
creased consequently in speed and span.
We have now access to the sequence of
the 14,000 protein-coding genes, spread
along the 140 Mbp of the seven chromo-
some arms of the Drosophila genome.

In 2012, MacKay et al. generated an
impressive collection of nearly 200 fully
sequenced genomes of fly lines collected
from the wild : the Drosophila Genetic
Reference Panel [99]. These lines have
undergone a minimum of twenty gener-
ations of inbred crosses, making them
highly homozygous. However, we still
observe a residual amount of heterozy-
gous sites, likely maintained in the pop-
ulation for their large deleterious effect
in homozygous state.

The natural genetic variation present in
these lines is a unique opportunity to
perform genome-wide association study
(GWAS, Fig. 2.1) [100]. By statistically
testing the co-segregation of a polymor-
phism with a given phenotype, MacKay
et al. could associate specific SNPs with
starvation resistance. Such associations
between genomic loci and phenotypes
are called quantitative trait loci (QTL).

New GWAS analyses using the DGRP
are still performed to detect new QTL
and further dissect the cis-regulatory
logic governing gene regulation [53, 101].
Yet, genome-wide studies have some
limitations.

Even though GWAS studies are very
powerful, they are susceptible to mul-

tiple testing issues [100]. Indeed, when
testing a very large number of SNPs
for co-segregation, one must adjust the
false discovery rate. In consequence,
GWAS studies must involve a large pop-
ulation in order to retain enough statis-
tical power for detecting small-effect size
QTL.

In addition, although GWAS studies
and enhancer curation enable to de-
pict relationships between genomic loci
and phenotypes, this does not imply a
mechanistical understanding. Indeed, a
QTL associates a genetic variation with
a given phenotype with a certain like-
lihood, but it does not imply causality
nor direct interaction [100].

For example, multiple genetic variations
can co-segregate when located close to
each other, and it is not always possible
to infer the one having a mechanical im-
pact due to linkage disequilibrium [100,

102]. In addition, inter-individual varia-
tions can potentially complicate the de-
tection of QTL in the case of trans-
acting variants, breaking a regulatory
link between the tested cis-acting vari-
ant and the phenotype of interest.

An important challenge in the field of ge-
netics is to better characterise each reg-
ulatory step between the genotype and
the phenotype. In that aim, one comple-
mentary approach to GWAS study is the
analysis of allele-specific data [103, 104]

(Fig. 2.1). This type of study involves
the analysis of expression data from F1
individuals (cf. section 2.2.2) ; it has al-
ready been applied to plants model or-
ganisms [105], yeast [106, 107], mice [108–

110], fruit fly [111–116] and human [117–

121].

34



CHAPTER 2. DECIPHERING CIS-REGULATION USING GENETIC VARIATION

A/C

homozygous
line C

homozygous
line A

G
W

A
S

A
lll

e
le

sp
e

ci
fic

paternal
allele

maternal
allele

Figure 2.1: Linking genotypes and phe-
notypes. Top panel: Genome-Wide Associ-
ation Studies (GWAS) compare multiple ho-
mozygous individuals to detect mutations (cir-
cles) co-segregating with surrounding regula-
tory signal (orange and green triangles) or phe-
notype. Bottom panel: Allele-specific studies
compare the signal from each allele within a
heterozygous individual to detect regions with
imbalance in the regulatory signal.

2.2.2 Allelic ratio measures in F1 hybrids

GWAS analyses have unveiled a con-
siderable number of SNPs significantly
associated with transcriptional regula-
tion. Yet, the transcription machin-
ery intertwines multiple layers of regula-
tions, and makes it challenging to reduce
the noise arising from the complexity of
cellular environment.

Indeed, a remaining challenge in genet-
ics is to differentiate between the in-
tramolecular cis-regulatory signal and
the background trans-regulatory sig-
nal coming from the action of other
molecules present within the nucleus
[103, 104]. One solution to minimise this
trans-regulation is the use of heterozy-
gous hybrids.

Taking advantage of the natural ge-
netic variation present in heterozygous
diploid individuals, one can perform
allele-specific measures (Fig. 2.2). In
a sequencing assay, reads falling within
one or several heterozygous sites will ei-
ther bear the sequence of the mater-

nal or the paternal allele. Knowing the
parental genotypes, we can infer, for
each non-coding region or gene, what is
the fraction of reads coming from the
paternal and the maternal alleles.

The computed allelic ratio
( maternal
paternal+maternal) [117] provides an
estimation of the relative activity
yielded by each allele. In order to max-
imise the breath of the analysis, one
needs to have a large number of known
heterozygous sites spread along the
genome. In this respect, it is necessary
to use offspring obtained from crosses of
homozygous lines with sufficient genetic
divergence. Such hybrid individuals are
called F1s [104].

reference

A /C

F1 line

: paternal genotype : maternal genotype

Allelic ratio = 
maternal reads (  )

maternal  (  ) + paternal (  ) reads

paternal
imbalance

maternal
imbalance
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b

Figure 2.2: SNP-based read assignment.
Schematic of the read processing used to gen-
erate allele-specific signal from F1 sample. a:
Reads (blue lines) falling on a heterozygous
SNP (blue triangle, A/C genotype) site will ei-
ther match the paternal (green, A) or maternal
(orange, C) genotype. Each read will be as-
signed to its parent of origin, based on its geno-
type at the SNP location. Reads not overlap-
ping a SNP will be ignored. b: The allelic ra-
tio represents the proportion of maternal reads
among the total number of reads assigned to
one of the two parents. Region with allelic bal-
ance are expected to have an allelic ratio of 0.5,
whereas paternal or maternal imbalance are re-
spectively reflected by an allelic ratio closer to
0 or 1.
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Figure 2.3: Reference mapping bias in read allelic assignment. In case of reference bias,
one of the two parental genotypes (orange and green circles) is more distant from the reference
sequence (blue circles). A higher proportion of reads from this parent may thus not be aligned
due to too many mismatches (dashed read in panel a). Additionally, biases may also arise when
genotype differences lead a single read to align at multiple positions in the genome (dashed reads
in panel b), creating ambiguous mapping. These non-uniquely mapped reads are discarded from
further analyses. Both of these reference mapping biases may affect the computation of allelic
imbalance and must be carefully controlled.

A key feature of allelic-specific profil-
ing is the output of ratio, i.e., what-
ever the type of signal, the allelic sig-
nal will range in the same finite inter-
vals. This intrinsic normalisation allows
to compare results across different signal
types, such as RNA-seq, ATAC-seq and
ChIP-seq data.

Allele-specific analysis is therefore
a powerful tool, complementary to
GWAS. It helps to depict the cis-
regulatory mechanisms controlling
transcription regulation. However, such
analysis are based on the comparison
of genetically diverse samples. It thus
heavily relies on a careful processing
of the reads, to account for potential
genotyping errors and mapping bias,
arising from the comparison of two
divergent genomes.

To measure an allelic imbalance, one
needs to compare the relative amount
of sequenced reads obtained from each
allele [117]. It is necessary to properly
assign each read to the correct parent
of origin, otherwise the computed allelic
ratio may be misleading. In this respect,
reads must be equally mappable, inde-
pendently of the parent of origin, and

SNPs used to assign the reads must be
heterozygous and correctly annotated in
the parental genomes.

2.2.3 Mapping strategies for F1 hybrids

Mapping reads from an heterozygous
line directly to a reference genome is
problematic. Indeed, depending on how
much the alleles diverge from the ref-
erence genotype, a better mappability
may be conferred to one of them [122].
This assymetry in allele mappability
may lead the alignment algorithm to dis-
card the reads with more divergent se-
quences. This occurs when too many
mismatches relative to the reference are
found in the sequences (Fig. 2.3a).
Additionally, reads with multiple mis-
matches may also become mappable in
multiple regions (Fig. 2.3b). The corre-
sponding reads would then be discarded
from further analyses.

2.2.4 Controlling for mapping bias

Several methods now exist to avoid
mapping biases (Table 2.2). In the

36



CHAPTER 2. DECIPHERING CIS-REGULATION USING GENETIC VARIATION

Table 2.2: Mapping strategies to control for reference biases in F1 samples.

Strategy Principle Limitations Ref.

N-masking Masks heterozygous SNPs
present in the F1 as ’N’ in the
reference genotype.

Unable to map regions with a
high density of heterozygous
sites.

[123]

Personalised
parental
genomes

Maps reads on both per-
sonalised parental reference
genomes, each incorporating
the parent-specific variants.

Sensitive to the annotation
quality in the coordinate con-
version step.

[113,
114,
116,
124,
125]

Allelic swap Map reads on reference
genome and re-process read
overlapping heterozygous
sites to test for unique map-
ping at the same location in
both parental genomes.

Discard the reads not map-
ping to the reference in the ini-
tial step.

[126]

manuscript presented in section 2.4,
I have used the personalised parental
genomes strategy for its ability to per-
form well, even for high SNP density,
which is the case in our study. Addition-
ally, I designed a mask aimed at provid-
ing a strict control for remaining biases,
including complex mapping bias events,
such as ambiguous mapping (cf. section
2.2.4 below).

As presented in the section 2.2.3 of this
chapter, the need to control for reference
genome biases is crucial for the analysis
of allele-specific data.

Using both genomic sequencing data
and simulated reads, I generated a
"mask" filtering the regions showing
propensity for mappability bias. This
mask comprises two parts : a genomic
filter and a simulated read filter.

The genomic filter aims at masking re-
gions with inherent weak mappability or
indels. Indeed, if a deletion is present in
only one of the two parental genotypes,

it may create allelic imbalance because
the reads bearing the deletion will not
align at this position. To create this
genomic filter, genomic DNA (gDNA)
reads sequenced from the parental lines
are processed following the same proce-
dure described in section 2.2.3. Regions
with no gDNA reads aligned are consid-
ered as not mappable and are included
in the mask.

The simulated reads filter aims at mask-
ing region with inherent mappability bi-
ases between the two parental geno-
types. For this purpose, the filter con-
trasts, for all genomic positions, the
mappability of the reads coming from
each parental genotypes. The filter
contruction consists in generating tran-
scriptomic and genomic reads spanning
the whole genome and transcriptome at
equal coverage, one read starting at each
base pair position. Read lengths are de-
signed to match the read length of our
different data types. Regions are in-
cluded in the filter if they present a dif-
ference in read coverage between the two
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parental genotypes. This method also
filters cases of ambiguous mapping, like
the WASP algorithm (cf. allelic-swap
strategy in Table 2.2). Indeed, mapping
all possible read positions on parental
genotype allows to detect parent-specific
non-mappable regions. If these regions
are uniquely mappable in the other
parental genotype, the difference in sim-
ulated read coverage flags them as re-
gions to mask in further analyses.

The final mappability mask is obtained
by merging together the regions masked
by the simulated read filter and the ge-
nomic filter. One advantage of this mask
is its adaptability to each cross. We use
a line-specific version of the filter for
intra-individual comparisons of allelic-
ratios. For inter-individual compar-
isons, the filtering method was adapted
into a universal filter by combining the
line-specific masks from all F1 lines.

2.2.5 Controlling for genotyping bias

In addition to mapping biases, incor-
rect annotation of heterozygous SNPs
can lead to mis-assignment of reads to
their alleles of origin [127].

In the event of a SNP annotated as het-
erozygous but in reality not segregating
in the F1, reads will all be assigned to
the same parental genotype (Fig. 2.4).
As a result, the allelic ratio observed at
that site will be completely imbalanced
toward one of the parental alleles. It is
therefore relevant to control for genotyp-
ing errors, in order to exclude cases of
extreme imbalance caused by genotyp-
ing errors in the parental lines.

In the work presented in section 2.4,
we have sequenced the genomic DNA
(gDNA) of each F1 line (Table 2.1). I
have then used this gDNA sequencing
data to detect events of genotyping er-

True maternal
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GA True paternal
genotype

GT

Allelic
assignment

A
G

G

T

SNPa SNPb

SNPa SNPb

Paternal
allele

Maternal
allele
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a

b

c

G CA T/ /
reference
with
genotyping
error (    )

A G

T G

a: b :

C

Figure 2.4: Genotyping error bias.
Schematic of a case of genotyping error bias.
A genotyping error arises when the true geno-
types of the parental lines (green and orange
circles in panel a) are erroneously annotated.
Here in panel b, the genotype C (pink circle)
is wrongly associating to the maternal line for
SNPb, instead of the true genotype G (orange
circle in panel a). In such cases, the reads se-
quenced from a F1 line (blue lines in panel b)
are not properly assigned to their parent of ori-
gin (c). This genotyping error thus leads to a
bias in allelic imbalance measures.

rors. Indeed, as gDNA data reflects the
amount of DNA present in the F1 sam-
ple and is not impacted by transcrip-
tional regulation, we expect to see a bal-
anced allelic ratio at all heterozygous
sites. As a result, after mapping the F1
gDNA reads with the same personalised
parental genome strategy, I could test
for statistical allelic imbalance in each
SNP. For the SNPs annotated as het-
erozygous for a given F1 line, significant
departure from allelic balance observed
at the genomic DNA level was consid-
ered as evidence for genotyping error (cf.
section 2.5.3). The SNP was therefore
discarded from further analysis.

Having controlled for potential mapping
and genotyping bias, allele-specific anal-
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ysis offers a wide range of possible anal-
yses to further explore transcriptional
regulation.

2.3 Contribution to the published
work

In collaboration with the Furlong lab
(EMBL, Heidelberg), with the help of
David Garfield and Emily Wong, my
contributions focused on the bioinfor-
matic analyses of the 248 pangenomic
profiles generated by Bingqing Zhao,
with the help of Rebecca Viales.

I have first diagnosed the potential map-
ping biases present in our dataset and
further developed an adapted read map-
ping framework using as workflow man-
ager Snakemake [128] to ensure repro-
ductibility and automation. This work
includes the development of masks to fil-
ter genome reference biases and geno-
typing errors.

I have then used the resulting read count
data to integrate the signals from the
different types of functional genomic as-
says (RNA-seq, ATAC-seq and ChIP-
seq). I have used a partial correlation
analysis framework to infer a network
of direct interactions between regulatory
layers.

Lastly, I participated in the drafting and
rewriting of the Results and Methods
sections, as well as in the design and gen-
eration of all figures.
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2.4.1 Abstract

Developmental gene expression patterns
are driven by complex interactions be-
tween transcription factors, regulatory
DNA sequence, and chromatin struc-
ture. As a result of these interactions,
it can be complicated to predict the ex-
tent to which mutations affecting any of
these regulatory ‘layers’ are propagated
or buffered at the level of gene expres-
sion.

To better understand this, we quanti-
fied allele-specific changes in chromatin
accessibility, histone modifications, and
gene expression in F1 embryos gener-
ated from eight Drosophila crosses, at
three embryonic stages, yielding a com-
prehensive dataset of 240 samples span-
ning multiple regulatory layers.

Genetic variation in cis-regulatory el-
ements is common, highly heritable,
and surprisingly consistent in its effects

across embryonic stages. Much of this
variation does not propagate to gene ex-
pression. When it does, it acts through
two independent paths involving either
changes in H3K4me3 or chromatin ac-
cessibility/H3K27ac signal. The magni-
tude and evolutionary impact of muta-
tions is influenced by a genes’ regulatory
complexity (i.e. enhancer number), with
developmental transcription factors be-
ing most robust to cis-acting variation.

While much of the variation affecting
chromatin is based in cis, trans-acting
variation dominates for gene expression.
Our results suggest clear differences in
evolutionary trajectory between regula-
tory layers as well as differences between
functional gene classes.

2.4.2 Introduction

The development of a multicellular or-
ganism requires the tight regulation
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of gene expression in both space and
time to ensure that reproducible phe-
notypes are obtained across individu-
als and environmental conditions. Es-
sential to this process are DNA regula-
tory elements (e.g. promoters and en-
hancers) whose sequence-specific inter-
actions with transcription factors, poly-
merases, and other regulatory proteins
encode the information needed to drive
specific spatio-temporal expression pat-
terns during development.

While a gene’s expression pattern is typ-
ically quite precise, the DNA regulatory
elements that control such expression
states are replete with genetic variation
(mutations) that can impact transcrip-
tional regulation at multiple levels in-
cluding transcription factor binding [1–

3], chromatin state [4], transcriptional
start site usage [5], gene expression lev-
els [6, 7], and transcript isoform diver-
sity [8]. Regulatory mutations also con-
tribute greatly to variation in disease
susceptibility among individuals [9, 10]

and may contribute disproportionately
to evolutionary change between species
[11], demonstrating that genetically in-
duced changes in transcriptional regula-
tion can impact higher-level phenotypes.

Although regulatory mutations can have
large effects, many behave effectively
neutrally, and it is challenging to pre-
dict which mutations will have an im-
pact. Part of the difficulty is that it is
unclear on which regions of non-coding
DNA actually have regulatory function.
An additional challenge is the apparent
robustness of gene regulatory networks.
At least within a laboratory context,
whole sections of regulatory DNA can
be removed with little apparent impact
on phenotype or fitness [12], and evolu-
tionarily divergent regulatory sequences
can often be swapped between species
in transgenic assays with few detectable
changes in gene expression profiles [13].

These studies demonstrate that develop-
mental systems have the ability to com-
pensate or “buffer” the effects of regula-
tory mutations, e.g. via compensation
by other regulatory elements with par-
tially overlapping activities [14–16].

The complex relationship between DNA
sequences and regulatory function fur-
ther complicates our understanding of
how mutations can impact gene regula-
tion. For example, mutations affecting
TF binding motifs can have a large im-
pact on gene expression [17]. But in some
contexts/tissues, TF binding is driven
by collective processes that can include
protein-protein as well as protein-DNA
interactions, such that mutations affect-
ing a single TF motif may not substan-
tially affect TF recruitment [18–21].

Moreover, many of the mutations af-
fecting TF occupancy in vivo appear to
lie outside of the TF’s binding motif,
and are likely due to variation affecting
the binding of co-occurring TFs [1, 22,

23] or an overall change in DNA shape
[24]. To make matters more complex,
enhancer output is not a strict function
of all TF’s occupancy – enhancer often
contain binding sites for multiple fac-
tors with redundant input, and in some
cases, different combinations of TFs can
produce the same expression output [21,

25, 26].

Even in cases in which an enhancer’s
activity is abolished by mutations, the
gene’s expression may still be robust, as
genes may have many enhancers with
partially overlapping activity, which can
buffer the functional impact of genetic
variation impacting a single enhancer
[14–16]. With a few exceptions [27],
this complex genotype-to-phenotype re-
lationship cannot be modelled using reg-
ulatory sequence information alone, but
rather must be evaluated empirically
[21].
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For mutations that do impact gene ex-
pression, there is also a question of evo-
lutionary relevance. A substantial frac-
tion of the regulatory mutations, par-
ticularly cis-acting mutations, appear
to be inherited additively [28, 29], po-
tentially making them direct targets for
natural selection. In line with this, DNA
regulatory elements often show evidence
of directional [30] as well as balancing se-
lection [31].

But while additive inheritance of gene
expression variation is common, it is
not universal [28, 32, 33], with individual
genes showing variation in both the pro-
portion of overall variation explained by
additive effects and the extent to which
genetic variation is influenced by trans-
acting factors [34]. To our knowledge,
there has been no attempt to explain
differences in the heritability of gene ex-
pression with reference to regulatory ar-
chitecture (e.g. enhancer number) or
potential mechanisms for buffering ex-
pression against the impacts of muta-
tions.

To better understand how mutations
can impact developmental gene regu-
lation, and to quantify the extent to
which such mutations contribute to evo-
lutionarily relevant variation, we made
use of F1 Drosophila hybrid embryos
and allele-specific quantification open
chromatin (ATAC-Seq), enhancer and
promoter activity (using H3K27ac or
H3K4me3 H3K27ac ChIP-Seq as prox-
ies, respectively), and gene expression
(RNA-seq). Our design consists of a
half-sibling panel in which F1 embryos
were generated by crossing males from
eight genetically distinct, wild-derived
isogenic lines from the Drosophila Ge-
netic Reference Panel (DGRP) [35] to
females from a common, laboratory-
derived isogenic reference strain.

In addition to having practical advan-

tages for conducting large scale crosses,
as described below, the use of a com-
mon female line allowed us to eval-
uate the impact of regulatory muta-
tions while controlling for maternal ef-
fects, which can contribute dispropor-
tionately to variability in early devel-
opmental phenotypes [6, 36]. The de-
sign also encompasses an unusual scale
of ecological and evolutionary differenti-
ation: While the maternal and paternal
lines are clearly the same species, the
maternal lab strain was isolated in the
laboratory more than 60 years ago [37–

41], before the estimated invasion of the
p-element in the North American popu-
lation and before the widespread use of
pesticides such as DDT and glycophos-
phates.

They thus represent an intermediate
distance relative to the within-species
crosses and between-species crosses typ-
ically used in allele-specific analyses. By
collecting matched phenotypic measure-
ments from two parental strains, we also
estimated the heritability of cis-acting
mutations and the relative magnitude of
trans-acting genetic variation that con-
tributes to phenotypic divergence.

Overall, we find allelic variation in chro-
matin accessibility and histone marks to
be common and significantly correlated
between regulatory layers, with the ef-
fects of regulatory mutations being more
strongly coupled at promoters than en-
hancers. Specific classes of genes, such
as developmental regulatory genes (e.g.
transcription factors (TFs)) and genes
with multiple regulatory elements, are in
general more strongly buffered against
the effects of this variation, with result-
ing impacts on the genetic architecture
and heritability of gene expression vari-
ation.

We also observe multiple instances of
selection having driven to near fixa-
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tion, strong effect cis-regulatory muta-
tions affecting genes involved in envi-
ronmental response and pesticide resis-
tance. Together, these measurements
provide new insights into the functional
impact of cis-regulatory DNA variation
and how this is transmitted across dif-
ferent regulatory layers during embryo-
genesis, and how patterns of inheritance
can influence the visibility of regulatory
sequence variants to natural selection.

2.4.3 Results

Quantifying gene expression and regula-
tory element activity in hybrid embryos

We generated F1 hybrid embryos from
mating eight genetically distinct inbred
lines from the DGRP collection [35] to
females from a common maternal line
(Fig. 2.5a). The resulting F1 panel con-
tains an average of 567,412 SNPs per
cross, and a total of 1,455,988 unique
SNPs covering a range of minor allele-
frequencies and levels of conservation
(phyloP scores) (Fig. 2.11a).

The F1 embryos were collected at three
important stages of embryogenesis; 2-4
hours after egg laying, consisting pri-
marily of pre-gastrulation, unspecified
embryos (mainly stage 5), 6-8 hours
(mainly stage 11), when major lineages
within the three germ-layers are speci-
fied, and 10-12 hours (mainly stage 13),
during terminal differentiation of tissue
lineages (Fig. 2.5a).

For each developmental stage, we
performed RNA-Seq, ATAC-Seq, and
iChIP-seq for H3K27ac and H3K4me3
[43, 44], from the same collection of em-
bryos (4 measurements x 3 stages x 8
genotypes=96 samples). In addition,
we collected samples from the parents
of one F1 genotype, forming a par-

ent/offspring trio that allowed us to par-
tition genetic differences between the
parents into cis and trans for cis versus
trans analysis [45].

All measurements were made in repli-
cates from independent embryo collec-
tions to assess biological and technical
variability, giving a total of 240 samples
(192 F1 samples (96 x 2 replicates) + 48
parental (4 measurement x 3 stages x 2
genotypes x 2 replicates)). Read counts
are highly correlated between biological
replicates, with median correlation co-
efficients of 0.98 for RNA, ATAC and
histone data (Fig. 2.11b, Methods).

To define non-coding features, ATAC-
Seq and ChIP-Seq reads from each cross
were mapped to each parental line in-
dependently and the significant peaks
merged to produce a combined set of
common peaks used in subsequent com-
parisons across all genotypes. In to-
tal, we identified 11,211 genes with de-
tectable expression, 31,963 ATAC-Seq
peaks, 19,769 H3K27ac peaks, and 6,648
H3K4me3 peaks, active at one or more
stages of embryogenesis. Of these,
93.9%, 95.8%, 95.2%, and 96.9%, re-
spectively, contained at least one SNP
that distinguishes maternal and pater-
nal haplotypes in at least one line.

The CG12402 locus, a predicted
ubiquitin-protein transferase, provides
a good example of overall signal quality
(Fig. 2.5a). The gene has dynamic
expression, transitioning from very
low to high expression from 2-4h to
10-12h. Accompanying this change
are quantitative changes in chromatin
accessibility, and to a lesser extent
in histone modification levels, in its
promoter-proximal region.

To examine the regulatory relationships
between these different signals, we di-
vided the data into promoter proximal
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Figure 2.5: a. Left: Experimental design and data structure. RNA-seq, ATAC-seq and iChIP-seq
of H3K4me and H3K27ac were performed on embryos of three developmental stages from 8 F1
hybrids with a common maternal line. Right: Genome browser overview for the CG12402 gene
locus showing all data for 2-4 hours and 10-12hrs for the genotype vgn28. Bottom track shows
characterized enhancers [42]. b. Top panel shows density plots for read count signal from each
data type for proximal and distal regions (left and right, respectively). Shaded regions indicate
the 95% confidence intervals. Plots are centered at the TSS for promoter proximal regions, and
ATAC summits for distal regions. Bottom panel shows a heatmap representation of the data type
corresponding to the density plots shown above where rows are sorted by mean RNA-seq and mean
ATAC-seq signal. c. Upset plots showing the colocalization of signal for proximal and distal regions
(at peaks in regulatory regions and genes) for all four data types. Regions common between data
types (filled circle) are joined by a vertical bar. Horizontal bar plots indicate the number of unique
genes/features. Pie charts show the proportion of features with statistically different total read
counts between time points (color indicates the number of times (0/1/2) the feature is differentially
expressed).

(within +/- 500bp of an annotated tran-
scriptional start site (TSS) or H3K4me3
peak) and distal (putative enhancers) el-
ements. Looking globally at promoter
proximal regions, all signals showed the
expected enrichment and distribution
around the TSS (Fig. 2.5b, proximal),
demonstrating the quality of the data.

The ATAC-seq signal is highest di-
rectly at the promoter, representing oc-
cupancy of the basal transcriptional ma-
chinery, while H3K27ac and H3K4me4
signals are highest at the +1 nucleo-
some, reflecting the predominantly uni-
directional nature of Drosophila pro-
moters [46, 47]. Moreover, the levels of
H3K27ac are higher at promoters com-
pared to distal sites, as expected from in
vitro studies [48, 49].

Interestingly, while all three regula-
tory signals (ATAC-seq, H3K27ac and
H3K4me3) are highly correlated at the
promoters of actively transcribed genes
(8,433 promoters contain all 4 signals,
Fig. 2.5c, left upset plot), 3,907 regions
marked by H3K4me3 and overlapping
peaks of ATAC-seq and/or H3K27ac
show no detectable RNA-signal (Fig.
2.5c bar plots, 2.5b). Approximately
850 of these cases involve annotated
transcripts of non-coding RNA (from
Flybase) that lack a poly-A tail and were

thus not selected in our Poly-A+ RNA-
seq library. Taken together, this thereby
suggests a surprising number of unanno-
tated transcriptional events even within
the well-annotated Drosophila genome.

The majority of H3K27ac (62.5%) and
ATAC peaks (63.7%) are distal to an
annotated promoter, representing likely
enhancer elements. Of the distal ATAC
peaks, 58% (12,587/21,594) have no
H3K27ac signal and may represent in-
active enhancers or other regulatory el-
ements, e.g. insulators (Fig. 2.5c). The
remaining 9,007 distal elements over-
lap H3K27ac signal (Fig. 2.5c, right),
which is generally bimodally distributed
around the ATAC-seq peak (Fig. 2.5b),
suggesting they are active enhancers.
The set of H3K27ac regions that do not
overlap and ATAC-Seq peak show sig-
nificantly lower signal than those that
do have an overlap (Fig. 2.11c), and
thus likely represent cases in which an
ATAC-Seq peak was present, but below
our threshold for detection.

Both gene expression (RNA-seq) and
non-coding elements (based on ATAC-
seq and chromatin signatures) show ev-
idence of dynamic activity, with the
majority (72%-96%) of features across
all lines showing statistically significant
changes in total counts between de-
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velopmental time points across our F1
lines (Fig. 2.5c, pie charts; Meth-
ods), CG12402 being one example (Fig.
2.5a). Taken together, this demon-
strates both the quality and richness of
the data and its usefulness to further an-
notate the regulatory landscape of the
Drosophila genome at these important
stages of embryogenesis.

Allele-specific variation is common across
genotypes and regulatory layers

To test for allele-specific differences for
each gene per line and time combination
and each data type, we used an empir-
ical Bayes framework to modeled allele-
specific counts using a beta-binomial
model (Fig. 2.12a). Most allelic ratio
was centered at 50:50 across autosomes
at both promoter proximal and distal el-
ements (Fig. 2.6a), with a slight ele-
vation in the magnitude of AI at distal
sites (Fig. 2.12b). As expected, RNA
allelic ratios were concordant with the
direction of change of embryonic eQTL,
previously quantified in these DGRP
lines at the same stages of embryogen-
esis (Fig. 2.12c) [8].

To evaluate sex ratios in the embryo
pools, and to set a reference point for
evaluating allelic imbalance and dosage
compensation on the X-chromosome [50],
we performed genome DNA sequenc-
ing (gDNA) on each cross. This con-
firmed that our embryonic pools were
relatively sex balanced, with the ex-
pected X-chromosome allelic ratio of ∼
0.67 observed across our gDNA dataset
(Fig. 2.6f). Consistent with full dosage
compensation on the maternally-derived
male X chromosome [51], we observed
a maternal:paternal ratio of 0.74 for
mRNA (Fig. 2.6f; Methods).

Interestingly, a similar degree of up-

regulation (dosage compensation) was
not observed for chromatin data. For
both chromatin accessibility and hi-
stone modifications, a ratio closer
to 0.67 was observed at X chro-
mosome sites (e.g. H3K27ac=0.688,
H3K4me3=0.692), which is more simi-
lar to the genomic ratio (0.66) than the
ratio of 0.75 expected under full dosage
compensation (Fig. 2.6f).

The ratios showed no significant differ-
ence when comparing proximal to dis-
tal sites. Together, this argues against
the hypothesis that the two-fold upreg-
ulation of gene expression on the male
Drosophila X chromosome results from a
two-fold increase in the loading of poly-
merase at its genes’ promoters [52]. Our
results rather indicate that whatever the
mechanism of dosage compensation in
Drosophila is, it does not lead to a linear
increase in chromatin accessibility on
the male X chromosome, though some
increase in accessibility on the upregu-
lated X is consistent with our measure-
ments [53, 54]. Regardless of its cause, we
used the empirically observed average
ratio for X-chromosome features for each
data type to form the null-hypothesis
in subsequent beta-binomial tests for al-
lelic imbalance.

Overall, statistically significant allelic
imbalance is common, with 46% of genes
and between 18-25% of non-coding fea-
tures showing imbalance in at least one
line at any time point (Fig. 2.6b, FDR
<0.1). The magnitude of allelic im-
balance is generally evenly distributed
across SNPs with a range of minor allelic
frequencies. Highly imbalanced peaks
show a strong enrichment for extremely
rare SNPs (including potentially de-
novo mutations) found uniquely in the
maternal line relative to the 205 lines of
the full DGRP panel (Fig. 2.12d, chi2;
p<2.2e-16), highlighting the dispropor-
tionate impact of rare and de-novo mu-
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Figure 2.6: a. Density plot of allelic count distribution and matching boxplot showing total read
count abundance (log10) in the autosomes at TSS proximal (left) and distal (right) regions for all
data types assayed. b. Pie charts showing significantly allelic imbalance (AI) genes/features at
promoter proximal (left, TSS +/-500 bp) and distal (right, 500-1500 bp +/- from TSS) regions
for all four data types (FDR<0.1). Upper row shows AI events in at least one F1 line at any time
point. Lower row shows AI events detected in all 8 F1 lines in all time points, on a per line and
time basis. c. Smoothed histograms (left) show the distribution of coefficients of genetic variation
for all features with statistically significant between-line variances within each regulatory layer. d.
Line plots show three examples of individual lines having distinct expression profiles. Coefficients
of genetic variation are typically larger for RNA than for non-coding features, an effect that often
results from one or two lines having significantly altered expression relative to the panel as a
whole. e. Box plots showing the distribution of the coefficient of genetic variation (CVg, y axis)
for chromatin accessibility (left) and H3K27ac signal (right). Each panel compares the results for
promoter-proximal and promoter-distal features. Genetic influences are more pronounced at distal
than proximal regulatory elements in ATAC and H3K27ac. f. Box plot showing the distribution
of the maternal allelic ratio of X chromosome in each data type. Each distribution is compared
to the allelic ratio observed in genomic DNA for the same data type (genes/regulatory regions) in
grey.

tations on phenotypes [8].

Allelic imbalance is more frequently
observed for RNA than for other reg-
ulatory layers (Fig. 2.6b). In contrast
to what is observed in mammals [55],
promoter-proximal elements are slightly
more polymorphic (pair-wise differ-
ences (pi)=0.132vs0.129, Wilcoxon-test
p=1e-10) and evolve faster (phy-
loP=0.514vs0.560, Wilcoxon-test,
p<2.2e-16) in Drosophila as compared
to distal elements (putative enhancers).
Despite this, distal peaks of open
chromatin and H3K27ac show greater
(Tukey’s ASD, p<0.0001) and more
frequent allelic imbalance (chi2; p<2.2e-
16) than their proximal counterparts,
highlighting the potential evolutionary
relevance of distal regulatory mutations
(Fig. 2.12b).

Although allelic imbalance is common,
not all biological categories are equally
affected. Imbalanced genes and asso-
ciated regulatory features are enriched
for fast-evolving and Drosophila-specific
genes lacking clear categorical annota-
tions [56, 57] and are depleted in TFs
and their associated regulatory elements
(Fig. 2.13; Methods), consistent with a
previous eQTL study [8]. Allelic imbal-

ance (AI) is also enriched for metabolic
genes at the RNA level, although this
is not observed for associated regions of
open chromatin or histone modifications
(Fig. 2.13).

The observed differences in AI among
gene categories may reflect differential
histories of selection; regulatory regions
in the vicinity of TFs show a depletion
of nucleotide diversity (pi, rank biserial
correlation=-0.052, p<1e-4) and harbor
more low-frequency SNPs (rank bise-
rial correlation=-0.173, p=2.8e-3) com-
pared to background. This AI could also
be explained if different gene categories
have different sensitivities to mutations
(buffering), a point we explore below.

Directional imbalance suggests recent se-
lection on environmental response genes

For most gene categories and regulatory
elements, allelic imbalance is equally
likely to favor the maternal or the pater-
nal allele. A subset of categories, how-
ever, show consistent and often large,
parent-specific biases (Methods). This
trend is particularly striking for male-
biased genes and regulatory elements
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which show a strong over-representation
of categories associated with immunity
or insecticide resistance (Fig. 2.14a).

Exemplary of this trend is Cyp6g1, a
gene that is not expressed in embryos
of our maternal line, which is derived
from a laboratory stock isolated before
the widespread use of agricultural pes-
ticides, or in embryos sequenced by the
modENCODE project [58]. It is, how-
ever, strongly upregulated in every mea-
sured paternal haplotype from the wild,
and its overexpression contributes to
DDT resistance in multiple Drosophila
species (Fig. 2.14b, [59, 60]. This result
exemplifies how recent strong positive
selection on cis-regulatory variation can
shape embryonic gene expression even
on relatively short time scales.

Because our F1 lines share a common
maternal genotype, line effects are ex-
pected to be directly proportional to ge-
netic effects/heritability [36] (Methods).
This allows us to thus directly examine
how allelic-imbalance, extreme or oth-
erwise, relates to heritable variation in
total counts. To make comparable the
variances of genes and features with dif-
ferent mean read counts, we calculated
the coefficient of genetic variation for
each gene by scaling estimated ‘between-
line variances’ by the variance stabilized
mean read count of each feature such
that line effects are expressed as a per-
centage deviation from a gene/features
mean read counts [6, 61].

For chromatin features, the magnitude
of genetic variation on measured signal
is relatively modest, with the average
peak varying by 5-10% of the mean
phenotype among crosses (Fig. 2.6c,d).
Heritability is higher at distal regula-
tory elements compared to their prox-
imal counterparts (Fig. 2.6e, p<1e-5),
consistent with the greater magnitude of
AI at distal sites suggesting differences

in the frequency of evolutionarily rele-
vant mutations in these two site classes.
For RNA, the magnitude of genetic ef-
fects are especially pronounced, with a
coefficient of genetic variation of 9% and
some genes showing coefficients of 40%,
indicating that genetically encoded dif-
ferences in expression can account for
nearly half of some genes’ mean expres-
sion levels.

For many genes, high coefficients of vari-
ation are driven by one or a few lines
showing highly divergent patterns of ex-
pression (Fig. 2.6d). These highly vari-
able genes, including several involved
in response to environmental stressors
and toxins (e.g. Cyp6g1 ), show a
strong overlap with genes having ex-
treme allelic imbalance (p-value<1e-6;
Fig. 2.15a), suggesting that large dif-
ferences in expression among individuals
can be driven by large-effect cis-acting
variants.

The impact of cis-acting genetic variation
is largely consistent across development

We next evaluated if, and to what ex-
tent, allelic ratios change during devel-
opment. Overall, we observed a surpris-
ing constancy of allelic imbalance be-
tween time points: Despite the temporal
modularity of many cis-regulatory ele-
ments, imbalanced features at one time
point have a 50% chance that it will
be imbalanced in the subsequent time-
point (Fig. 2.7a, S2.16a).

To further quantify the potential im-
pact of development on allelic ratios,
we constructed a series of linear mod-
els comparing the effect sizes of genetics
(genotype/line effect) vs developmental
stages (time effect) on total counts and
allelic ratios across our experimental de-
sign (Methods).
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Figure 2.7: Allelic imbalance is generally not predictive of developmental times. a.
The relationship of allelic imbalance across time points for RNA (upper panel) and chromatin
accessibility (lower panel). Proportions of AI and non-AI features are shown in black and grey,
respectively, and represented by the thickness of line. Exact proportions for each category are
provided as numbers. Data for 2-4hr time point for RNA are not included due to presence of
maternal transcripts at this stage. b. Top: Box plots showing the distribution of effect sizes
obtained from mixed linear models, for total counts. For each type of data (gene/feature), the
effect sizes of time (T) and line (L) effects are shown. Bottom: Principal component analysis of
gene expression for total counts. c. Top: Box plots showing the distribution of effect sizes obtained
from mixed linear models, for allelic ratios. For each type of data (gene/feature), the effect sizes of
time (T) and line (L) effects are shown. Bottom: Principal component analysis of gene expression
for allelic ratios. d. Results from mixed linear models examining the effect of developmental time
versus line (genotype) between proximal and distal ATAC-seq peaks for total count data. Distal
peaks show a larger time effect compared to genotype effect (Mann-Whitney U, p<2.2e-16), which
was not observed at proximal peaks.

For total counts, developmental time
was the greatest contributor to variation
across all data types (Fig. 2.7b, upper
panel), consistent with the clear time
specific clustering by principal compo-
nent analysis (Fig. 2.7b, lower panel,
shown for RNA, Methods). Interest-
ingly, this predominance of time is
largely restricted to distal and not proxi-
mal sites for ATAC-Seq (Mann-Whitney
U, p value=2e-61; Fig. 2.7d), likely re-
flecting the constitutive accessibility of

promoters during Drosophila embryoge-
nesis [62].

In contrast to the total counts, the im-
pact of developmental time on allelic ra-
tios is significantly reduced compared
to genetic (line) effects (Fig. 2.7c, up-
per panel). Correspondingly, there is a
lack of time-point specific clustering in
PCA (Fig. 2.7c, lower panel), although
there are some examples of allelic ratios
that change over time in a coordinated
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manner between regulatory layers (Fig.
2.16b).

Interactions between genetic and devel-
opmental effects can play an important
role in gene regulation [63, 64]. We there-
fore looked for evidence of interaction
effects in linear models fitted to total
counts or allelic ratios containing only
time, only genotype, time plus genotype
(time + genotype), or interactions be-
tween the two (time x genotype).

Interaction effects occur frequently at
the total count level and are particu-
larly common for gene expression, mak-
ing up nearly 30% of all analyzed mod-
els and highlighting a potentially impor-
tant role for developmental stage by ge-
netic (TxG) interactions in population-
level variation during embryogenesis, as
previously observed [8].

In contrast, there is little evidence for in-
teraction effects for allelic ratios for gene
expression or ATAC-seq peaks, consis-
tent with both the relative stability of
allelic ratios over time and the general
additive heritability of cis-acting regu-
latory mutations observed in other stud-
ies [65, 66]. It is also consistent with the
relatively small numbers of allelic ratios
reported to show influences of gene by
environment interactions across environ-
mental conditions [67, 68].

In summary, allelic effects are often
larger at distal sites, compared to pro-
moter regions. Given that, and the
dynamic nature of developmental en-
hancers, we were surprised to find, how-
ever, that allelic ratios at distal sites are
surprisingly stable. Compared to total
counts, allelic ratio is a poor predictor
for developmental time. At the total
count level, however, we observe more
extensive genetic effects, with interac-
tion (G x D) effects common for gene
expression. This suggests that in addi-

tion to cis-acting mutations, trans ef-
fects may contribute importantly to ge-
netic variation within populations.

Information flows in different directions
across cis-regulatory layers

Although quantitative signals at chro-
matin features are highly correlated
with gene expression, the relative causal
relationships between chromatin acces-
sibility, histone modifications, and gene
expression remain unclear. To assess
this, we made us of the relationships
in allelic ratios between different regula-
tory layers to model the paths by which
genetic variation influences regulatory
phenotypes.

Allelic ratios in all pairs of datatypes
are correlated, to varying extents (Fig.
2.8a), and in all cases we could re-
ject the null hypothesis of indepen-
dence (e.g. highest p-value between
all comparisons=4.2e-17 for ATAC and
H3K4me3). In parallel, we also tested
for an enrichment/depletion of co-
occurring, statistically significantly im-
balanced (FDR<0.1) genes/features us-
ing an intersection-union test (Fig. 2.8b;
Methods) and a distance of +/-1500 kb
for assigning distal features to genes.

The co-occurrence of allelic imbalance
is especially pronounced for chromatin
features, in particular H3K4me3 and
proximal H3K27ac with a log-odds >2.0
(Fig. 2.8b). Interestingly, for chro-
matin accessibility and H3K27ac, the
co-occurrence of AI is more pronounced
at promoters (proximal) than enhancers
(distal) (Fig. 2.8b), despite allelic im-
balance being slightly more frequent
and of greater magnitude at distal sites
(p<2.2e-16, Fig. 2.6b, Fig. 2.12b).
This suggests that H3K27ac and chro-
matin accessibility are more functionally
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Figure 2.8: a. Heatmap showing Pearson correlation coefficient of allelic ratios between each
pair of data type for promoter proximal (left) and promoter distal (right) regions. Data restricted
to 6-12hr and features/genes whose allelic ratio exceeds 0.5 +/- 0.06. b. Increased log odds of
co-occurrence of allelic imbalance between two regulatory layers. X-axis shows the log odds based
on intersection-union tests (Methods). 6-12hr data is shown. Bars stemming from dots are 95%
confidence intervals. c. Stepwise example of a partial correlation analysis of allelic ratios for three
variables (ATAC, RNA and H3K4me3). Partial correlation analysis between gene expression and
chromatin accessibility is shown in the upper row, between proximal H3K4me3 signal and chro-
matin accessibility in the lower row. Venn diagram schematics, in top left, illustrate the variance
of each variable and its shared proportion (orange), as measured by the linear regressions (orange
lines). Left panels: Pearson correlations for the two comparisons are significant. Middle panels:
regression of each initial variable against a third, confounding variable (upper row: H3K4me3 ;
lower row: RNA). Residuals of the initial variables indicated as colored lines and represent the non-
overlapping part of the circle of the same color in the schematic. Right panels: correlations of the
residuals, which exclude the variance shared by the confounding factor (dashed circle in schematic).
This resulting partial correlation is not significant in the bottom example, suggesting a lack of direct
correlation within the pair H3K4me3-ATAC. d. Partial correlation and directional dependency re-
gression for total counts (left) and allelic ratios (right). Significant partial correlations (solid lines)
suggest dependencies among regulatory layers. For each significant edge (p<0.01), copula regres-
sion was used to assign directionality to the relationship (arrows, delta>0.01). Results are shown
for promoter proximal and distal regions independently. Thickness of the lines indicates the value
of partial correlations. Dashed lines indicate non-significance in partial correlation analysis.

coupled at promoters compared to en-
hancers, perhaps reflecting the fact that
not all active enhancers seem to require
H3K27ac [69, 70].

Due to the large amount of covaria-
tion between the different regulatory
features (Fig. 2.8a), it is difficult to in-
fer causal relationships from correlation
data alone. To address this, we used
partial correlation to identify indepen-
dent, pairwise correlations between mul-
tiple co-varying variables beyond their
global correlations after thresholding on
allelic ratios to remove features/genes
with low information content (Fig. 2.8c,
2.17a-b , Methods) [71, 72].

We first analyzed the total count data to
evaluate the overall relationships among
histone modifications and gene expres-
sion. Our results closely mirror those of
Lasserre et al. in CD4+ and IMR90 cells
[71], including finding a clear relation-
ship between gene expression levels and
the total abundance of H3K27ac that
‘explains away’ (at least in a statistical
sense) much of the correlation between

gene expression and promoter-proximal
H3K4me3 (Fig. 2.8d, left). We also ob-
served a statistically significant relation-
ship between open chromatin and gene
expression, though the strength of this
partial correlation is reduced relative to
standard Pearson correlation analyses
(Fig. 2.17c), highlighting the value of
histone modification data for predicting
gene expression.

To assess the functional impact of cis-
regulatory perturbations, we next ap-
plied the partial correlations analysis to
allelic ratios (Fig. 2.8d, right). Rel-
ative to the total count data, we ob-
served a much stronger relationship be-
tween open chromatin and gene expres-
sion for both proximal and distal reg-
ulatory elements unconditional on other
regulatory layers, highlighting an impor-
tant, possibly causal, link between mu-
tations affecting accessibility (presum-
ably TF occupancy) and gene expression
(Fig. 2.8d).

A correlation is also observed between
H3K27ac and open chromatin at pro-
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moters, though interestingly, we see lit-
tle evidence for a direct relationship be-
tween H3K27ac and gene expression it-
self (Fig. 2.8d, right). The latter is
surprising as it differs from what is ob-
served with total count data, and sug-
gests that although promoter H3K27ac
is highly correlated with, and even pre-
dictive of gene expression [73], they may
not be mechanistically directly linked.

In contrast, allelic ratios for promoter
proximal H3K4me3 show strong evi-
dence of a direct correlation with gene
expression that is independent of, at
least in a statistical sense, allelic dif-
ferences in chromatin accessibility or
H3K27ac (Fig. 2.8d, right). Taken to-
gether, this analysis suggests two inde-
pendent pathways by which selection on
segregating mutations could influence
gene expression, one affecting open chro-
matin and promoter-proximal H3K27ac,
and the other influencing H3K4me3.

To explore these relationships further,
we analyzed each edge identified by par-
tial correlations using copula directional
dependence analysis [74, 75], a statisti-
cal approach based on copula regression
that evaluates the directionality of the
pairwise relationships allowing for non-
linearities (Methods), to assign a direc-
tion to each edge for which there is clear
evidence for greater explanatory weight
in one direction.

For TSS-proximal regions, this placed
RNA upstream of both H3K4me3 and
open chromatin (Fig. 2.8d, arrow,
right). Although counter intuitive at
first glance, this suggests genetic varia-
tion causing changes to H3K4me3 is of-
ten asymmetrically coupled to changes
to RNA, that is, gene expression is
not highly sensitive to variations in
H3K4me3 occupancy but changes to
RNA is more predictive of H3K4me3
enrichment. This could reflect redun-

dancy between regulatory elements, i.e.
as multiple regulatory elements typically
work together to regulate a gene’s ex-
pression, changes in a single open chro-
matin region, as tested here, may not
be sufficient to impact expression in an
allele-specific manner.

Similarly, variation in allele-specific
RNA counts better explain variation in
chromatin accessibility compared to the
reverse, hence, not all changes in open
chromatin due to cis-acting variation
lead to a corresponding change in gene
expression (Fig. 2.8d, right panel). Our
result is also consistent with the hypoth-
esis that H3K4me3 is not required for
gene expression, but may rather be de-
posited as a consequence, and be more
involved in post-transcriptional events,
as recently proposed [76].

In summary, cis-acting genetic varia-
tion shows greater covariance between
open chromatin and H3K27ac enrich-
ment at promoters compared to puta-
tive enhancers. By measuring infor-
mative dependencies to the effects of
cis-acting genetic variation, we iden-
tified multiple epigenetic pathways af-
fecting transcription. Specifically, ge-
netic variation acts to change gene ex-
pression levels via interplay between at
least two different promoter-proximal
paths: open chromatin and H3K27ac, or
H3K4me3. Moreover, the flow of infor-
mation suggests that gene expression is
often buffered against cis-acting muta-
tions (presumably affecting TF binding)
at associated regulatory elements.

Regulatory buffering varies depending on
the gene classes and local chromatin ar-
chitecture

Genes from different functional cate-
gories often have differences in the com-
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plexity of their regulatory landscapes.
Metabolic genes, for example, typically
have relatively simple and more com-
pact regulatory landscapes with fewer
enhancers that are generally located
close to the gene’s promoter [77]. TFs,
in contrast, have many enhancers of-
ten with partially overlapping spatial
activity (“shadow enhancers”) that are
located at varying distances from the
gene’s promoter [78, 79].

This additional regulatory complexity is
thought to make TFs more robust to
deletions and mutations affecting their
regulatory elements [16, 80–82]. To exam-
ine this, we used conditional probabili-
ties with gene categories taken from the
GLAD database for fly gene list anno-
tation [83] to assess the extent to which
allelic imbalance in the expression of dif-
ferent gene categories is independent of,
or decoupled from, imbalance in their
associated regulatory elements, treating
gene categories with greater indepen-
dence as being more ‘buffered’.

Among all conditional comparisons,
the expression of TFs, transmembrane
genes, ancient genes (conserved bilate-
rian processes), genes of major signal-
ing pathways, secreted genes, are most
insensitive to imbalance in other regu-
latory layers (Fig. 2.9a). In contrast,
genes and their regulatory elements as-
sociated with cytoskeletal function, gly-
coproteins, and, notably, metabolism
show an increased sensitivity to allelic
imbalance in other regulatory layers
(Fig. 2.9a, Fig. 2.13). Taken together,
our analyses suggest that in addition to
purifying selection acting to remove ge-
netic variation, regulatory buffering fur-
thers the expression of TFs and other de-
velopmental regulatory factors from the
effects of cis-acting mutations.

To more directly assess the relation-
ship between buffering and regulatory

complexity, we compared the number
of ATAC-seq peaks in a gene’s regu-
latory domain (+/- 1.5kb TSS) with
the probability of imbalance in that
gene’s expression. Imbalanced genes
have fewer associated ATAC-seq peaks
genome-wide (Pearson’s, r=0.1, p=1.7e-
12; Fig. 2.9b). The trend is par-
ticularly striking for single-peak genes,
which have significantly more AI than
genes with multiple associated regula-
tory elements (Mann-Whitney U test,
p-value=6.4e-6). Conversely , genes
with more complex regulation (i.e. with
a greater number of associated peaks)
have more reproducible gene expression
allelic ratios between biological repli-
cates (Pearson’s r=-0.05 Pearson’s cor-
relation, p-value=3.0e-7), indicating less
variation in their expression.

Consistent with the observation of tran-
scriptional robustness (a lack of AI)
for genes with multiple regulatory ele-
ments, genes associated with partially
redundant enhancers (or shadow en-
hancers) have a modest reduction in
the frequency of allelic imbalance com-
pared to genes without (Fig. 2.9c,
chi2=5.3, p=0.02), based on a previ-
ously defined set of shadow enhancers
for mesodermal genes [16]. Further-
more, genes associated with shadow en-
hancers show more evidence of buffer-
ing as evidenced by a greater degree
of independence from allelic imbalance
in associated gene regulatory elements
(p(RNAAI ∣ATACAI) = 0.04vs0.14, re-
spectively), supporting the conclusion
that enhancers with partially overlap-
ping activity can act to stabilize ge-
netic variance in gene expression in the
face of perturbations. We note, how-
ever, that this buffering is not absolute
– even genes with multiple regulatory
elements are more likely to be imbal-
anced when multiple associated peaks
show unbalanced allelic ratios (gene ex-
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Figure 2.9: Regulatory buffering varies across gene categories and with local chro-
matin structure. a. Conditional probability of allelic imbalance in gene expression given allelic
imbalance in associated chromatin peaks (left) and regions of H3K27ac (right) across gene cat-
egories. X-axis show log2 fold change where background is based on genome-wide expectation.
Gene categories enriched (orange) or depleted (blue) for imbalance, relative to background, are
indicated (FDR>0.1, Fisher’s exact test). b. Box plots denote the probability of allelic imbalance
in gene expression based on numbers of neighboring ATAC peaks (TSS<1.5kb). Genes associated
to more ATAC peaks are more likely to show similar expression in both alleles compared to genes
with fewer peaks. c. Pie charts displaying the proportion of genes with allelic imbalance in RNA
associated to ATAC-seq peaks overlapping known partially redundant/shadow enhancers (top) or
not (bottom). Genes associated with shadow enhancers are less likely to be allelic imbalanced
compared to genes without (chi2=5.3, p=0.02). d. ATAC-seq peaks have a cumulative effect on
gene expression. The probability of imbalance in gene expression (y-axis) is shown as a function
of the number of ATAC-seq peaks that are allelic imbalanced (left) or not imbalanced (right).
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pression AI p-value compared to pro-
portion of imbalanced ATAC-seq peaks,
Pearson’s r=-0.1, p<2.4e-37; Fig. 2.9d).

In summary, there is a relationship be-
tween a gene’s regulatory complexity
and the degree to which its expression
is influenced by functional mutations
in its regulatory elements, with more
regulatory elements providing a degree
of buffering against genetic perturba-
tions. Furthermore, allelic imbalance at
multiple enhancers in the vicinity of a
gene can have a cumulative influence on
allele-specific gene expression.

Gene expression is less heritable than
chromatin features

Gene expression phenotypes are influ-
enced by linked, cis-acting, genetic vari-
ation, but also by trans-acting varia-
tion that is not directly captured using
F1s alone. To estimate the relative im-
pact of trans-acting variation, we col-
lected iChIP-Seq, ATAC-Seq, and RNA-
Seq information from a trio of lines con-
sisting of one F1 line and stage-matched
data from the maternal (vgn) and pater-
nal (DGRP-399) lines.

Because F1 cells represent two haplo-
types with a common nuclear environ-
ment, allelic ratios in the F1 can be
seen as an estimate of the cis-based dif-
ferences between the two parents. Dif-
ferences in parental read counts not re-
flected in F1 allelic-ratios, in contrast,
act as an estimate of the trans-acting
contribution to between line divergence
[65, 66, 84, 85].

Using a maximum likelihood framework,
we classified features as cis, trans, cis-
trans, or conserved and found a sim-
ilar distribution among categories for
all non-coding chromatin features, with
cis-acting effects being more common

than trans (59% vs. 41%, p<2.2e-16,
chi2; Fig. 2.10a, S2.18a, Methods). This
enrichment is particularly pronounced
for histone modifications, with nearly
twice as many cis influenced peaks com-
pared to trans (Fig. 2.10a, S2.18a).
Gene expression, in contrast, is more
strongly influenced by trans-acting ge-
netic variation (55% trans vs. 45% cis,
p=0.0073, chi2; Fig. 2.10a). Moreover,
a higher fraction of cistrans genes have
more trans compared to cis variation
that is the case for chromatin features
(trans proportions 0.67vs.0.53, p=2.77e-
05; Fig. 2.18b).

Previous studies suggest that, relative to
trans influences, the effects of cis-acting
mutations are more likely to be inher-
ited in an additive manner [66, 86, 87].
This matters because while all herita-
ble genetic differences can have evolu-
tionary consequences, it is typically ad-
ditive genetic variation, variation whose
affects are common across all genetic
backgrounds, that is most directly acted
upon by natural selection [36].

By evaluating the extent to which the
F1 signal (total read count) for each
gene/feature departed from the parental
average (a strictly additive model), we
were able to make a similar evaluation
within our data to better understand the
differences in heritability among classes
of genes and regulatory elements. For
open chromatin, whether influenced by
cis or trans, we could reject a non-
additive model in fewer than 1% of cases
(Fig. 2.18b), consistent with the finding
that most variation affecting TF binding
is inherited additively [66]. For gene ex-
pression, in contrast, the additive model
could be rejected for 32% of genes, with
trans influenced genes departing from an
additive model far more often than cis
(24% vs. 2%, p<1e-4; Fig. 2.10b).

To better understand the factors that
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Figure 2.10: Chromatin features are more heritable than gene expression. a. Scatter
plots of F1 allelic ratio (x-axis) against the maternal/paternal ratio observed in (normalized)
parental, total count libraries. Genes/features along the diagonal are exclusively influenced by
cis-acting variation, while vertically distributed genes/features show exclusively trans-influences.
Colors indicate maximum likelihood classification into cis, trans, and cistrans (a mixture of cis
and trans) or conserved genes/features. b. Left, bar plots shows the magnitude of deviation from
additivity (parental mean) for features classified as cis vs. trans (BIC >= 2). Right, pie charts
showing fraction of additive and non-additive genes for cis (upper) and trans (lower) classes. c.
Classification of cistrans effects (BIC >= 2) for each regulatory layer into categories reflective of
likely selective effects. Numbers and horizontal bars represent the size and relative proportions of
each cistrans relative direction class in each data type. There is more directional selection (same
directions, cis + trans>cis) than compensatory evolution (opposite directions, cis + trans<cis)
in gene expression as compared to chromatin features.

contribute to the proportion of trans-
acting variation (and, by association,
non-additive heritability), we examined
the contribution of regulatory com-
plexity. Mirroring our buffering re-
sults, genes with more regulatory el-
ements in their vicinity are more
likely to be classified as trans-acting
(trans=2.58 peaks per gene vs. 1.9,
p=0.00094) and more likely to show
non-additive inheritance (non-additively
inherited genes=2.19 genes per peak vs.
1.82 genes per peak, p=1.4e-3).

Similarly, we see a significant, though
modest, enrichment of trans influences
among TFs and a depletion among
metabolic genes, two categories that are
strongly distinguished in the complex-
ity of their associated regulatory land-
scapes. Correspondingly, among 80
tested gene categories (GLAD), DNA-
binding transcription factors (p=3e-3)
and, interestingly, mitochondrial asso-
ciated genes (p=2e-6) stand out as the
two gene categories with statistically el-
evated frequencies of non-additive in-
heritance (Fisher’s exact test; Meth-
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ods). Thus, while TFs generally show
reduced genetic variation among lines
(Fig. 2.15b-e) and reduced allelic imbal-
ance in gene expression (Fig. 2.13), they
are still affected by trans-acting variants
whose non-additive inheritance reduces
the efficacy by which selection can alter
gene expression differences among differ-
ent lines.

Genes influenced by both cis and trans
acting variants (cistrans) provide an op-
portunity to understand patterns of re-
cent selection: In the face of compen-
satory evolution, cis and trans acting
influences are more likely to work in op-
posite directions, while directional selec-
tion will be more likely to reinforce cis
and trans effects acting in the same di-
rection.

Using the classification of Goncalves et
al [65], we observed that cis and trans
effects were much more likely to act in
a compensatory manner as compared to
gene expression: For chromatin accessi-
bility and histone modifications, 13% of
cistrans features were classified as same
vs. 37% for RNA (p<2.2e-16 chi2).
This suggests that for RNA there is ei-
ther more frequent directional selection
or less efficient selection against direc-
tional changes. Our finding is robust to
the method used to classify cis + trans
effects [84], with 63% of cistrans RNA
features being classified as divergent for
RNA vs. 22% for chromatin features
(p<2.2e-16 chi2; Fig. 2.18d).

Taken together, these results suggest
clear differences in evolutionary trajec-
tory between regulatory layers which re-
flects population processes operating at
different levels of organization, as well
as differences between functional gene
classes.

2.4.4 Discussion

We used genetic variation to better un-
derstand the impact of sequence vari-
ation in regulatory DNA on embry-
onic gene expression, and to shed light
on how these effects are propagated
or buffered through different layers of
regulatory information during embry-
onic development. We generated allele-
specific measurements of chromatin oc-
cupancy (ATAC-seq), chromatin activ-
ity state (using chromatin modifica-
tions) and gene expression (RNA-seq)
in F1 embryos from eight different geno-
types across multiple stages of embryo-
genesis. Our analysis of this extensive
embryonic dataset led to several conclu-
sions about the impact of regulatory mu-
tations on transcriptional phenotypes.

First, although cis-acting genetic varia-
tion in gene expression and associated
regulatory signals is fairly common in
development, its effects are not equally
distributed across the genome. Allelic
variation is both more frequent and has
greater magnitude at distal regulatory
elements (putative enhancers) compared
to promoters, despite genetic variation
itself being more common at promoters.
This may in part be due to differences in
the relative importance of sequence con-
tent at promoters and enhancers – many
promoters, particularly for broadly ex-
pressed genes, are remarkably tolerant
to mutations [5].

Interestingly, while AI is more frequent
and of greater magnitude at distal ele-
ments, it is less likely to be propagated
to other regulatory layers (Fig. 2.7),
suggesting that enhancer mutations are
either more effectively buffered or of
lower impact, a hypothesis that fits well
with the observed robustness of gene ex-
pression to deletions that remove distal
regulatory elements [14, 16]. But while
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their impact is often lower, genetic varia-
tion affecting distal regulatory elements
are not without evolutionary relevance
- sufficiently large effect gene-by-gene
or gene-by-environment interactions can
theoretically serve to release this ‘cryp-
tic’ genetic variation [88–90].

Whether such interactions are suffi-
ciently common for regulatory traits is
currently unknown, though we note here
that the genetic contribution to total
count gene expression varies consider-
ably between time points, suggesting
a substantial context-specificity to the
mutations underlying gene expression
variation.

Second, although all data types (open
chromatin, histone modifications, RNA
levels) are highly correlated, their ex-
planatory values (potential causal rela-
tionships) as revealed by partial correla-
tion analysis are far from equal. Using
cis-acting mutations as perturbations to
development, we observed a strong, po-
tentially direct relationship between ge-
netic variants affecting open chromatin
(TF binding) at both proximal and dis-
tal sites and gene expression, as ex-
pected. The relationship between his-
tone modifications and gene expression,
however, proved more surprising – in
contrast to total count data, both in this
study and previously reported [71], we
note a strong, potentially causal, link
between allelic-imbalance in H3K4me3
signal and allelic imbalance in associated
genes.

Although highly correlated with gene
expression, the functional requirement
of H3K4me3 is unclear. Our cop-
ula analysis placed RNA upstream of
H3K4me3 (Fig. 2.7d), suggesting RNA
levels are buffered against genetic vari-
ation affecting H3K4me3. Our results
are also consistent with observations
H3K4me3 may be deposited as a con-

sequence of gene expression. This link,
inferred from our statistical analysis of
the impact of genetic variation on both
properties, is supported by recent data
from genetic ablation studies showing
that RNA transcription does not require
H3K4me3 [91–93]. In addition, we also
observed a second, independent, path-
way in which genetic mutations affect-
ing H3K27ac impacted gene expression,
but only when they were also associ-
ated with cis-influenced changes in chro-
matin accessibility.

Third, we observed that the impact on
gene expression of cis-regulatory muta-
tions is influenced by regulatory com-
plexity, with genes that have more regu-
latory elements being less likely to show
allelic imbalance (Fig. 2.9). In part,
this may be due to selection against vari-
ation in regulatory elements associated
with these genes. As observed in other
studies [16], we found a clear reduction
in allelic variation for elements associ-
ated with TFs and other developmental
regulators as compared to elements as-
sociated with different gene categories.

However, selection is unlikely to be the
whole story. Even when associated mu-
tations are present, TFs and other com-
plexly regulated genes show an unex-
pected degree of independence from al-
lelic imbalance in associated regulatory
layers, an active buffering process result-
ing fromt the presence of multiple regu-
latory inputs [94]. Notably, the buffer-
ing of genes with multiple regulatory el-
ements is not absolute. On the contrary,
as the number of allelic imbalanced open
chromatin regions near a gene increases,
as does the probability of a gene showing
allelic imbalance.

On the basis of this, we propose that in-
formation averaging in a cis-regulatory
context can be deployed to enhance the
overall consistency of transcriptional re-

60



CHAPTER 2. DECIPHERING CIS-REGULATION USING GENETIC VARIATION

sponses, with clustered regulatory el-
ements, including shadow enhancers,
leading to a reduction in overall allelic
imbalance.

Consistent with this, we observe via cop-
ula regression that cis-acting variation
in gene expression could not be well pre-
dicted by variation, but rather the re-
verse – indicating a system in which
allelic imbalance in gene expression is
often associated with imbalanced regu-
latory elements, but that imbalance in
chromatin accessibility does not imply
an impact on gene expression. This in
turn suggests a developmental regula-
tory landscape that is at once replete
with functional mutations as well as
mechanisms, active or passive, to buffer
gene expression against the impacts of
those mutation.

This does not mean that such muta-
tions are evolutionarily irrelevant. On
the contrary, large effect mutations can
directly influence gene expression, with
likely consequences for adaptive pheno-
types, while small effect mutations, e.g.
those affecting histone modifications or
chromatin accessibility without affecting
gene expression, may accumulate over
time to have functionally relevant phe-
notypes.

Finally, we note that trans-acting vari-
ation is more common for RNA than
for any other regulatory layer, with re-
sulting consequences for the heritabil-
ity and selectability of gene expression
relative to chromatin features. Specif-
ically, genes with complex regulatory
landscapes, e.g. transcription factors,
had a higher trans proportion of their
overall genetic influences. This obser-
vation, which can be explained by the
cis buffering effects of complex regula-
tory landscapes, has potentially coun-
terintuitive evolutionary consequences,
as predominantly trans-influenced genes

are significantly more likely to show non-
additive, and thus less selectable, pat-
terns of inheritance. As a result, trans-
acting variation affecting genes such as
TFs may remain in populations even as
negative selection and buffering act to
reduce the influence of cis-acting muta-
tions.

In summary, allelic variation in chro-
matin accessibility and histone modifi-
cations at regulatory elements is preva-
lent in the genome and capable of prop-
agating across regulatory layers. In-
formation flow depends on the type of
regulatory element and appears miti-
gated at developmental factors. No-
tably, these cis-regulatory changes to in-
dividual genes do not have an apprecia-
ble effect on overall developmental pro-
grams.

2.4.5 Methods

Detailed methods are provided in the
supplementary methods section 2.4.7.

Fly husbandry, crosses and embryo collec-
tion

F1 hybrid embryos were generated by
crossing males from eight genetically
distinct inbred lines from the Drosophila
Genetic Reference Panel (DGRP) collec-
tion [35] to females from a common ma-
ternal “virginizer” line. The virginizer
line contains a heat-shock inducible pro-
apoptotic gene (hid) on the Y chromo-
some [95] of a laboratory reference strain
(w1118). We made the virginizer line
isogenic by backcrossing for over 20 gen-
erations [96]. Placing embryos from the
virginizer stock at 37℃ kills all male em-
bryos, thereby facilitating the collection
of a large population of isogenic virgin
females, which we mated to males of
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different DGRP lines (DGRP lines are
listed in Fig. 2.5a). In addition, we col-
lected samples from the parents of one
genotype (399) for cistrans analysis (see
below).

RNA-seq, ATAC-seq and iChIP-seq

For three developmental stages (2-4hr,
6-8hr and 10-12hr after egg-laying), we
performed RNA-Seq, ATAC-Seq, and
iChIP-seq for H3K27ac and H3K4me3
for pooled embryos of each F1 strain.
All experiments were made in repli-
cates from independent embryo collec-
tions. iChIP-seq experiments were per-
formed as described in Lara-Astiaso et
al. [44]. ATAC-seq libraries were 125bp
PE, RNA-Seq 118bp PE, and iChIP-seq
75bp PE. In addition, gDNA from 100
embryos per F1 cross was extracted and
75bp SE libraries constructed. All li-
braries were run on a Bioanalyzer chip,
multiplexed and sequenced with Illu-
mina machines.

Sequencing reads processing

Strain-specific genomes and liftOver
chain files were constructed for each
DGRP paternal line using custom
scripts to insert SNPs and indels into
the Drosophila dm3 assembly (version
5 from FlyBase). To annotate these
parental genomes, we used pslMap [97] to
shift reference annotations r5.57 to the
parental genomes. ATAC-seq and ChIP-
seq reads were mapped using BWA
[98], while RNA-seq reads mapped us-
ing STAR [99]. In all cases, overlap-
ping read pairs were trimmed so each
base was covered only once by the higher
quality read. The resulting alignments
against both parental genome mappings
were merged into a single alignment file.

To generate allele-specific counts, the re-
sulting reads were scored for their over-
lap with known, cross-specific SNPs.
Discordant reads (those overlapping al-
leles assigned to different parents) were
discarded. Genomic DNA was gener-
ated for each of the F1 lines to filter
potentially miscalled variants and simu-
lated reads from each parental genome
were used to assess and filter out re-
gions with likely mappability errors.
Peak calling was then performed using
Macs2 (-broad) for iChIP-seq reads and
Hotspot for ATAC-seq reads [100, 101].
To compare between lines and times,
we constructed merged peak coordinates
across samples (Supplementary meth-
ods).

Test for allele-specific imbalance

Two sources of maternally deposited
transcripts can bias our estimation of
allelic imbalance. (i) Those originat-
ing from unfertilized eggs (ii) those still
present in fertilized eggs. First, mater-
nally deposited transcripts were identi-
fied using RNA-seq data of unfertilised
eggs from the same developmental time
windows as the F1 samples. These
transcripts were filtered out across all
time points. Second, based on ex-
periments by 6 hours post egg-laying
no maternally deposited transcripts in
fertilized eggs were detected but not
before. Hence, 2-4hr RNA-seq data,
where genes with maternal deposition
constituted the bulk of detected genes,
were excluded from allele-specific down-
stream analyses.

To test for allelic imbalance, we used an
empirical Bayesian method to test the
null hypothesis that there is no differ-
ence in read counts between F1 alleles
for each feature of each data set (RNA-
seq, ATAC-seq, H3K4me3, H3K27ac).
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Individual tests were performed for each
line and for each time point. Total F1
counts (ns,i,tg ) can be modeled on an
allele-specific basis (zs,i,tg ) using a beta-
binomial distribution. Specifically, zs,i,tg

denotes the number of reads from the
maternal allele mapped to feature f for
pool of individuals i, of paternal strain
s, at time t. ns,i,tg denotes the total num-
ber of reads mapping to genes for pool
of individuals i of strain s, at time t.

zs,i,tf Bi(ns,i,tf , ps,i,tf ) (2.1a)

ps,i,tg Be(α,β) (2.1b)

where α, β are the shape parameters of
the beta distribution. We tested the fol-
lowing scenarios by maximum likelihood
estimation:

No imbalance ∶ α = β (2.2a)

Allelic imbalance ∶ α ≠ β (2.2b)

Due to limited replicates per condition,
we borrowed information across features
to reduce the uncertainty of estimates
and improve testing power by assuming
that all features have the same mean-
variance relationship [102, 103]. We use
empirical data to estimate the over-
dispersion parameter (ρ) for each data
type based on the beta-binomial distri-
bution. Maximum likelihood estimation
used to obtain α and β for each feature
of time t and strain s. ρ is calculated as
follows:

ρ =
1

α + β + 1
(2.3)

The mean over-dispersion value for all
features was used as the shrinkage term.
Likelihood ratio tests (df=1) were used
to obtain a p-value, which was adjusted
using the false discovery rate (FDR)

procedure [104]. Autosomes were tested
separately to sex chromosomes; features
on Chromosome X were tested using a
background allelic ratio of no imbalance
that is centered upon the averaged ratio
of maternal versus paternal alleles across
the data set being compared (i.e. RNA,
ATAC, H3K4me3, H3K27ac). Autoso-
mal features were tested using a null dis-
tribution of 0.5

Allele-specific changes across lines and
developmental time

We use a linear mixed-effects model
where random effect components were
incorporated to estimate variability be-
tween pools of individuals, time points
and lines.

yd,s,r,tf = µf + δ
t
f + ω

s
f + (δω)tf (2.4a)

ωsf ∼ N(0, σ2
f) (2.4b)

µf is the intercept term. δtf is a random
effect term denoting time. ωsf is a ran-
dom effect based on strain and (δω)tf is
a interaction term for time by strain.

To infer the significance of time or strain
dependent allele bias, we restrict the val-
ues that the parameters can take. Li-
brary size differences were corrected for
at the allele-combined count level us-
ing the TMM method in the R package
‘edgeR’ [102] prior to analysis. Count
data was filtered for reads with more
than 20 allele-combined counts. Each
autosomal feature was tested using read
counts at SNPs common to all lines.
Not all features contained enough infor-
mation for statistical testing. Analyses
were limited to features with at least six
samples in each of the three time points
in at least four genetic strain.
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Allele-specific changes across regulatory
layers

Intersection-union tests were used to
test for the pairwise co-occurrence
of allelic imbalance in overlapping
genes/features, limited to autosomes,
based on rejecting the null hypothesis
if a significant outcome with respect to
the feature compared at the same time
point exists for both data types [105].

To infer pairwise relationships between
regulatory data types while reducing in-
direct relations, we performed partial
correlation analysis using the R pack-
age ‘GeneNet’ [106] for both allelic ra-
tios and total count data. Directional
dependence modeling was done in a re-
gression framework using copulas to de-
scribe the bivariate distribution between
our pairwise datasets [107]. Copula re-
gression was used to infer the flow of in-
formation for pairwise relationships that
showed a significant relationship in par-
tial correlation analyses.

Conditional probabilities for the proba-
bility of allelic imbalance given imbal-
ance in a different regulatory data type
were calculated by the definition:

P (A∣B) =
P (A ∪B)

P (B)
(2.5)

where A and B are the probabilities of
allelic imbalance in each data type.

Cis/trans analysis

For one F1 line (vgn x 399) and its
parental lines, we use maximum like-
lihood estimation (MLE) to compare
parental and offspring ratios simultane-
ously to determine whether gene expres-
sion, chromatin accessibility, H3K4me3

and H3K27ac enrichments are influ-
enced by cis-, trans-, conserved or both
cis- and trans- acting by modeling read
counts. For parents, we modeled the
data using negative binomial distribu-
tions and modeled allelic differences in
F1 alleles using beta-binomial distribu-
tion (Supplemental Methods). We con-
strained parameter estimation for each
model based on four different regulatory
scenarios and derived maximum likeli-
hood values for each hypothetical case
on a site-by-site basis. In the presen-
tation of the proportions of features as-
signed to each category (Fig. 2.18d), we
presented the maximum likelihood as-
signment. In subsequent analyses, we
limited analyses to features that showed
a BIC difference>=2.

Test for compensatory mutation

Following the procedure of Goncalves et
al. [65], for all genes classified as having
both cis- and trans-acting influences, we
asked if the cis and trans contributes
act to reinforce one another (same di-
rection) or if they operated in opposite
directions. Formally, for the ith gene,
we define the average log2 fold change
for the parental lines as xi and the av-
erage log2 allelic ratio from the F1 data
as yi. We then classified:

Opposite–cis :(0<yi<xi)or(0>yi>xi)

Opposite–trans :(xi<0<yi)or(yi<0< xi)

Same–cis :(0<xi<yi<2xi)or(0>xi>yi>2xi)

Same–trans :(0<2xi<yi)or(0>2xi>yi)

A complementary analysis following
Landry et al. [84] can be found in the
supplemental methods.
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Measuring additive vs. non-additive heri-
tability

In the case of additively inherited gene
expression (or read counts for any of
our measured features), we expect that
the signal observed in the F1 should be
equal to the midpoint (average) of the
two parents, while non-additively inher-
ited genes/features should show a sig-
nificant departure from that midpoint.
To formally test for non-additivity, we
made use of the standard workflow in
DESeq2 with two modifications. First,
we set the ‘betaPrior‘ option equal to
TRUE. After setting the reference geno-
type to the F1 (vgn x 399) using the
‘relevel‘ function, we then extracted the
results using the ‘results‘ function and
the contrast vector c(0,1,-.5, -.5) to con-
trast the full value of the F1 genotype
with 1/2 (vgn + 399). Features with
an FDR<0.1 were considered as “non-
additive”.
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2.4.6 Supplementary figures
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Figure 2.11: General properties of the data – distribution of SNPs and reproducibility.
a. Smoothed histograms show the distribution of minor allele frequencies of SNPs in regulatory
elements (left) and regulatory element phyloP scores (right). Regulatory elements are defined
here as peaks of ATAC-Seq, H3K27ac, or H3K4me3. MAF are taken from the full 205 lines of
release 2 of the Drosophila Genetic Reference Panel. b. Gene expression levels and read counts
from accessible chromatin/ChIP-Seq show consistently high levels of correlation between replicates.
Pearson correlation coefficients indicated. c. Coverage plots comparing distal peaks of H3K27ac
that do (left) and do not (right) overlap annotated ATAC-Seq peaks show an overall lower read
count for the second category.
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Figure 2.12: Proportion and dispersion of SNPs and allelic ratios. a. Dispersion is largely
constant as a function of read count across all data types. Density plots show the beta-binomial
dispersion parameter estimated across our pooled replicates for each feature per time point and per
genotype (y-axis) plotted against the log2 averaged (arithmetic mean) total count across replicates
(x-axis). b. Distribution of the absolute departure from allelic imbalance for each data type. For
the same data type, distal features show a significantly higher amplitude of imbalance compared to
proximal features (tukey test, p<0.0001, three highest p-value shown). c. Spearman correlations (ρ)
between F1 allelic ratios in autosomes and the effect sizes of associated eQTL identified in Cannavo
et al. [8], show consistence concordance across effect sizes. Allele-specific expression predicts the
direction of eQTL in 69% of cases for autosomes. RNA-seq data from 2-4 hours are excluded from
the analysis, as the presence of maternal transcripts may bias the allelic ratio measures toward the
maternal side (right quadrants). d. The proportion of SNPs unique to the maternal line compared
to any of the DGRP lines (green bars) is greater in highly imbalanced ATAC peaks at 6-8 and
10-12 hours, indicating a correlation between the presence of rare (potentially de novo) mutations
and large effect sizes. Dotted line shows the average proportion across all the allelic imbalance
(AI) values. Green and red asterisks indicate a statistically significant depletion and enrichment,
respectively, of maternal specific SNPs for each bin of AI values.
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Figure 2.13: Allelic variation is consistently depleted for transcriptional regulation
and enriched for the expression of metabolic genes. GO term enrichments for all GLAD
categories with statistically significant (p<0.01, Fisher’s-Exact Test) enrichment or depletion of
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Figure 2.14: Regulatory changes on paternal haplotypes are enriched for genes related
to pesticide resistance and environmental response. a. Categories of genes involved in envi-
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non-uniform mappability across lines.
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Figure 2.15: Transcriptional regulators show reduced Heritability and smaller genetic
effect sizes. cf. legend on next page.
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Figure 2.15: a. Comparing the coefficient of genetic variation for highly imbalanced genes vs. all
others (left) or only those with significant line effects (right). b-e. Box plots show the distribution
of broad sense heritability (b,c) or coefficient of genetic variation (d,e) for categories of genes (b, d)
or associated ATAC-Seq peaks (c, e) with statistically significant (p< 0.01) enrichment or depletion
of genetic variation in a rank-biserial analysis. Transcription factors and related categories show a
consistent depletion of genetic variation in all contrasts.
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Figure 2.16: Time and genotype effect over development. a. Flow diagram showing
dynamics of allelic imbalance (AI) in chromatin marks across developmental time. Proportions
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thickness. Exact proportions for each category are provided as numbers. b. Histograms showing
allelic imbalance for the pde8 gene. Allelic imbalance changes across time for gene expression level
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Figure 2.17: Partial correlation analysis reveals potentially causal relationships among
regulatory layers. a, b. Overall Pearson correlations in allelic ratios (black values, grey points
and regression lines) between regulatory layers. Correlations are generally modest with little
correspondence in allelic ratios between overlapping non-coding features and associated genes.
Correlations in allelic ratios for more imbalanced features (AI 0.5 +/- 0.06 for both regulatory
layers being compared; blue values, points and regression line) are stronger. a. AI events present
in the two data sets being compared. b. AI events present in all four data sets (blue points). c.
Comparison between the partial (orange) and the Pearson (blue) correlation for total count (left)
and allelic ratios (right). The decrease in partial correlation denotes a lack of direct relationship
within the overall correlations.
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Figure 2.18: Differences in the frequency of cis and trans acting genetic variation
among regulatory layers influences the heritability of regulatory phenotypes. a. For
each regulatory layer, cistrans classified genes/features were assessed to evaluate the relative con-
tributes of cis and trans to the cis/trans signal. Only RNA has evidence for an unequal contri-
bution (more trans than cis). b. Scatterplots showing total read counts in the F1 lines vs. the
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black are genes/features with an F1 total read count significantly different (FDR <= 0.1) than the
parental mean, indicating non-additive heritability. Only trans-influenced RNA has a frequency
of non-additive heritability meaningfully distinct from 0. c. Using an alternative classification
scheme [84], we assessed the frequency of diversifying and compensatory evolution for genes and
features. For regulatory features, the concordance of cis and trans effects suggests predominantly
compensatory evolution, while RNA shows a pattern more consistent with diversifying selection. d.
Maximum likelihood cis-trans classification composition for each data type (genes and regulatory
layers). Numbers and horizontal bars represent the size and relative proportions of each cis-trans
class in each of the four regulatory layers. Genetic variation affects regulatory layers and gene
expression with cis, trans, a mixture of cis and trans or conserved effects.
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2.4.7 Supplementary methods

Personal genome construction

As a starting place for all personal
genomes, we began with Drosophila ref-
erence assembly dm3 as downloaded
from the UCSC genome browser (ver-
sion 5 from FlyBase) along with ref-
erence annotations r5.57 from FlyBase.
To generate reference genomes for our
paternal lines, we downloaded vari-
ant calls for the full 205 lines of
the DGRP (dgrp2.gnets.ncsu.edu) made
against the dm3/v5 D. melanogaster ref-
erence genome.

For each paternal line from the DGRP,
we used a custom script to insert into
the reference genome SNPs and indels
from the VCF file. Changes in coordi-
nates were recorded in a liftOver chain
file for subsequent steps. Heterozygous
SNPs were replaced with the appropri-
ate ambiguity code with missing data
(‘.’) recorded as an N. Heterozygous in-
dels were inserted as a string of N equal
to the length of the longer haplotype. In
the case of the Virginizer line, we made
use of a VCF file generated for refer-
ence genome dm6/v6 [96] and converted
the coordinates to dm3 using pslMap
(genome.ucsc.edu, v5).

The same steps for reference generation
was used for the DGRP paternal lines.
For all parents, a genotype-specific set of
annotations was created using liftOver
in conjunction with custom software for
translating the r5.57 reference GFF3 file
into the coordinate frame of the custom
parental genome.

Read mapping

Read were trimmed for adaptor se-
quences and sequencing quality using

using skewer (v0.2.2) and seqtk (v1.0)
respectively, with default parameters.
In order to avoid mappability bias,
we used the parental genome mapping
strategy (see mappability filter section,
below) and mapped the reads on both
personalised parental genomes [108].

Reads from ATAC-seq and ChIP-seq
were mapped using BWA (v0.7.12) [98],
reads from RNA-seq were mapped using
STAR (v2.5.1b) [99] and FlyBase gene
annotation version 5.57. Aligned reads
were clipped when overlapping their
read pairs using clipOverlap (v1.0.14).
Using the appropriate chain files and
pslMap (genome.ucsc.edu, v5), align-
ment coordinates were converted into
the reference Drosophila melanogaster
r5.57 genome coordinate space, also
used in the DGRP project for variant
calling.

Resulting alignments from both parental
genome mappings were merged into
a single alignment file, where reads
aligned in both cases were reported only
once (selecting the alignment with the
highest mapping score).

Mappability filter

To ensure equal mappability across the
two parental genomes for a given F1 line,
we made use of two approaches. First,
genomic DNA sequencing data from all
the parental lines were mapped using
STAR on their personalized genome and
converted into the r5.57 reference us-
ing pslMap. Coverage data were pro-
duced using pslToBed from the UCSC
genome browser utilities. For each of
our F1 crosses, genomic regions showing
a null coverage in either the mother or
the father line were discarded from the
analysis by trimming the portion of the
aligned reads overlapping such regions.
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Second, for each of the parental geno-
types, we simulated transcriptomic and
genomic reads spanning all the genome
with equal coverage (one read start-
ing at each base pair). The resulting
reads were mapped on the correspond-
ing parental genome and converted into
the reference genome coordinates in the
same manner as the RNA-seq, ATAC-
seq and ChIP-seq experiments. For
each of the F1 lines, regions showing a
different coverage between the paternal
and maternal synthetic reads mapping
were not considered when calling allele-
specific measures.

This step captured mappability issues
caused by ambiguous bases and Ns in-
troduced during the construction of the
parental reference genomes. In order to
compare total coverage measures across
samples, a universal mappability filter
encompassing all the line-specific fil-
tered regions was applied to trim the
reads before further analysis.

Quality control

We evaluated the quality of our sequenc-
ing data in three ways. First, we looked
at pairwise correlations between repli-
cates, observing a Spearman correla-
tion of at least 0.95 in all cases (Fig.
2.11b). Second, we performed a prin-
cipal component analysis at the level of
total counts to look for evidence of issues
for specific samples (e.g. failure to clus-
ter with a replicate or clustering with
the wrong time point). Third, in the
case of RNA, we looked for correlations
between our samples and the modEN-
CODE time series of development (Fig.
2.19, below) [109].

Through these last two steps, we re-
alized significant issues with the 6-8hr
time point for the parental line 399 –

while the replicate correlations is high,
these samples appear closer to 10-12hr
than they do 6-8hr. We thus removed
these two samples from all analyses, thus
reducing our cis/trans analyses for RNA
to only the 10-12hr time point. No sim-
ilar staging issues are apparent in the
open chromatin or histone modification
data.

Peak calling

For ChIP-seq experiments targeting
H3K4me3 and H3K27ac marks, peak
calling was performed for each sample
on each parental genome using Macs2
(v2.1.1) [100] with the broad option and
default parameters. After converting all
peak calls to the dm3 coordinates, we
merged peaks using the bedtools merge
function to produce a single peak set
used across all lines and all developmen-
tal time points. For ATAC-seq experi-
ments, regions of chromatin accessibility
were defined as the merge of peak sum-
mits called by Hotspot (v4.0.0) [101] with
a score higher than 5 in at least one of
the F1 samples after extending the sum-
mits by 200bp in both directions.

Total signal quantification

For each individual sample, total cov-
erage signal was evaluated at the fea-
ture level (genes or peaks) using custom
python scripts built around the pysam
package. Each read mapping to at least
one of the two parental genomes and not
filtered by the mappability filter was as-
signed to its overlapping feature. Reads
not overlapping a SNP were also in-
cluded in this process, as this measure
is not allele-specific.

To quantify changes in total read counts
between time points, we imported the
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total count data into DESeq2 and fit a
model consisting of line + time. For any
gene with a significant (FDR<0.1) time
effect, we subsequently looked for evi-
dence of changes between neighboring
time points using the contrasts option
in DESeq2.

One concern in such an analysis is that
some genes may have expression levels
that are simply too low to provide sta-
tistical power. To avoid this issue, we
presented results only from genes whose
mean expression across all three time
points was equal or greater to the read
count threshold identified via DESeq2’s
implementation of independent filtering
[110].

Upon visual inspection of the total count
distribution across data types, we set
the minimum of 20 reads per feature
as the threshold for detecting expressed
genes and non-coding peaks. Total
counts were library scaled and TMM
normalized using EdgeR [102]. Values
are expressed in log10(Counts Per Mil-
lion).

Allele-specific signal quantification

For each dataset, allele-specific counts
were performed at the feature level, i.e.
per genes for RNA-seq and per peak
for ATAC-seq and ChIP-seq. Based
on their genotype at the SNP location,
reads overlapping a feature were as-
signed to the maternal or paternal hap-
lotypes. Reads not overlapping a seg-
regating SNP or reads with disagreeing
assignment between SNPs were ignored
in the measurement.

Cases of genotyping errors can poten-
tially lead to incorrect allelic imbalance
measure if a SNP is wrongly called as
segregating in a given cross. In order to
correct for these events, we performed a

genomic DNA-seq experiment for each
of the F1 lines and processed it in the
same manner as the ATAC-seq. Using
a two-sided binomial test with false dis-
covery rate correction, we tested for each
SNP whether the number of reads as-
signed to the maternal and the pater-
nal haplotypes were significantly differ-
ent from an expected 50:50 ratio in the
autosomes.

In chrX, the expected ratio was empiri-
cally measured from the 1000 SNPs with
the highest coverage in chrX. Only SNPs
with a minimum coverage of 15 reads for
autosomes and 10 reads for chrX were
tested. SNPs considered as significantly
imbalanced (p<0.05) for the genomic
DNA data were formatted as missing
data (N) for alignment and were ignored
when performing the allele-specific mea-
sures. In order to evaluate the sex ra-
tio of our pool of embryos, allele-specific
counts of gDNA reads were also per-
formed at the feature level.

Due to the presence of maternally de-
posited transcripts, a portion of the
genes has an allelic imbalance biased to-
ward the mother in the RNA-seq data.
In order to detect them, we used RNA-
seq data of unfertilised eggs from the
same developmental time windows as
the F1 samples. To identify genes
with maternal deposition, we plotted the
log10 read count of each gene as mea-
sured in freshly laid eggs (the first time
window), using the bimodality of this
distribution to set a threshold for “ex-
pressed”.

The majority of these genes were ex-
cluded from subsequent analyses. How-
ever, as previously noted [111], we ob-
served a population of these transcripts
that decayed over time, becoming not
detected by 6-8 hours. Formally, we
quantified this population as those tran-
scripts showing significant evidence of

78



CHAPTER 2. DECIPHERING CIS-REGULATION USING GENETIC VARIATION

decay (using DESeq2) between 2-4h and
10-12h (Fig. 2.20). As this population
of transcripts shows a 50:50 autosomal
ratio in the 6-8h and 10-12h datasets,
we included them in our analyses.

In addition to maternal transcript re-
moval, because we used a poly-A se-
lection step in the construction of our
RNA-Seq libraries, we removed from
our analyses categories of genes and
transcripts that largely or entirely lack
polyadenylation signal (e.g. ncRNA,
snRNA, rRNA).

Allele-specific changes across lines and
developmental time

In the analysis of linear mixed-effects
model, to infer the significance of time or
strain dependent allele bias, we restrict
the values that the parameters can take:

M0 ∶ µf ≠ 0, δtf ≠ 0, ωsf ≠ 0 ; (δω)
t
f ≠ 0

M1 ∶ µf ≠ 0, δtf = 0, ωsf ≠ 0 ; (δω)
t
f = 0

M2 ∶ µf ≠ 0, δtf ≠ 0, ωsf = 0 ; (δω)
t
f = 0

where M0 is the full model that controls
for effects due to time, genotype as well
as the time by genotype effect. M1 is a
model where we assume no allelic bal-
ance between time points after control-
ling for strain effects. Conversely, M2

accounts for allelic imbalance changes by
time points while controlling for strain
effects. Each model is fitted to the data
in turn by maximizing the likelihood us-
ing the R library ‘lme4’ [RM55].

In order to identify regions that show
significantly different allelic ratio due
to time, we used a likelihood ratio
test based on the chi-square distribu-
tion with two degrees of freedom to com-
pare between M0 and M1. Similarly, we

compare between M0 and M2 to assess
for differences due to genotype. We ad-
justed p-values following multiple test-
ing using FDR correction [104] and con-
sidered q-values below 0.1 as denoting
a significant allelic imbalance due to a
time or genotype effect.

Gene category enrichment of allelic imbal-
ance

To better understand the biological
functions affected by cis-regulatory
variation, we looked for the enrich-
ment/depletion of allelic imbalance in
functional categories using a Fisher’s ex-
act test. We focus here on the gene-
centric GLAD categories [83], which are
broadly representative of the trends ob-
served using other ontologies. In these
analyses, chromatin features (ATAC
and histone mark peaks) were assigned
to the closest gene, though similar re-
sults were obtained if we limit our anal-
ysis only to promoter-proximal elements
(<500bp from the assigned TSS).

With this analysis, we observe an enrich-
ment of allelic imbalance in a set of genes
and associated non-coding features that
could not be assigned to any known
GLAD category. Such set collectively
represents fast-evolving and Drosophila-
specific genes, referred as the ‘unclassi-
fied’ category [112, 113] (Fig. 2.13). En-
richment analyses themselves were car-
ried out using Fisher’s exact test (for
binarized data) or a point-biserial cor-
relation, effectively a Pearson’s corre-
lation coefficient for circumstances in
which one variable is continuous and
the other categorical (to ensure robust
results, point-biserial correlations were
also compared to non-parametric rank-
biserial correlation analyses). In all en-
richment analyses, features/genes from
both the X chromosome and autosomes
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bution of allelic ratios for gene expression data for line vgn28 at each time point. The genes are
separated into three categories, based on their expression in freshly laid eggs. Left: genes detected
in unfertilized eggs (maternal transcripts) showing no evidence of decay at 10-12h. Middle: genes
detected in the eggs and showing significant decay between 2-4hr and 10-12h. Right: genes not
detected in eggs, only zygotically expressed. Zygotic genes and maternally deposited genes showing
evidence of fast decay are included in the analysis.

were included. Similar analyses were
performed to understand enrichment of
H2 and the coefficient of genetic varia-
tion (Fig. 2.15) and evolutionary rate
data.

Allele-specific changes across regulatory
layers

Each set of non-coding features were
split into TSS-distal and TSS-proximal
subsets. Features are considered as part
of the TSS-proximal set if their near-
est TSS is not further than 500bp away
or if they overlap a region called as a
H3K4me3 peak. For each subset, we de-
fined regions of overlap between the reg-
ulatory layers as the overlap portion of
two or more non-coding features. In the
case of the overlap of three features, at
least one base pair must be shared with
all the layers to create an overlap.

For the proximal subset, genes features
are assigned to a given overlap region if
the distance between the overlap bound-
aries and the TSS is smaller or equal to
500bp. For the distal subset, overlaps

are associated with the gene having the
closest TSS. To avoid mis-assignment
of TSS to proximal cis-regulatory over-
laps, we excluded TSS positioned in the
600bp upstream region of other TSS.

As we noticed a clear drop in the cor-
relation between the regulatory layers
when the distance between the nearest
TSS and the non-coding features exceed
1500bp (Fig. 2.21a), we restricted the
TSS-distal set to overlaps with a maxi-
mum distance to TSS of 1500bp.

Partial correlation analysis was per-
formed using the R package ‘GeneNet’
[106] for both allelic ratios and total
count data and for TSS-proximal and
TSS-distal sets (excluding chromosome
X). We used features with no missing
data in any of the regulatory layers (Fig.
2.17a). For allelic ratio data, we ob-
served a distinct increase in Pearson cor-
relations between layers as the AI fold
change increased, suggesting a threshold
below which allelic imbalance was effec-
tively “noise”.

To establish a filtering threshold for
“noisy” allelic imbalance, we separated

80



CHAPTER 2. DECIPHERING CIS-REGULATION USING GENETIC VARIATION

a

b

●

●

●
●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●
●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●
● ● ●

●

●

●

●

●

●

●

●

sp
ea

rm
an

's 
rh

o

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

● ● ●

● ●

●

●

●
●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

● ●

●

●

● ●

● ●

●

●
●

●
●

● ●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●
●

● ●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

● ●

●
●

●

●

● ●

●

●

●

●

●

●

sp
ea

rm
an

's 
rh

o

Upstream distance from TSS (kbp)

Downstream distance from TSS (kbp)

ATAC

H3K4me3

H3K27ac

abs(log2 fold change H3K27ac) abs(log2 fold change RNA)

TSS-proximal

pe
ar

so
n'

s 
r

pe
ar

so
n'

s 
r

abs(log2 fold change ATAC)

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●
●

●

●

●

●

● ● ● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

● ●

●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

● ●

●

● ●
● ●

● ●
● ●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

● ●
●

●

●

●

●

●

● ●

●

● ●
●

●

● ● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

●

●

● ●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ● ●

●

●

●

●

●

●

● ●

●

● ●

● ●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●
●

●

●

●

● ● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●
●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

TSS-distal

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

ATAC

H3K4me3

H3K27ac

RNA

0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5

0.05

0.10

0.20

0.15

-0.2

0.1

0

-0.1

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.05

0.10

0.20

0.15

-0.2

0.1

0

-0.1

-0.05

0

0.05

0.10

0.15

0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5

●

●

●

0.6

0.4

0.2

0

0.01 0.15 0.42 2.280.10 0.27 1.690 0.01 0.13 0.35 1.84 0.01 0.13 0.39 3.23
abs(log2 fold change H3K4me3)

abs(log2 fold change H3K27ac) abs(log2 fold change RNA)abs(log2 fold change ATAC)

0.6

0.4

0.2

0

-0.2
0.13 0.35 1.890 0.16 0.42 1.970.01 0.13 0.39 3.230

Figure 2.21: AI and TSS distance thresholding increases correlation between regula-
tory layers. cf. legend on next page.
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Figure 2.21: a. Spearman correlation of allelic ratios between genes expression and the other
regulatory layers, as a function of their distance from TSS. Correlations are shown for non-coding
features located from 0 to 5kb upstream (upper row) or 0 to 5kb downstream (lower row) of the
TSS. As the correlation values show a clear drop for distances further than 1.5kb, we removed
features greater than 1.5kb from TSS (upstream and downstream) from the TSS-distal overlap set.
b. Pearson correlation of allelic ratios between regulatory layers for TSS-proximal (upper row) and
TSS-distal (lower row) features at 10-12hr. Correlations are binned into 30 quantiles based on the
absolute log2 fold change of allelic ratio. Values on x-axis show the mean log2 fold change in the
1st, 10th, 20th and 30th quantiles from left to right. Shaded regions indicate the 90% confidence
intervals. In most cases, we see an inflexion point around the 18th quantile, which was used to set
the AI threshold of 0.5 +/- 0.06 in further analysis.

each dataset into 30 bins of total allelic
imbalance and plotted the average cor-
relation in allelic fold change between
datasets for each bin (Fig. 2.21b). In
each case, there is a general inflection
point in the correlation at an allelic ra-
tio of 0.5 +/- 0.06. We filtered loci
that fell below this threshold to improve
the covariance signal of AI datasets for
partial correlation analysis (Fig. 2.8a,
Fig. 2.17b). For both TSS-proximal
and TSS-distal analysis, the partial cor-
relation results are largely consistent be-
tween time points. Time points were
thus pooled for this analysis. Because
the different ratios for autosomes and
X chromosomes would lead to an arti-
ficially inflated correlation, X chromo-
some genes/features were removed for
this analysis.

Directional dependence modeling was
done in a regression framework using
copulas to describe the bivariate distri-
bution between our pairwise datasets.
A copula is a multivariate distribution
where the marginal distributions are
uniform [RM58, 114]. Any multivariate
function, F (x, y), can be represented in
a copula as a function of its marginals,
C(FX(x), FY (y)). Hence, given two
random variables X and Y , the cop-
ula C(u, v) reflects this dependency, and
U = FX(x), V = FY (y) are the marginal
variables with uniform distributions.

Given an asymmetric copula, it is possi-

ble to infer directional dependence based
on the proportion of total variance of V
that can be explained by the copula re-
gression r(V ∣U)(u) compared to the pro-
portion of total variance of U that can
be explained by the copula regression
r(U ∣V )(v) [107, 115]. We use the method
of Lee and Kim [107] to infer the flow
of information for pairwise relationships
that showed a significant relationship
in partial correlation analyses. Analy-
ses were performed for allele-specific and
total counts and at different develop-
mental time points (excluding 2-4hr and
sex chromosomes). Chromosome X data
was kept for both analyses and it re-
moval did not change the direction of
findings but did increase effect size.

For the locus-specific test of gene expres-
sion with numbers of open chromatin re-
gions, ATAC-seq peaks were associated
to genes at +/-1500bp from the TSS
and the relationship between the regu-
latory datasets was tested on a locus-
specific basis. We note that the results
obtained from this analysis showing less
imbalance in expression with more lo-
cal peaks are unlikely to be due to dif-
ferences in statistical power, as genes
linked to shadow enhancers and multi-
ple peaks are typically more highly ex-
pressed (wilcox test, p<1.5e-69). Hence,
there is greater power to detect allelic
imbalance.
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Cis-trans analysis

For one F1 line (vgn x 399), we use
maximum likelihood estimation (MLE)
to compare parental and offspring ratios
simultaneously to determine whether
gene expression, chromatin accessibility,
H3K4me and H3K27ac enrichments are
influenced by cis-, trans, conserved or
both cis- and trans- acting by model-
ing read counts in parents using nega-
tive binomial distributions and the F1
alleles using beta-binomial distribution.
We then find the most likely model for
each gene.

For each gene, F0 counts from each
strain can be modeled as a negative
binomial marginal distribution, while
F1 counts were modeled using a beta-
binomial distribution where the param-
eters of the beta distribution modeled
the proportional contribution from each
allele. For each data type, there were
2 replicates (i) for each F0 strain and 2
replicates (j) for F1 samples. F0 counts
for each strain (xi,and yi) were assumed
to follow negative binomial distributions
while F1 counts (nj), were modeled on
an allele-specific basis (zj) using a beta-
binomial distribution:

xi ∼ Po(µi), yi ∼ Po(vi), zj ∼ Bi(nj, pj)

µi ∼ Ga(r,
pµ

1 − pµ
), vi

µi ∼ Ga(r,
pv

1 − pv
), pj

µi ∼ Be(α,β)

where xi is formally defined as the count
of the variant in the ith vgn F0 line, yi
is the binding intensity of the variant in
the ith dgrp399 F0 line, nj is the num-
ber of reads mapping across both allelic
variants in the jth F1 hybrid and zj is

the number of reads mapping to the vgn
allele in the jth F1 hybrid.

We estimate the dispersion parameter r
for F0 samples using the ‘estimateDis-
persions‘ function within DESeq2 with
local regression fit. r was used as the
reciprocal of the fitted dispersion value
from DESeq2.

We constrained parameter estimation
for each distribution based on four dif-
ferent regulatory scenarios and derived
maximum likelihood values for each hy-
pothetical case on a site-by-site basis.
The four models are described below:

Conserved ∶ pµ = pv and α = β

Cis ∶ pµ ≠ pv and
α

α + β
=

pµ
1−pµ

pµ
1−pµ

+
pv

1−pv

Trans ∶ pµ ≠ pv and α = β

Cistrans ∶ pµ ≠ pv and α ≠ β

In our presentation of the proportions
of features assigned to each category
(Fig. 2.18d), we presented the max-
imum likelihood assignment. In sub-
sequent analyses, however, we limited
our analyses to features that showed a
BIC difference >= 2. For the cis and
trans assignments, we focused only on
autosomal features. This was in part
due to the complications of calculating
cis/trans components for two different
sets of expected ratios, but also because
the difference in expected ratio between
the X chromosome and the autosomes
can influence the power to detect allelic
imbalance and, thus, influencing the as-
signments of cis vs. trans, with resulting
complications for downstream analyses
(e.g. categorical enrichment)

A challenge in assessing cis and trans
proportions during development is that
differences in staging between samples
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can induce differences in read counts
that will not be reflected in allelic ratios.
If these differences stem from genetically
based differences in developmental rates,
then the classification would reflect gen-
uine trans differences. Environmental
variation or differences in sample han-
dling, however, can also lead to develop-
mental shifts.

To evaluate this possibility, we looked
first to see if genes and features clas-
sified for trans frequently showed evi-
dence of an increase in log2 fold-changes
between time points. For all regula-
tory layers, we observed a significant
increase in log2 fold-changes between
time points for genes and features classi-
fied as trans (p<2.2e-16). However, we
see no evidence for a coordinated shift
in the parental ratios used to calculate
trans relative to log2 fold-changes be-
tween time points - genes and feature
counts that increase during development
are equally likely to show higher expres-
sion in either the maternal line (vgn) or
paternal line (DGRP-399).

We thus conclude that while a portion
of our observed trans effects may re-
sult from differences in developmental
timing, they are likely genetic in origin,
as global shifts in developmental stag-
ing (e.g. from handling errors or differ-
ences in collection temperature) would
induce clear correlations between log2
fold-change over development and ex-
pression bias towards the more develop-
mentally advanced parent.

To avoid potential interaction effects
with ‘time’, we fit a separate model for
each time point (all three time points in
the case of the chromatin data, and ex-
cluding 2-4h in the case of RNA). For
each gene/feature, we used the ‘lmer‘
function from lme4 to estimate a ran-
dom effect for line after applying the
‘vst‘ function in DESeq2 to bring the

trait values more closely in line with nor-
mality. To evaluate the significance of
the resulting fit, the model was com-
pared to a null model consisting only
of an intercept using the anova func-
tion. FDR values were calculated from
the resulting vector of p-values using the
‘qvalue‘ function in R. Estimated line
variances and residual variances were ex-
tracted from the model using the ‘Var-
Corr‘ function.

Line variances were treated as propor-
tional to broad-sense heritability (H2).
We calculated the coefficient of genetic
variation (CVg) by scaling our estimated
‘between-line variances’ by the variance
stabilized mean read count of each fea-
ture such that genetic variation is pre-
sented as a percentage deviation from
the average of the population [6, 116]. We
used the formula below:

CVg = 100 ×

√
line variance

trait mean

In our analysis, H2 and coefficient of
genetic variation were considered mean-
ingful as long as the line-model was sig-
nificant with an FDR<0.1. The result
of the above process generated one value
per time point for each feature. An al-
ternative is to fit a similar model to the
above for all times (excluding 2-4h in the
case of RNA) and including a term for
‘time’. The resulting distributions for
H2 and coefficient of genetic variation
were qualitatively similar. The enrich-
ment calculations were carried out as de-
scribed above.
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2.5 Complementary results

2.5.1 Construction of the mappability
mask

The construction of the mappability
mask consists in a workflow of bioin-
formatics tools and personalised scripts
(Fig. 2.22a-b), generating two distinct
sets of filtered regions : the genomic
mask and the synthetic mask.

Firstly, the generation of personalised
annotations for each parental genome is
necessary to properly process transcrip-
tomic data. In this respect, I designed
a Snakemake pipeline (see section 2.5.8)
in order to convert the coordinates of
each annotated element from the refer-
ence genome (dm3, GFF format) into
a new genome coordinate space (Fig.
2.22a).

The conversion is performed using stan-
dard file formats, such as chain and PSL
(Pattern Space Layout) files, which al-
low a base-wise coordinate conversion,
in combination with the UCSC tool
pslMap. The format conversion was no-
tably involving the conversion between
1-based fully closed (GFF) and 0-based
half-open (BED, BAM, PSL) coordinate
systems.

Secondly, starting from the parental
genome sequence (FASTA files) and per-
sonalised genome annotation, I have de-
signed a second pipeline to simulate
genomic and transcriptomic sequencing
reads (Fig. 2.22b).

Simulated genomic reads cover the
whole genome homogeneously, with one
read starting at each base pair position.
Genomic reads have been simulated us-
ing two different read length (75bp and
100bp), in order to best match ATAC-
seq and ChIP-seq data (Fig. 2.22c).

Similarly, simulated transcriptomic
reads are 100bp long and cover all
the annotated coding regions with
no change in depth of coverage (Fig.
2.22c), except in the case of overlapping
exons.

Simulated reads are mapped to their re-
spective personalized genome and trans-
lated into the reference coordinate space
(Fig. 2.22b). Regions showing a dif-
ference in coverage between the two
parental genomes, presumably stem-
ming from insertions, deletions, het-
erozygous sites or inherent mappability
issues, are included in the final synthetic
mask (Fig. 2.22c).

In complement to the synthetic mask,
I have also generated a genomic mask,
based on genomic DNA sequencing data
from the parental lines. The genomic
reads are mapped to both parental
genomes and translated into the coordi-
nate space of the reference genome, sim-
ilarly to the simulated read processing
(Fig. 2.22b). A region displaying a null
coverage in at least one of the parent is
included in the mask. The genomic fil-
ter thus aims at discerning the regions of
the genome presenting low mappability,
heterozygocity or genotyping errors.

The visual inspection of the read align-
ments permitted to distinct a trend re-
lated to the use of a standard "local"
alignment strategy. Indeed, by clipping
the reads presenting mismatches at their
extremities, the "local" alignment tends
to discard numerous read extremities
comprising SNPs. This phenomenon in-
tensifies when a splice junction is also
present in the vicinity. This alignment
strategy may therefore be too conserva-
tive and discard unbiased regions.

As a result, we chose to use the "end
to end" alignment strategy for all our
mapping steps. However, forbidding
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Figure 2.22: Mappability mask construction. a,b: Schematic of the workflows used for the
construction of personalised parental genome annotations (a) and mappability masks based on
simulated reads (b). The lift-over step consists in converting the read alignments coordinates from
a given genome assembly into a new coordinate space (eg. reference). Steps labelled with a red
dot are done using personalised scripts, chain files were provided by the Furlong laboratory. c:
Example browser snapshot of the mappability mask construction for the F1 line vgn852. An exonic
deletion present in the paternal genotype (ACAA/A) prevents a fraction of the paternal simulated
reads from correctly mapping on the reference ; the regions with a difference in coverage between
the two genotypes are included in the synthetic mask. A low mappability intronic region prevents
both genomic and simulated reads from mapping ; the regions with a null genomic coverage in any
of the parental lines are included in the genomic mask. ref.: reference.

read clipping requires high quality reads,
in order to avoid incorrect alignment.
Consequently, the sequenced reads were
trimmed based on sequencing quality
score prior to mapping.

2.5.2 Impact of the synthetic mask

The complete mask, combining genomic
and synthetic filters for all lines, rep-
resents 25Mbp, including 8Mbp in ex-
onic and UTR regions (Fig. 2.23a).
The mappability filter correction does
not show clear change in allelic ratio
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Figure 2.23: Building a mappability mask. a: Proportional Venn diagram showing the
composition and size of the universal mappability mask. b: Distribution of allelic ratios for map-
pability filtered data (dark colors) and unfiltered data (light colors) for all F1 samples (maternal
genes removed, c.f. section 2.5.4). c: Distributions of the standard deviations of allelic ratios per
sample, in each date type. The observed small decrease in standard deviation for corrected data
(dark colors), compared to non-corrected data (light colors) suggests that the mappability mask
mostly discards regions with elevated allelic imbalance. aut.: autosomes.

mean values (Fig. 2.23b). However, the
correction tends to decrease the stan-
dard deviation of the distribution (Fig.
2.23c). This trend is in agreement with
the expected effect of discarding regions
with differential mappability levels, as
they should correspond to regions with
large allelic imbalance.

2.5.3 Impact of using F1 genomic data to
discard genotyping errors

Following the mappability filtering step,
we observed a small enrichment of ex-
treme imbalanced features at both ends
of the allelic ratio distribution (Fig.
2.23b). These features have the total-
ity of their overlapping reads assigned
solely to one parental allele.

To assess whether this measure reflects
genuine imbalances or genotyping er-
rors, we used genomic DNA (gDNA) se-
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Figure 2.24: Testing for allelic imbalance in genomic DNA (gDNA) data. a,b: Heatmaps
showing the allelic ratio correlation between ATAC-seq and gDNA-seq data in line vgn852 at 10-
12hr, for autosomes and chrX, before (a) and after (b) correction of genotyping errors. In absence
of correction (a), we note an enrichment for extreme imbalanced features in both cases, suggesting
the presence of genotyping errors. After correction (b), these extreme features are filtered. c:
Violin plots showing the distribution of distances between SNPs segregating in the F1 line vgn852,
for each chromosome, after gDNA correction. d: Bar plots showing the proportion of SNPs shared
between the F1 lines after gDNA correction. The large majority of the SNPs are found segregating
in only one of the F1 lines.

quencing data from the F1 lines (cf. sec-
tion 2.2.5).

Most of the measured SNPs were ef-
fectively relatively balanced between
the two alleles, yet a small fraction
was showing extreme imbalance (Fig.
2.24a). The extreme imbalance at
genomic DNA level was also corre-
lated with extreme imbalance in other
datatypes, such as ATAC-seq, in the
same measured features (Fig. 2.24a).

To test departure from a balanced al-
lelic ratio in gDNA data, I performed
a two-sided binomial test for each SNP
following the formula :

mcl
s ∼ Bi(n

l
s, p

cl), (2.10)

where m represents the number of ma-
ternal reads overlapping the SNP s
within chromosome c in F1 line l, Bi de-
notes the binomial distribution, the pa-
rameter nls refers to the total number of
reads mapped on SNP s in F1 line l,
and the parameter pcl represents the ex-
pected allelic ratio under H0 conditions
(allelic balance) in chromosome c and F1
line l.

As we work with samples of pooled
female and male embryos, it is ex-
pected that allelic ratio in chromosome
X (chrX) will not be centred at a 50:50
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ratio. Indeed, as half of our embryo pool
has two copies of chrX (females) and the
other only one (males), the allelic ratio
is expected to lie near 1

3 . As a result,
to test the chrX SNPs, we use as H0
hypothesis the average allelic ratio from
the 1000 SNPs with highest coverage in
chrX. For autosomes, the H0 hypothesis
reflect a balanced state (p = 0.5).

In each F1 line, we found on average
62,303 SNPs (±5,726 standard devia-
tion) with significant allelic imbalance
(FDR<5%), which represents approxi-
mately 10% of SNPs segregating in the
cross. After discarding the SNPs show-
ing significant imbalance, the resulting
distribution of allelic ratios is improved.
Indeed, the enrichment for extreme im-
balance at the tail of distribution is no
longer observed (Fig. 2.24b).

Additionally, we noticed that the ge-
nomic DNA (gDNA)-based correction
also brings the mean allelic ratios closer
to their expected average (0.5 for auto-
somes and 0.66 for chrX). For example,
following gDNA correction in ATAC-seq
data for line vgn852 at 10-12hr, the aver-
age allelic ratio drops from 0.59 to 0.50
in autosomes and from 0.75 to 0.70 in
chrX (Fig. 2.24c). After correction, we
still conserve a high number of heterozy-
gous SNPs, with a majority of them be-
ing line-specific (Fig. 2.24d). The aver-
age distance between these SNPs is ap-
proximately 80bp. This high density is
sufficient to measure allele-specific ex-
pression in more than 94% of all de-
tected coding and non-coding features.

2.5.4 Impact of using egg data to discard
maternal transcripts

After correcting for mappability biases
and genotyping errors, we still observe a
shift in the allelic ratio toward the ma-

ternal allele for RNA-seq data at early
time point. The genes highly expressed
and highly imbalanced at 2-4hrs are sus-
pected to have their transcripts mater-
nally deposited in the egg.

The presence of unfertilised eggs and the
maternal deposition of mRNAs in em-
bryos result in a maternal shift in the al-
lelic ratio distribution. In order to avoid
discarding all the maternally-deposited
genes from our analysis, I tested several
methods aiming at correcting their al-
lelic ratios.

Using RNA-seq data of unfertilised eggs
as a model group for gene expression, I
tried to estimate the fraction of mater-
nally deposited reads within the mater-
nal read pool of the F1. I tested four
deconvolution methods, including three
published tools : PERT [129], ISOpure
([130] and unmix from DESeq2 R pack-
age [70]. I designed a fourth, more naive
method, which uses the slope of the
linear regression between F1 maternal
counts and egg counts as an estimate of
the egg fraction in maternal signal.

None of these deconvolution methods
gave satisfactory results. Most of
the estimated egg fractions were over-
corrective for the samples with small
imbalance bias and under-corrective for
highly biased samples (Fig. 2.25). This
is likely due to the relative large dif-
ferences in gene expression between the
model data of unfertilised eggs and the
tested maternal-only reads of F1 data.
Additionally, trans-acting paternal sig-
nal in F1 data may also have an effect
on gene expression.

I further tested an expectation maximi-
sation approach. This method adjusts
the estimation of reads coming from un-
fertilised eggs, until the mode of the al-
lelic distribution is centred at 0.5. Al-
though this method seemed to give good
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Figure 2.25: Maternal transcript correc-
tion. Distribution of RNA-seq allelic ratios for
sample vgn57 at 10-12hr. Genes with exclusive
zygotic expression (red) or fast-decaying ma-
ternal expression (yellow) are both centered at
a balanced 0.5 ratio. Genes with slow mater-
nal decay (green) are shifted toward the ma-
ternal side due to maternally-deposited tran-
scripts, still present in the embryos. The three
methods tested to infer and remove the propor-
tion of deposited transcripts in the maternal
counts failed to provide satisfactory correction
(blue hues).

results for low bias samples, the cor-
rected distribution of samples with large
allelic bias had a very large variance
compared to the uncorrected distribu-
tion, and could not be reliably used for
allele-specific analysis (Fig. 2.25).

As we did not find an efficient method
to correct the allelic bias in maternally-
deposited genes, we decided to discard
the RNA-seq data for 2-4hrs time point.
In 6-8hr time point, we still observe a
smaller maternal bias originating from
maternally deposited transcripts that
did not fully decay by that time.

To correct for this remaining bias, we
used DESeq2 R package to perform a
differential gene expression analysis in
egg data between 2-4hrs and 10-12hrs,
as described in the Methods of the
manuscript. Genes showing a significant

decrease in gene expression between 10-
12hr and 2-4hr are considered to have
most of their maternally-deposited tran-
scripts decayed by 6-8hr. Thus, this
set of genes with fast decaying maternal
transcripts are rescued for further anal-
yses.

In conclusion, allele-specific data analy-
sis requires careful pre-processing steps,
taking into consideration the poten-
tial biases affecting the allelic ratios.
Such biases can arise from the reference
genome during the mapping step, geno-
typing errors during the read assignment
step, or from maternally deposited tran-
scripts. Making use of simulated reads,
genomic DNA-seq data and RNA-seq
data of unfertilised eggs, my analyses
address and correct all these three kinds
of biases.

2.5.5 Delineation of genomic regions
with overlapping signals

One challenge of this study is to inte-
grate heterogeneous data types coming
from multiple samples. To integrate sig-
nal from genes (RNA-seq) and chiefly
intergenic regions (ATAC and histone
marks peaks), we generated a common
set of genomic ranges, based on a com-
bination of peak-calling done in each F1
lines.

Comparing results between data types
requires to link different features based
on their genomic location proximity (e.g.
ATAC peaks and H3K27ac peaks). This
becomes complex when simultaneously
comparing multiple layers of both genic
and intergenic signal. Indeed, each data
type has different region characteristics
in term of number, location and length.
Hence, associating regions of different
types is not always intuitive.

Several tools exist to make non-coding
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Table 2.3: Non-coding genome annotation tools.

Algorithm
Association type

Assignment strategy Limitations Ref.

GREAT
peak-genes

Assign non-coding peaks to genes
based on TSS-proximal regions
and nearest TSS.

No association be-
tween non-coding
peaks.

[131]

ChIPseeker
peak-peak

Compute co-occurrence likeli-
hood from overlaps of non-coding
peaks. Use shuffled peaks as con-
trol.

Pairwise assignment
only, no association
with genes.

[132]

ChromHMM
peak-peak

Train a Hidden Markov Model
on multiple binarised non-coding
signals in bins of 200bp.

No association with
genes.

[133]

region associations (Table 2.3). How-
ever, none of them fully address the
challenge of a simultaneous assignment
of non-coding regions to other non-
coding regions and genes.

To address this issue, I have designed an
algorithm based on the tools presented
in table 2.3 to build a list of overlaps
across the four data types.

I first applied a binarisation strategy,
similar to chromHMM, in order to in-
tegrate non-coding regions together. I
used the peak-calling results to define
the genomic regions with either presence
or absence of signal for each type of data
(Fig. 2.26).

Secondly, I computed the overlaps be-
tween each of these genomic ranges us-
ing the R package GRanges [134], simi-
larly to ChIPseeker. Regions needed to
overlap by at least one base pair to be
linked together. In case where three re-
gions were overlapping but no base pairs
were shared by all of them, I considered
two distinct overlap events, with one fea-
ture being present twice.

Thirdly, I assigned the non-coding over-
laps obtained from the first step to
the genes, using a strategy similar to
GREAT (Fig. 2.26). On the one hand,
overlaps closer than 500bp from a TSS
were directly assigned to the associ-
ated gene, constituting the promoter-
proximal set. On the other hand, over-
laps further apart than 500bp from a
TSS were assigned to the gene with
the nearest TSS, forming the promoter-
distal set.

Several adjustments were made. In-
deed, promoter-proximal overlaps are
frequently present between two TSS in
opposite direction. In this “head-to-
head” conformation, where upstream re-
gions overlap, it is difficult to properly
assign the non-coding overlap to its tar-
get gene.

In order to avoid mis-assignments, TSS
having another TSS present in their 600
bp upstream region were discarded in
the analyses involving correlations be-
tween data types.
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Figure 2.26: Defining genomic region
overlaps. Schematic summarising the method
to assign non-coding region to genes. Non-
coding regions from different assays (ATAC-seq
and ChIP-seq) are linked together if they all
share at least one base pair (grey triangles).
Genes are associated to each non-coding region
overlapping the 500bp region upstream of their
TSS (proximal overlap). Distal non-coding re-
gions are assigned to the gene with the nearest
upstream or downstream TSS (distal overlap).

Additionally, we observed a clear drop
in the correlation between gene expres-
sion (RNA-seq) and enhancer activity
(ATAC-seq, ChIP-seq) when the dis-
tance between the non-coding overlap
and the TSS was larger than 1.5kb (cf.
Method within the manuscript in sec-
tion 2.4). As a result, we discarded from
the overlapping regions located over 1.5
kb from the nearest TSS.

2.5.6 Probing direct interactions with par-
tial correlation

By applying Pearson correlation on the
proximal and distal overlap sets de-
scribed in section 2.5.5, I noted that al-
lelic ratios are highly correlated between
all the features (genes, peaks, ...) over-
lapping the same regions. This result
suggests that all regulatory layers are in-
directly affecting each other and behav-
ing in a synchronized way.

Consequently, I performed a partial cor-
relation analysis in order to extract the
fraction of direct correlation from these
highly co-varying features. The par-

tial correlation method uses the residu-
als, obtained after regressing confound-
ing variable(s) against variables of inter-
est, to perform Pearson correlation mea-
sures.

Although this method is efficient in dis-
criminating direct from indirect correla-
tion, it requires to have complete and
independent measures. I therefore dis-
carded, prior to the analysis, overlaps
with missing data and/or involving fea-
tures already assigned to another over-
lap.

I first applied partial correlation for each
time point, and further validated the
resulting correlation values using boot-
strapping (Fig. 2.27). As I obtained
similar results in 6-8 hrs and 10-12 hrs
time points, I applied the analysis again
on the combined 6-12hr data in order to
increase the statistical power.

This final result is presented and de-
scribed in the manuscript (section 2.4).

2.5.7 Exploring allelic imbalance at the
SNP level

In 2018, Jacobs et al. published an anal-
ysis of ATAC-seq data from 23 inbred
Drosophila strains from the DGRP [53].
Using a multivariate regression analysis,
they detected 4,289 SNPs (1.5% of their
tested set) significantly co-segregating
with the local chromatin accessibility
levels of enhancers (caQTL). They iden-
tified Grainyhead as the pioneer tran-
scription factor having a binding motif
impacted by the presence of a SNP.

I performed the same type of analysis
using ATAC-seq total count (TC) and
allelic ratio (AR) data from our project.
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Figure 2.27: Assessing direct relationship using partial correlation. Partial correlation
results obtained for each pairwise data type comparison, at each time point, for promoter-proximal
(a) and promoter-distal (b) features. Correlation results are shown for allelic ratio data (left) and
normalised total count data (right), in autosomes. Wiskers represent the 95% confidence interval
obtained with bootstrap analysis (80% sub-sampling, 2000 iterations). Circles position depict the
partial correlation values obtained using the full dataset, significant interactions (FDR<1%) are
shown with filled circles. Although most of the correlations are significant in total count data,
partial correlations in allelic ratios are more variable and significant in only a small subset of the
tested interactions, suggesting a smaller number of direct relationships.
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I fitted a linear regression model for each
SNP overlapping a promoter-distal over-
lap (putative enhancer), using the fol-
lowing formulas :

∣log2(AR
l
s)∣ ∼ αs +βs × snp

l
s + ε, (2.11a)

TC l
s ∼ αs + βs × snp

l
s + ε, (2.11b)

where ARl
s and TC l

s respectively de-
note the ATAC-seq allelic ratio and to-
tal count for line l at SNP position s, α
is the intercept term, β is the estimated
slope coefficient, snpls is a Boolean vari-
able depicting the status of SNP s in line
l (1 if heterozygous, 0 if homozygous),
and ε is the residual variable.

I obtained 1,031 SNP significantly co-
segregating with ATAC allelic imbalance
(0.8% of tested set, FDR<0.1) (Fig.
2.28) and one SNP co-segregating with
global accessibility level.

I tested whether these SNPs were im-
pacting a specific motif binding site us-
ing Var-tools from the RSAT suite [135].
This tool computes the difference δ in
motif matches between two haplotypes
for all motifs from the JASPAR in-
sect database (approximately 1,300 non-
redundant motifs). I compared the ob-
tained δ with a control set of SNPs
not co-segregating with ATAC-seq sig-
nal. I did not find motifs differentially
impacted between segregating and non-
segregating SNPs sets.

This negative result might be due to
two main aspects of the design of the
study. Firstly, the data were collected
from whole embryos, which can limit the
detection of enriched sequences, as tran-
scription factors usually act in a tissue-
specific manner. Secondly, eight dif-
ferent lines might not grant sufficient
power to detect the effect of a SNP.

Figure 2.28: Detecting SNP co-
segregating with allelic imbalance. a:
Heatmap showing the distribution of the
estimated β and the associated adjusted
p-values, obtained from the linear regression
analysis described in equation 2.11a. Vertical
dashed line represents the threshold used to
select the SNP considered as significantly co-
segregating with ATAC-seq allelic imbalance
(p.adj<10%). b: Scatter plot showing two
examples of significant SNPs. Left panel shows
a SNP tending to co-vary with the presence of
paternal allelic imbalance. Right panel shows a
SNP which tends to increase allelic imbalance
when present in the cross (heterozygous state).

2.5.8 Script availability

All analyses reported in the presented
manuscript have been performed
using the programming languages
Python (https://www.python.org/)
and R (http://www.R-project.org),
and the version control system Git
(https://git-scm.com). The scripts
are available in a GitHub reposi-
tory and the data have been de-
posited in the ArrayExpress database
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a
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IDS, = glob_wildcards("./fileA_{id}")

rule all:
    input:
        expand("res_{id}", id = IDS)

rule merge_files:
    input:
        A = "fileA_{id}",
        B = "fileB_{id}"
    output:
        "temp_{id}.txt"
    shell:
        "cat {input.A} {input.B} > {output}"

rule apply_cowsay:
    input:
        "temp_{id}"
    output:
        "res_{id}"
    shell:
        "cat {input} | cowsay > {output}"

apply
cowsay

merge
files all

fileA_1

fileB_1

temp_1 res_1

Figure 2.29: Snakefile example workflow.
a: Example of a master Snakefile requiring spe-
cific inputs targeted using an "id" wildcard.
Here, the Snakefile includes rules for merg-
ing two input files and applying the "cowsay"
command. b: Rule graph generated from the
Snakefile (top) and schematic of the different
files generated in the case of a wildcard with
value "1" (bottom).

(www.ebi.ac.uk/arrayexpress) under
accession number E-MTAB-8877,
E-MTAB-8878, E-MTAB-8879 and
E-MTAB-8880.

The mappability masks were built us-
ing the Python-based workflow manage-
ment tool Snakemake [128]. This system
is based on a master script (Snakefile)
(Fig. 2.29a) recapitulating the archi-
tecture of the workflow using wildcard
names. It generates a rule graph (Fig.
2.29b) setting up the rule dependencies
and automatically submits jobs to the
cluster, following the graph order.

This software has the advantage to com-
bine multiple processing steps into a sin-
gle job submission of the master script.

In addition, a Snakefile can be eas-
ily shared and reused, which ensure
a higher consistency in data storage
and script usage, especially for complex
analyses. Lastly, the wildcard system
makes the workflow easily adaptable and
scalable to different datasets.
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We shall gradually
approach the correct view
-or, to put it more
modestly, the one that I
propose as the correct one.

Erwin Schrödinger, What is life?, 1944

Deciphering and modelling the TGF-β signalling interplays specifying the
dorsal-ventral axis of the sea urchin embryo

Swann Floc’hlay1, Maria Dolores Molina2∗, Céline Hernandez1∗, Emmanuel Haillot2,
Morgane Thomas-Chollier1,3, Thierry Lepage2& and Denis Thieffry1&

∗ equal contributions ; & corresponding authors

3.1 Study summary

In the presented manuscript (currently
under review in the journal Develop-
ment), we aimed at better understand-
ing the gene regulatory network gov-
erning the onset of dorsal-ventral axis
specification in the sea urchin Paracen-
trotus Lividus (Lamarck, 1816). Us-
ing a logical formalism, implemented
in the software GINsim [136–139], we
delineated the main regulatory inter-
actions involved in this process. We
further analysed the network dynam-
ics using the stochastic simulation soft-
ware MaBoSS [95, 140], and characterised
diffusion signalling using the mulicellu-
lar framework implemented in EpiLog
[141]. Together, these analyses have
highlighted the crucial role of the cross-
inhibition between the two TGF-β path-
ways Nodal and BMP2/4. Additionally,
we noticed that the network structure
inherently provides an advantage for the
dorsal cascade activation.

3.2 Methodological background

3.2.1 The regulatory role of TGF-β sig-
nalling

In collaboration with the Lepage lab (In-
stitut Valrose, Nice), we chose to study
the gene regulatory network controlling
dorsal-ventral axis specification in the
sea urchin for several reasons.

Firstly, the specification of the main
axes of body plan is crucial for embryo-
genesis. In chordate, dorsal-ventral pat-
terning is defined through the position-
ing of a master organiser, at the dor-
sal side of the embryo, equivalent to the
Spemann’s organiser observed in am-
phibians [3].

However, the evolutionary origin of this
organiser, and the precise mechanisms
governing its establishment are not fully
understood. As part of the deuteros-
tome phyla, the sea urchin is an inter-
esting system to study the evolutionary
divergence between the chordate and the
echinoderm organisers [142].
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Figure 3.1: TGF-β regulatory map.
Schematic of a TGF-β signalling pathway. a: In
the Nodal TGF-β signalling pathway, the Nodal
ligand binds to Alk receptors type I and II. This
triggers the activation of a kinase activity and
the phosphorylation of Smad proteins. b: This
signalling pathway can be decribed in a regu-
latory map as a directed acyclic graph of two
sequencial activations.

Secondly, it is known that the dorsal-
ventral axis specification is governed by
Transforming Growth Factor β (TGF-β)
morphogen gradients (Fig. 3.1a). TGF-
β signaling is particularly interesting to
study ; it involves a kinase activity trig-
gered from the ALK membrane recep-
tors. The resulting phosphorylation cas-
cade can act on a large number of down-
stream signalling components, including
the Smads proteins [143].

TGBF-β are of particular interest due to
their known implication in cell prolifer-
ation [143], as well as the emergence of
multi-cellularity [143]. A better under-
standing of the regulatory interactions
involved in TGF-β signalling would ben-
efit multiple domains, including cancer
research [144].

3.2.2 Draw me a TGF-β map

Proper mapping of the TFG-β regula-
tory network constitutes the first ab-
straction step to further explore its be-
haviour [82]. Indeed, molecular inter-

action maps integrate multiple regula-
tory processes, enabling the delineation
of the key regulatory circuits embedded
within the network.

The notions framing the design of reg-
ulatory maps take roots in the domain
of graph theory. The vertices (or nodes)
represent the molecular compounds, and
the edges represent their interactions
(Fig. 3.1b). The vertices mainly refer
to genes, although they may encompass
other elements (eg. proteins) or molec-
ular mechanisms (eg. apoptosis). In
a gene regulatory map, interactions are
chiefly directed, from an active gene to-
ward a targeted element downstream of
the regulatory cascade. Consequently,
the edges of the regulatory graphs can
be represented as oriented arcs, with
the possibility to assign them a specific
sign and shape, reflecting the type of
interactions. By convention, activation
are positive green arrowheads and re-
pression are negative red hammerheads
(Fig. 3.2b). Today, multiple bioin-
formatic tools exist to design a regu-
latory map, such as CellDesigner [145],
GINsim [139] and BioTapestry [146] (cf.
Systems Biology Graphical Notation
project, https://sbgn.github.io/). Al-
though each of these tools have specific
modelling capacities (eg. description of
activity flow, process and entity rela-
tionship), they all adopt a common stan-
dard for model encoding: the Systems
Biology Mark-up Language (SBML,
http://www.sbml.org) [147]. This com-
pliant format is used as an exchange for-
mat to promote the sharing of informa-
tion between different scientific commu-
nities and software.

This set of tool is used to integrate into
a formal mathematical framework the
documented genes and regulatory inter-
actions compiled from the existing liter-
ature and/or novel experiments (cf. sec-
tion 1.2.4). As a result, we obtain a reg-
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Figure 3.2: Feedback circuits dynamic. Characteristics of a minimal feedback circuit. a: In a
positive feedback circuit (left panel), gene O, once activated by an upstream gene F, has a positive
action (green arrow) on the expression level of gene F. This reciprocal activation module allows
for the maintenance of the expression of O and F (right panel, blue and orange lines respectively),
even if the activity of the upstream activator of gene F, gene U, stops (green line). b: In a negative
feedback circuit (left panel), upon sufficient activation from gene F, gene O will be activated and
in turn trigger an inhibition action (red arrows) on gene F. This asymmetrical module will create
oscillations alternating between rises and drops in gene expression levels of genes O and F (right
panel), that will further stabilise at an intermediary level. However, a loss of activation from the
upstream activator of gene F, gene U, will completely shutdown the module.

ulatory graph of interconnected nodes
from which we can already derive in-
teresting properties. For example, mor-
phogens and master regulators, such as
Nodal (Fig. 3.1b) and BMP, are usu-
ally present at the top of the network,
having few upstream components and
a high number of interactions targeting
downstream components.

3.2.3 Feedback circuits

A the onset of embryogenesis, the estab-
lishment and maintenance of the expres-
sion of key regulatory genes is crucial
to properly specify the main presump-
tive territories. The fine tuning of the
expression of these genes involves mul-
tiple regulations and feedback, forming
regulatory circuits [148]. Regulatory cir-
cuits (also often called feedback loops or
feedback circuits) are defined as simple
circular sequences of regulatory interac-
tions (Fig. 3.2). In any such defined cir-
cuit, each component exerts an indirect

effect on itself, with a sign simply de-
pending on the product of the signs of all
the regulatory interactions taking part
in this circuit. Hence, regulatory cir-
cuits can be classified into positive ver-
sus negative circuits, depending on the
parity of the number of negative inter-
actions involved.

Positive feedback circuits (Fig. 3.2a)
trigger their own activation pathway.
They are defined as a cycle comprising
an even number of negative interactions
[149]. Zero being an even number, a cy-
cle with only positive interactions is also
a positive circuit.

Such positive circuits have several key
characteristics. Firstly, they can pro-
vide a high signal sensitivity. Indeed,
their structure enable to amplify the ac-
tivation signal, even in the case of low
initial levels [148]. Secondly, by self-
promoting the induction of their target
gene, positive circuits have a steep re-
sponse time, similar to a switch behav-
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ior [148, 150]. Last but not least, these
circuits confer multi-stationary proper-
ties to the network [148, 151]. On the
one hand, upon an initial transient acti-
vation, the reciprocal activation of two
genes may self-perpetuate the activation
signal, even long after the upstream ac-
tivation has ceased. On the other hand,
in absence of initial activation the cir-
cuit is maintained in a complete inac-
tivated state. This switch-like property
of transient signal memory is necessary
for the establishment of different stable
states (cf. section ). On a biological
perspective, it reflects the potential of a
cell to commit into a specific differenti-
ated state, subsequently to a transient
specification signal.

In negative feedback circuits (Fig. 3.2b),
downstream components inhibit the ac-
tivation of their own upstream activa-
tor. These circuits are defined by a set
of negative interactions present in odd
number [149] within the cycle. Like pos-
itive feedback circuits, they carry inter-
esting characteristics for the tight con-
trol of gene regulation. Firstly, they
tend to stabilise the expression target
gene at an intermediate level, corre-
sponding to an homeostatic state [148].
Indeed, such circuits function like ther-
mostats ; they push the system back and
forth toward an intermediate expression
level [149]. Secondly, negative feedback
circuits behavior greatly varies depend-
ing on the response time. In the case of a
fast response time following activation,
these circuits reach a steady-state tran-
script concentration. They even tend to
reach it more rapidly than an unregu-
lated, open circuit [152]. Conversely, if
the response time is delayed, negative
feedback circuits may trigger a sustained
oscillatory behavior [148], where the tar-
get gene expression level is alternating
between high and low concentrations.

The capacity for negative circuits to ei-

ther maintain homeostasis or oscillatory
behaviors is of particular use in tran-
scription regulation. Indeed, it is likely
due to their capacity to maintain an
homeostatic state that these circuits are
commonly found within the Escherichia
coli regulatory network [153]. Addition-
ally, their potential to sustain oscilla-
tory behavior is exploited by networks
controlling cellular cycles and circadian
rhythms [94, 154].

As a result, regulatory circuits can con-
vey robustness and precision to sig-
nalling and regulatory networks. They
enable the readjustment of gene activity
level following perturbation (e.g. change
or loss of upstream activation level).
However, in the presence of multiple in-
tertwined circuit modules, it becomes
difficult to grasp the corresponding dy-
namical properties using the sole intu-
ition. Hence, one then needs to use a
more formal approach to model and sim-
ulate such networks.

3.2.4 Logical formalism

A large variety of both quantitative and
qualitative approach have been applied
to formalise regulatory networks, includ-
ing the Boolean approach [21].

According to the Boolean formalisation,
the activity of each gene is approxi-
mated by a binary variable, taking the
value 0 when the activity is negligi-
ble, and the value 1 when it displays
a functional activity. The state of a
node is dictated by a Boolean func-
tion, taking as input the binary states of
the upstream nodes and returning a bi-
nary solution. The different input states
are combined using the logical operators
AND, OR and NOT, which respectively
correspond to the logical sum (inclusive
OR), product and negation (Fig. 3.3.

110



CHAPTER 3. DEPICTING TRANS-REGULATION USING LOGICAL MODELLING

U

F

O

1  IF AND ONLY IF :O

U FAND

U FOR

U FOR NOT

U FAND NOT

Figure 3.3: Boolean function construc-
tion. Four Boolean function examples in
a simple circuit of two upstream genes (top
schematic). For each Boolean function, the
conditions meeting its requirements to activate
gene O are shown as colored area in the Venn
diagrams. If U and F are activators, they may
activate O either if they are both required (U
AND F) or if only one of them is necessary (U
OR F). If U is activator and F is inhibitor, gene
O can be activated when F is active, solely if
gene U is a dominant activator (U OR NOT
F). Conversely, the activation of a dominant
inhibitor F fully excludes the possibility to ac-
tivate O (U AND NOT F).

The logical formalism is well-suited to
model gene regulatory networks. In-
deed, we often lack the quantitative
information of exact gene dosage and
chiefly refer to a presence/absence of
gene activity. Consequently, the activa-
tion state of a gene can be easily ab-
stracted as either active (ON) or in-
active (OFF). Additionally, the com-
bination of inputs with logical opera-
tors enable to model inter-dependencies
and context-sensitivity, for example
the requirements for multiple activators
and/or the exclusion of repressors.

In some cases, for example considering
the action of morphogens, the Boolean
approximation is too crude. However,
functional differences associated to dif-
ferent concentration or activity ranges

can be modelled using a generalized log-
ical framework, for example the exten-
sion of Boolean logics to multilevel vari-
ables proposed by R. Thomas [96, 149,

161]. In the context of this multilevel ex-
tension, a gene can be associated with
multiple discrete activation levels (usu-
ally up to three) if relevant biological
information justifies it. A logical rule is
then assigned to each of these activation
level, thereby defining in which regula-
tory contexts this level may be attained
or maintained.

With the logical formalism, one can pre-
cisely infer the activity of a gene as a
function of its associated Boolean func-
tion and the states of the upstream com-
ponents. Given this information, it be-
comes then possible to study the net-
work dynamic behavior with adapted
simulation tools.

3.2.5 Dynamical simulation

For logical model of limited size, it is
possible to list all the possible states.
Each model state corresponds to one
specific combination of active and in-
active levels for all the components (or
node) of the model. Computing the to-
tal number of states in a model can be
achieved with the following formula :

m

∏
i=1

ixi (3.1)

where i represents the number of log-
ical levels in a given node (e.g. 2 for
a binary node), m the highest possible
number of logical levels reached within
the network. i is raised to a power xi,
where xi represents the total number of
nodes able to reach level i.

Given the logical rules and the current
level of each component at a given state,
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Table 3.1: Updating strategies of logical rules.

updating
strategy

principle properties tools

synchronous
[155]

All components are simulta-
neously updated.

Unique attractor
(stable state or
simple cycle)

BoolNet [156],
BoolSim [157],
GeNeTool [158,
159], GINsim
[136–139], The
Cell Collective

[160]

fully asyn-
chronous

Defined by R. Thomas [161].
Transition only concerns
one component at a time,
and all the possible orders
of component updating are
considered.

Multiple possible
attractors (sta-
ble states and/or
simple and more
complex cycles

BoolNet [156],
GINsim [136–139]

one can compute all the possible com-
ponent changes. Based on these trends,
two main updating strategies are used:
the synchronous and fully asynchronous
strategies (cf. Table 3.1).

Using one of these updating strategies,
one can compute a State Transition
Graph (STG), where nodes represent
states of the model, whiles arcs repre-
sent transitions enabled by the logical
rules (Fig. 3.4). This graph is of partic-
ular interest to computationally explore
the attractors of the model, in which
the system may be trapped with no pos-
sibility to escape. Attrators can take
the form of a single stable state, with
no further possible transitions. It can
also be formed by cycling transitions,
either within a simple loop, with each
node having a single successor, or com-
plex loop, comprising multiple embed-
ded simple loops [162]. These attractors
are biologically relevant, as they usu-
ally coincide with cellular differentiated
states (stable states) or periodical be-
havior like cell cycle and circadian clock
(simple and complex cycles) [94, 154].

Under the synchronous updating as-
sumption, the system will necessarily
reach and remain trapped in either a sta-
ble state (Fig. 3.4b) or a simple cycle
(Fig. 3.4a). Indeed, synchronous up-
dating is a deterministic strategy and
therefore only permits at most one single
transition in each state. In contrast, the
fully asynchronous updating is in gen-
eral non deterministic and can lead to
more complex dynamics. Consequently,
it may potentially lead to alternative
stable states (Fig. 3.4a) or more at-
tractors, including complex (potentially
transient) cyclic behaviours [162].

In the manuscript presented in the next
section, I chose to use the asynchronous
updating strategy, much more realis-
tic from a biological point of view, in
the absence of synchronicity constraints.
Interestingly, asynchronous simulations
can be refined by considering time de-
lays [161] or probabilistic transition rates
[95]. To build my model, I used the
software GINsim [136–139], developed in
my host team, which ease the encod-
ing and the in-depth analysis of the dy-
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initial state

stable state

stable state

cyclic
attractor

U

F O

U

F O

a b

Positive feedback circuit Negative feedback circuit

Synchronous updating Asynchronous updating ON stateOFF state

initial state

stable state

Figure 3.4: State transition graphs. State transition graphs obtained for minimal positive
(a) and negative (b) feedback circuits, starting with a temporary activation of gene U as initial
state (orange box). Each state of the model is represented as a box (node), comprising the state
of each individual component (filled and empty circle for ON and OFF state, respectively). The
circle colours correspond to the color of the U (green), F (orange) and O (blue) genes shown in
the top schematic. Synchronous and asynchronous updating are shown as blue and green arrows,
respectively. In the positive feedback circuit (a), synchronous updating can reach two possible
stable states, including one with both genes F and O activated. Conversely, synchronous updating
only reaches a single cyclic attractor, transiting between the activation of F and O. In the negative
feedback circuit (a), both updating lead to a single stable state where all the nodes are turned
OFF, although asynchronous updating reaches a much wider range of different states.

namics and structures of regulatory net-
works. Its memory-efficient implemen-
tation and its palette of tools allow for
the analysis of large networks, often lim-
ited by the issue of combinatorial explo-
sion (cf. equation 3.1).

3.3 Contribution to the published
work

In collaboration with the Lepage lab
(iBV, Nice), and with Céline Hernandez
and Aurélien Naldi in my team, my con-
tributions focused on the delineation of
the Gene Regulatory Network, on its dy-
namical modelling, and on the analysis
of the simulation results.

First,using the software GINsim and re-
lying on an extensive analysis of the lit-
erature, as well as on recent in-situ ex-
perimental data generated by Maria Do-

lores Molina, I built an extensive regu-
latory network of the main TGF-β sig-
nalling pathways and regulatory com-
ponents driving early embryonic dorsal-
ventral specification in the sea urchin
Paracentrotus lividus.

Next, I used the stochastic simulation
software MaBoSS to further explore the
differences in likelihoods to reach alter-
native expression patterns.

In a third step, I used the multi-cellular
logical modelling software EpiLog to
simulate the changes in gene expres-
sion and signalling activities simultane-
ously in the different territories of the
ectoderm, explicitly taking into account
inter-cellular interactions.

Lastly, I participated in the drafting and
rewriting of all manuscript sections, as
well as in the design and the generation
of all the figures.
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3.4 Deciphering and modelling the TGF-β signalling interplays specifying
the dorsal-ventral axis of the sea urchin embryo
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3.4.1 Abstract

During sea urchin development, secre-
tion of Nodal and BMP2/4 ligands and
their antagonists Lefty and Chordin
from a ventral organizer region speci-
fies the ventral and dorsal territories.
This process relies on a complex inter-
play between the Nodal and BMP path-
ways through numerous regulatory cir-
cuits. To decipher the interplay between
these pathways, we used a combination
of treatments with recombinant Nodal
and BMP2/4 proteins and a computa-
tional modelling approach. We further
developed a logical model focusing on
cell responses to signalling inputs along
the dorsal-ventral axis, which was ex-
tended to cover ligand diffusion and en-
able multicellular simulations.

Our model simulations accurately reca-
pitulate gene expression in wild type em-
bryos, accounting for the specification
of the three main ectodermal regions,
namely ventral ectoderm, ciliary band
and dorsal ectoderm. Our model fur-
ther recapitulates various mutant phe-
notypes. Temporal analysis revealed the
dominance of the BMP pathway over
the Nodal pathway, and suggested that

the rate of Smad activation governs D/V
patterning of the embryo. These results
indicate that a mutual antagonism be-
tween the Nodal and BMP2/4 pathways
is the fundamental mechanism driving
early dorsal-ventral patterning.

3.4.2 Introduction

During embryonic development, cell fate
is specified by transcription factors ac-
tivated in response to instructive sig-
nals. Regulatory interactions between
signalling molecules and their target
genes form networks, called Gene Reg-
ulatory Networks (GRN) [1].

Deciphering such GRNs is a key for
developmental biologists to understand
how information encoded in the genome
is translated into cell fates, then into tis-
sues and organs, and how morphological
form and body plan can emerge from
the linear DNA sequence of the chro-
mosomes [2]. Noteworthy, the gene reg-
ulatory network that orchestrates mor-
phogenesis of the ectoderm along the
dorsal-ventral axis of the embryo of the
model sea urchin Paracentrotus lividus
has started to be uncovered in great de-
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tail [3–10].

The ectoderm of the sea urchin larva is
constituted of two opposite ventral and
dorsal territories, separated by a central
ciliary band (Fig. 3.5a):

The ventral ectoderm is the territory
at the centre of which the mouth will
be formed. Specification of the ven-
tral ectoderm critically relies on sig-
nalling by Nodal, a secreted growth fac-
tor of the TGF-β family. nodal expres-
sion is turned on by maternal factors,
while Nodal stimulates and maintains
its own expression through a positive
feedback circuit. Nodal is zygotically
expressed and is thought to dimerise
with another TGF-β ligand maternally
expressed called Univin [8]; the Nodal-
Univin heterodimer promotes Alk4/5/7
signalling and the activation of Smad2/3
together with Smad4. The ventral ecto-
derm boundary is thought to be posi-
tioned by the activity of the product of
the Nodal target gene lefty, which pre-
vents the expansion of nodal expression
out of the ventral ectoderm region via a
diffusion-repression mechanism [11–14].

The ciliary band ectoderm is a proneu-
ral territory located between the ventral
and dorsal ectoderm [15]. The ciliary
band is made of prototypical cuboidal
epithelial cells and runs along the arms
of the pluteus larva. Unlike specifica-
tion of the ventral and the dorsal ec-
toderm, which actively requires TGF-
β signalling, specification of the ciliary
band tissue does not rely on Nodal or
BMP signalling, and this tissue devel-
ops as a “default” state of the ectoderm
in the absence of these signals.

The dorsal ectoderm is the territory that
will differentiate into the apex of the
pluteus larva. Its specification relies
on the diffusion of the ventrally syn-
thesized protein BMP2/4, which pro-

motes dorsal fates by activating phos-
phorylation of Smad1/5/8 via the ac-
tivation of the BMP type I receptors
Alk1/2 and Alk3/6. The inhibition
of BMP signalling on the ventral side
and the translocation of BMP2/4 to
the dorsal side requires the product of
the chordin gene, which is activated
in the ventral ectoderm downstream of
Nodal signalling [16]. Glypican5 is ex-
pressed downstream of BMP2/4 sig-
nalling and contributes to stabilize BMP
signalling on the dorsal side by a posi-
tive feedback circuit. In addition, the
BMP ligands Admp1 and Admp2 pro-
vide robustness to signalling fluctua-
tions of BMP through an expansion-
repression mechanism and autoregula-
tion [4, 17–23]. This mechanism, which
relies on the transcriptional repression of
admp1 expression by BMP2/4/ADMP2
signalling, allows admp1 expression to
increase and ADMP1 protein to be shut-
tled to the dorsal side by Chordin when
BMP signalling decreases. Thus, an in-
crease in admp1 expression compensates
for the reduction of the intensity of BMP
signalling.

One prominent feature of the D/V on-
set specification is that it relies exten-
sively on the maternal inputs Panda
and Univin, which respectively represses
and promotes ventral fate. Univin is a
TGF-β related to Vg1 and GDF1/3 sig-
nalling through the Nodal/Activin re-
ceptors. Panda is a secreted factor
structurally related to members of the
TGF-β superfamily presumed to repress
ventral fate by a still unidentified mech-
anism. Finally, the transcriptional re-
pressor Yan/Tel acts as a negative reg-
ulator of nodal expression, whose func-
tion is required downstream of Panda to
restrict nodal expression to the ventral
side [24].

Previous studies have shown that Nodal
produced by the ventral ectoderm is
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Figure 3.5: Panda, Nodal and BMP2/4 signalling directs patterning of the Dor-
sal/Ventral axis of the sea urchin embryo. Summary of the morphological phenotypes and
identity of the ectodermal territories of wild-type (control) embryos and embryos following pertur-
bations of Nodal or BMP signalling. a: In control embryos, the balance between Nodal and BMP
signalling patterns the ectoderm in three main territories: Nodal signalling specifies the ventral
ectoderm, BMP2/4 signalling specifies the dorsal ectoderm, while a ciliary band develops at the
interface between them. b: The whole ectoderm differentiates into ventral territory when nodal is
overexpressed. c: Both Nodal and BMP2/4 signalling are absent in Nodal morphants, which gives
rise to an expanded large ciliary band. d: Following BMP2/4 overexpression, all the ectoderm ac-
quires dorsal identity. e: In contrast, after BMP2/4 inhibition, ventral territories are not perturbed
but an ectopic ciliary band develops in place of the presumptive dorsal ectoderm. f: Simultaneous
perturbation of both the TGF-β related factor Panda and BMP2/4 signalling allows the expansion
of Nodal signalling to the whole territory resulting in the ventralisation of the ectoderm. The
genes, proteins or interactions that are inactive following each perturbation are denoted in light
grey. Activation and inhibition interactions are respectively shown by green and red arrows. lv,
lateral view. vv, vegetal view.

a strong ventralising signal. Overex-
pression of nodal causes all ectoder-
mal cells to adopt a ventral fate [4,

9, 25] (Fig. 3.5b), whereas a loss of
Nodal function prevents specification of
both ventral and dorsal fates and causes
the ectoderm to differentiate as a cil-
iary band (Fig. 3.5c). Conversely,
the activity of BMP2/4 protein pro-
motes dorsalisation, and overexpression
of BMP2/4 forces all ectoderm cells to
adopt a dorsal fate [3, 4, 16] (Fig. 3.5d).
In contrast, removing the function of

the BMP2/4 ligand from fertilization
on prevents specification of dorsal fates,
leading to formation of an ectopic ciliary
band territory in the dorsal region (Fig.
3.5e). Additionally, knocking down
panda expression in this BMP2/4 loss-
of-function experiment enables nodal to
be expressed through the dorsal side
of the ectoderm and promotes ventral
fates in all ectodermal cells (Fig. 3.5f).
Conversely, a local panda overexpression
specifies the D/V axis by promoting dor-
sal fates, suggesting that panda is suffi-

116



CHAPTER 3. DEPICTING TRANS-REGULATION USING LOGICAL MODELLING

cient to break the radial symmetry of
the embryo and necessary to specify the
D/V axis. The BMP and Nodal ligands
thus show strongly antagonistic activi-
ties. However, the mechanism under-
lying this antagonism and the resulting
cell fate decision still awaits clarifica-
tion.

Due to the largely non-cell autonomous
nature of the D/V GRN and to the
many events of protein diffusion and
feedback circuits involved, an intuitive
understanding of the logic of the net-
work is hard to obtain. For example,
Nodal and BMP2/4 are co-expressed
in the ventral territory, but active sig-
nalling pathways are located at opposite
poles of the D/V axis. In this context, a
model of the D/V gene regulatory net-
work is very useful to formalize the com-
plex regulatory interactions at stake [26].

A Gene Regulatory Network can be
modelled as a static regulatory graph
with standardized annotations to repre-
sent molecular interactions between key
regulator components [1]. This regula-
tory graph can be supplemented with
threshold levels and regulatory rules to
obtain a predictive, dynamical model
[27–30].

In the present study, we built a log-
ical model (i.e. using Boolean alge-
bra for the regulatory rules) of the sea
urchin dorsal-ventral specification GRN
to (i) assess its accuracy, (ii) compare
the model predictions for different per-
turbations with the observed gene ex-
pression patterns, (iii) explore the dy-
namics of the system, and (iv) develop a
multicellular framework to test the abil-
ity of the model to generate the spatial
patterns observed in wild type or per-
turbed embryos.

3.4.3 Results

Model building

We constructed a model of the GRN
driving the D/V patterning of the sea
urchin ectoderm. We started by com-
piling experimental data to identify the
key genes and regulatory interactions
(Fig. 3.6). The raw data that provided
the spatial and temporal expression in-
formation to build the model were de-
rived from high resolution in situ hy-
bridization analysis, Northern blot ex-
periments and systematic perturbations
experiments. Loss-of-function experi-
ments via morpholino injections are par-
ticularly important for GRN reconstruc-
tion since they allow to test if a gene
is required for activation of another
gene. Gain-of-function experiments via
mRNA injection were also used in many
instances to test for the ability of a given
gene to induce another gene when over-
expressed.

Based on these data, we first built a
regulatory graph representing the D/V
GRN in a single cell, using the soft-
ware GINsim (ginsim.org) [31]. This con-
struction is an iterative process: the
model is subjected to simulations that
are confronted to experimental data,
and the network and regulatory rules
are progressively refined until the simu-
lations qualitatively recapitulate the ex-
perimental observations (Fig. 3.6).

We present here the final model and the
simulations (cf. section below) that re-
capitulate the patterns observed experi-
mentally. The model encompasses a to-
tal of 31 nodes, linked by 25 activations
and 16 inhibitions (Fig. 3.7). The nodes
included into the model correspond to
signalling and regulatory components,
while the signed arcs denote regulatory
effects between these components. Sig-
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Figure 3.6: Iterative integration of biological data into the GRN model. The GRN
model has been built through an iterative process. A first version based on literature curation
and experimental evidence was set and then simulated in wild-type and perturbation conditions.
The results of wild-type and mutant simulations were systematically compared with experimental
results. In case of discrepancy, the regulatory graph and the logical rules were refined, and the
behaviour of the model was then re-examined through the same process.

nalling factors are modelled as input
nodes (in yellow in Fig. 3.7), providing
activating or inhibiting signals through
the corresponding membrane receptors.

Each non-input node is classified as ven-
tral (eleven nodes shown in blue in Fig.
3.7), ciliary band (two nodes shown in
pink in Fig. 3.7) or dorsal (eight nodes
shown in green in Fig. 3.7), accord-
ing to the reported location and time
of activation in the presumptive ecto-
dermal regions. For example, goosec-
oid is activated by the Nodal cascade

in the ventral region in wild-type con-
dition, and is thus considered as a ven-
tral gene. The model encompasses the
main regulatory components of TGF-β
signalling pathways, including the lig-
ands, negative regulators such as the
proteins that trigger receptor degrada-
tion, downstream transcription factors,
and antagonists. Each node of the
model is annotated with textual expla-
nations and database links (in particu-
lar to PubMed) documenting our mod-
elling assumptions (main references in-
clude the GRN diagram published for
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Figure 3.7: Logical model integrating the main signalling pathways controlling speci-
fication the dorsal-ventral axis in the embryo of the sea urchin Paracentrotus Lividus.
Relying on a logical formalism, this model was defined and analysed using the software GINsim.
Green and red arrows represent activations and repressions, respectively. Ellipsoid and rectangular
components represent Boolean and multivalued nodes, respectively. The components in yellow cor-
respond to model inputs. Internal components are coloured according to their domain of expression
along the dorsal-ventral axis, i.e. dorsal (green), ventral (blue) or ciliary (pink) regions.

Paracentrotus lividus in Haillot et al. [3],
Lapraz et al. [4, 32], Range et al. [8] and
Saudemont et al. [9]).

Among the 31 components of the model,
22 are associated with Boolean variables
(ellipsoid nodes in Fig. 3.7, taking the
values 0 or 1 depending on their acti-
vation state), while the remaining com-
ponents are associated with multilevel
variables (rectangular nodes in Fig. 3.7,
associated with three or four integer lev-
els, from zero to 2 or 3, see below).
The nine input nodes (shown in yellow
in Fig. 3.7) define 2,304 possible input
value configurations. Using the Java li-
brary bioLQM [33], we identified 1,258
stable states, which can be split into
three main patterns based on the active
nodes: 456 ventral, 450 ciliary and 352
dorsal patterns (cf. Jupyter notebook).

An antagonism between the Nodal and
BMP2/4 pathways drives allocation of cell
fates along the dorsal-ventral axis

A key feature of the D/V GRN is
the strong antagonistic activities of
BMP2/4 and Nodal. To correctly ac-

count for this aspect in the model, ad-
ditional experiments were conducted to
better characterize the underlying mech-
anisms. We first tested whether differ-
ence in relative intensity between both
pathways could favour the establish-
ment of one cell fate over the other.

Treatment with an intermediate dose of
BMP2/4 protein resulted in embryos de-
veloping with a straight archenteron, no
mouth, and covered with a ciliary band
like ectoderm (Fig. 3.8a), which is a pro-
totypical Nodal loss-of-function pheno-
type. Similarly, at intermediate doses of
Nodal, the embryos developed with a re-
duced apex, a phenotype resembling the
BMP2/4 loss-of-function phenotype.

These observations suggest that ectoder-
mal cells receive both antagonistic ven-
tralising Nodal and dorsalising BMP2/4
signals, and integrate them even at in-
termediary doses at the level of the
cis-regulatory sequences of their target
genes. However, since these treatments
were performed soon after fertilisation,
it was not clear whether the outcome
was reflecting an antagonism between
Nodal and BMP occurring during cell
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b

a

Figure 3.8: BMP2/4 and Nodal signalling antagonize each other to pattern the D/V
axis of the sea urchin embryo. a: Continuous treatments at increasing concentrations with
Nodal or BMP2/4 protein from the fertilized egg stage. Treatments with increasing concentrations
of BMP2/4 protein progressively dorsalise the embryo at the expense of the ventral territories,
as reflected by the expansion of the expression of the dorsal marker tbx2/3 and the repression
of the expression of the ventral marker chordin. On the other hand, treatments with increasing
concentrations of Nodal protein gradually ventralises the embryo at the expense of the dorsal
territories as reflected by the gradual expansion of the expression of the ventral marker chordin
and the repression of the expression of the dorsal marker tbx2/3. a: Three-hour Nodal or BMP2/4
protein treatments at late blastula and hatching blastula stages are sufficient to cross-antagonise
each other signalling pathway. Three-hour Nodal protein treatment at late blastula stage results
in rounded-shaped embryos partially ventralised that overexpress the ventral marker nodal at the
expense of the dorsal marker tbx2/3. Complementary, three-hour BMP2/4 protein treatment at
hatching or late blastula stages promotes massive pSMAD1/5/8 signalling and results in partially
dorsalised embryos that overexpress the dorsal marker tbx2/3 at the expense of the ventral marker
nodal. EB, Early Blastula; HB, Hatching Blastula; SB, Swimming Blastula; LB, Late Blastula;
MB, Mesenchyme Blastula; V, Ventral; D, Dorsal.
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fates allocation, or if they were only the
consequence of one pathway being acti-
vated early and dominantly in all cells
of the embryo following the injection of
mRNA into the egg.

To address this issue, we repeated the
Nodal and BMP2/4 treatment at late
blastula or early mesenchyme blastula
stage. Treatments with Nodal or with
BMP2/4 proteins at late blastula radi-
alised the embryos by respectively in-
ducing ventral or dorsal fate in all ecto-
dermal cells (Fig. 3.8b). These results
confirm that the Nodal and BMP2/4
pathway act antagonistically also dur-
ing the fate specification phase and that
a competition based on dosage rather
than on time of activation is driving the
regulation. In order to take into account
these results , we paid a particular atten-
tion to the encoding of this antagonism
in our model.

First, we associated nine nodes of the
model with ternary or quaternary vari-
ables (rectangular nodes in Fig. 3.7,
taking values from 0 to 2 or from 0 to 3,
respectively). These multivalued nodes
allow for a more fine-grained encod-
ing of the activation states of key mor-
phogens and downstream components
whose effects are dose-sensitive (nodes
Nodal_In, Chordin_In, BMP2_4_In,
Alk4_5_7, Alk2_3_6, Smad2_3_4,
Smad1_4_5_8 in Fig. 3.7).

Second, the antagonism between the
Nodal and BMP pathways is encoded in
the model in the form of a double re-
ciprocal inhibition between Smad2_3_4
and Smad1_5_8_4 (Fig. 3.7), which
implements the competition of these
signalling complexes for the shared
molecule Smad4. Note that each of
these two inhibitory interactions can be
counteracted by an increased activity of
the other antagonistic pathway, follow-
ing the dose-dependent competition hy-

pothesis (this is encoded in the corre-
sponding logical rules, see Table 3.2).

Model stable states match experimental
wild-type and morphants phenotypes

To test our model, we ran simulations
and compared the resulting stable states
with the wild type phenotypes observed
experimentally. We applied different
sets of values for the inputs nodes, each
set corresponding to a specific territory
of the ectoderm (Table 3.2 and Materials
and methods). Using proper combina-
tions of active inputs, the model returns
stable state(s), which are then compared
with the list of marker genes expected to
be expressed in the corresponding terri-
tory, based on in-situ hybridization ex-
periments.

We first ran simulations using initial
states corresponding to early 32-cell
stage embryos signalling (Fig. 3.9a),
preceding the later blastula stage. This
stage corresponds to the onset of spec-
ification of the ventral organiser, which
forms at the opposite side of the gradi-
ent of Panda mRNA [3]. This pattern
is correctly recapitulated by the stable
states obtained from the wild-type sim-
ulations (Fig. 3.9b-c).

The resulting stable states were then
used to specify the initial conditions re-
flecting a later blastula stage of em-
bryogenesis, after diffusion and shuttling
of maternal factors have taken place
(Fig. 3.9b). Indeed, as multiple dif-
fusion events occur, some model inputs
expressed in one territory are active in
a broader region for blastula simulations
(Fig. 3.10a).

After some iterative refinements of the
rules, model simulations qualitatively
recapitulated the expression patterns
expected for each individual territory
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a - Input nodes Value ventral Value ciliary Value dorsal 
Nodal_In 2 1 1 
Lefty_In 1 1 1 
Panda_In 0 0 0 
Admp1_In 1 1 1 
Bmp2_4_In 1 1 1 
Chordin_In 1 1 1 
Tolloid_In 0 0 1 
Wnt_In 0 0 0 
Admp2_In 0 0 0 

b - Internal nodes Value Logical rule Expression Initial state 
Univin 1 !Smad2_3_4:2 Ventral 1 (basal) 
Alk4_5_7 1 (Nodal_In:1 & !Lefty_In & Univin & !Panda) | 

(Nodal_In:2 & Univin & !Panda) 
Ventral 0 

Alk4_5_7 2 Nodal_In:3 & Univin Ventral 0 
Smad_2_3_4 1 Alk4_5_7:1 & !Smad1_4_5_8 & !Smad6 Ventral 0 
Smad_2_3_4 2 Alk4_5_7:2 Ventral 0 
Nodal 2 Smad2_3_4 Ventral 0 
Bmp2_4 1 Smad2_3_4:1 Ventral 0 
Bmp2_4 2 Smad2_3_4:2 Ventral 0 
Lefty 1 Smad2_3_4 Ventral 0 
Chordin 1 Smad2_3_4 Ventral 0 
Goosecoid 1 Smad2_3_4 Ventral 0 
Repressor_R1 1 !Goosecoid Ventral 0 
FoxA 1 (FoxA | Brachyury) & !Repressor_R1 Ventral 0 
Brachyury 1 !Repressor_R1 | FoxA Ventral 0 
Alk1_2_3_6 1 ((Admp2_Trans & !Chordin_In) | (Admp2_Trans 

& Tolloid_In & !Chordin_In:2)) & !Bmp2_4_In:2 
Dorsal 0 

Alk1_2_3_6 1 ((Bmp2_4_In:1 & Admp1_In & !Chordin_In) | 
(Bmp2_4_In:1 & Admp1_In & Tolloid_In & 
!Chordin_In:2)) & !Bmp2_4_In:2

Dorsal 0 

Alk1_2_3_6 2 Bmp2_4_In:2 & !Chordin_In:2 Dorsal 0 
Smad1_4_5_8 1 Alk1_2_3_6:2 & Smad2_3_4:2 Dorsal 0 
Smad1_4_5_8 2 (Alk1_2_3_6:2 & !Smad2_3_4:2) | 

(Alk1_2_3_6:1 & !Smad2_3_4) 
Dorsal 0 

Tbx2_3 1 Smad1_4_5_8:2 Dorsal 0 
IrxA 1 Tbx2_3 Dorsal 0 
Smad6 1 Tbx2_3 | Smad1_4_5_8:2 Dorsal 0 
Glypican5 1 Smad1_4_5_8:2 Dorsal 0 
Frz 1 Wnt_In Dorsal 0 
Admp2 1 Frz | Smad1_4_5_8:2 Dorsal 0 
FGFA 1 !Smad2_3_4 & !Smad1_4_5_8:2 Ciliary 0 
Onecut 1 !(IrxA | Goosecoid | Smad2_3_4) Ciliary 0 

Table 3.2: Logical rules of the unicellular model. Logical rules are used to
define the behaviour of each node, for each territory, relative to its direct upstream
regulatory nodes. Input nodes (a) do not have any assigned rule, as they are set to
a given fixed value specific for each territory when performing simulations. Internal
nodes (b) have a logical rule assigned for each possible level they can converge to
and an initial state. All nodes have a basal level of 0 (inactive), except Univin (basal
level 1), as it tends to be ubiquitously active without the need for activators. The
logical rules combines literals, each representing the activity of one node, with the
Boolean operators OR (“|”), AND (“”) and NOT (“!”).
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Model predictions 32-cell stage

stable state
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inputs 32-cell stage
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b c

Figure 3.9: Simulation of early 32-cell stage and specification of later stage inputs. By
restricting the active input nodes to combinations of Nodal and Panda (a), our unicellular model
recapitulates the patterns observed in the 32-cell stage embryos (a upper part, c). In wild-type
condition, panda is expressed in the presumptive dorsal region and restricts nodal expression to the
presumptive ventral region [3]. The stable states resulting from our ventral wild-type simulation (b
upper part) were then used to define the input node values for the simulation of later developmental
stages, taking into account the diffusion and shuttling events known to occur from the ventral region
to further dorsal territories in this developmental time window (b lower part). V, ventral; D, dorsal.

(ventral, ciliary, dorsal) (Fig. 3.10b).
Hence, we can conclude that, the reg-
ulatory graph shown in Fig. 3.7 sup-
plemented by the logical rules of Ta-
ble 3.2 are sufficient to specify the three
main ectodermal D/V patterns of the
sea urchin embryo.

To further validate and explore the
properties of our model, we simulated
loss- or gain-of-function experiments
(mRNA or morpholino injection) by re-
stricting the range of reachable levels for
one or multiple node(s), e.g. to zero for
a loss-of-function, or to a higher value
for a gain-of-function (cf. Material and
methods). As in the wild-type condi-
tions, we assessed the relevance of our
model by comparing the resulting sta-
ble states with the patterns observed
in the corresponding in-situ experiments
following mRNA or Morpholino injec-
tion in the embryo at early stage. For
seven of the eight mutants simulated,
the model returned a unique single sta-
ble state in each region, which quali-

tatively matched experimental observa-
tions (Fig. 3.10b-d).

In the cases of nodal Morphants and
of lefty mRNA overexpression, the ven-
tral cascade fails to be established,
leading to the absence of both Nodal
and BMP2/4 pathways, and the pres-
ence of a default ciliary state in
all the ectodermal cells. Following
nodal mRNA overexpression, competi-
tion between Smad2/3 and Smad1/5/8
for Smad4 creates an advantage for
the ventral cascade producing a fully
ventralised embryo. The same pat-
tern is obtained for the lefty Mor-
pholino, because this perturbation im-
pacts the diffusion-repression mecha-
nism controlled by Lefty [34], enabling
nodal expression to propagate without
restriction [13].

In the case of overexpression of the
dorsal fate repressor chordin or in the
case of BMP morphants, the absence of
BMP2/4 signalling fosters a ciliary band
state in the presumptive dorsal territory.
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Model predictions Experimental observations
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Figure 3.10: Comparison of blastula model simulations and experimental results.
With proper logical rules (see Table 3.2), inputs and initial state conditions (a), our model gives
rise to different stable patterns (b), which qualitatively match experimental results (c-d). Note
that, in the simulation of the chordin morpholino injection, the model predicts two possible stable
patterns in the ventral region, whereas experiments point to a mild ventral territory present in
these embryos. In the middle area (c), the organisation of dorsal (green), ventral (blue) and ciliary
(pink) territories are schematized based on images of wild-type and morphant embryos (d). lv,
lateral view; vv, ventral view.

However, as BMP2/4 is not necessary
for the expression of nodal, the ventral
cascade maintains a wild-type expres-
sion pattern in these morphants. Fi-
nally, following bmp2/4 overexpression,
the competition for the common Smad is
driven toward the activation of the dor-
sal cascade, giving a fully dorsalised ec-
toderm state.

Interestingly, in the case of the chordin
morpholino, the model returned two sta-
ble states (denoted by the green and
blue triangles at the bottom of Fig.
3.10b) in the presumptive ventral re-
gion, corresponding to ventral and dor-
sal fates, respectively. This situation
is hereafter further investigated using a

probabilistic framework.

Stochastic logical simulation of the chordin
Morphants

Using stochastic simulations, one can
unfold the temporal dynamics of the reg-
ulatory network for given initial condi-
tions and estimate the prevalence of any
reachable stable state. In the case of the
ventral region in chordin morphant con-
ditions, we have seen that our model can
reach two different stable states, corre-
sponding to ventral and dorsal expres-
sion patterns.
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Figure 3.11: Probabilistic time-course simulations of the unicellular model starting
with the ventral initial state. Temporal evolutions of the mean activation levels of Goosecoid,
Iroquois and Onecut, representing ventral (blue), dorsal (green) and ciliary (pink) phenotypes, re-
spectively. All simulations start from a ventral initial state (orange). The first plot (a) corresponds
to the wild type, while the three other ones (b-d) correspond to chordin knock down conditions.
Simulations (a-b) were performed with equal up and down state transition rates. Further simula-
tions were performed using rates favouring the dorsal cascade (c), or favouring the ventral cascade
(d) (see methods for details).

Using the software MaBoss (ma-
boss.curie.fr) [35], we performed
stochastic temporal simulations of
our model to generate mean time plots
and estimate the probability to reach
each of these stable states. In the
absence of precise kinetic information,
we first used equal rates for all (up or
down) state transitions. In the wild
type ventral region, as expected, all
stochastic simulations gave rise to a
ventral expression pattern (Fig. 3.11a).

In contrast, for the chordin morphant,
the dorsal state is reached about twice as
often as the ventral state (Fig. 3.11b).

In other words, the dorsal pathway is
more likely to win the competition for
Smad4. This partial dominance of the
dorsal pathway matches the experimen-
tal observations of weak dorsal patterns
for chordin morphants (Fig. 3.10d), pre-
sumably resulting from the co-activation
of the two antagonistic pathways.

In the chordin morphants, BMP sig-
nalling goes unrestricted in the ventral
ectoderm, promoting dorsal fates and
repressing the ventral cascade. How-
ever, since Nodal is critically required
for bmp2/4 activation, nodal down-
regulation in turn leads to the repres-
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sion of BMP2/4 signalling. Therefore,
in the absence of Chordin, both the ven-
tral and dorsal cascades are activated
through feedback circuits. This conclu-
sion is supported by experimental obser-
vation of transient Smad1/5/8 signalling
and tbx2/3 expression in the ventral ec-
toderm [16].

To further assess whether this imbalance
in favour of the dorsal pathway activa-
tion is sensitive to kinetic (transition)
rates, we ran stochastic simulations with
different Smad activation rates for the
two pathways. An imbalance in favour
of the dorsal Smad activation increased
the gap between the final proportion
of dorsal and ventral stable state com-
pared to wild type (Fig. 3.11c). On
the contrary, an imbalance in favour of
the ventral Smad activation inverted the
relationship, with a higher fraction of
ventrally specified states than dorsally
specified states, almost mirroring the ra-
tios obtained with equiprobable transi-
tion rates (Fig. 3.11d).

In conclusion, the outcome of the com-
petition between the two pathways is
strongly sensitive to the kinetic rates for
the activation of the different Smads.
The pathway specific Smad firstly ac-
tivated immediately represses the other
one by pre-empting Smad4 and thereby
fosters the corresponding state stable.

Multicellular simulations emphasize the
crucial role of long-range signal diffusion

In the preceding section, we simulated
the behaviour of cells of the three differ-
ent presumptive territories by selecting
appropriate combinations of signalling
input levels, which were considered as
fixed for the whole duration of the sim-
ulations.

To model more precisely the produc-

tion and diffusion of signalling molecules
across the ectoderm, we used the soft-
ware EpiLog (epilog-tool.org) [36], which
supports simulations of an epithelium
encompassing multiple cells connected
through signalling of diffusing elements.
The behaviour of each cell of the epithe-
lium is modelled by the same cellular
logical model, but levels of input sig-
nal directly depend on the signal values
output by neighbouring cells. The in-
put signals perceived by a given cell are
integrated into logical diffusion rules,
and updated synchronously (see Mate-
rials and methods and Table 3.3) (Fig.
3.12a). Hence, in general, input levels
change over time.

To simulate the wild type condition, we
initialised the model with a small con-
centration of Nodal and Smad2/3/4 in
the ventral territory (corresponding to
the three left-most range of cells) (Fig.
3.12b). This simulation correctly reca-
pitulated the expected contiguous ven-
tral, ciliary and dorsal ectoderm terri-
tories (Fig. 3.12c). This result sug-
gests that the relatively simple diffusion
rules properly account for the dynam-
ics of the proteins governing the dorsal-
ventral patterning. In addition, this re-
sult highlights the crucial role of Nodal
to direct specification of the ectoderm
along the whole dorsal-ventral axis.

As in the case of the unicellular model,
we can apply specific perturbations to
assess their impact at the tissue level.
As shown in Fig. 3.12c, our multicellular
simulations accurately recapitulated the
phenotypes of the different morphant
patterns observed experimentally. Note
that the chordin morpholino has been
discarded from these simulations, as it
gave rise to two different stable states,
which cannot be covered with the Epilog
deterministic input updating approach.

Interestingly, in the course of lefty mor-
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Figure 3.12: Multicellular logical simulations for wild-type and mutant conditions,
using the software Epilog. Across the multicellular epithelium, specific logical rules have been
defined to model the diffusion of signalling components (a) (see Table 3.3 for diffusion rules). At
the initial state, only Nodal is activated in the presumptive ventral territory (b). Multicellular
simulation results for the wild-type and morphant conditions (c) qualitatively match our experi-
mental results. Considering a larger epithelium, we further simulated the injection of nodal mRNA
in two opposite blastomeres of a four-cell embryo (d), which resulted in an embryo displaying a
mirror symmetric pattern of ventral, ciliary and dorsal territories along the dorsal-ventral axis, as
observed by Lapraz et al. [4].

pholino simulation, we could clearly see
a shift in the ventral-ciliary frontier,
which progressively moved toward the
dorsal side, as Nodal diffused in the ab-
sence of Lefty repression, until it reached
the fully ventralised stable state (see
Fig. 3.13).

Using Epilog, it is further possible to
perform local perturbations by modify-
ing the initial levels of one or several sig-
nalling molecules at specific epithelium
locations. Using this feature, we could
recapitulate in silico the results of an ex-
periment reported by [4], who injected
nodal mRNA into two opposite cells of
a 4-cell stage nodal knock-down embryo

(i.e. following a nodal Morpholino injec-
tion in the egg).

This experiment triggered the formation
of an ectopic, inverted D/V axis and
resulted in the development of siamese
pluteus larvae with two ventral sides,
two ciliary bands and a central dorsal
territory. Using Epilog and imposing
nodal and smad2/3/4 activity at the ini-
tial state in both the ventral and the
dorsal side of the epithelium, our spa-
tial logical simulation qualitatively re-
produced the siamese pattern observed
experimentally (Fig. 3.12d).
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Input nodes Value Logical diffusion rule Interpretation 
Admp1_In 1 {Admp1[0:],min = 1} Admp1 takes level 1 if a least one cell 

expresses Admp1 with no distance restriction 
Bmp2_4_In 1 {Bmp2_4[0:], min = 1} & 

!{Bmp2_4:2[0], min = 1} 
Bmp2_4 takes level 1 if at least one cell 
expresses Bmp2_4 with no distance 
restriction and the cell does not already 
express Bmp2_4 at level 2 

Bmp2_4_In 2 {Bmp2_4:2[0], min = 1} Bmp2_4 takes level 2 if the cell already 
expresses Bmp2_4 at level 2 

Chordin_In 1 {Chordin[0:2], min = 1} Chordin takes level 1 if at least one cell 
expresses Chordin among the cell itself and 
its neighbors at a distance equal or lower 
than two cells 

Chordin_In 2 No function Chordin cannot take level 2 by diffusion 
Lefty_In 1 {Nodal:2[0:1], min = 1, max = 2} Lefty takes level 1 if one or two cell(s) 

express Nodal at level 2 among the cell itself 
and its direct neighbors 

Nodal_In 2 {Nodal:2[0:1], min = 3} Nodal takes level 2 if at least three cells 
express Nodal et level 2 among the cell itself 
and its direct neighbors 

Nodal_In 3 No function Nodal cannot take level 3 by diffusion 
Admp2_In 1 {Admp2[:0],min = 1} Admp2 takes level 1 if the cell already 

expresses Admp2 
Tolloid_In * No function No Tolloid diffusion 
Panda_In * No function No Panda diffusion 
Wnt_In * No function No Wnt diffusion 

Table 3.3: Logical diffusion rules used in Epilog. Logical rules are used to
define the diffusion dynamics perceived by the inputs nodes, depending on the val-
ues of the output nodes in the neighbouring cells. Diffusion rules are defined in the
format “N:L[D],S”, with N as the node emitting diffusing signal, L its required acti-
vation level, D the distance range to perceive diffusion and S the minimum and/or
maximum number of cell required in this state. For example, the seventh row in the
table specifies that cells will have their Nodal input node value converging toward
the value 2 if at least three cells are expressing Nodal at a value 2 at a maximum
distance of one cell (i.e. among the target cell itself and its direct neighbours).

3.4.4 Discussion

Gene regulatory networks integrate doc-
umented interactions between transcrip-
tion factors, signalling components, and
their target genes, which ultimately
translate the information encoded into
the genome into morphological form and
body plan. However, as our delineation
of developmental systems progresses, we
are facing increasingly large and com-
plex networks, which cannot be fully and
rigorously understood without proper
formalisation. This is, for example,
clearly the case for the GRN govern-
ing D/V patterning of the sea urchin

embryo, which relies on numerous sig-
nalling and regulatory factors, involved
in multiple positive and negative feed-
back circuits.

In our modelling study, several key
choices had to be made. As little is
known regarding detailed mechanisms
and kinetic parameters, we opted for a
qualitative, logical formalism. However,
to properly model morphogen diffusion
and dose-dependent effects, we consid-
ered a multilevel extension of the classi-
cal Boolean framework. Importantly, in
the course of its conception, the model
was systematically tested through ex-
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Figure 3.13: EpiLog simulation of the
Lefty morpholino condition. Starting from
the initial state with the Nodal pathway initi-
ated in the ventral region, the Epilog simulation
of the lefty morpholino condition ultimately re-
sults in a fully ventralized stable state. The
activity dynamics of the three markers genes
goosecoid (blue, ventral), onecut (pink, ciliary)
and irxa (green, dorsal) denotes the progressive
shift of the ciliary boundary toward the dorsal
side, as the loss of Lefty enables Nodal to diffuse
freely outside of the ventral region. V, ventral;
C, cilliary; D, dorsal.

tensive simulations of wild-type and per-
turbed conditions. In wild-type con-
ditions, our unicellular model fully re-
capitulated each territory pattern inde-
pendently. We further took advantage
of a recent multicellular extension of the
logical framework to explicitly simulate
spatial pattern formation, whose results
can be more easily compared directly
with the phenotypes of wild-type and
mutant embryos.

A key step in our study was to model
the interplay between the Nodal and
BMP pathways. In this respect, we were
guided by our experiments dealing with
the treatment of embryos with recombi-
nant Nodal or BMP2/4 proteins at blas-
tula stage (i.e. after the initial specifi-

cation of the ventral and dorsal territo-
ries). These experiments, which demon-
strated that over-activation of one of
these pathways is sufficient to abro-
gate signalling from the other pathway,
highlighted the strong antagonism be-
tween Nodal and BMP2/4 signalling and
suggested that this antagonism resulted
from a direct competition between the
two pathways activated by these TGF-
βs ligands rather than from their timing
of activation.

The competition between Nodal and
BMP2/4 played a key role in under-
standing the regulatory dynamics within
the chordin knock-down experiments,
which was the only morphant not fully
recapitulated by our model for all three
territories. In the case of the chordin
knock-down, our logical model predicted
that both the ventral and dorsal steady
states were possible in the presump-
tive ventral region. Accordingly, in the
chordin morphant, both the Nodal and
the BMP2/4 pathways are activated, an-
tagonising each other. Consequently
to this ectopic activation of BMP sig-
nalling, the ventral territory in chordin
morphants displays a transient dorsali-
sation, before reversing towards a ven-
tral ectoderm fate during gastrulation,
as shown by the presence of a mouth
opening.

However, this brief dominance of the
dorsal fate over the ventral fate in the
conditions of Nodal and BMP2/4 co-
activation is not well understood. To
further explore the underlying regula-
tory mechanism of this dorsal fate dom-
inance, we performed a stochastic logi-
cal simulation of the unicellular model
in chordin knock-down condition. This
analysis resulted in a higher propor-
tion of active dorsal fates over ven-
tral fates, in agreement with the exper-
iments. This result suggests that the
transient dorsal dominance is encoded
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Figure 3.14: Simulation of the boundary ectoderm in the unicellular model. Stable
state obtained with the unicellular model when considering Admp2 and Wnt inputs active. Active
nodes (yellow for inputs and green for dorsal nodes) and edges (green for activation and red for
inhibition) are shown in colour, inactive ones are shown in grey. This stable state corresponds
exactly to the dorsal stable state shown in Figure 3.10.

in the structure of the GRN. Indeed,
even in the case of the chordin mor-
phants, the model accurately recapitu-
lates the conflict caused by the coacti-
vation of the Nodal and BMP2/4 path-
ways in the ventral ectoderm. How-
ever, by modulating the rates associated
with the different Smads and performing
additional simulation, we showed that
the outcome of the competition between
the two pathways is strongly sensitive to
these rates.

At this point, our model remains lim-
ited to the major early dorsal-ventral
patterning events occurring in the sea
urchin embryo. However, in the future,
this model could be tentatively extended
to integrate novel data and to explore
more refined specification and differen-
tiation events. For example, it could
be extended to investigate the specifica-
tion of the boundary ectoderm region,
located at the interface between the ec-
toderm and endomesoderm, which plays
a central role in positioning the clus-
ters of primary mesenchyme cells and
spicules patterning [9, 37–41]. This pro-
cess is known to depend on Wnt sig-
nalling, presumably in conjunction with
Nodal, BMP2/4 and ADMP2 signalling
[4, 9, 41, 42]. With the current unicellu-

lar model, the simulation with the input
levels corresponding to the boundary ec-
toderm (i.e. Admp2 and Wnt active) re-
sults in a dorsal stable state (Fig. 3.14).

Another possible addition to the model
would be the integration of the negative
feedback of Smad6 on BMP2/4 path-
way [37–41]. Indeed, Smad6 is activated
by the dorsal signalling downstream of
BMP2/4 ; it buffers the activation of the
dorsal pathway by acting as an inhibitor
on BMP2/4 signalling. Such a negative
feedback circuit typically generates an
oscillatory behaviour. In the frame of
the Boolean logic, the consideration of
this negative feedback circuit would re-
sult in a cyclic attractor with alternation
of active and inactive BMP and Smad6
activities, which are more difficult to in-
terpret than stable states.

Our logical model focuses on the blas-
tula and gastrula developmental stages
of sea urchin embryogenesis. One pos-
sible extension would be to further ex-
plore the regulatory interactions taking
place at earlier stages. In the case of
the 32-cell stage, our model correctly
recapitulates wild-type pattern mainly
driven by Panda expression. Further-
more, the simulation results of Panda
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Experimental observations
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Figure 3.15: Simulation of panda pertur-
bations at the 32-cell stage. Starting with
a restricted combination of inputs with Nodal
and Panda, we simulated the 32-cell stage D/V
patterning using the unicellular model. In wild-
type condition, model predictions (a) correctly
recapitulates experimental observations (b). It
is also the case for the simulation of Panda
loss-of-function, mirroring the fully ventralised
phenotype observed upon panda Mo injection.
Simulations of panda overexpression fully abro-
gate ventral specification and result in a global
ciliary band phenotype (a), whereas experimen-
tal evidences show no impact of global overex-
pression of panda on the onset of D/V pattern-
ing [3] (b). V, ventral; D, dorsal.

loss-of-function in 32-cell stage condi-
tions mirror the fully ventralised phe-
notype obtained experimentally [3] (Fig.
3.15).

However, the simulations of Panda over-
expression show discrepancies relative to
the experimental observations. In this
case, our model predicts the ventral re-
gion become dorsalized, whereas global
injection of panda mRNA does not im-
pact the wild-type pattern. Indeed, cur-
rent models suppose that an asymmetry
of panda mRNA provides the spatial cue
that in turn controls the polarised acti-
vation of downstream genes. Therefore,
an asymmetry of panda mRNA or of
Panda protein constitutes the main driv-
ing signal to allocate cell fates, rather
than a change in overall Panda concen-
tration.

This signalling based on multicellular
gradient cannot be currently recapitu-

lated by our unicellular model, as it re-
quires to integrate inputs from multi-
ple surrounding cells and also to rely
on relative differences in concentration
instead of absolute levels. Further de-
velopment of EpiLog features could en-
able us to build logical rules accounting
for the specificities of such multicellular
gradient signalling.

To conclude, we have shown that logi-
cal modelling can capture several salient
dynamical features of the GRN gov-
erning early dorsal-ventral patterning of
sea urchin embryos, including the key
role played by intercellular interactions.
Such models should therefore be useful
to further explore the complex interplay
between maternal factors and zygotic
genes, which orchestrates patterning of
the ectoderm of the sea urchin embryo
downstream of intercellular signals. To
this end, we provide our models and the
Jupyter notebook implementing all our
analyses within the CoLoMoTo docker
environment (see supplementary mate-
rials).

3.4.5 Materials and methods

Animals, embryos and treatments

Adult sea urchins (Paracentrotus
lividus) were collected in the bay of
Villefranche-sur-Mer. Embryos were
cultured as described in [43, 44]. Fer-
tilization envelopes were removed by
adding 1mM 3-amino-1,2,4 triazole
(ATA) 1min before insemination to pre-
vent hardening of this envelope followed
by filtration through a 75 µm nylon net.
Treatments with recombinant BMP2/4
or Nodal (RD) proteins were performed
at the time indicated in the schemes by
adding the recombinant protein diluted
from stocks in 1mM HCl in 24 well
plates containing about 1000 embryos
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in 2ml of artificial sea water [16].

Anti-phospho-Smad1/5/8 Immunostaining

Embryos were fixed with 4% formalde-
hyde for 15 min at swimming blastula
stage (3 hours after adding BMP2/4
protein) then briefly permeabilized
with methanol. Anti-Phospho-Smad1
(Ser463/465) / Smad5 (Ser463/465) /
Smad9 (Ser465/467) from Cell Sig-
nalling (D5B10 Ref. 13820) was used at
1/400. Embryos were imaged with an
Axio Imager.M2 microscope.

In situ hybridization

In situ hybridization was performed us-
ing standard methods [45] with DIG-
labelled RNA probes and developed
with NBT/BCIP reagent. The nodal,
chordin and tbx2/3 probes have been
described previously [16, 25]. Control
and experimental embryos were devel-
oped for the same time in the same ex-
periments. Embryos were imaged with
an Axio Imager M2 microscope.

Overexpression of mRNAs and mor-
pholino injections

For overexpression studies, nodal, lefty,
chordin and bmp2/4 capped mR-
NAs were synthesized from NotI-
linearized templates using mMessage
mMachine kit (Ambion). After syn-
thesis, capped RNAs were purified on
Sephadex G50 columns and quanti-
tated by spectrophotometry. Nodal ,
lefty, chordin and bmp2/4 mRNAs were
injected at 400µgml−1, 200µgml−1,
1000µgml−1 and 500µgml−1, respec-
tively. Capped mRNA were injected
mixed with Tetramethylrhodamine Dex-
tran (10000MW) at 5mgml−1 [25]. Mor-

pholino oligonucleotides were dissolved
in sterile water and injected at the
one-cell stage together with Tetram-
ethylrhodamine Dextran (10000MW) at
5mgml−1 as already described [3, 25].

Logical formalism

We built our model using the multi-
level logical formalism introduced by R.
Thomas [30]. This qualitative approach
relies on graph-based representations of
the network and of its dynamics. The
network is formalized as a regulatory
graph, where nodes denote molecular
species (e.g. proteins), whereas signed
arcs denote regulatory interactions, pos-
itive or negative.

The nodes can take a limited number of
integer values, only two (0 or 1) in the
simplest, Boolean case, but potentially
more when biologically justified, for ex-
ample in the case of morphogens with
clearly distinct activity ranges. Hence,
each regulatory arc is associated with
an integer threshold, always 1 in the
Boolean case, but potentially higher in
the case of a multilevel regulator.

Logical rules further specify how each
node reacts to the presence or ab-
sence of the corresponding incoming in-
teractions. Specific (non-overlapping)
Boolean rules are defined for each value
of each node. Boolean rules are built
by combining literals (i.e. valued com-
ponent) with the logic operators AND
(denoted “”), OR (denoted “|”) and NOT
(denoted “!”).

Table 3.2 lists the formula associated
with the different components of our
model. Note that the formula associated
with zero values are omitted, as they can
be computed directly as the complement
of the formulae defined for the other val-
ues for a given node.
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For example, the formula of the node
FoxA :

FoxAÐ→ 1 ≡ (FoxA∣Bry)& !R1 (3.2)

can be translated into “FoxA node tends
toward the value 1 if and only if FoxA
or Brachyury (Bry) are active and Re-
pressor_R1 (R1 ) is not active”. In this
example, the regulatory actions from
Brachyury to FoxA and from Repres-
sor_R1 to FoxA correspond respectively
to an activation and an inhibition.

The levels of the input (unregulated)
nodes are defined at the start of simula-
tions. Using the Boolean rules of Table
3.2, we can simulate the behaviour of the
system for different input value combi-
nations. In this respect, we use the asyn-
chronous updating approach proposed
by R. Thomas [46], which consists in fol-
lowing all the different possible single
unitary changes of values induced by the
rules.

The dynamical behaviour of the model is
generally represented in terms of a state
transition graph, where each node repre-
sents a discrete state of the model (i.e. a
vector listing the values of the different
components of the model), whereas each
arc represents a state transition.

In this work, we took advantage of the
implementation of this logical formalism
into the user-friendly Java software suite
GINsim (version 3.0, see ginsim.org [47]).
In our analyses, we particularly focused
on stable states (see e.g. Fig. 3.9b),
which typically denote cell differentia-
tion states. These can be directly com-
puted (i.e. without unfolding the state
transition graph) using a very efficient
algorithm implemented in GINsim [48].

Wild type simulation

We simulated the behaviour of each
dorsal-ventral region independently,
considering different sets of values for
the input nodes in the ventral, ciliary
and dorsal presumptive territories.
These sets of input values were defined
based on previously published results
(see Results section).

As we simulate each territory individ-
ually, the unicellular model cannot di-
rectly take into account the diffusion of
morphogens, which are therefore speci-
fied as input levels (e.g. the presence of
Lefty is considered as an active input in
the ciliary regions, although it is known
that it diffuses from the ventral region).
For each simulation, we extract the re-
sulting stable state(s) and classify them
as ventral, ciliary or dorsal pattern de-
pending on the set of output node levels.

For example, the initial conditions for
the simulation of the ventral ectoderm
territory considered as active inputs
Nodal (level 2), Lefty, Chordin and
BMP2/4. This combination produced
a stable state in which all the ventral
nodes were active and the dorsal nodes
inactive. In contrast, when the initial
conditions were set as Nodal (level 1),
Lefty. BMP2/4, Chordin and Tolloid
being active, the resulting stable state
corresponded to the dorsal regulatory
state.

Mutant simulations

Genetic perturbations are defined in
GINsim by constraining one or some-
times several nodes of the model. To
simulate a knock down mutant (e.g. in-
jection of a morpholino), the level of
the corresponding node is set and main-
tained to 0. In the case of an ectopic
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expression (e.g. injection of a mRNA),
the level of the corresponding node is
set and maintained to its maximal value,
which can be 1 or higher in case of a
multilevel node.

Morphogen diffusion is taken into ac-
count through the specifications of
proper input values, which thus need to
be adjusted for each mutant. For ex-
ample, the ectopic activation of Nodal
is known to induce the activation of its
downstream target BMP2/4 very early
on; hence, the corresponding input vari-
ables must be set at their highest levels
for the simulation of ectopic nodal ex-
pression.

Stochastic modelling using MaBoss

When several stable states can be
reached (as in the case of chordin mor-
pholino), we have performed probabilis-
tic simulations to evaluate the prob-
ability to reach each of these stable
states from the specified initial condi-
tions. In this respect we used the soft-
ware MaBoss (maboss.curie.fr), a C++
software enabling the simulation of con-
tinuous/discrete time Markov processes,
applied to Boolean networks.

The original unicellular model is con-
verted into the MaBoSS compliant for-
mat using a specific export functional-
ity of GINsim, which involves the re-
placement of multilevel nodes by sets
of Boolean variables, without affecting
the model dynamic [35]. Per default, all
up and down rates are considered equal,
but these can be modified at will.

In this study, we used MaBoSS to sim-
ulate the chordin morpholino pertur-
bation (comparing it with the wild-
type situation), which resulted in two
possible stable states in the unicellular
model. The inputs were fixed as for

the ventral configuration (Nodal, Lefty,
BMP2/4 and Admp1 active) in the pres-
ence or inactivation of Chordin. We
then modified the propensity to activate
the ventral or the dorsal cascade by ad-
justing the ratios of the rates assigned to
the Alk receptors corresponding to each
of the two cascades: 0.5/0.5 (equiproba-
ble rates), 0.75/0.25 (ratio favouring the
dorsal Alk), 0.25/0.75 (ratio favouring
the ventral Alk).

Multicellular simulation using EpiLog

We took advantage of recent software
Epilog (epilog-tool.org, v1.1.1.) [36] to
perform multicellular simulations. The
use of Epilog implies the definition of ad-
ditional logical rules for the diffusion of
signals, e.g. of the values of input nodes
depending on the output nodes active in
neighbouring cells, taking into account
their distance from the target cell. For
example, the rule :

Nodal ∶ 2[0 ∶ 1], min = 3 (3.3)

states that a cell will have its Nodal in-
put node value converging toward the
value 2 if at least 3 cells are express-
ing Nodal at a value 2 at a maximum
distance of one cell (i.e. the target cell
itself and its direct neighbours).

Our epithelium model is eight cells wide
and six cells long, made of hexagonal
shaped cells, each one being in direct
contact with at most six different neigh-
bouring cells. The top and bottom part
of the epithelium are wrapped together
to allow diffusion of signalling molecules
through these two sides.

Each cell behaves according to the
model described in our unicellular simu-
lations. In contrast with our previous
unicellular simulations, the inputs are
dynamically updated based on the sig-
nals perceived in each cell, depending on
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the activation levels of the output nodes
of neighbouring cells.

The rules integrating the extracellular
signals are identical for all cells of the ep-
ithelium. In our epithelium simulations,
input nodes of all cells are updated in
a synchronous manner. Hence, each ep-
ithelium simulation gives rise to a deter-
ministic trajectory ending in a single at-
tractor at the level of the whole tissue (a
stable state for the simulations reported
here).

Multicellular wild type and mutant simula-
tions

For our epithelium simulations, we de-
fine the initial state by selecting the
nodes that will be active in a specific
set of cells at the start of the simula-
tion. During simulations, the values of
these nodes can change depending on
the model state and on paracrine sig-
nalling.

To simulate a wild-type embryo, we set
the model to an initial state where the
ventral cascade is starting to be acti-
vated in the ventral region of the epithe-
lium (3 leftmost cell columns of the ep-
ithelium), with the initial and transient
activation of Smad1_4_5_8 and Nodal
output nodes. Univin is also ubiqui-
tously present at initial state. As in
the unicellular simulation, for simulat-
ing perturbations, the target nodes are
set and maintained at a fixed value.

For the siamese simulation, we use the
wild-type logical model with a larger
epithelium, with an initial state ac-
counting for a ventral expression of
Smad1_4_5_8 and Nodal on the ven-
tral side, but also on the dorsal side of
the epithelium (3 rightmost cell columns
of the epithelium), i.e. a symmetrical
activity pattern.

Model and code availability

The unicellular and multicellular mod-
els, together with the Jupyter note-
book encoding all the simulations per-
formed with GINsim and MaBoss, are
available in a GINsim model repository
and a GitHub repository. The Jupyter
notebook uses the colomoto-docker
image (github.com/colomoto/colomoto-
docker, v2020-01-24) [49]. The mod-
els can be uploaded in zginml and
peps format, to be open with GIN-
sim (v3.0.0b) and EpiLog (v1.1.1), re-
spectively. The unicellular model has
been further deposited in SBML qual
format in the BioModels database (ID
MODEL2002190001).
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3.5 Complementary results

3.5.1 Script availability

The analyses presented in the
manuscript have been implemented
using the Python programming lan-
guage (python.org) and the Jupyter
Notebook interface (jupyter.org). This
framework has the advantage of embed-
ding annotation in Markdown format
(daringfireball.net/projects/markdown)
together with blocks of code, making
the script easy to share and reuse (Fig.
3.16).

The script is based a notebook from
the Consortium for Logical Models and
Tools (CoLoMoTo, colomoto.org) [163].
This notebook gathers a large panel of
softwares specifically adapted to qualita-
tive modelling, provided as python mod-
ules. In my analysis, I made use of
the packages GINsim [136], bioLQM [164],
MaBoSS [140] and Pint [165].

In order to avoid conflicts due to de-
pendencies distribution requirements,

the script uses the CoLoMoTo Docker
image (github.com/colomoto/colomoto-
docker). This image is constructed us-
ing Docker (docker.com) and works as
a software container. This embedding
guarantees the portability and repro-
ducibility of the script, irrespective of
the user working environment.

Lastly, the model is made available as
an SMBL-qual file [166]. This format
is an extension of the Systems Biology
Markup Language (SMBL) [147] (cf. sec-
tion 3.2.2) ; it provides a standardised
formatting, adapted for qualitative logi-
cal models. If further allows for an easy
transfer of the models between different
tools, such as GINsim and EpiLog in this
study.

The jupyter notebook and the models
(unicellular and multicellular) are avail-
able in a GitHub repository and a GIN-
sim repository.
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Out[3]:

In [3]: # Compute the total number of stable states
fps = biolqm.fixpoints(lqm2)
print(len(fps)), "fixpoints found")

# Show one example stable state
ginsim.show(lrg, fps[1257])

1258 fixpoints found

Figure 3.16: Jupyter notebook. Example of code block (grey box) and output graphic from
the Jupyter notebook. In this example, the python packages bioLQM and GINsim are used to re-
spectively compute the total number of stable states of the model and make a visual representation
of one of them.
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Chapter 4

Conclusions and perspectives

Having the same set of
evidence, each of them will
make a choice based on
their belief and
assumptions, yet the wisest
position seems to keeping
the doubt from your
capacity to know the truth
without bias.

Twelve Angry Men, Reginald Rose, 1954

In light of the previous chapters, we have
demonstrated how mechanistic mod-
elling and probabilistic inference meth-
ods can help to improve our view of
transcription regulation and support the
search for novel cis- and trans-acting
regulatory interactions. Furthermore,
these methods show complementary as-
sets and have the potentials to be com-
bined into a common network modelling
framework.

This closing chapter is structured as fol-
lows :

& I will first outline the biological in-
sights gained from this work. On the
one hand, I will contrast the roles of the
histone marks H3K27ac and H3K3me3
in transcription regulation (chapter 2).
On the other hand, I will discuss the
network circuits governing TGF-β cross-
inhibition (chapter 3).

& Secondly, I will give a brief overview of
the methodological assets and pitfalls of

the strategies used in this thesis, namely
the allele-specific data analysis (chapter
2) and the logical modelling (chapter 3).
Additionally, I will present preliminary
results of a method I am currently im-
plementing, which aims at refining TF
motif discovery in individual ChIP-seq
histone data.

& Lastly, I will outline the different
prospects of this work, with a specific
focus on the intergation potential of the
mechanistic and probabilistic network
modelling methods, in order to aim for
a system-wide dynamical GRN.

4.1 Biological aspects

4.1.1 Coupling between epigenetic and
transcriptional regulatory mecha-
nisms

In the analyses presented in Chapter
2, I took advantage of a comprehensive
dataset of multi-omics measures reflect-
ing the transcriptional activity of het-
erozygous F1 embryos. Relying on the
genetic variation present in each sample,
I measured the relative signal coming
from each allele and inferred an allelic
ratio measure. This led me to delineate
specific interactions between regulatory
layers based on partial correlation anal-
ysis of allelic ratio and total read signal.

The resulting networks displayed inter-
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esting characteristics. First, the net-
work constructed from total read sig-
nal assigned similar correlation values
between each pair of regulatory layers,
except for a weak direct correlation be-
tween RNA and H3K4me3 (ie. indepen-
dent from ATAC and/or H3K27ac co-
variation).

In contrast, the network constructed
from allelic ratio displayed a more
asymmetrical structure, with only three
strongly supported interactions : be-
tween RNA and H3K4me3, between
RNA and ATAC, and between ATAC
and H3K27ac. In contrast with total
read signal, the analysis of allelic ratios
has the advantage of excluding trans-
mediated correlation. This result there-
fore suggests that two cis-interactions
are directly linked to gene expression
(ATAC and H3K4me3), while H3K27ac
only directly interact in cis with chro-
matin accessibility (ATAC). However,
as correlation does not imply causation,
these inferred cis-interactions are not di-
rected. Indeed, a correlation solely re-
flects the level of co-variation between
two components, but does not provide
information regarding the direction of
the interaction.

Recent studies have hinted to the po-
tential causal role of H3K27ac and
H3K4me3 in the activation of gene ex-
pression. The role of the H3K4me3 has
been especially challenging to interpret.
This histone mark is associated with ac-
tive promoter [33], but several studies
suggest that H3K4me3 is not required
for transcription activation [167]. Addi-
tionally, this mark tends to be long-lived
and persists even after the shutdown
of transcription induction [168]. A re-
cent study demonstrated that H3K4me3
broad marks tend to be enriched for cell-
type specific genes [169]. These observa-
tions are consistent with the hypotheses
from Benayoun et al. [170], who propose

that H3K4me3 bears the role of a persis-
tent marker for transcriptional memory,
used to flag genes requiring consistent
activation or fast re-induction [168].

These hypotheses are consistent with
our result, showing a direct cis-effect be-
tween RNA and H3K4me3, but no cor-
relation between H3K4me3 and the ac-
tive enhancer signatures H3K27ac and
ATAC. In light of this network, we may
hypothesise that transcriptional induc-
tion induces the deposition of H3K4me3
at the promoters of genes requiring
maintained activity over time.

The role of H3K27ac has also been ex-
plored at length. It is associated with
active enhancer and promoter regions
[33]. Contrary to H3K4me3, H3K27ac
has been characterised to be a highly
dynamic and short-live mark, with the
ability to decrease DNA affinity for nu-
cleosome [171]. Its presence induce the
binding of bromodomain-bearing pro-
teins, often associated with a transcrip-
tional activation function. As Barnes et
al. [171] nicely summarise it, H3K27ac
can be pictured both as a crowbar to
remove histone from DNA, and as a
post-it for short-term CRMs labelling.
However, some studies also suggest that
H3K27ac signalling is more complex and
dynamically adjusting through time, as
the presence of histone deacetylases
(HDAC) seem to be necessary for the
establishment of transcriptional activ-
ity [172]. This hypothesis also supports
our analysis results, more precisely the
presence of a direct interaction between
H3K27ac and chromatin accessibility
(ATAC) (ie. independent from RNA
and/or H3K4me3). As we did not find
any evidence for a direct link between
H3K27ac and RNA, our study further
suggest that H3K27ac does not directly
impact gene expression but rather acts
via the regulation of chromatin accessi-
bility.
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Taken together, our result are consistent
with a linear view of transcriptional reg-
ulation, starting from H3K27ac deposi-
tion, followed by the chromatin opening
(ATAC), the activation of the transcrip-
tion (RNA), and ending with H3K4me3
labelling. However, the causal role of
H3K27ac on chromatin opening is still
debated [173, 174]. Furthermore, we still
lack a mechanistical understanding of a
large part of this process. To further
explore this regulation dynamic, several
tracks can be followed.

On the one hand, assaying a higher
number of histone modifications (eg.
H3K4me1, H3K27me3, H3K9me3)
could lead to refinements of our con-
clusions. Indeed, a growing number of
post-translational histone modifications
can be characterised at a pangenomic
scale. Furthermore, the very recent
ChromID technique [175] could be used
to characterise the set of factors and
cross-interactions involved in chromatin
remodelling.

On the other hand, it should be possible
to test some of the interactions predicted
from our statistical analysis by perform-
ing local allelic perturbations, for exam-
ple using the Crispr-Cas9 system [25].
The perturbation of a CRM sequence or
the deposition of histone mark on only
one of the two alleles could help to assess
whether the perturbation is propagated
on one or two alleles, depicting a causal
cis-effect or trans-effect respectively.

4.1.2 The mechanims of TGF-β cross-
inhibition

In the Chapter 3, I integrated the exist-
ing data on dorsal-ventral axis specifica-
tion in sea urchin embryo into a predic-
tive, mechanistic, mathematical model.

Based on the resulting logical model,

I simulated the wild-type and various
mutant backgrounds and recapitulated
the documented embryonic patterns. In
the case of the Chordin loss-of-function,
we observed one discrepancy point-
ing to a pending question regarding
the dominance of time-driven versus
concentration-driven cross-inhibitory
competition between TGF-β pathways.
This led us to design novel experiments,
presented in the manuscript, whose
results supported the hypothesis of the
concentration-driven hypothesis. Ac-
cording to this result, TGF-β signalling
can be switched off by the antagonist
TFG-β signal when present in higher
concentration, irrespective of the time
of activation.

To further explore the model dynam-
ics, I used a probabilistic extension of
the logical formalism to compare the
likelihood of alternative fates starting
form specific initial conditions. My re-
sults indicate that the network struc-
ture provides an inherent advantage to
the dorsal BMP pathway. This re-
sult is consistent with the weak dorsal
embryo patterning observed in Chordin
loss-of-function experiments. This re-
sult further implies that dorsal regula-
tion is dominant over the ventral reg-
ulation when equal transition rates are
used.

Interestingly, our model correctly reca-
pitulates the expected specification pat-
terning of the ectoderm, although we
still only have a partial mechanistic un-
derstanding. For example, the mecha-
nism governing the repression of Nodal
by Panda is still not completely un-
derstood [176]. Novel experimental re-
sults could potentially help to refine the
model. For example, ATAC-seq and
ChIP-seq experiments could help to de-
lineate the active CRMs and enable to
formally integrate the enhancers within
the network, together with regulatory
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rules reflecting TF binding, including
cooperative and antagonist effects.

4.2 Methodological aspects

4.2.1 Allele-specific measurements can
contrast cis- versus trans- effects

In the analysis presented in Chapter 2,
we take advantage of the F1 cross design
to extract allele-specific measures. One
advantage of using allele-specific data
to study cis-regulatory variation is that
it considerably lowers the noise coming
from trans-acting mechanisms (Fig. 4.1)
[103, 104]. Indeed, as both alleles are
present in the same nucleus, they share
the exact same cellular environment and
the same embryonic developmental tim-
ing. Hence, a variation acting in trans
from one of the two alleles will not lead
to allelic imbalance outcomes, as it will
equally affect the cellular environment
of the two alleles.

A valuable consequence of this experi-
mental design is that it offers a frame-
work to study heritability and genomic
imprinting. Indeed, one can compare,
for a given gene or non-coding region,
the allelic imbalance observed in the F1s
against the imbalance observed when di-
rectly comparing the two parents. If al-
lelic imbalance is present between the
two parents but not in the F1, it suggest
a trans-acting mechanism. On the con-
trary, if allelic imbalance is maintained
both between the parents and between
the alleles of the F1, it implies that a cis-
acting mechanism is taking place. Going
further, the F1 experimental design of-
fers a framework to test additivity model
of heritability, by comparing total ex-
pression levels [108].

With this characteristic, the allele-
specific framework could be especially

relevant in GWAS. Indeed, QTL target
cis-acting variant, but in most cases the
discrimination between cis- and trans-
QTL solely rely on genomic vicinity,
which may lead to mis-assignment [177].
Using F1 rather than isogenic lines,
GWAS could leverage their capacity to
contrast cis- from trans QTL. Recently,
the Deplancke laboratory has used this
strategy by performing F1 crosses from
DGRP lines and concluded that only
10% of the QTLs could be attributed
to a cis-effect [178]. The use of allele-
specific data is therefore a powerful tool
to better infer causal genetic variations.
More specifically, it could be an effi-
cient alternative to GWAS for detecting
rare deleterious variants. Consequently,
allele-specific studies show a great po-
tential for biomedical application in the
case of genetic diseases. Additionally,
the need for isogenic crosses can now be
avoided for human application with the
recent methods of de novo haplotype-
resolved geonome assembly.

Although allele-specific studies offer
great advantages, they also come with
challenges, in particularly reference
mapping bias. Multiple tools have
emerged to tackle this problem. Sev-
eral publications now call for the end
of haploid reference genomes. Indeed,
reference genomes commonly stem from
random wild-type individuals and do
not bear the expected characteristic of
a "gold-standard", such as the equi-
table representation of the population
genetic diversity [179]. Now that se-
quencing costs and speed enable to se-
quence a large number of samples, the
design of a better consensus reference
genome or systematic de-novo assem-
bly might become more efficient. In-
deed, these strategies can increase the
power to detect variants and to help to
understand complex biological mecha-
nisms, such as transvection and muta-
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cis-acting
variant

trans-acting
variant

Homozygous conditions Heterozygous conditions

transcription factor non-functional variants

CRM

Figure 4.1: Distinguishing cis from trans acting variants. Schematic of the different
impacts of cis and trans regulatory variants on a cis-regulatory module (CRM). In homozygous
conditions (left), mutations (orange/green circles) affecting either the CRM sequence (cis, top)
or the transcription factor (TF) structure (trans, bottom) prevent regulatory activity in both
alleles (orange/green small triangles). In heterozygous conditions (right), the functional allele,
either in cis or trans, shows CRM activity (large green triangles). The allele with non-functional
trans-variant may have its CRM activity rescued by the binding of TFs produced from the other
functional allele. The common cellular environment in heterozygous diploid conditions therefore
minimises the confounding impact of trans-acting variants.

tion penetrance [180].

For example, Garrison et al. [181] pro-
pose the use of variation graphs as ref-
erence. In this formalisation, both DNA
strands are represented together with
segregating genetic variations, enabling
the alignment on both parental geno-
types at the same time. Addition-
ally, new tools based on read pseudo-
alignments may completely circumvent
the pitfalls of reference mapping biases
[182].

4.2.2 DNA binding motifs from ChIP-seq
targeting histone marks

In the analysis presented in Chapter 2,
I designed an ad hoc method to inte-
grate multiple types of data with vary-
ing genomic spans and genomic loca-

tions. Although the analysis of ATAC-
seq, ChIP-seq targeting TFs (ChIP-seq
TF) and RNA-seq data usually lead to
well-defined genomic regions, the analy-
sis of ChIP-seq targeting histone marks
(ChIP-seq histone) data usually yields
fuzzier and larger genomic regions.

The combined analysis of multiple
ChIP-seq histone datasets can yield ge-
nomic regions more precisely defined,
for example using ChromHMM [133].
However, the analysis of individual hi-
stone mark datasets remains hindered
by the large size of the broad peak sig-
nal (sometimes dozens of kb). Yet,
more advanced approaches can take ad-
vantage of the intrinsic properties of
ChIP-seq histone signal. Indeed, the
landscape of H3K27ac histone mark
signal typically follows a U-shape or
peak-valley-peak (PVP) pattern, mir-
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roring the alternation of nucleosome-
bound and nucleosome-free DNA [78].
Furthermore, the local minima (valleys)
depicting a local depletion of nucleo-
some are likely to reflect the position of
a cis-regulatory region, bound by TF.
Consequently, this property could be ex-
ploited to detect enhancer regions.

DNA motif analyses of ChIP-seq his-
tone peaks often yield poor results be-
cause the large peaks implies a low sig-
nal/noise ratio. By narrowing the search
space onto the putative CRM region,
similar to a ChIP-seq TF, we could en-
rich this ratio and improve the detection
of specific TF binding motifs.

One challenge to address in order to
narrow peak regions is the background
noise, which can lead to the generation
of a large number of false positive val-
leys, for example when extracting them
based on changes in signal slope sign.
Several bioinformatic tools are available
to detect valley patterns in noisy bio-
logical signals (Table 4.1). The most
common strategy to remove background
noise consists in fitting the signal to a
smoothing function.

Two of these methods have already
been applied to ChIP-seq histone data:
EpiSafari and PARE. The valleys ob-
tained with EpiSafari are shown to over-
lap well with ChIP-seq TF and DNase
signal [78], although EpiSafari does not
specifically reduce the size of the search
space compared to a standard peak call-
ing procedure.

In order to further explore this strategy
of search space reduction, I adapted the
algorithm from Meers et al. (EcHo [185])
for the analysis of ChIP-seq histone sig-
nal (Fig. 4.2). I chose this method be-
cause it starts from an initial set of pre-
detected peaks, rather than performing
a genome-wide search. Consequently, it

is better suited to refine signal from a
pre-existing search space.

Within each broad histone peak region,
the signal was smoothed by a Loess re-
gression with 20 different window sizes,
spanning between 5% and 100% of the
peak length (Fig. 4.2a). The best
smoothing window was selected based
on the normalised standard error of the
loess curve and the normalised stan-
dard deviation of its first derivative.
These two measures give a quantita-
tive score for the over-fitting and under-
fitting level of each window size (Fig.
4.2b). After smoothing each peak with
the best-scoring window, the valley re-
gions were defined as the local minima of
the loess curve. For each peak, I tested
the statistical significance of each val-
ley by comparing the average number of
reads in the 200bp of the valley regions
against the two flanking local maxima
regions (one-sided Poisson test). The
200bp region size was chosen to include
at least one individual nucleosome re-
gion, which is known to coil 146bp of
DNA [6].

I tested the capacity of two meth-
ods to detect significantly enriched mo-
tifs compared to a standard enrichment
from MACS2 peak regions: EpiSafari,
and my implemented algorithm detect-
ing valleys within the MACS2 peaks.
I used the H3K27ac ChIP-seq dataset
from Sebastiaan Meijsing lab on U2OS
cell lines treated with glucocorticoids
[187]. The motif enrichment analysis was
performed using the ‘peak-motif’ tool
from the RSAT suite [73–75], with iden-
tical parameters for all analyses (oligo-
analysis, -nmotifs 10 -minol 6 -maxol
8) and sequences from MACS2 peak re-
gions as control.

Compared to the sequences of MACS2
full peak regions, the sequences obtained
from EpiSafari regions were significantly
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Table 4.1: Existing tools for signal smoothing and valley detection.

Tool name Smoothing method Type of biological signal Ref.

PARE Gaussian fitting ChIP-seq histone [183]
EpiSafari Spline fitting ChIP-seq histone [78]
MSR Gaussian fitting ChIP-seq Polymerase II [184]
EChO Loess Cut&Run fragment size [185]
LastWave Wavelet fitting DNA replication timing [186]
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Figure 4.2: Valley detection in H3K27ac signal. a. The raw H3K27ac signal obtained
within a MACS2 peak is shown in blue. The other curves correspond to the smoothing of this
signal using increasing window sizes for Loess regression. This peak present the typical peak-
valley-peak pattern suggesting a CRM region at the center. b. Scatter plot used to choose the
best window size (circled point, 35% peak size) based on the over-fitting (y-axis) and under-fitting
score (x-axis). The best window size corresponds to the point with the largest orthogonal distance
from the two most extreme points. c. Motifs significantly enriched within the valleys detected by
loess method, as compared to the full MACS2 peak regions. Detected motifs match glucocorticoid
receptor (GR), TEAD and JUNB motifs from the JASPAR PWM database and further suggest
the additional binding of a heterodimer complex GR/TEAD.
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enriched in mostly AT-rich motifs, in-
cluding several matches for FOX and
GATA binding profiles. The presence of
such motifs agrees with the hypothesis of
Starick et al. [188], which suggests that
FOXA1 and GATA may help tethering
glucocorticoid receptor (GR) to DNA.

Contrary to EpiSafari, the valley re-
gions obtained from my implemented al-
gorithm were chiefly enriched in GC-
rich sequences, notably similar to the
SP1 binding profile. The enriched mo-
tifs detected by ’peak-motif’ recapitu-
lated the expected glucocorticoid recep-
tor (GR) motif monomer (Fig. 4.2c).
The detection of GR motif suggests that
my method is capable of reducing the
signal/noise ratio for motif detection in
ChIP-seq histone signal, compared to a
standard search based on the full peak
regions, which did not detect GR motif.

The motif search in the valleys, gener-
ated by my algorithm, also detected a
significant enrichment for members of
the AP1 family (FOS, JUNB). This re-
sult is consistent with the study of Bid-
die et al. [189], which suggests that AP1
binding is required to maintain chro-
matin accessibility for GR binding in
a cell-type specific manner. Addition-
ally, ’peak-motif’ detects a significant
enrichment for the TEAD4 motif in the
sequences obtained from my algorithm
compared to the full peak sequences.
Furthermore, another potentially com-
bined motif, resembling adjacent GR
and TEAD4 motifs, suggests the bind-
ing of a heterodimer GR/TEAD4 (Fig.
4.2c).

Previous experiments from the Meijs-
ing lab further support this GR/TEAD4
heterodimer hypothesis. Indeed, rely-
ing on base-pair resolution binding pro-
files (ChIP-exo) and STARR-seq of dif-
ferent dimer combinations (eg. GR/GR,
GR/TEAD), Schöne et al. [190] and

Starick et al. [188] demonstrated that (i)
footprint signal from ChIP-exo targeting
GR matches a heterodimer GR/TEAD
profile and (ii) synergistic effects of
GR/TEAD tend to increase transcrip-
tional expression while reducing signal
noise. TEAD4 might therefore act as a
regulator of GR activity.

To contrast this result, I performed a
reverse analysis to detect motifs with
sequences significantly enriched within
MACS2 peaks, compared to the val-
ley regions obtained from my algorithm.
This analysis chiefly yielded AT-rich se-
quences, consistent with the expected
result that valleys targeting CRMs re-
tain most of the GC-rich regions. These
results suggest that my algorithm, based
on a search-space reduction strategy,
performs better at defining regions of in-
terest within the histone signal, likely to
comprise CRMs. However, this prelim-
inary result needs to be complemented
with additional analyses, performed on
other cell lines and histone marks.

4.2.3 The iterative process of network
modelling

In the analysis presented in Chapter 3,
I took a knowledge-based approach to
build a mechanistic dynamical model.

The logical formalism used is particu-
larly valuable for studying network for
which only or mainly qualitative prior
information is available. Indeed, logi-
cal modelling discretises protein levels
and reaction rates, reducing the need
for precise quantitative data. In addi-
tion, it is relatively straightforward to
explore the asymptotic behaviour of log-
ical models. For example, Traynard et
al. used refined model-checking tech-
niques to explore the mammalian cell
cycle from Fauré et al. [191]. They spec-
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ified novel dynamical properties, identi-
fied the attractors, and could ultimately
validate several novel components and
interactions, along with refined logical
rules.

In contrast with the mammalian cell cy-
cle, our model gives raise to several sta-
ble states corresponding to the different
presumptive embryonic tissue. We first
used an efficient algorithm to identify
these stable states and then compared
them with the documented expression
patterns of marker genes to validate our
logical rules. Next, we used a proba-
bilistic extension of logical modelling to
further characterise the dynamics of the
network. This way, we highlighted novel
properties of the model and validated
our logical rules.

However, having a model with a coher-
ent dynamics is not an end goal. Rather,
modelling involves constant cross-talks
between experimentalist and modellers.
On the one hand, novel simulations can
help to delineate experimental tests with
the potential to generate interesting in-
sights. For example, the obtention of
two stable states for the Chordin KO
led me to suggest an experiment consist-
ing in injecting Nodal and BMP proteins
at different concentrations and different
developmental stages. This led to ev-
idences supporting the hypothesis that
Chordin regulation was governed by a
concentration difference rather than by
a difference in activation timing. The
model rules were then adapted accord-
ingly.

On the other hand, novel (potentially in-
dependent) experimental results can be
used to improve a pre-existing model.
Hence, a model will never perfectly re-
flect the reality and can always be re-
fined based on new discoveries. One tes-
timony of this iterative process can be
found in Davidson’s work [43], with the

production of various refined GRN ver-
sion over several decades.

Currently, the construction and refine-
ment of a logical model is often man-
ual. As a result, the abstraction work
from experimental evidence to a math-
ematical formulation of the logical rules
can be error-prone or lead to model over-
fitting. A potential improvement to au-
tomate this step it to take advantage of
the existing databases of curated inter-
actions [192]. Furthermore, several soft-
ware tools are tackling the considerable
challenge to infer regulatory rules from
quantitative data, such as the Inferela-
tor [193] and CaSQ (A. Niarakis, unpub-
lished).

4.3 Prospects

Using probabilistic and mechanistic
modelling approaches, we have ex-
plored different regulatory mechanisms
involved in early embryonic develop-
ment. The two approaches yielded
complementary results: on one hand,
the probabilistic network inference high-
lighted general patterns of transcrip-
tional regulation. On the other hand,
the mechanistic network modelling de-
lineated precise regulatory dynamics in
a specific signalling pathway.

4.3.1 Aiming at a system-wide model

Probabilistic modelling, based on quan-
titative data, is efficient to infer novel
interactions. In contrast, mechanistic
modelling, capable of flexible adjust-
ment and simulation, are more efficient
at driving the interpretation of a regu-
latory network. As a result, these two
strategies offer complementary benefits
for regulatory network construction and

149



CHAPTER 4. CONCLUSIONS AND PERSPECTIVES

can supplement each other. The re-
cent mathematical and experimental ad-
vances regarding these two approaches
render possible the integration of ge-
netic variation, molecular components
and regulatory process into dynamical,
system-level, predictive model.

One the one hand, probabilistic mod-
elling method take advantage of the con-
tinuous growth of high-throughput tech-
niques to refine the characterisation of
molecular actors, and to increase its
power to infer regulatory interactions.
On the other hand, mechanistic mod-
elling method benefits from this gain in
network resolution to guide logical rule
refinement and the integration of novel
interactions.

These new approaches allow to depict
the mechanistic dynamic of transcrip-
tion regulation at an unrivalled depth,
and therefore open exciting possibilities
for the reconstruction of dynamic, pre-
dictive, system-wide GRN models. Fur-
thermore, this level of precision is a
consequent leverage for the analysis of
enhancer logic. Indeed, a more pre-
cise characterisation of the TF binding
dynamic (eg. by integrating multiple
ChIP-seq TF assays) can help to bet-
ter understand how cooperative and an-
tagonistic binding may adjust enhancer
activity.

4.3.2 Towards the inference of regulatory
networks

Multiple advances have recently
emerged in the field of high-throughput
sequencing to better characterise the
molecular actors of enhancer regulation
and their associated interactions [25].
More specifically, several methods aim
at inferring the interactions between
TFs and their target CRMs on a

genome-wide scale.

The growing mine of available high-
throughput data and TF motifs, no-
tably through the elaboration of in-
ternational consortium (ENCODE [79],
Roadmap [80]) and databases (JASPAR
[194]), enables the inference of probabilis-
tic networks from the combined analy-
sis of independent datasets. For exam-
ple, i-cisTarget [195] combines informa-
tion from more than a thousand ChIP-
seq TF datasets to infer CRM regions
associated to a set of co-expressed genes.
Additionally, i-cisTarget exploits PWM
databases to infer enriched TF motifs
within the detected CRMs, resulting in
a regulon network, associating a candi-
date master TF with its targeted down-
stream genes. Another tool, TFregu-
lomeR [77], relies on a high-dimensional
integration of ChIP-seq datasets to de-
convolve context-specific motifs of ho-
modimers and heterodimer TFs from a
general mixture TF motif.

The emergence of single-cell techniques
opens novel prospects for the inference
of direct interaction between TF and
target gene (ie. regulon network) [61].
Indeed, single-cell techniques have the
considerable advantage of recapitulating
cell-type specific clusters of cells. For ex-
ample, the SCENIC workflow [196] infer
sets of co-expressed genes from scRNA-
seq (using tree-based ensemble method)
and infer their associated regulon net-
work using i-cisTarget. The activity
of these regulons can then be explored
across the whole single-cell space and
used to infer the different cell types.

Interestingly, very recent technical de-
velopments make possible to syn-
chronously probe multiple molecular
identities within the same cell (eg. sc-
CAT [197]). With this new dimension,
the development of tools to properly
reconstruct heterogeneous multi-layered
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network (HMLN) brings promising pos-
sibilities for network inference (cf. Lee
et al. [89] and Hawe et al. [86] for
an overview of the existing techniques).
In particular, spatial reconstruction [198]

and matrix factorisation methods [197]

show promising scalability and flexibil-
ity characteristics to explore large het-
erogeneous single-cell data. Together
with the advances of high resolution mi-
croscopy for genome visualisation [62],
these novel techniques can be used to
generate precise snapshots of genome
unfolding in time and space at a cellular
resolution.

The integration of multi-omics data
within the same network opens excit-
ing possibilities for the study of cell
specification and transcription regula-
tion. Yet, several challenges await
to be solved. Benchmarking effort
should be carefully undertaken to as-
sess the reproducibility and robustness
of the inferred regulons. Similar to the
idea of a reference genome, the con-
struction of consensus cell atlases and
reference molecular maps could facili-
tate the development of predictive mod-
els. Efforts have already been over-
taken in that direction, such as the
Fly Cell Atlas (flycellatlas.org), Fly-
Base (flybase.org) and REDfly (red-
fly.ccr.buffalo.ed) databases, which aim
at gathering the Drosophila community
around a comprehensive atlas of anno-
tated cell types and CRMs that would
serve as a reference “backbone” for fu-
ture analyses.

Lastly, the contribution of machine
learning methods such as Deep Learn-
ing approach may be extremely valu-
able. Indeed, convolution and latent
spaces visualisation have already greatly
contributed to network inference and
proved to be efficient at delineating pat-
terns from quantitative data [61]. Sim-
ilarly, Deep Learning approaches may

be well suited to dissect regulatory in-
formation from enhancer sequences and
derive a precise description of how the
sequences dictate TF binding and en-
code the signal into a regulatory com-
mand [199].

4.3.3 Qualitative inference of network dy-
namics

With the increasing number of charac-
terised cell types and the parallel in-
crease in size of the related networks, it
becomes evident that graph-theory and
model-based approaches will have a role
to play in the inference of system-level
GRN.

Indeed, the high number of samples ease
the detection of interactions by avoiding
the “large p (variables), small n (sam-
ples)” limitation. However, this ap-
proach may still lack prediction and sim-
ulation capacities for cell specification
trajectories, as well as proper method
to explore the global system dynamic.
Indeed, current omics methods tend to
drive a descriptive, component-focused
research, while sometime loosing the
scope of the dynamic, biological pro-
cesses, linking these components to-
gether. As we continuously increase our
knowledge on specific molecular identi-
ties and TF-gene interactions, we are
lacking a causal understanding of their
mechanisms and their integration within
molecular processes and within cellular
tissues [200]. In that sense, mechanis-
tic modelling approaches might be well
suited to answer this challenge.

Indeed, mechanistic modelling methods
are more efficient to explore dynami-
cal behaviors and are therefore more
suited to address the current challenge
of causality inference in cell biology
[200]. For example, Collombet et al.
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Figure 4.3: An integrative view of mechanistic and probabilistic networks. General idea
of a workflow combining two network construction approaches. Starting from chiefly quantitative
data (1), probabilistic inference methods (2) enable to characterise new TF-target interactions (3).
These interactions are integrated into a pre-existing mechanistic model (4), together with refined
rules adapting the network dynamic (5). The simulations and predictions resulting from the refined
model are compared with experimental observations (6). A new iteration of this workflow is started
to either (i) correct the model in case of disagreement with experimental data (ii) further refine
the model in case of agreement.

could assess the potential role of candi-
date regulations, inferred from ChIP-seq
data meta-analyses, by integrating them
within the logical regulatory network of
hematopoietic cell specification and as-
sessing their impact on the simulations
[201].

However, adapted tools are essential to
scale up the current model-checking and
regulatory rules inference methods to-
ward a system-level GRN. Indeed, as
model size increases, its dynamic com-
plexity may become challenging to per-
form model checking efficiently. A po-
tential improvement is the unit-testing
approach (Hernandez, Naldi, et al. un-
published), where a network can be sub-
divided into modules that could be indi-
vidually tested in depth.

In summary, combining the assets
of probabilistic network inference and
mechanistic GRN modelling offers ex-
citing possibilities to better understand
how enhancers implements the regula-
tory logic stemming from TF binding
into a robust transcriptional signal (Fig.
4.3). With this perspective in mind, it
is clear that proper combinations of bi-
ology and mathematics have a great po-
tential to unveil the remaining secrets of
the DNA.
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RÉSUMÉ

La formation d’un embryon est dictée par la séquence ADN propre à cet organisme. La variabilité génétique donne
naissance à une grande diversité morphologique, tout en maintenant une organisation générale robuste. Les mutations
présentes dans les régions cis-régulatrices impactent la transcription via des mécanismes épigénomiques. La variabilité
d’expression génique qui en découle peut être compensée par des mécanismes trans de rétrocontrôle au sein du réseau
de régulation. L’organisation précise de ces interactions cis et trans restent encore difficile à déchiffrer.

Afin de mieux saisir l’effet des mutations sur la transcription, j’ai analysé des données génétiques, épigénomiques et tran-
scriptomiques en collaboration avec le laboratoire Furlong (EMBL, Heidelberg). L’utilisation de données allèle-spécifiques
de lignées F1 de Drosophile a permis d’inférer les interactions directes en cis entre les niveaux de régulation, suggérant
une différence d’action des marques épigénétiques H3K27ac et H3K4me3 sur l’expression des gènes.

Pour mieux comprendre l’impact en trans de la structure des réseaux de régulation sur l’expression génique, j’ai ensuite
construit un modèle logique de la spécification de l’axe dorso-ventral chez l’embryon d’oursin, en collaboration avec le
laboratoire Lepage (iBV, Nice). Les analyses multicellulaires et stochastiques ont permis de détecter les composants clés
du réseau, notamment la dynamique de répression mutuelle entre Nodal et BMP. En conclusion, l’analyse de données
allèle-spécifique et la modélisation logique m’ont permis de d’étudier les mécanismes de la régulation transcriptionnelle
sous deux perspectives complémentaires.

MOTS CLÉS

régulation transcriptionnelle ; bioinformatique ; déséquilibre allélique ; modélisation logique ; signalisation
TGF-beta ; épigénomique ; transcriptomique ; découverte de motifs ADN

ABSTRACT

The development of an embryo derives from the DNA sequence of this organism. Genetic variability gives rise to great
morphological diversity, while maintaining a robust general organisation. Mutations present within cis-regulatory regions
impact transcription via epigenomic mechanisms. The resulting variability in gene expression can be buffered by tran
feedback mechanisms within the regulatory network. The precise organisation of these cis and trans interactions remains
difficult to decipher.

In order to better grasp the effect of mutations on transcription, I analysed genetic, epigenomic and transcriptomic data
in collaboration with the Furlong laboratory (EMBL, Heidelberg). The use of allele-specific data from Drosophila F1
lines enabled to infer direct cis-interactions between the regulatory layers, suggesting a difference in the action of the
epigenomic markers H3K27ac and H3K4me3 on gene expression.

To better understand the trans impact of the structure of regulatory networks on gene expression, I have built a logical
model of the dorsal-ventral axis specification in sea urchin embryo, in collaboration with the Lepage laboratory (iBV, Nice).
Multicellular and stochastic analyses permitted to detect key components of the network, including the cross-repression
dynamic between Nodal and BMP. To conclude, allele-specific data analysis and logical modelling allowed me to study
the mechanisms of transcription regulation from two complementary perspectives.

KEYWORDS

transcriptional regulation ; bioinformatics ; allelic imbalance ; logical modelling ; TGF-beta signalling ; epige-
nomics ; transcriptomics ; DNA motif discovery
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