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Abstract

Many methods for statistical inference and generative modeling rely on a probability divergence
to effectively compare two probability distributions. This divergence should be carefully chosen
as its theoretical properties and practical implications strongly affect the performance of the
associated algorithm. In that context, the Wasserstein distance, which emerges from optimal
transport (OT) theory, has been an interesting choice due to its theoretical guarantees. However,
it suffers from important computational and statistical limitations, which have severly hindered
its use to problems with large amounts of high-dimensional data.

In recent years, several workarounds have been proposed to alleviate these issues thus enable
the use of OT in machine learning (ML) applications. In particular, the Sliced-Wasserstein
distance (SW) is an alternative OT metric, which compares two distributions by computing the
expected Wasserstein distance between their one-dimensional linear projections. SW has been
increasingly popular since it can offer significant computational advantages over the Wasserstein
distance, especially on large-scale problems, and has been successfully applied in many practical
tasks, such as classification, Bayesian inference, and implicit generative modeling. Nevertheless,
there has been little work regarding the theoretical guarantees of such SW-based methods.
This thesis further explores the use of the Sliced-Wasserstein distance in modern statistical and
ML problems, with a twofold objective: on the one hand, provide new theoretical insights to
understand in depth the empirical behavior of existing SW-based algorithms; on the other hand,
design novel tools inspired by SW to extend its applicability and offer increased scalability.

We first focus on the estimators obtained by minimizing SW, which form the basis of several
recently proposed generative modeling methods. We prove a set of asymptotic properties of
these estimators, as well as a central limit theorem which characterizes their asymptotic distri-
bution and exhibits a dimension-free convergence rate. We also develop a novel likelihood-free
inference technique, SW-ABC, by incorporating SW in the Approzimate Bayesian Computation
framework. We prove asymptotical guarantees on the convergence of the posterior distribution
returned by SW-ABC, and illustrate the advantages of our algorithm in practice, on synthetic
data and an image denoising problem.

By definition, SW is an expectation over random projections, which is intractable in general
and commonly estimated with a simple Monte Carlo procedure. This approximation induces an
error that can potentially degrade the performance of SW-based algorithms on high-dimensional
settings. To overcome this issue, we introduce the Generalized Sliced-Wasserstein distances
(GSW), which extends the definition of SW by considering nonlinear projections of the distri-
butions. We study the metric axioms of GSW using the theory of the Radon transform, and
show that GSW can yield better results than SW on generative modeling applications.

We then adopt another perspective to address the issues due to the Monte Carlo approxima-
tion: we leverage the concentration of measure phenomenon, which states under mild assump-
tions that one-dimensional linear projections of a high-dimensional random vector are approx-
imately Gaussian. Based on this result, we develop a simple deterministic approximation for
SW. which can lead to a significant computational time reduction over Monte Carlo. We derive
nonasymptotical guarantees for our methodology under a weak dependence condition, validate
them on synthetic experiments, and illustrate the proposed approximation on image generation.

Inspired by the growing success of SW, new instances of sliced probability divergences (SPDs)
have been deployed in statistical and ML applications, but their theoretical implications have
not been well established. To bridge this gap, we introduce the first general definition of SPDs
and investigate their statistical and topological properties. Our theoretical analysis sheds light
to the consequences of slicing: in particular, we prove that the sample complexity of any SPD
does not depend on the data dimension, but can be impacted by an additional error term due
to the Monte Carlo approximation. We then apply our general results to specific SPDs in order

to gain a better understanding of them.



Résumé

De nombreuses méthodes d’inférence statistique et de modélisation générative reposent sur une
divergence pour comparer de fagon pertinente deux distributions de probabilité. Cette divergence
doit étre choisie avec soin puisque ses propriétés théoriques et répercussions pratiques affectent
fortement, les performances de ’algorithme en question. Dans ce contexte, la distance de Wasser-
stein, qui découle de la théorie du transport optimal, est un choix intéressant de par ses garanties
théoriques. Cependant, elle présente d’importantes limites computationnelle et statistique qui
I’empéchent de traiter efficacement de grandes quantités de données & haute dimension.

Plusieurs méthodes visant & atténuer ces problémes ont été proposées ces derniéres années,
permettant ainsi 'utilisation du transport optimal pour ’apprentissage automatique. En par-
ticulier, la distance de Sliced-Wasserstein (SW) est une métrique alternative qui compare deux
distributions en calculant la distance de Wasserstein moyenne entre leurs projections linéaires
unidimensionnelles. SW est de plus en plus utilisée en raison de sa capacité a fournir des
avantages calculatoires significatifs par rapport & la distance de Wasserstein, surtout pour les
problémes a grande échelle, et a fait ses preuves dans de nombreuses taches pratiques, telles
que la classification, l'inférence bayésienne et la modélisation générative implicite. Néanmoins,
peu de travaux ont étudié les garanties théoriques des méthodes basées sur SW. Cette thése
explore plus en profondeur 1'utilisation de SW pour des problémes modernes de statistique et
d’apprentissage automatique, avec un double objectif : d’une part, apporter de nouvelles con-
naissances théoriques permettant une compréhension approfondie des algorithmes basés sur SW;
d’autre part, concevoir de nouveaux outils inspirés de SW afin d’élargir son champ d’applications
et offrir une meilleure scalabilité.

Nous nous focalisons d’abord sur les estimateurs obtenus en minimisant SW, qui constituent
la base de plusieurs méthodes de modélisation générative. Nous prouvons un ensemble de pro-
priétés asymptotiques pour ces estimateurs, ainsi qu’un théoréme central limite qui caractérise
leur distribution asymptotique avec un taux de convergence indépendent de la dimension des
données. Nous développons également une nouvelle technique d’inférence qui n’utilise pas la
vraisemblance, appelée SW-ABC, en incorporant SW dans un algorithme de type Approzimate
Bayesian Computation. Nous prouvons des garanties asymptotiques sur la convergence de la
distribution a posteriori calculée par SW-ABC, et illustrons les avantages de notre algorithme
en pratique, sur des données synthétiques et un probléme de débruitage d’image.

Par définition, SW est une espérance sur des projections aléatoires, qui est difficile & calculer
en général et couramment estimée par une méthode de Monte Carlo simple. Cette approximation
entraine une erreur susceptible de dégrader les performances des algorithmes basés sur SW en
grande dimension. Afin de pallier & ce probléme, nous introduisons les distances de Sliced-
Wasserstein généralisées (SWG), en étendant la définition des SW de fagon a y inclure les
projections non linéaires des distributions. Nous étudions dans quelle mesure SWG vérifient les
axiomes d’une distance en utilisant la théorie autour de la transformation de Radon, et montrons
que SWG peut fournir de meilleurs résultats que SW dans des applications de modélisation
générative.

Nous adoptons ensuite une autre perspective pour résoudre les problémes dus & ’estimation
par Monte Carlo : nous tirons parti du phénoméne de concentration de mesure qui affirme,
selon des hypothéses modérées, que les projections linéaires unidimensionnelles d’une variable
aléatoire a grande dimension suivent une loi presque gaussienne. A partir de ce résultat, nous
proposons une nouvelle formule simple et déterministe pour calculer SW bien plus rapidement
qu’avec Monte Carlo. Nous prouvons des garanties non-asymptotiques pour notre méthodologie
sous une condition de dépendance faible, les validons sur des expériences synthétiques, puis
utilisons notre nouvelle approximation pour la génération d’images.

Motivées par le succes grandissant de SW, de nouvelles divergences “sliced” (DS) ont été dé-
ployées pour des applications statistiques et d’apprentissage, mais leurs implications théoriques
restent méconnues. Nous introduisons alors la premiére définition des DS et étudions leurs pro-
priétés statistiques et topologiques. Notre analyse théorique met en lumiére les conséquences du
slicing : en particulier, nous prouvons que ’erreur d’approximation de tout DS par des échan-
tillons ne dépend pas de la dimension des données, mais peut étre affectée par I’approximation
par Monte Carlo. Nous appliquons ensuite nos résultats a des DS spécifiques pour mieux les

comprendre.
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Summary of Notations

Throughout this thesis, we consider a probability space (€2, F,P) with associated expec-
tation operator [E, on which all the random variables are defined.

B(Y) Borel set of Y

PY) Set of probability distributions supported on Y
Pp(Y) Set of distributions of P(Y) with finite p’th moment
dy Dirac measure with mass on y

Leby Lebesgue measure on R?

N(m,Y) Gaussian distribution with mean m and covariance matrix 3
A% Product measure of two probability distributions p and v

fin Empirical distribution computed over n € N* samples i.i.d. from
the probability distribution p, fi, =n=1 Y " | 8,

E, Cumulative distribution function of the probability distribution g

Fr 1 Quantile function of the probability distribution u

Flu] Fourier transform of the probability distribution g

fap Push-forward measure of the probability measure u by the
measurable function f

T~ x is a sample drawn from the probability distribution pu

IEd] Euclidean norm of the vector x

(x,y) Fuclidean inner-product between the vectors z and y

card(X)  Cardinal of the set X

diam(X) Diameter of the compact set X
Tr(A) Trace of the matrix A

Det(A)  Determinant of the matrix A

|A]lF Frobenius norm of the matrix A

0 Vector in R? whose d components are all equal to 0

I, Identity matrix of size d x d

V.f Gradient of the function f with respect to its variable z
Flf] Fourier transform of the function f

1| £l oo Supremum norm of the function f

§e-1 Unit sphere on RY, S 1 ={geR?: |0 =1}

LP(X, 1)  Set of functions whose p’th power is absolutely integrable
with respect to the measure p,

LPX,p) ={f + X=R, [ |f(@)]du(z) < oo}
M(X) Set of real-valued measurable functions on X

M, (X) Set of bounded functions of M(X)

B4(0,R) Open ball in R? of radius R > 0 centered around 0 € R,
B4(0,R) = {z eR? : |z|| < R}
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Abbreviations
ABC Approximate Bayesian Computation
CDF Cumulative Distribution Function
GMM Gaussian Mixture Model
GSW Generalized Sliced-Wasserstein (distance)
1GM Implicit Generative Modeling
IPMs Integral Probability Metrics
KL Kullback-Leibler (divergence)
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Chapter 1

Introduction

The significant breakthroughs achieved in the field of machine learning (ML) over the
last decades have, in turn, raised many technical questions. In particular, building a
successful machine learning algorithm remains an important problem, which is even more
challenging given the evergrowing collection of data in various forms as well as the limits
of available computational resources: the success of an algorithm is not only measured
by the accuracy of the returned results, but also by its computational requirements and
processing speed. As a result, many efforts have been made in machine learning research
to improve existing methods so that, for example, they produce more accurate results,
require less hyperparameters tuning, or execute faster, especially on large datasets.

The performance of machine learning algorithms depends on many design elements
taking into account different factors, such as the formalism of the problem, the nature
of data, and the computational resources at hand. This thesis focuses on a crucial
component for many algorithms, that is the probability divergence used to compare two
distributions. To further clarify our motivation, we consider a concrete problem, namely
generative modeling, and illustrate the importance of having an “appropriate” divergence
within this framework.

1.1 Motivation: Probability Divergences and Generative
Models

The goal of generative modeling is to reproduce new data points, by learning a prob-
abilistic model that best describes how the input dataset is generated. Specifically,
generative models receive as input a set of n € N* observations, generally assumed to
be independent and identically distributed (i.i.d.) samples from an unknown probability
distribution ps, and aim at learning u,. Many different techniques can be employed to
reach this objective, thus defining a variety of generative models.

A common practice consists in fitting u, with a parametric distribution: one defines
a statistical model, M = {up : 0 € ©}, and finds the optimal parameters 6, € O such
that py, € M yields the most accurate approximation of u,. For instance, Gaussian
mizture models (GMMs) propose to fit p, with a mixture of K € N* Gaussian distri-
butions (Figure 1.1). The parameters 6 then refer to the mean and covariance matrix
of each Gaussian, and mixing coefficients {m;}X_|, where 7 is the probability for the
observations {x;}! ; to be sampled from the k’th Gaussian distribution. While GMMs
define simple and powerful generative models with many applications, their performance
can be limited by the fact that a mixture of Gaussians does not necessarily describe well
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Mo

Figure 1.1: Hlustration of Gaussian mixture models: the goal is to fit the true unknown
distribution of the observations, p., with a mixture of K = 7 Gaussian distributions, pg.
Figure courtesy of Soheil Kolouri (adapted from one of his presentations).

the structure of the observations.

To address the drawbacks of such “explicit” generative models, e.g. GMMs, the im-
plicit generative modeling (IGM) methodology builds on the recent advances in deep
learning and has attracted considerable attention within the ML community. The strat-
egy, illustrated in Figure 1.2, consists in first choosing a distribution ¢ from which it
is easy to sample (e.g., a standard Gaussian distribution), then apply nonlinear differ-
entiable operators which define a (deep) neural network with parameters 6, denoted by
Ty. The transformed distribution then corresponds to pg. Once the neural network is
trained, it can map z ~ (, received as input, to new data points. The most common
methods include generative adversial networks (GANs, Goodfellow et al. [2014]) and
auto-encoders [Kingma and Welling, 2014|. Despite their ability to generate samples of
high quality, such approaches inherit from the drawbacks of deep learning: designing and
training a neural network can be highly difficult and time-consuming. More precisely,
defining an implicit generative model amounts to choosing, for example, the nature of
the nonlinear operators, the number of hidden layers, the latent distribution ¢ or its
objective function. To this day, why some architectures perform better than others is
still an open question. On the other hand, the performance of implicit generative models
also depends on how the similarity between pg € M and p, is measured. We expand on
this aspect in the remainder of this section, since the general intention of this thesis is
to study a specific distance between probability distibutions.

As we described above, IGM defines a methodology to address the general problem
of density fitting: the goal is to find a parametric distribution pg that best approximates
the true underlying distribution ps. In practical terms, this task requires having a tool
that effectively measures how close one distribution is to another. Probability divergences
are suited for the job, since they compute a certain notion of distance between two distri-
butions. More formally, let X be a Polish space, i.e. a topological space that is separable
and completely metrizable, and denote by P(X) the class of probability distributions
supported on X; we will use the notation D : P(X) x P(X) — Ry U {+o0} to refer to
a generic divergence used to compare any two distributions in P(X). The objective of
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density fitting is a minimum distance estimation problem, written as
min D (g, .
0c6 (MG M*)

In implicit generative modeling, ug in (1.1) corresponds to the output of a deep neural
network. Since there are several options available for the choice of D, which will be
presented later on, the question becomes, “what probability divergence should one use in
their generative models?”.

As a first answer, we provide general informal guidelines by enumerating some of the
main desirable properties for D.

(P1) D is a “proper” distance function, i.e. it verifies the metric azioms.

(P2) D satisfies a certain notion of continuity, which can be described as follows: if
a sequence of distributions (ug)ren “gets closer” to p as k grows to infinity, then
D(p, i) shrinks to 0.

(P3) 0 — D(up, 1) is differentiable and has a unique minimizer.

(P4) D(p,v) can be effectively estimated from samples drawn from p and v.

We will give the formal statement for the metric axioms (P1) and the continuity (P2) in
Section 2.1. (P4) is motivated by the fact that in most problems in data sciences, one has
access to finite sets of observations instead of the underlying probability distributions.
Therefore, any distribution & is only accessible through an empirical approximation,
which usually corresponds to a discrete measure én computed over the sequence of n € N*
random variables {Y;}? ; i.i.d. from &, given by

1
:fE(S.
fn ni:1Yl,

with 0y being the Dirac measure with mass on the point Y. In that case, the chosen
probability divergence D must have specific practical features in order to appropriately
handle the empirical approximations, which will be discussed in Section 2.1.

Overall, properties (P1) to (P4) reflect that D should be a sufficiently regular and
computationally practical divergence, so that the associated generative model is easy to
use, somewhat robust and able to capture relevant information regarding the geometry
of the problem.

1.2 Classical Probability Divergences

We now present traditional choices of probability divergences and explain their impli-
cations in terms of the criteria listed in the previous section. If D satisfies (P2), we
say that D is weakly continuous and report the associated mathematical definition in
Section 2.1.

f-divergences. These divergences were introduced in |Rényi, 1961] and also referred
to as p-divergences, Ciszdr divergences |Ciszéar, 1967] or Ali-Silvey distances [Ali and
Silvey, 1966]. They include widely known instances which have played a crucial role in
various areas such as probability theory, statistics and information theory. For example,
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A

min D( 1o, [x)

Figure 1.2: Hlustration of implicit generative modeling: ( is a distribution easy to sample
from (e.g., a standard Gaussian distribution), which is then mapped to a more compli-
cated distribution ug by applying the parametric map Ty (e.g., a deep neural network).
The goal is to fit the true unknown distribution of the observations, u,, with pg. Figure
courtesy of Soheil Kolouri (adapted from one of his presentations).

the x2-divergence has commonly been used for adaptive importance sampling [Cornebise
et al., 2008|; the Kullback-Leibler divergence (KL) is related to the notions of mutual
information and relative entropy |Cover and Thomas, 2006, Section 2.3] and is the core
component of variational inference [Blei et al., 2017] and more recently, of variational
auto-encoders |Kingma and Welling, 2014].

In the context of generative modeling, f-divergences suffer from important draw-
backs. First, they do not metrize weak convergence, which might severely affect the
quality of the comparisons made. This is illustrated by the fact that KL evaluated be-
tween g and v is infinite when the two distributions g and v are supported on domains
that do not overlap. On the other hand, approximating a f-divergence, denoted by
D/, from a set of samples is not computationally simple: the straightforward estimator
D ¢ (fin, 7n) obtained by plugging the empirical measures in place of 4 and v does not
converge to Dy(u,v) as n increases in general. Several workarounds have then been
developed, but they solve provably hard problems, induce a sample complexity with
slow convergence rates, or rely on strong structural assumptions: see the discussion in
[Rubenstein et al., 2019].

Integral Probability Metrics (IPMs). Introduced by Miiller [1997], the class of
IPMs provides important advantages over f-divergences for generative modeling: they
satisfy almost all metric axioms, are weakly continuous under mild assumptions, and
can easily be estimated from the available samples. More details on these aspects are
provided in Section 2.2.

A popular example of IPMs is given by the Mazimum Mean Discrepancy (MMD,
Gretton et al. [2012]), whose attractive analytical and computational properties make
it an interesting probability divergence for many applications, especially statistical hy-
pothesis testing [Gretton et al., 2012| and generative modeling [Li et al., 2015, Dziugaite
et al., 2015, Sutherland et al., 2017, Birtkowski et al., 2018, Arbel et al., 2019]. However,
the training and performance of these generative models are highly sensitive to the ker-
nel function defining MMD and its parametrization. For example, the Gaussian RBF
kernel is a very traditional choice, but its bandwith parameter determines the statistical
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efficiency of the associated MMD and is not easy to tune appropriately [Li et al., 2015].
Besides, its derivatives decay exponentially which cause important stability issues when
training deep neural networks, as discussed in Arbel et al. [2019].

A second important instance of IPMs corresponds to the Wasserstein distance of
order 1 [Villani, 2008, Theorem 5.10]. This metric also falls into the category of optimal
transport metrics, which is presented next.

Optimal transport divergences. Optimal transport (OT) is a mathematical theory
on a specific optimization problem, which has been extensively studied and leveraged in
various applied fields such as economics, combinatorial optimization and more recently,
data sciences. Specific formulations of the OT problem define a family of powerful prob-
ability divergences: the Wasserstein distances. These metrics, which will be formally
presented in Section 2.4, are able to capture key information for comparing two dis-
tributions p and v, since they rely on a cost function that carries relevant geometric
properties of the supports of p and v. If the cost function c is the p’th power of the
Euclidean distance, i.e. for any z,y € R c: (z,y) — ||z — y||P with p € [1, +00), then
the resulting Wasserstein distance is known as the Wasserstein distance of order p and
denoted by W,. This divergence satisfy all metric axioms and is weakly continuous when
evaluated on the space of probability distributions with finite p’th moment |Villani, 2008,
Chapter 6]. Therefore, the Wasserstein distance of order p can effectively compare any
two distributions even when their supports do not overlap, as opposed to f-divergences,
and does not require tedious hyperparameter tuning, unlike MMD.

However, it is well known that Wasserstein distances suffer from important compu-
tational and statistical limitations, especially in high dimensions. Indeed, their compu-
tation is expensive, apart in some special settings presented in Section 2.4.1, for exam-
ple when comparing two probability distributions supported on R. Let us assume the
following typical scenario in machine learning: one would like to compare two distri-
butions p and v supported on RY, but only observe n samples drawn from them. In
general, Wasserstein distances are not analytically available but can be estimated with
approximate solvers, which tend to have a super-cubic cost in practice and executes
in O(nlog(n)) in the worst case. This implies that a single evaluation of Wasserstein
distances is computationally demanding, especially on large-scale datasets.

Besides, the Wasserstein distance computed from the empirical approximations fi,
and 7, has been shown to converge to the true value, i.e. the Wasserstein distance
between p and v, with a rate in (’)(nfl/d): see our discussion in Section 2.4.2. Therefore,
for high values of the ambient dimension d, the estimates computed from n samples are
reasonably accurate provided that n is sufficiently large, which induces an important
computational complexity according to the previous paragraph.

Hence, the computational and statistical limitations of Wasserstein distances have
considerably prevented their application in data sciences for a long time, in particular
in generative modeling, which was studied solely from a theoretical perspective |Bassetti
et al., 2006]. Nevertheless, in recent years, number of studies have introduced various
methods to alleviate the practical issues of Wasserstein distances and thus managed
to expand the domain of applicability of OT. These techniques define the active re-
search topic of Computational Optimal Transport |Peyré and Cuturi, 2019|, and their
development was made possible by the progress in optimization and large-scale machine
learning. For instance, Wasserstein distances have recently been incorporated within the
IGM framework, leading to the formulation of novel effective models [Arjovsky et al.,
2017, Bousquet et al., 2017, Gulrajani et al., 2017, Tolstikhin et al., 2018].
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WP (ujp, uyr)

Figure 1.3: Tllustration of the Sliced-Wasserstein distance of order p € [1,400). The
two distributions to compare, u and v, are projected along any direction w on the unit
sphere S%~1. This gives the univariate distributions denoted by ugu and ugu, which
are then compared with the Wasserstein distance of order p. SW is finally defined as
E[W}(uip, uiv)] where the expectation is computed over u uniformly distributed on

S?-1. Figure courtesy of Soheil Kolouri (adapted from [Kolouri et al., 2017]).

The field of computational optimal transport also gave rise to the formulation of alter-
native metrics to the Wasserstein distance, such as Sinkhorn divergences, which emerge
from the regularization of the OT problem [Cuturi, 2013], and the Sliced-Wasserstein
distance. We dedicate the next section to the latter distance, as it constitutes the main
focus of this thesis, and will discuss the former in Section 2.5.

1.3 Focus on the Sliced-Wasserstein Distance

While regularized OT and Sinkhorn divergences have strongly help OT theory gain
immense interest from the machine learning community, another alternative to classical
OT has become increasingly popular in the last few years: the Sliced-Wasserstein distance
(SW).

In this section, we explain the definition of SW and its practical implications; the
formal statements will be given in Section 2.6. We then discuss related work to review
the existing theoretical properties and applications of SW, as well as motivate why this
metric is the central object of this thesis. In what follows, SW,, with p € [1,400) de-
notes the Sliced- Wasserstein of order p (Definition 2.9).

SW was first introduced by Rabin et al. [2012] and Bonneel et al. [2015] as a practical
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alternative to the Wasserstein distance to speed up the computation of barycenters of
measures. The idea behind SW is to offer computational efficiency by leveraging the an-
alytical form of the Wasserstein distance between univariate distributions: SW compares
two multivariate probability distributions by first, obtaining a family of representations
in R for each distribution through projections, then computing the expected value of
the Wasserstein distance between these univariate representations. We illustrate the
Sliced-Wasserstein distance in Figure 1.3 and provide its definition in the caption of that
figure.

The expectation that defines SW does not admit an analytical expression in general
and is thus commonly estimated with a simple Monte Carlo average based on L € N*
samples. In other words, computing SW amounts to solving a finite number of one-
dimensional OT problems, which can conveniently be done in closed-form. This approx-
imation technique has a complexity in (’)(Ldn +In Iog(n)), thus can provide significant
computational benefits over Wasserstein distances.

Many methods building on the Sliced-Wasserstein distance have been developed to
address various applied problems in a computationally efficient way, such as in machine
learning, imaging and statistics. Barycenters of measures based on SW have successfully
been used on several image processing tasks, i.e. color transfer, texture synthesis and
texture mixing [Rabin et al., 2012, Bonneel et al., 2015]. Very recently, these barycenters
have been extended to the case where SW compares more than two measures [Cohen
et al., 2021].

Novel kernel functions based on SW have also been proposed, and their benefits
have been illustrated in topological data analysis and pattern recognition tasks, e.g.,
classification and clustering [Kolouri et al., 2016, Carriere et al., 2017].

Lastly, an important body of literature is dedicated to applying SW in generative
modeling applications: in [Karras et al., 2017], SW serves as a score to evaluate the per-
formance of GANs; [Kolouri et al., 2018| build a novel GMM which learns the parameters
of Gaussian distributions by minimizing SW; finally, SW forms the basis of several new
IGM models, including auto-encoders and GANs [Deshpande et al., 2018, Liutkus et al.,
2019, Wu et al., 2019, Kolouri et al., 2019b, Dai and Seljak, 2021].

On the theoretical side, SW has been shown to satisfy the metric axioms [Bonnotte,
2013, Proposition 5.1.2|, is always bounded above by the Wasserstein distance [Bonnotte,
2013, Proposition 5.1.3], and both metrics are equivalent when computed between com-
pactly supported probability measures [Bonnotte, 2013, Theorem 5.1.5|. The equivalence
between the Wasserstein distance and SW has further been studied in a very recent study
[Bayraktar and Guo, 2021]. A mathematical analysis of gradient flows based on SW is
provided in [Bonnotte, 2013, Chapter 5| and has been used to derive the theoretical
guarantees of the IGM methodology proposed in [Liutkus et al., 2019]. Finally, recent
work observed the statistical benefits of SW in practice, and consequently, derived a
concentration inequality to bound |SWa(fiy, 0,) — SWa(p, )| with high probability for
the specific case where p, v are Gaussian [Deshpande et al., 2019].

Hence, the Sliced-Wagserstein distance has established itself as a powerful practi-
cal metric for data sciences, due to its connection to OT, computational efficiency and
flexibility. Besides, SW shares certain properties with the Wasserstein distance, while
providing statistical advantages on very specific settings. The contributions to the the-
oretical analysis of SW are nevertheless limited, which contrasts with the availability of
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numerous empirical studies. This imbalance forms the starting point of this thesis.

1.4 Outline and Contributions

Computational optimal transport has become a very active and popular field within the
machine learning community in recent years, and the growing literature on the subject
has demonstrated that SW is a practical tool with broad application. Motivated by the
reported empirical success of SW and its increasing popularity, this thesis further studies
this metric, with particular focus on its theoretical guarantees, relevance to approximate
inference and generative modeling, and extensions. The broad objective is to conduct
a thorough analysis of the theoretical and empirical implications of SW, which helps
unlock its full potential on modern machine learning problems. More precisely, our
contributions revolve around the following research directious.

Objective 1. While the empirical performance of SW has been analyzed on a wide
range of practical tasks, there has been little work regarding its theoretical guarantees.
This implies that most SW-based methods are not sufficiently theoretically grounded.
Our first goal is then to bridge this gap by investigating the theoretical properties of SW
and their repercussions in practice.

Objective 2. Since the literature on SW is quite recent, we believe that there are other
applied problems where this metric finds relevance. We thus explore how SW can be
used to design novel methods for tasks that have not been addressed in prior work, such
as Bayesian inference.

Objective 3. For the sake of providing a balanced analysis, we examine the known
major limitation of SW, caused by its Monte Carlo approximation: the computational
efficiency induced by this method is offset by an approximation error, which can be im-
portant depending on the problem at hand. We further illustrate this issue and develop
new techniques to mitigate it, by leveraging existing tools from other fields.

Objective 4. Our last objective aims at better understanding an essential component
of SW, that is the slicing operation: we step back from the OT paradigm and study
from a theoretical perspective the consequences of slicing any divergence other than the
Wasserstein distance. This analysis will allow us to broaden the reach of SW, as well as
sharpen its theoretical analysis.

We now present an overview of the organization of this thesis: for each chapter, we
explain the motivation, present related work, and summarize our key findings which are
in line with the aforementioned objectives.

Chapter 3: Asymptotic Guarantees for Learning Generative Models
with the Sliced-Wasserstein Distance

Let us consider the minimum distance estimation (MDE, Wolfowitz [1957], Basu et al.
[2011]) problem, formally defined as

6 = argmingee D(fin. 19) - (1.1)
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where D denotes a divergence between probability measures, © is the parameter space,
po is a probability measure indexed by 6 € ©, and fi,, = n=1 Y. 8y, is the empirical
distribution of a set of i.i.d. observations {Y;}? ;. MDE has been extremely useful in
statistical inference to infer the parameters of a distribution whose analytical expres-
sion is unknown [Basu et al., 2011], and have inspired the formulation of several IGM
strategies. In that context, optimal transport metrics have become increasingly popu-
lar due to their attractive theoretical properties: the minimum Wasserstein estimator
[Bassetti et al., 2006, Bernton et al., 2019], obtained by replacing D in (1.1) with W,
forms the basis of popular IGM algorithms [Arjovsky et al., 2017, Genevay et al., 2017,
Tolstikhin et al., 2018]. Motivated by its practical success, the theoretical properties
of this estimator have been studied [Bousquet et al., 2017, Liu et al., 2017| and very
recently, Bernton et al. [2019] have derived a set of asymptotic properties, including the
asymptotic distribution of the estimator when the distributions are supported on R.

Due to the computational limitations induced by W, the computational complexity
of minimum Wasserstein estimators rapidly becomes excessive with the increasing prob-
lem dimension. To avoid this problem, several practical alternatives to the Wasserstein
distance have been proposed, and in particular, the Sliced-Wasserstein distance has been
an increasingly popular metric, including in IGM [Deshpande et al., 2018, Liutkus et al.,
2019, Wu et al., 2019, Kolouri et al., 2019b|. However, since the theoretical properties
of these estimators had not been established, the techniques based on them are not suf-
ficiently theoretically grounded.

Summary of our contributions in Chapter 3. To further motivate the use of SW
in statistical inference, we investigate the asymptotic properties of the minimum Sliced-
Wasserstein estimators, which are obtained by replacing D in (1.1) with SW,. Our
theoretical contributions are summarized below.

1. We prove that convergence under SW implies weak convergence of probability mea-
sures on general domains.

2. We show, under some assumptions, that minimum SW estimators exist, are mea-
surable, and are consistent in the sense that as the number of observations n
increases, in well-specified models, the estimates will converge to the parameters
that generated the observed dataset. Similar consistency guarantees hold for mis-
specified models.

3. We finally derive a central limit theorem which characterizes the asymptotic distri-
bution of minimum SW estimators, and establishes a convergence rate of y/n for
any finite dimension.

Our work is inspired by [Bernton et al., 2019] and the adaptation of their techniques was
made possible by the identification of novel properties regarding the topology induced by
SW: for example, we established for the first time that convergence in SW implies weak
convergence of probability measures, which generalizes the results given in [Bonnotte,
2013]. Besides, our CLT is stronger than the analogous one derived in |Bernton et al.,
2019] for minimum Wasserstein estimators, since ours is not restricted to one-dimensional
data, and our convergence rate in /n is valid for any dimension.
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Our theoretical findings are supported with experiments that we conducted on syn-
thetic and real data. We first consider a classical statistical inference problem, where the
statistical models are characterized by a Gaussian or a multidimensional a-stable distri-
bution. In both models, the experiments validate our consistency and CLT results. We
also illustrate that, as expected, the minimum SW estimators have significantly better
computational properties as compared to the minimum Wasserstein estimators, espe-
cially on high-dimensional problems. Finally, we consider the deep generative model in
[Deshpande et al., 2018] and conduct an empirical analysis on the MNIST dataset, which
confirms the consistent behavior of minimum SW estimators in IGM applications.

Chapter 4: Approximate Bayesian Computation with the Sliced-Wasser-
stein Distance

We consider the problem of estimating the posterior distribution of some model parame-
ters 6 € © given n data points y1., = (y1,...,Yn). By the Bayes’ theorem, this distribu-
tion has a closed-form expression which depends on the likelihood 7(y1.,]0). For many
statistical models of interest, 7(y1.,]|6) cannot be numerically evaluated in a reasonable
amount of time, which prevents the application of classical likelihood-based approximate
inference methods.

Nevertheless, in various settings, it is possible to generate data from the likelihood
given any parameter value . This generative setting gave rise to the popular likelihood-
free framework for approximate inference, called Approximate Bayesian Computation
|Tavaré et al., 1997, Beaumont et al., 2002|, which has proven useful in various practi-
cal applications, e.g. in ecology [Wood, 2010] and biology |Tanaka et al., 2006]. ABC
approximates the exact posterior 7(6|y1.,) from the parameter values for which the syn-
thetic data z1.,, generated from the likelihood are close enough to the observations yq.,.
Closeness is usually measured with a discrepancy measure between the two datasets re-
duced to some “summary statistics” (e.g., empirical mean or empirical covariance). The
quality of the approximate posterior distribution highly depends on these summaries,
and finding relevant statistics is a non-trivial and tedious task.

Recently, discrepancy measures that view data sets as empirical probability distri-
butions to eschew the construction of summary statistics have been proposed for ABC.
Examples include the Kullback-Leibler divergence [Jiang et al., 2018|, maximum mean
discrepancy |Park et al., 2016], and Wasserstein distance (WABC, Bernton et al. [2019]).
While the Wasserstein distance seems like a relevant choice of discrepancy in that con-
text thanks to its strong theoretical properties, its computational and statistical issues
can strongly affect the performance of WABC applied to high-dimensional data.

Summary of our contributions for Chapter 4. Motivated by the computational
efficiency of SW and its successful performance in generative settings, we develop a
novel framework for likelihood-free approximate Bayesian inference, which estimates the
posterior by retaining the parameter values for which

SWy,(fin, m) < €, (1.2)

where i, denotes the empirical distributions of the observations y1.,, Uy, is the empirical
distribution of the samples zj., drawn from the likelihood, and € > 0 is a tolerance
threshold. This results in a novel ABC method, called Sliced-Wasserstein ABC (SW-
ABC), which does not require choosing summary statistics. Besides, SW-ABC is more
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efficient than WABC on high-dimensional settings, thanks to the computational and sta-
tistical benefits of SW.

We show that SW-ABC comes with guarantees on the convergence of the resulting
posterior, under two asymptotic regimes.

1. On the one hand, we prove that for a fixed set of observations yi.,, the posterior
approximated by SW-ABC converges to the true posterior as € goes to 0, under
specific assumptions on the density used to generate synthetic data.

2. On the other hand, we study the SW-ABC posterior when the value of € is kept
fixed and the number of observations grows. We show that, as n goes to +o0,
the approximate posterior converges to the prior distribution on 6 restricted to a
specific subset of © that depends on €.

We then illustrate on a synthetical problem the superior empirical performance of SW-
ABC against existing ABC techniques based on other divergences. We also demonstrate
the flexibility and computational advantages of our methodology by designing a novel
algorithm for image denoising, which corresponds to a combination of SW-ABC with a
widely used technique for this task, Non-Local Means [Buades et al., 2005].

Chapter 5: Generalized Sliced Wasserstein Distances

By definition, the Sliced-Wasserstein distance measures the dissimilarity between u,v €
P(R?) by comparing “linear” projections of y and v along all possible directions on
S9!, These projections correspond to the push-forward measures u@z and u;;l/ for any

u € S%71, and are actually closely related to the Radon transform [Rabin et al., 2012,
Proposition 6|, which is widely used in tomography [Radon, 1917, Helgason, 2011]. SW
does not admit an analytical formula in general and is thus commonly estimated by
Monte Carlo: in practice, one approximates the expectation over u ~ o in (2.20) with
an average over a finite number of directions {u;}%,, where for I’ € {1,..., L}, uj ~ o.

Previous empirical studies have reported that this Monte Carlo strategy might de-
grade the performance of SW-based algorithms on high-dimensional settings because of
the induced approximation error, and propose to change the nature of the projections
to overcome this problem. For instance, in [Rowland et al.; 2019, Wu et al., 2019], SW
is estimated with a Monte Carlo average based on a finite number of orthogonal pro-
jection directions. An alternative OT metric called the “maximum Sliced- Wasserstein
distance” is introduced in [Deshpande et al., 2019|, and extends SW by replacing the
expectation with a maximum operator so that one retains the “most informative” pro-
jection direction. The information returned by a direction u € S¢! is measured by
Wp(ugu,ugy): the larger this Wasserstein distance, the more informative u. Paty and
Cuturi [2019] generalizes this idea by considering k-dimensional projections of p, v with
k € {1,...,d}: the goal is then to find the most informative subspace on which u and
v are being projected. While these methods reduce the computational cost by requiring
a lower number of projections, they incur an additional cost due to the resolution of a
non-convex optimization problem over manifolds.

Summary of our contributions in Chapter 5. In this chapter, we take an alterna-
tive route to alleviate the inefficiencies caused by the Monte Carlo approximation of SW,
by assuming that the linear nature of the projections might not guarantee an efficient
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evaluation of SW. Indeed, in very high-dimensional settings, the data often lives in a
thin manifold, so the number of randomly chosen linear projections required to capture
the structure of the data distribution grows very quickly.

We introduce a novel class of divergences between probability distributions, called
generalized Sliced-Wasserstein distances (GSW). GSW are defined as SW, except they
compute different types of projections: to compare p and v, one chooses a function
g"* : RY — R defined for any u € R? (¢ € N*), and collect the pushforward measures
(9“)ap, (g")gv for any u € R9. GSW is then defined as the expected value of the Wasser-
stein distance between these one-dimensional representations. As the name suggests,
GSW generalizes the concept behind SW: when g% = wu*, its definition boils down to
the Sliced-Wasserstein distance. We also use these non-linear projections to extend the
maximum Sliced-Wasserstein distance and introduce the mazimum generalized Sliced-
Wasserstein distances (max-GSW).

Analogously to (max-)SW, our definition of (max-)GSW is connected with the Radon
transform: by using the theory of the generalized Radon transform (GRT, Beylkin
[1984]), we identify some regularity conditions ¢g" needs to satisfy to ensure that the
resulting generalized distance is well-defined. We also prove that GSW and max-GSW
verify all metric axioms if and only if the GRT they rely on is injective; otherwise, they
are pseudo-metrics. This result helps us identify useful instances of g* that guarantee
the injectivity of the associated GRT.

Then, we demonstrate that GSW and max-GSW can outperform SW and max-SW in
several generative modeling applications, with both synthetic and real data: the inherent
non-linearity of the one-dimensional representations used in (max-)GSW seems to cap-
ture the complex structure of high-dimensional distributions with much less projections.
Besides, to ensure an automatic tuning of g%, we propose to define it as a neural network.
This scheme brings practical advantages and an interesting perspective on adversarial
generative modeling, showing that such algorithms contain an implicit stage for learning
projections with different cost functions than ours.

Chapter 6: Fast Approximation of the Sliced-Wasserstein Distance Us-
ing Concentration of Random Projections

The motivations of this chapter are the same as in Chapter 5: although SW has been
shown to offer important computational and theoretical advantages over the Wasserstein
distance, its practical performance can be limited by the error induced by the commonly
used Monte Carlo approximation. To ensure that this approximation error is reasonably
small, one might need to choose a large number of projections L, which inevitably in-
creases the computational complexity of SW. We thus aim at developing an alternative
method to overcome this issue.

We adopt a different perspective to approximate SW by leveraging concentration re-
sults on random projections: under relatively mild conditions, the typical distribution of
low-dimensional projections of high-dimensional random variables is close to some Gaus-
sian law [Sudakov, 1978, Diaconis and Freedman, 1984]. This result has recently been
illustrated with a bound in terms of the Wasserstein distance [Reeves, 2017, Theorem
1]: let {X;}L | be a sequence of real random variables with distribution j4, such that
X1,..., X, are independent with finite fourth-order moments; then, E[W%(ugu,/\/’u)ﬂ
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goes to zero as d increases, where N, denotes a univariate Gaussian distribution whose
variance depends on g, and the expectation is taken with respect to a Gaussian vari-
able u. This result has very recently been used to bound the “maximum-sliced distance”
between any probability measure and its Gaussian approximation [Goldt et al., 2021].

Summary of our contributions in Chapter 6. We develop a novel technique that
approximates SW with a simple deterministic formula, which builds on [Reeves, 2017,
Theorem 1]. As opposed to Monte Carlo, our methodology does not rely on a finite set
of random projections, thus eliminates the need of tuning the hyperparameter L and can
lead to a significant computational time reduction.

The formulation of our approximate SW is supported by the following findings.

1. We define an alternative SW whose projection directions are drawn from the same
Gaussian distribution as in [Reeves, 2017], instead of uniformly on S~!. We es-
tablish its relation with the original SW, and in particular, we prove that the two
distances are equal when p = 2.

2. We use this alternative SW and [Reeves, 2017, Theorem 1] to bound the absolute
difference between SW applied to any two probability measures juq, g on R? and
the Wasserstein distance between the univariate Gaussians N,,,, N,,. We explain
why the mean parameters of g and vy should necessarily be zero for the absolute
difference to decrease as d grows.

3. We show that the requirement on the mean parameters is not a practical problem,
by proving the following result: SW between pg, vy can be equivalently written as
the sum of the difference between their means and the SW between the centered
versions of ug, vg.

Based on the aforementioned results, we introduce a novel estimate of SW, defined as
——2 1
SWQ(Ndvl/d) = g”mud - deH2 + W%(NﬂwNDd) ) (1-3)

where for £ € {4, vq}, m¢ is the mean parameter of £ and € denotes the centered version
of €. Since the Wasserstein distance between Gaussian distributions admits a closed-form
solution, (1.3) is very easy to compute, and faster than the Monte Carlo estimate ob-
tained with a large number of projections.

We derive nonasymptotical guarantees on the error induced by our approach: we
define a weak dependence condition that is weaker than the one in [Doukhan and Neu-
mann, 2007|, which is a notion commonly used in statistics, and prove that under this
condition, |SWa(ug, vq) — S/\\Vg(ud, vq)| goes to zero as d grows to -+oo.

The nonasymptotical guarantees of our approximate SW, as well as its computational
efficiency, are then validated with experiments conducted on synthetic data. We finally
leverage our theoretical insights to design a novel adversarial framework for a typical
generative modeling problem, namely image generation. As compared to generative
models based on SW estimated with Monte Carlo, our framework produces images of
higher quality with further computational benefits.
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Chapter 7: Statistical and Topological Properties of Sliced Probability
Divergences

Recent years have witnessed the formulation of novel sliced probability divergences
(SPDs), such as Sliced Gromov-Wasserstein [Vayer et al., 2019] or Sliced-Cramér [Kolouri
et al., 2020a], due to the success of the Sliced-Wasserstein distance in generative model-
ing. We identify two reasons why “slicing” a divergence is beneficial. First, some prob-
ability divergences are only defined to compare measures supported on one-dimensional
spaces, for instance the Cramér distance [Crameér, 1928]. The slicing operation thus ex-
tends these divergences to multivariate distributions [Knop et al., 2020, Kolouri et al.,
2020a]. Then, slicing leverages the computational advantages available in one dimension
to define divergences achieving computational efficiency on multivariate settings [Rabin
et al., 2012, Deshpande et al., 2019, Paty and Cuturi, 2019, Kolouri et al., 2019b, Vayer
et al., 2019|.

Even though various sliced divergences have successfully been deployed in practical
applications, their theoretical properties have not yet been well understood. Indeed, the
literature on such divergences has largely been devoted to the study of SW. Besides,
some properties of SW have only been characterized for specific settings, in particular
its statistical benefits observed in practice [Deshpande et al., 2018, 2019].

Summary of our contributions in Chapter 7. We conduct a theoretical analysis
on sliced probability divergences, in order to bridge the gap between theory and practice
and gain insight on what the slicing operation itself is bringing. To this end, we formu-
late the first general definition of the class of SPDs, which includes existing instances in
the literature and enables us to adopt a general point of view. Specifically, we consider
a generic bage divergence A between one-dimensional probability measures, and define
its sliced version, denoted by SA, which operates on multivariate settings.

We first prove several results on the topology induced by SA, whose statements can be
summarized as follows.

1. If A is a metric, so is SA. In other words, slicing preserves the metric properties.

2. If the convergence in A implies the weak convergence of measures (or conversely),
then slicing preserves this property, ¢.e. the convergence in SA implies the weak
convergence of measures (or conversely).

3. If A is an integral probability metric, A and SA are strongly equivalent under
specific sufficient conditions which we identify.

We also study the statistical properties of SA.

4. We show that the sample complexity of SA is proportional to the sample com-
plexity of A for one-dimensional measures. Therefore, the sample complexity of
any SPDs does not depend on the dimension d.

5. We also derive a bound on the error made when estimating divergences with Monte
Carlo, which is the most common practice: we prove that this approximation
scheme induces an additional variance term in the complexity of computing the
sliced divergence.
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Hence, our results demonstrate that while SPDs can offer important statistical benefits
thanks to the dimension-free rate in their sample complexity, the Monte Carlo strategy
induces an error that might affect the overall complexity of computing SPDs in practice,
especially on high-dimensional settings. Our results confirm the recent empirical obser-
vations reported in [Deshpande et al., 2019], which motivated Chapters 5 and 6, and
provide a better understanding for them.

We demonstrate the applicability of our general theoretical results by applying them
to specific instances of SPDs. For example, we establish a novel result on the topology
induced by the Sliced-Cramér distance. We also derive a sample complexity result for
SW which has never been shown before, under different assumptions on the measures to
be compared.

We then introduce the sliced version of Sinkhorn divergences and demonstrate its
statistical and computational advantages. Indeed, by combining our general results with
recent work |Genevay et al., 2019, Mena and Niles-Weed, 2019|, we derive the sample
complexity of Sliced-Sinkhorn divergences, and obtain rates which, as opposed the sample
complexity of Sinkhorn divergences, do not depend on d nor on the regularization param-
eter e. We also show that this sliced divergence improves the worst-case computational
complexity bounds of Sinkhorn divergences in R%.

Finally, we support our theory by conducting numerical experiments on synthetic and
real data: we consider examples of sliced divergences (Sliced-MMD, Sliced-Wasserstein
distance, Sliced-Sinkhorn divergences) and provide an empirical analysis of their topo-
logical, statistical or computational properties, which agrees with our theoretical results.

1.5 List of Publications

The contributions that we described in Section 1.4 led to the following publications.

e Kimia Nadjahi, Alain Durmus, Umut Simgekli, and Roland Badeau. Asymp-
totic Guarantees for Learning Generative Models with the Sliced-Wasserstein Dis-
tance. In Advances in Neural Information Processing Systems (NeurIPS), volume
32, 2019. (Spotlight presentation)

e Soheil Kolouri*, Kimia Nadjahi*, Umut Simgekli, Roland Badeau, and Gustavo
Rohde. Generalized Sliced Wasserstein Distances. In Advances in Neural Infor-
mation Processing Systems (NeurIPS), volume 32, 2019. (Star '+’ means equal
contribution)

¢ Kimia Nadjahi, Valentin De Bortoli, Alain Durmus, Roland Badeau, and Umut
Simsgekli. Approximate Bayesian Computation with the Sliced-Wasserstein Dis-

tance. In IFEFE International Conference on Acoustics, Speech and Signal Process-
ing (ICASSP), 2020. (Won the Best Student Paper Award)

e Kimia Nadjahi, Alain Durmus, Lénaic Chizat, Soheil Kolouri, Shahin Shahram-
pour, and Umut Simsekli. Statistical and Topological Properties of Sliced Probabil-
ity Divergences. In Advances in Neural Information Processing Systems (NeurIPS),
volume 33, 2020. (Spotlight presentation)

e Kimia Nadjahi, Alain Durmus, Pierre E. Jacob, Roland Badeau, and Umut
Simsgekli. Fast Approximation of the Sliced-Wasserstein Distance Using Concen-
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Systems (NeurIPS), volume 34, 2021.



Chapter 2

Technical Background

This chapter provides a set of technical results to specify the notions addressed in Chap-
ter 1, which will be useful for the remainder of the thesis. We first describe some of the
theoretical properties that help evaluate the advantages of a probability divergence when
used in generative modeling applications, specifically its metric axioms, metrization of
weak convergence and sample complexity.

Then, we examine these properties for specific instances of probability divergences,
namely the general class of Integral Probability Metrics, with a special focus on the
Mazimum Mean Discrepancy, and the Wasserstein distance. To properly introduce this
latter metric, we give some background on optimal transport theory.

Finally, we explain the computational and statistical limitations of the Wasserstein
distance to motivate the use of alternatives, including Sinkhorn divergences and the
Sliced- Wasserstein distance. We define these two divergences, which rely on fundamen-
tally different approaches, and present their known benefits over classical optimal trans-
port metrics.

2.1 General Properties on Probability Divergences

In this section, we give the formal statement of desirable properties for a probability
divergence in the context of generative modeling, starting with the metric axioms.

Definition 2.1 (Metric axioms). Let X be a Polish space and consider a divergence D
on the space of probability distributions P(X). D is a metric if it takes finite values,
i.e. D : P(X) x P(X) — Ry, and satisfies the following axioms.

1. Symmetry: For any p,v € P(X), D(u,v) = D(v, ).
2. Triangle inequality: For any p,v,§ € P(X), D(p,v) < D(u, &) + D(&,v).
3. Identity of indiscernibles: For any pu,v € P(X), D(u,v) =0 if and only if p = v.

If D only verifies some of these azioms, then it is said to be a pseudo-metric.

To clarify the property of continuity described in (P2) (page 17), we define the weak
convergence of measures, an important topological notion that characterizes a certain
type of convergence for sequences of probability distributions [Billingsley, 1999, Problem
1.11, Chapter 1].

31
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Definition 2.2 (Weak convergence). Let X be a Polish space, (ug)ken @ sequence of
probability measures supported on X, and p € P(X). We say that ux converges weakly to
a probability measure 11 on X, and write (pg)pen —> p (07 g — 1), if for any continuous
and bounded function f : X = R,

lim /fd,uk:/fd,u.
k—+oo Jx X

Another type of convergence for probability distributions can be characterized through
a probability divergence: consider a Polish space X and D : P(X) x P(X) — Ry U{+o0};
using the same notations as in Definition 2.2, we say that (ug)ren converges to p under
D if limg_yoo D(pg, 1) = 0.

Depending on the choice of D and X, convergence under D can imply weak con-
vergence, and conversely. If weak convergence implies convergence under D, i.e. prop-
erty (P2) (page 17) is true, then we say that D is weakly continuous. If the reverse
implication also holds, i.e. convergence under D is equivalent to weak convergence, and
D is additionally a metric, then D is said to metrize the weak convergence in P(X).

Finally, property (P4) (page 17) is directly related to the statistical efficiency of
a divergence. Indeed, consider that one has access to sets of samples drawn from un-
known or intractable distributions, which is typically the case in data sciences. Then,
from a practical point of view, a probability divergence D is useful in that context if
it is able to appropriately handle the empirical approximations. Above all, this means
that the evaluation of D from samples, or equivalently from empirical measures, must
be easy to implement. Then, the error induced by this empirical approximation should
be sufficiently small: given two unknown distributions u,r € P(X) and their respective
empirical instantiations fi,, I, the deviation |D(fin, ) — D (i, v)| must shrink to 0 as
n increases with a reasonably fast convergence rate. This rate is commonly referred to
as the sample complexity of D.

2.2 Integral Probability Metrics

We now study the family of Integral Probability Metrics, introduced by Miiller [1997] and
characterized through the generic formula recalled in Definition 2.3.

Definition 2.3 (Integral Probability Metrics). Let Y be a measurable space and denote
by M(Y) the set of real-valued measurable functions on Y. Let F C M(Y) and Pg(Y) be
the subset of measures in P(Y) characterized as

PWO=M€PW%Vf€E£U@WM@<+w}

The Integral Probability Metric associated with F, denoted by ~g, is defined for any
w,v € Pe(Y) as

Yr(p,v) = sup
feF

ﬂf@mm—w@ﬂ. 1)

If w or v does not belong to Pe(Y), we set vg(u,v) = +oo.
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IPMs offer several theoretical guarantees which suggest that their deployment in gener-
ative modeling applications is relevant. First, they are pseudo-metrics [Sriperumbudur
et al., 2009]: they are non-negative, symmetric, verify the triangle inequality and for any
€ Pe(Y), ve(p, ) = 0. Besides, v metrizes weak convergence, provided that the span
of F is dense in the space of continous and bounded functions on Y endowed with the
supremum norm [Ambrosio et al., 2005, Section 5.1].

Finally, any IPM admits an empirical estimate which is consistent: consider the
empirical distributions fi,, = £ 3% | 8, and 9, = £ 37 | 8., where {2;}7, and {y;}},
are two sets of n € N* samples i.i.d. from p and v respectively, and denote by

T (s ) = sup | = S (1) — F))| - (2.2)

n
feF i1

Then, g (fin, Un) converges to ve(u, v) as n grows to +o0o, under some mild assumptions
on u,v and their empirical instances [Sriperumbudur et al., 2012, Lemma 3.1]. Neverthe-
less, for arbitrary F, the empirical estimate ¢ (fin, 2,) is not always simple to compute
nor converges to g (u, ) sufficiently fast. An important example of IPMs which admits
a consistent and statistically efficient empirical estimator is the Mazimum Mean Dis-
crepancy (MMD, Gretton et al. [2012]), which is defined below.

Definition 2.4 (Maximum Mean Discrepancy). Let H be a reproducing kernel Hilbert
space (RKHS) for real-valued functions on a measurable space Y, and F be the unit ball
in H. Then, ve (Definition 2.3) defines the MMD in RKHS: for any p,v € Pe(Y),

MMD (u,v;F) = sup
fEF, ie. fYDRfn<1

| st v><y>\ (23)

By [Gretton et al., 2012, Lemma 6], the above definition can equivalently be written in
terms of the kernel k associated to H,

MMD? 1, 5F) = |

ke, 2')d(p ® o) (&, ') + / k(y.4)d(v ® 1) (4.9)
Y xY

YxY

9 /Y K@ 9)d(u® v)(a.) (2.4)

MMD has been shown to metrize weak convergence when Y is a compact space or Y = R?,
under specific conditions on its defining kernel k [Sriperumbudur et al., 2010]. One of
the most popular kernels is the Gaussian (RBF) kernel, defined for any =,y € R? as

k(z,y) = exp (_H%_;’W), where o > 0 is called the bandwidth parameter. According to

the aforementioned general result, MMD based on the Gaussian kernel metrizes weak
convergence on compact spaces.

When F is the unit ball of an RKHS, the solution of (2.2) is unique and available
in closed form, thus defines an empirical estimator for MMD that is easy to implement
[Sriperumbudur et al., 2012, Theorem 2.4|. This estimate, denoted by l\fl\ﬁ)(, = F),
is consistent and exhibits a rate that does not depend on the data dimension d: by
[Sriperumbudur et al., 2012, Corollary 3.5],

MMD (1, 73 F) — MMD (1, v; F)| = O(n~/2) . (2.5)
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The analytical properties of MMD have been especially useful for statistical hypothe-
sis testing |Gretton et al., 2008, Fukumizu et al., 2008, Gretton et al., 2012] and generative
modeling [Li et al., 2015, Dziugaite et al., 2015, Sutherland et al., 2017, Binnkowski et al.,
2018, Arbel et al., 2019]. However, these studies also demonstrate that the theoreti-
cal guarantees and practical implications induced by MMD are strongly affected by the
choice of its kernel function. For instance, the constant in the sample complexity (2.5)
depends on sup,cy /k(z, ) [Sriperumbudur et al., 2012, Corollary 3.5]. The influence
of the kernel function on the training and performance of MMD-based IGM methods has
not been fully understood, and the study of this aspect is an active research topic: while
[Arbel et al., 2019] provided some answers by identifying the settings where the gradient
estimators used in MMD GANSs are unbiased, it is still unclear why some kernel choices
yields better results than others in their experiments.

We conclude this section by presenting another important instance of IPMs: when
F={f:Y=R: ||f||Lip < 1}, where

Ml = sup LD =W

7 (2.6)
z,y€Y, x#y ||£U - y”

~F is then known as the Wasserstein distance of order 1 [Villani, 2008, Theorem 5.10)].
This metric is directly related to the field of optimal transport theory, as we explain in
the next sections.

2.3 Optimal Transport

We provide the basics of optimal transport theory in order to give a better understanding
of the roots of the Wasserstein distance.

OT was first formulated by Monge [1781] and defines a mathematical formalism
which, intuitively, aims at finding a way to move the probability mass from one distri-
bution to another with least effort. This effort is quantified by means of a cost function,
which operates as follows: denote by u € P(X) the source distribution and by v € P(Y)
the target distribution, where X and Y are two Polish spaces. Then, ¢ : XxY — Ry U{oo}
defines the function that returns for any (z,y) € X x Y the cost of transporting = to y.
This cost function is typically chosen as a distance on X x Y, so that it evaluates how
far x and y are from each other: the smaller ¢(x,y), the closer x is to y, so the least effort.

On the other hand, the idea of transporting one distribution to another is described
by the notion of push-forward. To illustrate how this mathematical operator works, we
consider the specific case of discrete measures: let f : X — Y be a continuous map,
and & € P(X) supported over n points, i.e. & = n~? Yo, dz,. Then, the push-forward
operator associated to f, denoted by f;, takes { as input and returns a probability
distribution on Y characterized by

1 n
=1

In other words, f; moves £ € P(X) towards a new distribution on Y, by applying f to its
support points {z;}" ;. This operation can be generalized to continuous distributions:
in this case, f moves each elementary mass of the input distribution. We give the formal
definition of the push-forward operator in Definition 2.5.
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Definition 2.5 (Push-forward operator). Let X,Y be two Polish spaces, f : X — Y
a continuous map, and & € P(X). We denote by f; : P(X) — P(Y) the push-forward
operator associated to f. The evaluation of fy at & yields a probability distribution sup-
ported on Y, denoted by f:§ and characterized by the following two properties, which are
equivalent.

1. For any measurable set A in Y, fy&(A) = &(f~1(A)) where
fHA) ={zeX: f(z) €A} .

2. For any g € C(Y), [y h(y)dfil(y) = [y go f(x)dé(x) .
f¥§ can be referred to as the push-forward measure of £ by f.

The OT problem as formulated by Monge consists in finding the map 7" : X — Y that
transports the source distribution p € P(X) to its target v € P(Y) (via the push-forward
operator T}) with minimal total cost (measured by the cost function ¢). Formally, the
corresponding optimization problem is given by

m%n/)(c(x,T(x))du(a:) st. Typ=v. (2.7)

Monge’s formulation leads to a nonconvex optimization problem (2.7), which boils down
to a combinatorial assignment problem in the discrete case [Peyré and Cuturi, 2019,
Section 2.2|. Such problems are difficult to solve in general, and feasible solutions do not
always exist.

To overcome the issues induced by the resolution of Monge’s OT problem, Kan-
torovich [1942] introduced a relaxed version of (2.7) such that the transportation be-
comes probabilistic: the probability mass of any source point can be split into smaller
masses which are then assigned to different target points, whereas the Monge problem
performs a one-to-one assignment. To allow for mass splitting, Kantorovich proposes to
use couplings instead of deterministic transport maps, i.e. the feasible set of solutions now
corresponds to the set of joint distributions on X xY whose first and second marginals are
given by p and v respectively. The condition on the marginals reflects the conservation
of total probability mass when carried from p to v. Kantorovich’s formulation of OT is
finally given by

win [ cwy)dn(zy). (2.8)
m€ll(p,v) JXxY

with, II(p,v) = {7r € P(X xY) : for any measurable sets A C X, BCY,
T(AxY)=p(A), 7(XxB)=v(B)} .

The solution to (2.8) has been shown to always exist, provided that the following condi-
tions are satisfied.

(i) X and Y are compact metric spaces, and the cost function c¢ is continuous [San-
tambrogio, 2015, Theorem 1.4] or lower semi-continuous and bounded from below
[Santambrogio, 2015, Theorem 1.5],

(ii) or alternatively, X and Y are Polish spaces and c is lower semi-continuous [San-
tambrogio, 2015, Theorem 1.7].

These theoretical guarantees provides a significant advantage over the Monge problem,
which can be ill-posed. Furthermore, Kantorovich’s formulation led to the definition of
powerful probability divergences, namely Wasserstein distances.
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2.4 Wasserstein Distances

Wasserstein distances define a class of probability divergences which compare two dis-
tributions by solving a transport problem, and have gradually become a useful tool for
many other applications than OT theory. In this section, we introduce the mathematical
definition of Wasserstein distances, specify some of their key theoretical properties and
present two special settings where they are easily computable. Then, we explain the
main limitations of these OT metrics, which makes them impractical when deployed in
modern machine learning applications.

2.4.1 Definition and elementary properties

We start by defining the Wasserstein distance of order p between any two distributions.
In what follows, we will assume for ease of reading that the compared distributions are
supported on the same space, i.e. X =Y.

Definition 2.6 (Wasserstein distances). Let X be a Polish space equipped with a distance
p, and p € [1,+00). The Wasserstein distance of order p is defined for any p,v € P(X)
as
1/p
W, (p,v) = < inf / p(x,y)pdﬂ(x,y)> . (2.9)
mell(p,v) JXxX

One can easily see from Definition 2.6 that Wasserstein distances correspond to specific
instances of the Kantorovich transport problem recalled in (2.8). Hence, comparing two
distributions p and v via the Wasserstein distance amounts to solving a transport prob-
lem where the source and target distributions are given by p and v; or conversely, by v
and u, since this order has no importance in Kantorovich’s formulation.

By definition, Wasserstein distances leverage the information captured by the cost
function ¢ on the geometry of the supports of p and v in order to optimally move the
probability mass from p to v. The comparisons made via this OT metric are then
conceptually more powerful than with traditional divergences, e.g. f-divergences which
perform pointwise comparisons of the probability mass [Rényi, 1961].

The benefits of Wasserstein distances are further confirmed by the following theo-
retical results: denote by P,(X) the set of probability measures on X with finite p’th
moment, 7.e.

Pp(X) = {M € P(X) : /Xp(;l?o,x)pdu(x) < +o00, for some zg € X} )

Then, W,, is a metric on P,(X) [Villani, 2008, Chapter 6] which metrizes the weak
convergence, i.e. the weak convergence of probability measures supported on P,(X) is
equivalent to convergence under W, [Villani, 2008, Theorem 6.9]. These properties ex-
plain why the Wasserstein distance can effectively compare any two distributions, even
when their supports do not overlap, as opposed to f-divergences, e.g. KL, and some
instances of IPMs: see [Arjovsky et al., 2017, Example 1| for an illustration of this ad-
vantage.

There are some special cases where computing the Wasserstein distance, i.e. solving
the corresponding Kantorovich problem, is easy and reasonably cheap. We present two
of these settings, which provide closed-form solutions and are of significant important in
this thesis.
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Gaussian distributions. Denote by AM(m,¥) the Gaussian distribution on R? with
mean m € R? and covariance matrix ¥ € R%*? symmetric positive-definite. The Wasser-
stein distance of order 2 between two Gaussians, also known as the Wasserstein-Bures
metric [Dowson and Landau, 1982], is given by

W2{N (my, 1), N (my, $2)} = |[my —my >+ Tr[Sy + 5, —2(S125,514) 2] | (2.10)
where Tr denotes the trace operator.

Besides, if ¥1¥9 = 3934, (2.10) can be written in the following simpler form

/2 1/2

WE{N (my, 1), V(mg, ¥2)} = [[my — ma® + [[Z; 1%, (2.11)

where || - | 7 denotes the Frobenius norm.

Univariate distributions. Consider y,v € P,(R), and denote by F, ! and F, ! the
quantile functions of v and v respectively. By [Rachev and Riischendorf, 1998, Theorem
3.1.2.(a)],

WP (v / |F7Nt) — Fo M) dt (2.12)

The analytical formula in (2.12) can be efficiently approximated by replacing the integral
with a Monte Carlo estimate. The first approximation scheme we consider is given by,

K
W (pu,v) ~ . Z’ ~Jl(tk)—F,fl(m)‘p : (2.13)

where {t;}& | are uniform and independent samples from [0, 1] and for & € {u, v}, Fgl

is a linear interpolation of Fgl which denotes either the exact quantile function of & if £
is discrete, or an approximation by a Monte Carlo procedure. This last option is justified
by the Glivenko-Cantelli theorem [Loéve, 1977].

The second approximation is given by,

Mx

WP (u, v

s = B uls)| (2.14)

k:

where {s;.}2£ are uniform and independent samples from p and for ¢ € {u, v}, F¢ (resp.
Fg 1) is a linear interpolation of F (vesp. F, ¢ 1) which denotes either the exact cumulative
distribution function (resp. quantile function) of ¢ if £ is discrete or an approximation
by a Monte Carlo procedure.

Let us finally mention the convenient case of univariate discrete measures: if yu =
ntS 8y, and v = n YN 8y, where {z;} , {y;}", are two sets of n € N*
observations taking values in R, then (2.12) can simply be calculated by sorting {z;},
and {y;}!" ;. In this case,

W (p, v Z!w(z = () (2.15)
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where T(1) <...< T(n) and Ya) <...< Y(n)-

However, apart from favorable singular cases such as the ones discussed above, com-
puting Wasserstein distances entails several issues in practice, which are especially prob-
lematic in data sciences. We elaborate on these practical limitations in the next section.

2.4.2 Practical aspects and limitations

When evaluated between two multivariate empirical distributions, the Wasserstein dis-
tance admits a discrete formulation which can be rewritten as a linear program [Peyré
and Cuturi, 2019, Section 3.1] and the solution is not analytically available in general.
Standard solvers from linear programming and combinatorial optimization (e.g., the sim-
plex method) are then particularly relevant in that context, since they can be used to
compute W (fin, ) [Peyré and Cuturi, 2019, Chapter 3]. While they participated in
the spread of OT, these methods tend to have a super-cubic cost in practice, and their
worst-case computational complexity scales in O(n?log(n)). Therefore, Wasserstein dis-
tances usually require important computational resources when deployed in applications
that deal with medium-to-large volumes of data, such as machine learning problems.

Additionally, several prior studies have demonstrated the statistical limitations of
the Wasserstein distance by deriving its sample complexity: the convergence rate of
W, (fin, D) t0 W (1, v) is in O(n~1/4). This result was first established by Dudley [1969]
for p = 1 and compactly supported measures, and has been extended and sharpened in
subsequent work [Dereich et al., 2013, Boissard and Gouic, 2014, Fournier and Guillin,
2015]. Their contribution show that in general, the convergence rate of W, (u, fi,) to
zero (consequently, of W (i, 0,) to Wy(u,v), by the triangle inequality) degrades ex-
ponentially in the ambient dimension d, meaning that for high data dimensions, n must
be very large for W, (fip, 7,) to yield an accurate approximation of Wp(u, ). This re-
quirement might be unrealistic or too restrictive, since increasing n inevitably increases
the complexity of computing Wy,(fin, 7,), let alone that it might be difficult to collect
sufficiently many samples in some practical settings. We note however that a recent
study drew a more optimistic conclusion by considering measures that are intrinsically
lower-dimensional: in this specific case, the rate can be reasonably fast as it depends on
that intrinsic dimension [Weed and Bach, 2019].

Because of these computational and statistical limitations, deploying the Wasser-
stein distance to address practical tasks in data sciences can result in highly inefficient
algorithms. Nevertheless, these issues have in turn paved the way for novel research di-
rections within the machine learning community, which taken altogether, define a whole
new field called computational optimal transport (COT).

The next two sections are precisely dedicated to the main classes of probability diver-
gences that have emerged from COT: Sinkhorn divergences, which stem from regularized
optimal transport, and the Sliced- Wasserstein distance, which is the central object of this
thesis. Thanks to their favorable computational and statistical properties, these diver-
gences serve as practical alternatives to the Wasserstein distance and have inspired the
design of novel efficient techniques in data sciences.
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2.5 Regularized Optimal Transport, Sinkhorn Divergences

Popularized by Cuturi [2013], regularized optimal transport is one of the main method-
ologies that have allowed the application of OT in high-dimensional applied problems.
Its guiding principle consists in adding a penalty term to the Kantorovich problem in
order to approximate its solution. This penalty can be any strictly convex function, and
this choice of regularization leads to different practical consequences [Peyré and Cuturi,
2019, Remark 4.10]. We will only describe the most common practice, which is entropic
penalization and thereby defines the following regularized version of (2.9),

Wocnr) = min { [ playpany) +eHalpen}, (@10
mell(pr) L JXxX

where £ > 0 acts as a regularization parameter and H(7w|u ® v) denotes the relative

entropy (or Kullback-Leibler divergence) of the transport plan m with respect to u ® v:

if 7 is absolutely continuous with respect to u ® v,

H(rjp@v) = /

oox 8 (Mﬁ”(l"y) : (2.17)

dp(z)dv(y)
otherwise, H(7|u ® v) = +00.

This entropic regularization provides a number of desirable properties and has there-
upon contributed significantly to the renewed interest in OT for data sciences, e.g. in
supervised learning [Frogner et al., 2015|, computer vision [Solomon et al., 2015|, domain
adaptation [Courty et al., 2017, Redko et al., 2019], dictionary or embeddings learning
|Schmitz et al., 2018, Frogner et al., 2019] and generative modeling |Genevay et al., 2018].

The first major advantage is that the solutions of the Kantorovich problem can be
efficiently approximated via this regularization. Indeed, when p and v are two dis-
crete distributions based on n points, the penalized problem in (2.16) can be efficiently
solved by applying an iterative numerical solver called Sinkhorn’s algorithm |[Franklin
and Lorenz, 1989], where each iteration consists in matrix-vector products. Such op-
erations induce a complexity in O(n?), which can further be improved for example by
implementing them on GPU since they can be carried out in parallel, or by leveraging
the structure of the cost function: see [Peyré and Cuturi, 2019, Section 4.3| for the
explanation of such acceleration techniques. Therefore, Sinkhorn’s algorithm executes
considerably faster than the approximate solvers used in classical OT, and has been
shown to converge to the solution of the unregularized Kantorovich problem with an
accuracy of § in O(n?||c||%, log(n)d~2) operations [Dvurechensky et al., 2018]. Several
algorithms for regularized optimal transport have then been developed and can achieve
improved convergence rates or a superior empirical performance, e.g. a better compu-
tational efficiency [Altschuler et al., 2017, Dvurechensky et al., 2018, Seguy et al., 2018,
Abid and Gower, 2018, Lin et al., 2019].

On the other hand, the entropic regularization of OT yields an alternative divergence
to the Wasserstein distance that is better suited for data sciences: W, o(, V) is convex
as a function of (u,v) for ¢ > 0, and is always smooth provided that ¢ > 0, with
a gradient known in closed-form [Feydy et al., 2019]. Therefore, adding an entropic
penalty has been especially useful in defining a reliable loss function which, as opposed
to the unregularized Wasserstein distance, can efficiently be differentiated in general: a
detailed discussion on this aspect accompanied with concrete examples is provided in
[Peyré and Cuturi, 2019, Section 9.1].



40 Chapter 2. Technical Background

Nevertheless, this divergence does not verify all metric axioms since the entropic
penalty term introduces the following bias: for any distribution p, Wp o(p, ) # 0.
The family of Sinkhorn divergences has then been introduced to fix this problem, while
inheriting from the benefits of entropic regularized OT.

Definition 2.7 (Sinkhorn divergences). Let X be a Polish space equipped with a distance
p. Let p € [1,400) and € > 0. The Sinkhorn divergence is defined for any u,v € P(X)
as

1
vaa(:u7 y) = Wpﬁ(/j’v V) - i{wpﬁ(:u’v M) + Wp,€(V7 V)} ) (218)
where W, . is the reqularized OT cost given by (2.16).

Sinkhorn divergences have been proved to be smooth and convex, similarly to W, .,
but they are also symmetric positive definite and metrize the weak convergence [Feydy
et al., 2019]. Regarding their practical implications, computing W, . is not much more
expensive than for W, ., and can be done efficiently on GPU [Feydy et al., 2019, Section
3]

Another important feature of Sinkhorn divergences is that they interpolate between
the Wasserstein distance (when ¢ — 0) and MMD (when ¢ — +o00) [Ramdas et al.,
2017]. Hence, Sinkhorn divergences achieve a trade-off between these two divergences,
which is clearly reflected in their sample complexity recalled below.

Theorem 2.8 (Theorem 3 in Genevay et al. [2019]). Let X be a compact set of RY
with diameter denoted by Dx, and consider p,v € P(X). The sample complezity of the
Sinkhorn divergence is given by

— — k
E ‘WP,E(,&”, n) — Wpe(1, u)‘ < K4 py (1 + s_Ld/ZJ) exp <DX> n~1/2 , (2.19)
€
where Kg p, is a constant that depends on d and Dx, and kp, is a constant that depends
on Dx.

Theorem 2.8 has very recently been refined to the case where u, v are subgaussian [Mena
and Niles-Weed, 2019]. In both [Genevay et al., 2019] and [Mena and Niles-Weed, 2019,
the convergence rate is consistent with the aforementioned interpolation property: when
£ goes to infinity, it scales in n~1/2 and is thus comparable to the MMD case (2.5); when
¢ shrinks to 0, the rate gets significantly slower and, analogously to the Wasserstein
distance, further degrades as the dimension d increases.

2.6 Sliced-Wasserstein Distance

Another important class of alternative divergence emerging for computational optimal
transport relies on the use of low-dimensional projections of probability distributions.
This line of work was initiated by Rabin et al. [2012] and Bonneel et al. [2015], which de-
signed the Sliced- Wasserstein distance in order to speed up the computation of Wasser-
stein barycenters. We give the formal definition of SW in Definition 2.9, which we
illustrate in Figure 1.3 (page 20).

Definition 2.9 (Sliced-Wasserstein distance). Let X C R? be a Polish space endowed
with the Buclidean distance and denote by ST~' = {0 € R? : ||0|| = 1} the unit sphere in
RY. For any u € S, denote by u* : X — R the linear form given by u*(z) = (u,z). Let
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Algorithm 1: Monte Carlo approximation of SW

Input: Two sets of observations {x;}? ; and {y;}}_;, number of projection
directions L, order p.

SW =0

for/=1,...,L do

Sample: u; ~ o

fori=1,....,ndo
| Project: a} = <ul,$7,> = (uy, yi)
Sort: a(;) <@y <o < I( oY) S Yy < S Y

SW = SW + (1/n) 30 |2, — yp P
SW = (SW/L)\/?
return SW

p € [1,400). The Sliced-Wasserstein distance of order p is defined for any p,v € Pp(X)
as

SWE(u,v) = / Wo(ujp, ujv)do(u) , (2.20)
Sd-1

where o is the uniform distribution on S*1, and for any u € S 1, ug = (u*)y denotes
the push-forward operator associated to u*.

In other words, SW measures the dissimilarity between p,v € P,(X) by computing
E[W} (ujp, ujv)], where I is taken with respect to u uniformly distributed on S%1. The
push-forward measures uﬁu and ugl/ are univariate since they correspond to “projections”

of  and v along the direction u € S?~1. In particular, when ¢ € {u,v} is approximated
by the empirical measure &, = (1/n)> 1, 84,, where {x;}?, are i.i.d. samples from &,
then

n
i=1
This means that empirical approximations of uZ{u and ug‘y can simply be obtained by
projecting the available samples from p and v along wu.
Besides, the expectation that defines SW can easily be approximated with a standard
Monte Carlo method: one draws L € N* samples i.i.d. from o, denoted by {ul}le, and
approximates SW (2.20) with

SW o, v ulﬁu,ulﬁu) , (2.21)

IIMh

where for I € {1,..., L}, ujy = {(w)*}; is the push-forward operator associated to (u;)*,
the linear form introduced in Definition 2.9. The Monte Carlo estimate of SW thus re-
quires solving finitely many OT problems in R, which is convenient given our discussion
in Section 2.4.1. This approximation method is summarized in Algorithm 1, and has a
complexity in O(Ldn + Ln log(n)) due to the projecting and sorting operations.

The computational benefits of SW over the Wasserstein distance have encouraged its
use in various practical applications, thus making it an increasingly popular divergence
over the last few years. We present hereafter the main contributions on the theoretical
properties of SW.
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First, [Bonnotte, 2013, Chapter 5| provides a collection of useful results on SW,
including the following: SW is a distance on P,(R?) [Bonnotte, 2013, Proposition 5.1.2],
and its relation with the Wasserstein distance of order p has been rigorously established
as follows.

Theorem 2.10 (Proposition 5.1.3 and Theorem 5.1.5 of Bonnotte [2013]). Let p,v €
Pp(Rd). There exists a positive constant cq, < 1 depending on d and p such that

SWH(p,v) < capWh(p,v) . (2.22)

Besides, denote by B4(0,R) = {z € R? : |z|| < R} the open ball in R? of radius R > 0
centered around 0 € R?, and assume that p and v are supported on By(0,R). Then,
there exists a constant Cq, > 0 such that

W) < S8 R /S W (1)) (2.23)
d,p

Very recently, Bayraktar and Guo [2021] conducted a thorough theoretical analysis on the
equivalence between the Wasserstein distance and SW, which nicely complements The-
orem 2.10. Their results also concern a variant of SW, the mazimum Sliced- Wasserstein
distance [Deshpande et al., 2019], which we described in Section 1.4 (page 25) and define
in Chapter 5.

Finally, only a few studies have investigated the sample complexity of SW to justify
the statistical efficiency of SW-based methods. If u, v are two isotropic Gaussian distri-
butions supported on R?, then |SWa(jly, 7n) — SWa(p, v)| can be bounded with high
probability using the concentration inequality derived in [Deshpande et al., 2019, Claim
1], which shows that SWy offers a “polynomial” sample complexity. A very recent study
derived two upper bounds on E[SW,(fiy, 1t)], which demonstrate that the rate in the
sample complexity of SW,, cannot be worse than n~1/2P and can achieve n~/2, under
specific assumptions on the regularity of p as measured by a certain functional [Manole
et al., 2019, Proposition 1].

To conclude, let us mention that the complete review of the literature on SW pro-
vided in Sections 1.3 and 1.4 confirms the relevance of this metric in data sciences, but
also emphasizes a severe lack of theoretical insights. As explained in Section 1.4, one of
the objectives of this thesis is then to bridge this gap between theory and practice: in
particular, the next chapter aims at making SW-based generative models more theoret-
ically grounded, by analyzing the asymptotic properties of the estimators obtained by
minimizing SW.



Chapter 3

Asymptotic Guarantees for
Learning Generative Models with
the Sliced-Wasserstein Distance

This chapter is based on [Nadjahi et al., 2019].

Minimum expected distance estimation (MEDE) algorithms have been widely used for
probabilistic models with intractable likelihood functions, and have become increasingly
popular due to their use in implicit generative modeling. Emerging from computational
optimal transport, the Sliced-Wasserstein distance has become a popular choice in MEDE
thanks to its simplicity and computational benefits. While several studies have reported
empirical success on generative modeling with SW, the theoretical properties of such
estimators have not yet been established.

In this chapter, we investigate the asymptotic properties of estimators that are ob-
tained by minimizing SW. We first show that convergence in SW implies weak con-
vergence of probability measures in general Wasserstein spaces. Then we show that
estimators obtained by minimizing SW (and also an approximate version of SW) are
asymptotically consistent. We finally prove a central limit theorem, which characterizes
the asymptotic distribution of the estimators and establish a convergence rate of /n,
where n denotes the number of observed data points. We illustrate the validity of our
theory on both synthetic data and neural networks.

3.1 Introduction

Minimum distance estimation (MDE) is a generalization of maximum-likelihood infer-
ence, where the goal is to minimize a distance between the empirical distribution of a
set of i.i.d. observations Y7., = (Y1,...,Y},) and a family of distributions indexed by a
parameter 6. The problem is formally defined as follows [Wolfowitz, 1957, Basu et al.,
2011],

~

0, = argmingcg D(fin, 1g) , (3.1)

where D denotes a distance (or a divergence in general) between probability measures,
g denotes a probability measure indexed by 6, © denotes the parameter space, and

. 1
fn =) O, (32)

43
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denotes the empirical measure of Y7.,. When D is chosen as the Kullback-Leibler diver-
gence, this formulation coincides with the maximum likelihood estimation (MLE, Basu
et al. [2011]).

While MDE provides a fruitful framework for statistical inference, when working
with generative models, solving the optimization problem in (3.1) might be intractable
since it might be impossible to evaluate the probability density function associated with
wg. Nevertheless, in various settings, even if the density is not available, one can still
generate samples from the distribution pg, and such samples turn out to be useful for
making inference. More precisely, under such settings, a natural alternative to (3.1) is
the minimum expected distance estimator [Bernton et al., 2019], which is defined as

A~

Gn,m = argmin9€® E [D(ﬂn7 ﬂ@,m)nfl:n] s (33)
where )
Hom = E Zi:l 6Zi (34)

denotes the empirical distribution of Zy.,,, that is a sequence of i.i.d. random variables
with distribution pg. This algorithmic framework has computationally favorable proper-
ties since one can replace the expectation with a simple Monte Carlo average in practical
applications.

In the context of MDE, distances that are based on optimal transport have become
increasingly popular due to their computational and theoretical properties [Arjovsky
et al., 2017, Tolstikhin et al., 2018, Genevay et al., 2018, Patrini et al., 2018, Adler and
Lunz, 2018]. For instance, if we replace the distance D in (3.3) with the Wasserstein
distance, we obtain the minimum expected Wasserstein estimator [Bassetti et al., 2006,
Bernton et al., 2019]. In the classical statistical inference setting, the typical use of
such an estimator is to infer the parameters of a measure whose density does not admit
an analytical closed-form formula [Basu et al., 2011]. On the other hand, in the im-
plicit generative modeling (IGM) setting, this estimator forms the basis of two popular
IGM strategies: Wasserstein generative adversarial networks [Arjovsky et al., 2017]| and
Wasserstein auto-encoders [Tolstikhin et al., 2018]. These methods are related to each
other according to [Genevay et al., 2017], and fall within the IGM framework explained
in Section 1.1: the goal is to find the best parametric transport map Ty, such that Ty
transforms a simple distribution p (e.g., standard Gaussian or uniform) to a potentially
complicated data distribution fi,,, by minimizing the Wasserstein distance between the
transported distribution py = Tpsp and fi,,. In practice, 6 is typically chosen as a neural
network, for which it is often impossible to evaluate the induced density ug. However,
one can easily generate samples from pg by first generating a sample from g and then
applying Ty to that sample, making minimum expected distance estimation (3.3) fea-
sible for this setting. Motivated by its practical success, the theoretical properties of
this estimator have been recently taken under investigation [Bousquet et al., 2017, Liu
et al., 2017] and very recently, Bernton et al. [2019] have established the consistency (for
the general setting) and the asymptotic distribution (for one dimensional setting) of this
estimator.

Even though estimation with the Wasserstein distance has served as a fertile ground
for many generative modeling applications, except for the case when the measures are
supported on R!, the computational complexity of minimum Wasserstein estimators
rapidly becomes excessive with the increasing problem dimension, and developing accu-
rate and efficient approximations is a highly non-trivial task. Therefore, there have been
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several attempts to use more practical alternatives to the Wasserstein distance [Cuturi,
2013, Genevay et al., 2018], and in this context, the Sliced-Wasserstein distance has been
an increasingly popular alternative to the Wasserstein distance. While several studies
have reported empirical success on generative modeling with SW, the theoretical proper-
ties of such estimators have not yet been fully established, as we discussed in Section 1.3.

In this chapter, we investigate the asymptotic properties of estimators given in (3.1)
and (3.3) when D is replaced with SW,,. We first prove that convergence in SW implies
weak convergence of probability measures defined on general domains, which generalizes
the results given in [Bonnotte, 2013]. Then, by using similar techniques to the ones
in [Bernton et al., 2019], we show that the estimators defined by (3.1) and (3.3) are
consistent, meaning that as the number of observations n increases the estimates will get
closer to the data-generating parameters. We finally prove a central limit theorem (CLT)
in the multidimensional setting, which characterizes the asymptotic distribution of these
estimators and establishes a convergence rate of \/n. The CLT that we prove is stronger
than the one derived in [Bernton et al., 2019] in the sense that it is not restricted to the
one-dimensional setting, as opposed to [Bernton et al., 2019].

We support our theory with experiments that are conducted on both synthetic and
real data. We first consider a more classical statistical inference setting, where we con-
sider a Gaussian model and a multidimensional a-stable model whose density is not
available in closed-form. In both models, the experiments validate our consistency and
CLT results. We further observe that, especially for high-dimensional problems, the es-
timators obtained by minimizing SW have significantly better computational properties
when compared to the ones obtained by minimizing the Wasserstein distance, as ex-
pected. In the IGM setting, we consider the neural network-based generative modeling
algorithm proposed in [Deshpande et al., 2018] to show that our results also hold in the
real data setting as well.

3.2 Asymptotic Guarantees for Minimum Sliced-Wasserstein
Estimators

We first clarify the mathematical formalism for the problem of parameter inference in
purely generative models. Let (Y3)ren be a sequence of random variables associated
with observations, where each observation takes value in Y C R?% We assume that
these observations are i.i.d. from p, € P(Y), and we consider the statistical model
M = {ug € P(Y), 0 € O}, where © C R% is the parametric space. For all § € O,
we can generate i.i.d. samples (Zj)ren+ € YN from pg, but the associated likelihood is
numerically intractable. The empirical approximation of ug based on m € N* samples is
then given by figm =m 1> 1" 8,

Throughout this chapter, we assume that the following conditions hold:
(C1) VY, endowed with the Fuclidean distance p, is a Polish space,
(C2) O, endowed with the distance pg, is a Polish space,
(C3) O is a o-compact space, i.e. the union of countably many compact subspaces,

(C4) Parameters are identifiable, i.e. pg = pgr implies 6 = 6'.



46 Chapter 3. Asymptotic Guarantees for Generative Models based on SW

We endow P(Y) with the Lévy-Prokhorov distance dp, which metrizes the weak conver-
gence by [Billingsley, 1999, Theorem 6.8] since Y is assumed to be a Polish space.

We define the minimum Sliced-Wasserstein estimator (MSWE) of order p as the
estimator obtained by plugging SW, in place of D in (3.1). Similarly, we define the
minimum expected Sliced- Wasserstein estimator (MESWE) of order p as the estimator
obtained by plugging SW,, in place of D in (3.3). In the rest of the chapter, MSWE and
MESWE will be denoted by 6,, and énm respectively.

In what follows, we present the asymptotic properties that we derived for MSWE
and MESWE, namely their existence, consistency and measurability. We also formu-
late a CLT that characterizes the asymptotic distribution of MSWE and establishes a
convergence rate for any dimension. All the proofs for these results are provided in
Sections 3.5.3 to 3.5.7.

Note that since the Sliced-Wasserstein distance is defined as an average of one-
dimensional Wasserstein distances, some proofs are inevitably similar to the proofs done
in [Bernton et al., 2019]. However, the adaptation of these techniques to the SW case is
made possible by the identification of novel properties regarding the topology induced
by the SW distance, which we establish for the first time in this study: see Sections 3.2.1
and 3.5.1.

3.2.1 Topology induced by the Sliced-Wasserstein distance

We begin this section by a useful result which we believe is interesting on its own and
implies that the topology induced by SW,, on P,(R?) is finer than the weak topology
induced by the Lévy-Prokhorov metric dp.

Theorem 3.1. Letp € [1,+00). The convergence in SW,, implies the weak convergence
in P(RY), d.e. if (ux)ken i5 a sequence of measures in Pp(R?) satisfying

lim SW =0
i (s 12)

with i € Pp(RY), then (jux)ren = p-

The property that convergence in SW,, implies weak convergence has already been
proven in [Bonnotte, 2013] for compact domains only. While the implication of weak
convergence is one of the most crucial requirements that a distance metric should satisfy,
to the best of our knowledge, this implication has not been proved for general domains
before. In [Bonnotte, 2013|, the main proof technique was based on showing that SW,
is equivalent to W, in compact domains, whereas we follow a different path and use the
Lévy characterization: see Section 3.5.2 for the detailed proof.

3.2.2 Existence and consistency of MSWE and MESWE

In our next set of results, we will show that both MSWE and MESWE are consistent, in
the sense that, when the number of observations n increases, the estimators will converge
to a parameter 6, that minimizes the ideal problem 6 — SW (fi, 19). Before we make
this argument more precise, let us first present the assumptions that will imply our
results.

A1l. The map 0 — g is continuous from (©,pe) to (P(Y),dp), i.e. for any sequence
(gn)nEN in © satisfying limy, ;4 o p@(em 9) =0, then (/‘G")nGN = Ho-
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A 2. The data-generating process is such that limy, o SWy(fin, ps) = 0, P-almost
surely.

A3. There ezists € > 0, such that setting €, = infoce SW(1tx, po), the set
OF = {0 € ©: SWy (4, pto) < €x + €}
is bounded.

These assumptions are mostly related to the identifiability of the statistical model
and the regularity of the data generating process. They are arguably mild assumptions,
analogous to those that have already been considered in the literature [Bernton et al.,
2019]. Note that, without Theorem 3.1, the formulation and use of A2 in our proofs
would not be possible. In the next result, we establish the consistency of MSWE.

Theorem 3.2 (Existence and consistency of MSWE). Assume A1, A2 and AS3. There
exists E € F with P(E) = 1 such that, for all w € E,

Jm inf SW(fin (w), ) = Inf SWp (4, o), and (3.5)
lim sup argmingc o SW,(fin(w), ftg) C argmingceSW (1t tg) (3.6)

n—-+oo

where [iy, is defined by (3.2).

Besides, for all w € E, there exists n(w) such that, for all n > n(w), the set
argmingcoSWy(fi,(w), o) is non-empty.

Our proof technique is similar to the one given in [Bernton et al., 2019]. This result
shows that, when the number of observations goes to infinity, the estimate 6,, will con-
verge to a global minimizer of the problem mingce SWp (1, 1t9). In our next result, we
prove a similar property for MESWESs as min(m, n) goes to infinity. In order to increase
clarity, and without loss of generality, in this setting, we consider m as a function of n
such that lim,, ;. m(n) = +oo.

Now, we derive an analogous version of Theorem 3.2 for MESWE. For this result, we
need to introduce another continuity assumption.

A4, Iflimy, 400 po(n,0) =0, then lim, 1 o E[SW (10, , f1g,,.n)|Y1:n] = 0.
The next theorem establishes the consistency of MESWE.

Theorem 3.3 (Existence and consistency of MESWE). Assume A1, A2, A3 and A/.
Let (m(n))nen= be an increasing sequence satisfying lim,,_, 1o m(n) = +o00. There ezists
a set E C Q with P(E) = 1 such that, for all w € E,

nggloo Olg(g E [Swp(ﬂnv ﬂ@,m(n)) ‘len] = Glgg SWP(M*? MQ)? and (37)
lim sup argmingcg E [SW,(fin, ﬂ@,m(n))‘yltn] C argmingcg SW (s, 116) (3.8)

n—-4o0o

where fiy, and fig mn) are defined by (3.2) and (3.4) respectively.

Besides, for all w € E, there exists n(w) such that, for all n > n(w), the set
argming.g E [SWp(/ln,/lg,m(n))]Ylm] is non-empty.

Similar to Theorem 3.2, this theorem shows that, when the number of observations
goes to infinity, the estimator obtained with the expected distance will converge to a
global minimizer.
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3.2.3 Convergence of MESWE to MSWE

Since in practical applications, we can only use a finite number of generated samples
Z1.m, we analyze the case where the observations Yi., are kept fixed while the number
of generated samples increases, i.e. m — +00. We show in this scenario that MESWE
converges to MSWLE, assuming the latter exists. Before deriving this result, we formulate
a technical assumption below.

A5. For some € > 0 and €, = infgpce SW,(fin, pg), the set
Ocn ={0 € ©: SW(fin, pg) < €y + €}
1s bounded almost surely.

Theorem 3.4 (MESWE converges to MSWE as m — +o00). Assume Al, Aj and A5.
Then,

i inf E [SWp (fin, fig,m)[Yiin] = inf SWp(fin, po) (3.9)
lim iup argmingcgE [SWy,(fin, f1o,m)|Y1:n] C argmingegSW,,(fin, to) (3.10)
m—r—+00

There exists m* such that, for any m > m*, argmingcglE [SW,(fin, f19,m)|Y1:n] s a non-
empty set.

This result shows that MESWE would be indeed promising in practice, as one get
can more accurate estimations by increasing m.

3.2.4 Measurability of MSWE and MESWE

The measurability of the MSWE and MESWE follows from the application of [Brown
and Purves, 1973, Corollary 1], also used in [Bassetti et al., 2006, Bernton et al., 2019,
and which we recall in Theorem 3.18.

Theorem 3.5 (Measurability of the MSWE) Assume Al. For anyn > 1 and € > 0,
there exists a Borel measurable function 0, . : Q0 — © that satisfies: for any w € €Q,

argmingcg SW,(fin(w), pe), if this set is non-empty,

én,e(w €
{0 €0 : SWy(jin(w), ng) < €+ €},  otherwise.

where €, = infgpce SW 11k, ftg).

We prove an analogous result to Theorem 3.5 in Section 3.5.6, which establishes the
measurability of MESWE.

3.2.5 Rate of convergence and the asymptotic distribution

In our last set of theoretical results, we investigate the asymptotic distribution of MSWE
and we establish a rate of convergence. We now suppose that we are in the well-specified
setting, i.e. there exists 6, in the interior of © such that g, = p«, and we consider
additional assumptions, as stated below.

For any u € S%! and ¢ € R, we define Fy(u,t) = [, 1~ oo,y ({u, y))dpa(y). Note that
for any u € S, Fyp(u,-) is the cumulative distribution function (CDF) associated to
the measure ua‘,ug.
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AG6. For all e > 0, there exists 6 > 0 such that

inf SW , >0 .
9ee: pl(;l(Q,H*)ze 1Ko 10)

Let £1(S¥1 xR, o ®Leb;) denote the class of functions that are absolutely integrable
on the domain S%~! x R w.r.t. the product measure o ® Leb;, where Leb; denotes the
Lebesgue measure on R.

AT7. Assume that there exists a measurable function Dy = (Dy1,...,Dyq,) S xR
R% such that for eachi=1,...,dp, Dy; € L}(S?! x R,0 @ Leby) and

/d 1 / |Fy(u,t) — Fy, (u,t) — (0 — 0y, Dy(u,t))| dtdo (u) = €(pe(0,64)) ,

si-1 JRr

where € : Ry — Ry satisfies limy_,o €(t) = 0. Besides, {DH} ?, are linearly independent
in LS x R, o @ Leby).

For any u € S¥~ !, and t € R, define

Fo(u,t) =n"tcard{i € {1,...,n} : (u,Y;) <t}

where card denotes the cardinality of a set, and for any u € S¢ 1, Fn(u, -) is the CDF
associated to the measure ugﬂn.

AS8. There exists a random element G, : S“1 x R — R such that the stochastic process
Vn(Fy, — Fy,) converges weakly in £L1(ST™1 x R, @ Leby) to G,.

Under mild assumptions on the tails of ugu* for any u € S, we believe that one
can prove that A8 holds in general by extending [Dede, 2009, Proposition 3.5] and |del
Barrio et al., 1999, Theorem 2.1a].

We can now formulate our central limit theorem based on these assumptions.
Theorem 3.6. Assume A1, A2, A3, AG, A7 and A8. Then, the asymptotic distribution
of the goodness-of-fit statistic is given by,

\/ﬁmf SW1 (fin, pto) — mf/ / |G (u,t) — (0, Dy(u,t))| dtdo (u)
0€0 Jgd—1

as n — +oo, where [i, is defined by (3.2).

Theorem 3.7. Assume A1, A2, A3, A6, A7 and AS8. Suppose also thal the random
map 0 = [eaor [p |Gi(u,t) — (0, Di(u,t))|dtdo (u) has a unique infimum almost surely.
Then, MSWE with p = 1 satisfies,

Vn(0, — 6,) = argmingq /Sd—1 /]R |G (u,t) — (0, Dy(u,t))| dtdo (u)

as n — +oo, where 0, is defined by (3.1) with SW1 in place of D.

These results show that the estimator and the associated goodness-of-fit statistics
will converge to a random variable in distribution, where the rate of convergence is y/n.
Note that G, is defined as a random element (see A8), therefore we cannot claim that
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Figure 3.1: Probability density estimates of the MSWE 62 of order 1, centered and
rescaled by 1/n, on the 10-dimensional Gaussian model for different values of n.

the convergence in distribution derived in Theorem 3.6 and 3.7 implies the convergence
in probability.

This CLT is also inspired by [Bernton et al., 2019]|, where they identified the asymp-
totic distribution associated to the minimum Wasserstein estimator. However, since W,
admits an analytical form only when d = 1, their result is restricted to the scalar case,
and in their conclusion, Bernton et al. [2019] conjecture that the rate of the minimum
Wasserstein estimators would depend negatively on the dimension of the observation
space. On the contrary, since SW,, is defined in terms of one-dimensional W, distances,
we circumvent the curse of dimensionality and our result holds for any finite dimen-
sion. While the perceived computational burden has created a pessimism in the machine
learning community about the use of Wasserstein-based methods in large dimensional
settings, which motivated the rise of regularized optimal transport, we believe that our
findings provide another interesting counter-example to this conception.

3.3 Experiments

We conduct experiments on synthetic and real data to empirically confirm our theorems.
We explain in Section 3.5.8 the optimization methods used to find the estimators. Specif-
ically, we can use stochastic iterative optimization algorithm (e.g., stochastic gradient
descent). Note that, since we calculate (expected) SW with Monte Carlo approxima-
tions over a finite set of projections (and a finite number of ‘generated datasets’), MSWE
and MESWE fall into the category of doubly stochastic algorithms. Our experiments on
synthetic data actually show that using only one random projection and one randomly
generated dataset at each iteration of the optimization process is enough to illustrate
our theorems. We provide the code to reproduce the experiments'.
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Figure 3.2: Min. SW estimation on Gaussians in R'?. Figure 3.2a and Figure 3.2b show
the mean squared error between (my,o2) = (0,1) and MSWE (th,,, 52) (resp. MESWE
(1, n, 62 ,)) for n from 10 to 10000, illustrating Theorems 3.2 and 3.3. Figure 3.2c
shows the error between (1, 67) and (1, m, 07 ,) for n = 2000 observations and m
from 10 to 10000, to illustrate Theorem 3.4. Results are averaged over 100 runs, the

shaded areas represent the standard deviation.

3.3.1 Multivariate Gaussian distributions

We consider the tagk of estimating the parameters of a 10-dimensional Gaussian distri-
bution using our SW estimators: we are interested in the model

M:{N(m,agl) :meRY, 02>0} )

and we draw i.i.d. observations with (my,02) = (0,1). The advantage of this simple
setting is that the density of the generated data has a closed-form expression, which
makes MSWE tractable.

We empirically verify our central limit theorem: for different values of n, we com-
pute 500 times MSWE of order 1 using one random projection, then we estimate the
density of 42 with a kernel density estimator. Figure 3.1 shows the distributions cen-
tered and rescaled by /n for each n, and confirms the convergence rate that we derived
(Theorem 3.7).

To illustrate the consistency property in Theorem 3.2, we approximate MSWE of
order 2 for different numbers of observed data n using one random projection and we
report for each n the mean squared error between the estimate mean and variance and the
data-generating parameters (my, 02). We proceed the same way to study the consistency
of MESWE (Theorem 3.3), which we approximate using one random projection and one
generated dataset zy., of size m = n for different values of n. We also verify the
convergence of MESWE to MSWE (Theorem 3.4): we compute these estimators on a
fixed set of n = 2000 observations for different m, and we measure the error between
them for each m. Results are shown in Figure 3.2. We see that our estimators indeed
converge to (m,,o?) as the number of observations increases (Figures 3.2a, 3.2b), and
on a fixed observed dataset, MESWE converges to MSWE as we generate more samples
(Figure 3.2¢).

!See our GitHub repository: https://github.com/kimiandj/min_swe.
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Figure 3.3: Min. SW estimation for the location parameter of multivariate elliptically
contoured stable distributions. Figure 3.3a compares the quality of the estimation pro-
vided by SW and Wasserstein-based estimators as well as their average computational
time, for different values of dimension d. Figure 3.3b and Figure 3.3c illustrate, for
d = 10, the consistency of MESWE m,, ,,, and its convergence to the MSWE m,,. Re-
sults are averaged over 100 runs, the shaded area represent the standard deviation.

3.3.2 DMultivariate elliptically contoured stable distributions

We focus on parameter inference for a subclass of multivariate stable distributions, called
elliptically contoured stable distributions and denoted by E£asS. [Nolan, 2013]. Stable
distributions refer to a family of heavy-tailed probability distributions that generalize
Gaussian laws and appear as the limit distributions in the generalized central limit
theorem [Samorodnitsky and Taqqu, 1994]. These distributions have many attractive
theoretical properties and have been proven useful in modeling financial [Mandelbrot,
2013] data or audio signals [Simsgekli et al., 2015, Leglaive et al., 2017]. While special
univariate cases include Gaussian, Lévy and Cauchy distributions, the density of stable
distributions has no general analytic form, which restricts their practical application,
especially for the multivariate case.

IfY € R ~ £aS.(X, m), then its joint characteristic function is defined for any
t € RY as

E [exp(itTY)] = exp (—(tTEt)a/2 + itTm) ,

where X is a positive definite matrix (akin to a correlation matrix), m € R? is a location
vector (equal to the mean if it exists) and a € (0,2) controls the thickness of the
tail. Even though their densities cannot be evaluated easily, it is straightforward to
sample from EasS, [Nolan, 2013], and we explain the sampling method in Section 3.5.8.
Therefore, it is particularly relevant to apply MESWE instead of MSWE here.

To demonstrate the computational advantage of MESWE over the minimum expected
Wasserstein estimator (MEWE, Bernton et al. [2019]), we consider observations in R?
iid. from £aS.(I,m,) where each component of m, is 2 and o = 1.8, and

M= {SaSC(I, m) : me€ Rd} .

The Wasserstein distance on multivariate data is either computed exactly by solving the
linear program, or approximated by solving a regularized version of this problem with
Sinkhorn’s algorithm (Section 2.5). The MESWE is approximated using 10 random pro-
jections and 10 sets of generated samples. Then, following the approach in [Bernton
et al., 2019|, we use the gradient-free optimization method Nelder-Mead [Nelder and
Mead, 1965] to minimize the Wasserstein and SW distances. We report on Figure 3.3a
the mean squared error between each estimate and m,, as well as their average compu-
tational time for different values of dimension d. We see that MESWE provides the same
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Figure 3.4: Mean-squared error between the training (test) loss for (n,m) €
{(1,1), (100, 20), (1000, 40), (10000,60)} and the training (test) loss for (n,m) =
(60000,200) on MNIST using the SW generator. We trained for 20000 iterations with
the ADAM optimizer Kingma and Ba [2015].

quality of estimation as its Wasserstein-based counterparts while considerably reducing
the computational time, especially in higher dimensions.

We focus on this model in R'? and we illustrate the consistency of the MESWE My, o,
approximated with one random projection and one generated dataset, the same way as
for our previous Gaussian model: see Figure 3.3b. To confirm the convergence of m,, ,,
to the MSWE m,,, we fix n = 100 observations and we compute the mean squared error
between the two approximate estimators (using one random projection and one generated
dataset) for different values of m (Figure 3.3c). Note that the MSWE is approximated
with the MESWE obtained for a large enough value of m: m,, ~ my,, 10000-

3.3.3 High-dimensional real data using GANs

Finally, we run experiments on image generation using the Sliced-Wasserstein Generator
(SWG), an alternative GAN formulation based on the minimization of the SW distance
|[Deshpande et al., 2018]. The goal is to optimize the neural network parameters such
that the generated images are close to the observed ones. Deshpande et al. [2018] pro-
poses to minimize the SW distance between uy and the real data distribution over 6 as
the generator objective, and train on MESWE in practice.

For our experiments, we design a neural network with the fully-connected configu-
ration given in [Deshpande et al., 2018, Appendix D] and we use the MNIST dataset
[LeCun and Cortes, 2010], made of 60000 training images and 10 000 test images of size
28 x 28. Our training objective is MESWE of order 2 approximated with 20 random
projections and 20 different generated datasets. We study the consistent behavior of
the MESWE by training the neural network on different sizes n of training data and
different numbers m of generated samples, and by comparing the final training loss and
test loss to the ones obtained when learning on the whole training dataset (n = 60000)
and m = 200. Results are averaged over 10 runs and shown on Figure 3.4, where the
shaded areas correspond to the standard deviation over the runs. We observe that our
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results confirm Theorem 3.3.

3.4 Conclusion

The Sliced-Wasserstein distance has been an attractive metric choice for learning in
generative models, where the densities cannot be computed directly. In this chapter, we
investigated the asymptotic properties of estimators that are obtained by minimizing SW
and the expected SW. We showed that (i) convergence in SW implies weak convergence
of probability measures in general Wasserstein spaces, (ii) the estimators are consistent,
and (iii) the estimators converge to a random variable in distribution with a rate of \/n.
We validated our mathematical results on both synthetic data and neural networks.

We would like to point out that, in all of our experiments, the random projections
used in the Monte Carlo estimate of SW were picked uniformly on S%~!: see Section 3.5.8
for more details. The sampling on S¢~! directly impacts the quality of the resulting
approximation of SW, and might induce variance in practice when learning generative
models: this aspect is addressed in the next chapters, specifically in Chapters 5 to 7. On
the theoretical side, studying the asymptotic properties of SW-based estimators obtained
with a finite number of projections is an interesting question (e.g., their behavior might
depend on the sampling method or the number of projections used). We leave this study
for future research.

3.5 Appendix: Postponed Proofs and Experimental Details

3.5.1 Preliminary theoretical results

We first recall the definition of epi-convergence and gather technical results regarding the
lower semi-continuity of (expected) Sliced-Wasserstein distances, which will be needed
in our proofs.

Definition 3.8 (Epi-convergence). Let © be a metric space and f : © — R. Consider
a sequence (fx)ren of functions from © to R. We say that the sequence (fx)ken epi-
converges to a function f: © — R, and write (fy)ren — f, if for each 6 € ©,

liminf fx(0x) > f(0) for every sequence (Ok)nen s.t. lm 0 =6,
k—o0 k—4o0

and  limsup fx(0r) < f(0) for a sequence (Ox)nen s.t. lm Oy =6 .

k—o0 k—+oco

An equivalent and useful characterization of epi-convergence is given in [Rockafellar
et al., 2009, Proposition 7.29], which we paraphrase in Proposition 3.10 after recalling
the definition of lower semi-continuous functions.

Definition 3.9 (Lower semi-continuity). Let © be a metric space and f: © — R. We
say that f is lower semi-continuous (l.s.c.) on © if for any Oy € O,

liminf £(60) = f(60)

Proposition 3.10 (Characterization of epi-convergence via minimization, Proposition
7.29 of Rockafellar et al. [2009]). Let © be a metric space and f : © — R be a l.s.c. func-
tion. The sequence (fr)ren, with fr : © — R for any n € N, epi-converges to f if and

only if
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(a) liminfy_,o infgex fx(0) > infoek f(0) for every compact set K C © ;
(b) limsupy,_,. infoco fx(0) < infpco f(0) for every open set O C ©.

[Rockafellar et al., 2009, Theorem 7.31|, paraphrased below, gives asymptotic prop-
erties for the infimum and argmin of epiconvergent functions and will be useful to prove
the existence and consistency of our estimators.

Theorem 3.11 (Inf and argmin in epiconvergence, Theorem 7.31 of Rockafellar et al.
[2009]). Let © be a metric space, f: O — R be a l.s.c. function and (fi)ken be a sequence
with fi, : © = R for any n € N. Suppose (fr)ren — f with —oo < infece f(6) < o0o.

(a) It holds limy_, infygce fr(0) = infoco f(0) if and only if for every n > 0 there
exists a compact set K C © and N € N such for any k > N,

inf £,.(0) < inf f.(6 .
;Ielek( )—ellelefk:( ) +n

(b) In addition, limsupy_, . argmingcg f(8) C argmingcg f(0).
Now, we derive novel topological results regarding SW.

Lemma 3.12 (Lower semi-continuity of SW,,). Let p € [1,00). The Sliced- Wasserstein
distance of order p is lower semi-continuous on Pp(Y) x Pp(Y) endowed with the topology
of weak convergence, i.e. for any sequences (ug)ren and (vg)ken of Pp(Y) which converge
weakly to 1 € Pp(Y) and v € Py(Y) respectively, we have

< lim inf :
SW(u,v) < im inf SWp (1, vk)

Proof. First, by the continuous mapping theorem, if a sequence (ug)ren of elements of
Pp(Y) converges weakly to p, then for any continuous function f : Y — R, (fapr)ken
converges weakly to fyu. In particular, for any u € sa-1, uﬂak = ug,u since u* is a
bounded linear form thus continuous.

Let p € [1,00). We introduce the two sequences (p)ken and (vg)ken of elements of
P,(Y) such that up — p and vy, — v. We show that for any u € S9!,

W (ugp, ugv) < légig W (u i, ufvg) - (3.11)

Indeed, if (3.11) holds, then the proof is completed using the definition of the Sliced-
Wasserstein distance and Fatou’s Lemma. Let u € S¥!. For any k € N, let 7, €
P(R x R) be an optimal transference plan between uguk and ugyk for the Wasserstein
distance of order p, which exists by [Villani, 2008, Theorem 4.1], i.e. Wg(uguk, u&*l/k) =
Jrwr la — bl dyi(a, b). Note that by [Villani, 2008, Lemma 4.4] and Prokhorov’s Theorem,
(k) ken 18 sequentially compact in P(R x R) for the topology associated with the weak
convergence. Now, consider a subsequence (7¢1(k))k€N where ¢1 : N — N is increasing
such that

Jm a0 dvg (e, 6) = Tim W (g g, (), 145V, )
= lim inf WH(u} g, ugvy) - (3.12)

k—+4o00
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Since (k) ken is sequentially compact, (v, (k))ken is sequentially compact as well, so there
exists an increasing function ¢2 : N — N and a probability distribution v € P(R x R)
such that (g, (4, (k)))ken converges weakly to 7. Then, we obtain by (3.12),

[ la=brdran = tim [ o= b v, (@)
RxR —+00 JRxR

=1li f WP
lim inf D (ug by wi k) -
If we show that v € I'(ufp, ufv), it will conclude the proof of (3.11) by definition of
the Wasserstein distance (Definition 2.6). But for any continuous and bounded function
f R — R, since for any k € N,y € T'(ug, vi), and (p)ken, (Vk)ken converge weakly to
w and v respectively, we have

f(a)dy(a,b) = lim f(@)dpy (6, (k) (a; )
RxR k—+oo Jrxr

= lim /R f(@)duf pgy (g, () (@)

k—4o00

- / f(a)dutp(a)
R

f(b)dy(a,b) = /R f(b)dugw(a)

and similarly,

RxR

This shows that v € I’(ugu, ugu) and therefore, (3.11) is true. We conclude by applying
Fatou’s Lemma.
]

By a direct application of Lemma 3.12, we obtain the following corollary.

Corollary 3.13. Assume Al. Then, (u,0) — SWp(u, pg) is lower semi-continuous in
Pp(Y) x ©.

Next, we establish analogous properties for the expected SW distance.

Lemma 3.14 (Lower semi-continuity of ESW,). Let p € [1,00) and m € N*. Denote
Jor any p € Pp(Y), fim = (1/m) > 1", 8z,, where Zy.y, are i.i.d. samples from p. Then,
the map (v, ) — E[SW,(v, fim)] is lower semi-continuous on P,(Y) x Pp(Y) endowed
with the topology of weak convergence.

Proof. We consider two sequences (ux)ken and (vg)gen of probability measures in Y,
such that (ug)reny — o and (vg)gen — v, and we fix m € N*.

By Skorokhod’s representation theorem, there exists a probability space (Q F, IP’)
a sequence of random variables (X}, ..., X7")xey and a random variable (X7, .. Xm)
defined on Q such that for any k € N and i € {1,...,m}, X’ has distribution sy, X*
has distribution p and (X}, ..., X" )ren+ converges to (X',..., X™), P-almost surely.
We then show that the sequence of (random) empirical dlstrlbutlons (fig,m)ren defined
by fiem = (1/m) > ", 65%, weakly converges to fi, = (1/m) Y 7", 8., P-almost surely.
Note that it is sufficient to show that for any deterministic sequence (x,lg, e TP ke
which converges to (z!,...,2™), i.e. limp_ o0 max;efq, .. m} p(zt, ") = 0, then the se-
quence of empirical distributions (D, )ken defined by g, = (1/m) > ", 5;(; , weakly

converges to Uy, = (1/m)Y. ;% 8,:. Since the Lévy-Prokhorov metric dp metrizes
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the weak convergence by [Billingsley, 1999, Theorem 6.8, we only need to show that
limy— 4 00 dp (%, m, Pm) = 0. More precisely, since for any probability measure ¢; and (o,

dp(C1,C2)
=inf{e >0 : for any A € B(Y), (1(A) < (2(A°) + € and (2(A) < ((A°) + €},

where B(Y) is the Borel o-field of (Y, p) and for any A € B(Y), A={z €Y : p(z,y) <
e for any y € A}, we get

dp (Dm, Om) <2 max p(xf,a')
ie{l,...,m}

and therefore limy_, 1 oo dp(Pkm, Um) = 0, so that, (Jk.m,)ken weakly converges to y,.
Finally, we have that fim, = (1/m) > ", 65%, weakly converges to fiy, = (1/m) Y " 8¢

P-almost surely and we obtain the final result using the lower semi-continuity of the
Sliced-Wasserstein distance derived in Lemma 3.12 and Fatou’s lemma,

E[SW,(v, fin)] < E [liminf SW, (v, fim) | < liminf E [{SW,(v4, fim.)]

1—00 1—00

where E is the expectation corresponding to P.

The following corollary is a direct consequence of Lemma 3.14.
Corollary 3.15. Assume Al. Then, (v,0) — E[SW,(v, fig,m)|Y1:n] is lower semi-
continuous on P(Y) x ©.
3.5.2 Proof of Theorem 3.1

Lemma 3.16. Let (u)ren be a sequence of probability measures on R? and p a measure
in R? such that

lim SWl(uk, u) =0.
k—ro0

Then, there exists an increasing function ¢ : N — N such that the subsequence (,u¢(k))k.€N
converges weakly to p.

Proof. By definition, we have that

lim W (uf pg, ujp)do(u) =0 .

k—oo Jgd—1

Therefore, by [Bogachev, 2007, Theorem 2.2.5|, there exists an increasing mapping ¢ :
N — N such that for o-almost every (o-a.e.) u € S,

e Wi (i sy, ug i) = 0 -
By [Villani, 2008, Theorem 6.9], it implies that for o-a.e. u € ST,

(W k) Jwen = ufpe -

Leévy’s characterization [Kallenberg, 1997, Theorem 4.3] gives that, for o-a.e. u €
S 1 and any s € R,

i @y, (8) = Pupu(s)
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where, for any distribution v € P(RP), &, denotes the characteristic function of v and
is defined for any v € RP as

o, (v) = /Rp ) du(w)

Then, we can conclude that for Lebesgue-almost every z € R?,

lim @, (2) = @u(2) . (3.13)

k—o00

We can now show that (pgk))ken =, d.e. for any f : RY — R continuous with
compact support,

lim f(z)dpn(z /f )du(z (3.14)

n—oo Rd

Let f : R? — R be a continuous function with compact support and o > 0. Consider
the function f, defined for any = € R as

2
folx) = (27[02)_d/2 f(x —z)exp ( =] ) dLebg(2) = f * go(x) ,
R

where * denotes the convolution product and g, is the density of the d-dimensional
Gaussian with zero mean and covariance matrix o2I;. We first show that (3.14) holds
with f, in place of f. Since for any z € R,

2
E[exp(i(G,2))] = exp < (m, 2) + HH>

202

if G is a d-dimensional Gaussian random variable with zero mean and covariance matrix
(1/02)14, then by Fubini’s theorem, we get for any k € N,

/fa 2)dpigr) (2 / Rdf w)go (2 — w)dwdpgr)(2)
- /R f(w) (2r0?) /2 / W g () dadudpigg(2)

d JRd Rd
/ [ oty ) g (@), ) o
Rd JRd
(2m0?) d/Q/ Fl(@)g1/0 (@) Ppy,, (z)d (3.15)
where Ff = [ga [( ¢! dw denotes the Fourier transform of f, which exists since

fis assumed to have a compact support. In an analogous manner, we prove that

[ 5ou(z) = a2 [ FA@gpla) o). (310

R4

Now, using that F[f] is bounded by [r.|f(w)|dw < 400 since f has compact support,
we obtain that, for any k € N and x € R?,

FU@10 s, ()] < 1/@) [ 17l
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y (3.13), (3.15), (3.16) and Lebesgue’s Dominated Convergence Theorem, we obtain
Jim [ o) R F (@10 (0) By (@) = [ Cra®) R F (@) 0(0) (o)
Jim [ @) = [ gt (3.17)

We can now complete the proof of (3.14). For any o > 0, we have

’/f 2)dpg ) (2) /f )du(z

S2SUp|f() fU |+)/ fa d,uqi) /fa dN

z€R4

Therefore, by (3.17), for any o > 0, we get

/ F(2) g (2 / F(2)dn(

Finally, [Folland, 1999, Theorem 8.14-b| implies that

<2sup |f(2) — fo(2)| -

z€R4

lim sup
k—4o0

i%f;lﬂfd |fo(2) = f(2)] =0,

which concludes the proof.

Proof of Theorem 3.1. Now, assume that

hm SW,, (g, ) =0 (3.18)

and that (ux)ken does not converge weakly to p. Therefore, limy oo dp(pg, 1) # 0,
where dp denotes the Lévy-Prokhorov metric, and there exists € > 0 and a subsequence
(#p(r))ken with ¥ : N — N increasing, such that for any k € N,

dp (pyp(r)s 1) > € (3.19)

In addition, by Holder’s inequality, we know that Wiy (ug, ) < Wp(ug, 1), thus
SWi (pk, ) < SWp(pk, 1), and by (3.18), limy_s0o SWi(piy(x), #) = 0. Then, according
to Lemma 3.16, there exists a subsequence (f(y(k)))ken With ¢ : N — N increasing, such
that

w
(k) — H
which is equivalent to limg oo dp (g (p(k)), #) = 0, thus contradicts (3.19). We conclude

that (3.18) implies (ux)ken — f-
0

3.5.3 Proof of Theorem 3.2

This result is proved analogously to [Bernton et al., 2019, Theorem 2.1]. The key step is
to show that the function 6 — SWy,(fi,,, 11g) epi-converges to 6 — SW (1, itg) P-almost
surely, and then apply [Rockafellar et al., 2009, Theorem 7.31], recalled in Theorem 3.11.
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Proof of Theorem 3.2. First, by Al and Corollary 3.13, the map 6 — SWy(u, ug) is
lLs.c. on © for any p € Pp(Y). Therefore, by A3, there exists 6, € O such that
SW,(1tx, tt9,) = €, and the set ©f is non-empty as it contains 6,, closed by lower
semi-continuity of 6 — SW (., 19), and bounded. ©F is thus compact, and we con-

clude again by lower semi-continuity that the set argming.gSWp(u«, tg) is non-empty
[Aliprantis et al., 1999, Theorem 2.43|.

Consider the event given by A2, E € F such that P(E) = 1 and for any w € E,
limy, ;00 SW(fin (w), 1) = 0. Then, we prove that § — SW,,(fi,, 11g) epi-converges to
0 — SW (14, 11g) P-almost surely using the characterization in [Rockafellar et al., 2009,
Proposition 7.29|, i.e. we verify that, for any w € E, the two conditions below hold:
for every compact set K C © and every open set O C ©,

lim inf inf SW > inf SW, (s,
iminf inf SWp(/in(w), o) = inf SWp (4, po)

3.20
lim sup 1nf SW,(fin(w), o) < gné SW (1, 1) - (3.20)
€

n—oo
We fix w in E. Let K C © be a compact set. By lower semi-continuity of 6 +—
SW,(fin(w), pg), there exists 6,, = 0,,(w) € K such that for any n € N,

inf SW,(jin (), i) = SWy(jin(w), 1, - (3.21)

We consider the subsequence (fig(n))nen where ¢ @ N — N is increasing such that
SWo(fign) (W), to,,,,) converges to liminfy, oo SWp(fin(w), pa, ), which is equal to

lim inf mf SW,,(fin(w), po)

n—o0

by (3.21). Since K is compact, there also exists an increasing function ¢ : N — N such
that, for 6 € K, limy_o0 pe(Oy(s(n)), ) = 0. Therefore,

liminf inf SW,,(fin,(w), po) = nh—{%o SWo (g (n) (W) 10,

n—oo fcK

= lim Swp(ﬂw(¢(n))(w)uM9¢(¢(n)))

n—o0
=l inf SWi (fiy(o(n)) (W): 6,40 )

> SW(j1s, 19) (3.22)
>
- égf( SWp(M*nu’@) )

where (3.22) is obtained by lower semi-continuity since fiy(g(n))(w) = 11, by A2 and
Theorem 3.1, and pg,,,.)) % pg by Al. We conclude that the first condition in (3.20)
holds.

Now, we fix O C O open. There exists a sequence (6,)nen in O such that the
sequence {SW (L, 1o, ) tnen converges to infgeo SW(fix, ptg) as n — +oo, and for
n € N, infoco SWy,(fin(w), pg) < SWy(fin(w), pe, ), by definition of the infimum. Then,

lim sup 1nf SW,(fin(w), pa)

n—oo

< limsup SW, (fin (w), po,,)
n—oo

< limsup (SW(fin(w), p1x) + SWy (e, p16,,))  (by the triangle inequality)
n—00

< limsup SW,(fix, itg,,) (by A2)
n—oo

= gng SW,,(ttx, o)  (by definition of (6,,)nen) -
€
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This shows that the second condition in (3.20) holds, and hence, the sequence of func-
tions 0 — SW,(fi,(w), ug) epi-converges to 0 — SW,(fix, t1g)-

Next, we apply [Rockafellar et al., 2009, Theorem 7.31|. First, by [Rockafellar et al.,
2009, Theorem 7.31(b)|, (3.6) immediately follows from the epi-convergence of § —
SW,(fin(w), pg) to 8 — SWy (1., pg). We then show that [Rockafellar et al., 2009,
Theorem 7.31(a)] can be applied by proving that, for any n > 0, there exists a compact
set B C © and N € N such that, for all n > N,

i (i < i (i . .
inf SWp(jin(w), o) < inf SWip(fin(w), o) +11 (3.23)

In fact, we simply show that there exists a compact set B C © and N € N such that, for
alln > N,

égg SW(fin(w), o) = elg(g SW(fin(w), po) -

On the one hand, the second condition in (3.20) gives us

lim sup inf SW,,(fin(w), pe) < inf SW,(1ix, f19) = €x -

n—oo

We deduce that there exists n./4(w) such that, for n > n (w),

i f An ) < * 47
inf SWy(fin(w), He) < €« + ¢/

where € is given by A3. As n > n./(w), the set @5/2 = {0 € © : SW,(f1n(w), po) <
€x + 5} is non-empty since it contains 6* defined as

SWp(ﬂn(w)a NG*) = 91161(5) SWp(ﬂn(W)v N@) .
On the other hand, by A2, there exists n,/y(w) such that, for n > n,/s(w),

SW(fin(w), px) < 5 - (3.24)

DN

Let n > n.(w) = max{n4(w), ne2(w)} and 0 € (:)5/2- By the triangle inequality,

SWp(:“/*v MG) < Swp(,&n(‘ﬂ)v M*) + SWp(ﬂn(w>v MG)
<ete (since 6 € (:)6/2 and by (3.24))

~

This means that, when n > n.(w), ©., C OF, and since infgee SW(jin(w), 11g) is

attained in @6/2, we have

it SW,(in().19) = nf SW,(in ). 1) (3.25)
As shown in the first part of the proof ©f is compact and then by [Rockafellar et al., 2009,
Theorem 7.31(a)], (3.5) is a direct consequence of (3.23)-(3.25) and the epi-convergence
of 0 — SWy,(fin,(w), po) to 0 — SW (1, ).

Finally, by the same arguments used in this proof for argming.gSW(u, 1), the
set argmingcgSWp(fin(w), itg) is non-empty for n > n,(w).
O
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3.5.4 Proof of Theorem 3.3

This result is proved analogously to [Bernton et al., 2019, Theorem 2.4]. The key
step is to show that the function 0 + E[SWy,(fin, flgmn))|Y1:n] epi-converges to 0
E[SW,(ttx, 16)|Y1:n], and then apply [Rockafellar et al., 2009, Theorem 7.31|, which we
recall in Theorem 3.11.

Proof of Theorem 3.3. Since we assume Al and A3, we can apply the same reasoning
as in the proof of Theorem 3.2 to show that argming.gSW (p, 119) is & non-empty set.

Next, consider the event given by A2, E € F such that P(E) = 1 and for any w € E,
limy, 00 SWp(fin(w), ptx) = 0. Then, we prove that 6 + E[SW,,(fin, fig mn))|Y1:n] epi-
converges to 6 — SW (1., pg) P-almost surely using the characterization of [Rockafellar
et al., 2009, Proposition 7.29|, i.e. we verify that, for any w € E, the two conditions
below hold: for every compact set K C © and for every open set O C O,

li finf E 1 Vi1 > inf
ég—il-{.lo 52}( [SW (fin (w )7M0,m(n))| 1-”] —égKSWp(M*”UJO)

lim sup inf B [SW (/i (w), fig.m(n))[Yiin] < Inf SWi(11r, p19)

n—+oo 0€0

(3.26)

We fix win E. Let K C © be a compact set. By Al and Corollary 3.15, the mapping
0 — E[SWy(fin(w), fig,m(n))|Y1:m] is 1.s.c., so there exists 6, = Op(w) € K such that for
any n € N,

Glgf E [SW ( ( )7 ﬂ@,m(n)) ‘Ylsn] =E [Swp(ﬂn (w)v ﬂ@n,m(n)) ‘chn] .

We consider the subsequence (fig(n))nen wWhere ¢ @ N — N is increasing such that
E[SW(fig(n) (W), 6,y m(é(n)))|Y1:n] converges to

lim inf E[SW,,(fin(w), fe,, ,,, () )|Y1:n] = lim inf inf E[SW,(fin(w), fg,m(n))|Y1:n] -

n—00 n—oo feK

Since K is compact, there also exists an increasing function ¢ : N — N such that, for
any 6 € K, limy, P®(9¢(¢(n))a 0) = 0. Therefore,

lim inf inf E [SW,(fin(w), fig.m(n)) | Yiin]

n—oo fgeK

= lim E [SWp(ﬂ¢(n) (w),ﬂ9¢(n)7m(¢(n)))’iflzn}

n—oo
= i E [SW(jig s00)) () 10, 0 o) | Vi
= lim infE [SWp(ﬂww(n))( > 10,4y m(((n ‘Yl "}

> lim inf {Swp(ﬂw(ﬂn))(w)’ oy () — B [SWP(”%(W)) ) ﬂ(’ww(n)):m(zﬂ(d’(”))))‘Yl:"} }

n—oo

(3.27)
>l inf SW (fiy((n)) (W): 10,540 )

B hﬁ‘fQPE [SW (01 om0 5y (6(m) ‘Yl n}
> SWp (s, 1g) (3.28)

o
= Inf SWy (s, po)
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where (3.27) follows from the triangle inequality, and (3.28) is obtained on one hand by
lower semi-continuity since ﬂ¢(¢(n))(w) = 1, by A2 and Theorem 3.1 and H0, 5 = e
by Al, and on the other hand by A4 which gives

lim sup E[SW ,(

n—oo

H0,(s > 0, gy (@ (6(u))) Y 1] = 0
We conclude that the first condition in (3.26) holds.

Now, we fix O C © open. By definition of the infimum, there exists a sequence (0, )nen
in O such that {SW,,(fix, tg,,) }nen converges to infgpeo SWy(jtx, pg) as n — 400, and
infypco E [Swp(ﬂn(w)7ﬂ9,m(n))|yln] <E [SWp(ﬂn(w)7ﬂ9n,m(n))‘Yln] for any n € N.
Then,

limsup inf E [SW,(fi,(w), ﬂgm(n))‘Yl:n]

n—oo 0€0

< limsup E [SW, (i (w), f1g, im(n))| Yien)

n—oo

< limsup {SWp(ﬂn(W)a fx) + SWp (e, pig,) + E [Swp(ﬂena ﬂen,m(n)){yl:n] } (3.29)

n—oo

= limsup SW,(pu4, p1g,,) (by A2 and A4)

n—oo

= Hing SW,(ttx, o)  (by definition of (0y,)nen)
€

where (3.29) follows from the triangle inequality. This shows that the second condi-
tion in (3.26) holds, hence 6 — E [SWp(/ln(w),ﬂg,m(n))’Hm} epi-converges to 6
SWP(M*MUG)'

We now apply [Rockafellar et al., 2009, Theorem 7.31|. First, by [Rockafellar et al.,
2009, Theorem 7.31(b)], (3.8) immediately follows from the epi-convergence of § —
E [SWp(ﬂn(W),ﬂg’m(n)HYl;n] to 0 — SW, (s, ptg). Next, we show that [Rockafellar
et al., 2009, Theorem 7.31(a)| holds by finding, for any n > 0, a compact set B C © and
N € N such that, for alln > N,

inf B [SWy(jin(w), igmn))|Vien] < inf B [SW(jin (@), f1g,m(m))[Y1en] + 1

In fact, we simply show that there exists a compact set B C © and N € N such that, for
all n > N,

On the one hand, the second condition in (3.26) gives us

limsup inf E [SW (fin(w), ﬂ@,m(n))’yl:n] < HIIel(g Swp(:u*v o) = €x -

n—oo 0€O

We deduce that there exists n./5(w) such that, for n > ns(w),

. €
inf B [SWy(jin(w), 1o mm)|Yin] < e+,
with e from A3. When n > n/6(w), @5/3 = {0 € © : E[SW,(fin(w), flgmn))|Y1:n] <

€x + 5} is a non-empty set as it contains 6* defined as E [SWp(/ln(w), ﬂg*’m(n)”YLn]
infypco E [Swp(ﬂn (w)v ﬂ@,m(n)) ’}/i:n] .
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On the other hand, by A2, there exists n./3(w) such that, for n > n/3(w),

€

SWi(fin(w), e) < 5 - (3.30)
Finally, by A4, there exists n’E/g(w) such that, for n > n;/S(w),
. €
E [SWP<ﬂ97u0,m(n))|}/l:n] < g . (331)

Let n > n.(w) = max{n,/(w), ne/3(w), n;/s(w)} and 0 € @6/3. By the triangle inequal-
ity,

SW, (11, o)
< SWp(ﬂn(w)a :Uf*) +E [Swp(ﬂn(w)v ﬂ@,m(n)) }Yin] +E [SWp(M(% ﬂ@,m(n)) ‘Yl:n]
<€ +e (sinced € (:)6/3 and by (3.30) and (3.31))

This means that, when n > n,(w), @6/3 C O©f with O as defined in A3, and since
infgee E [SWy(jin (@), f1g.m(n))|Yi:n] is attained in O3, we obtain

Glerg* E [SW ( ( )7 ﬂ@,m(n))‘ylin] = glg(g]E [SWp(ﬂn(w)¢ ﬂ@,m(n))‘ylin} : (332)
By [Rockafellar et al., 2009, Theorem 7.31(a)], (3.7) is a direct consequence of (3.32) and
the epi-convergence of 6 — E [SW,(fi,(w), ﬂ97m(n))‘Y1;n] to 6 — SWp,(1ux, ).

Finally, by the same arguments used in this proof for argming.gSW(u, 119), the
set argmingcoE [SW,(fin (w), ﬂg,m(n)){}ﬁm] is non-empty for n > n.(w).
O

3.5.5 Proof of Theorem 3.4

Here again, the result follows from applying [Rockafellar et al., 2009, Theorem 7.31]
paraphrased in Theorem 3.11.

Proof of Theorem 3.4. First, by Al and Corollary 3.13, the map 6 — SW,(fi,, f1g) is
Ls.c. on ©. Therefore, there exists 6,, € © such that SW (fip, itg,,) = €n. The set O,
with the € from A5 is non-empty as it contains 6, closed by lower semi-continuity of
0 — SW,(fin, t1g), and bounded. Oy, is thus compact, and we conclude again by lower
semi-continuity that the set argming.gSW (fin, ftg) is non-empty [Aliprantis et al., 1999,
Theorem 2.43|.

Then, we prove that 8 — E[SW ,(fin, fig.m)|Y1:n] epi-converges to 8 — SW (fin, f19)
as m — oo using the characterization in [Rockafellar et al., 2009, Proposition 7.29],
i.e. we verify that for every compact set K C © and every open set O C ©,
lim inf inf E [SW,(fin, fto.m)|Y1:n] > 1nf SW,,(fin, )

m—oo 0K

(3.33)
hmsupemf E [SWy,(fin, ftg.m)|Y1:n] < 1nf SW ,(fin, o) -
m—oo 0€0

Let K C © be a compact set. By Al and Corollary 3.15, for any m € N, the map
0 — E[SWy,(fin, ftg.m)|Y1:n] is 1s.c., so there exists 6, € K such that

égf E[SW (Mna He, m)‘Yl n] = E[Swp(,an7 ﬂem,m)’YI:n] .
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We consider the subsequence {fiy ()b m) }meN Where ¢ : N — N is increasing such that
E[SW(fins 19, 6(m)) | Y1:n] converges to

lim inf E[SW,,(fin, f1g,, m)|Y1:n] = lim inf mf E[SW (fin, f1g.m)|Yim] -

m—00 m—o0 feK
Since K is compact, there also exists an increasing function ¢ : N — N such that for
0 € K, limy, 00 po (O (p(m)), ) = 0. Therefore,

lim inf mf E [SWy(fin, f1g.m)|Y1:n)]

m—oo fcK

= lim E [SW (un,ﬂg(ﬁ(m)@(m))lylzn}

m—00

= hm E [SWp(ﬂn, /fbgw(d)(m))’d; ¢>(m ‘}/171:|

m— 00

— liminfE [SW (s ity w61 ’Yl n}

m—r0o0

> Hm inf[SWy (in, 1,4y ) — {SW (K0, oy 16,5y () ’YI ”} (3.34)
2 lim inf SW(fin, 16,y ) — hnrfl_f’;lopE [SWP(“%w(m))’“wa(m))vww(m)) ‘Y“‘}

> SWy(fin, 1g) (3.35)
S X
> 912|f< SWy,(fin, ko)

where (3.34) results from the triangle inequality and (3.35) is obtained by A4 on one
hand and by lower semi-continuity on the other hand since g (o) = g by Al. We
conclude that the first condition in (3.33) holds.

Now, we fix O C © open. There exists a sequence (0,,)men in O such that the
sequence {SW,,(fin, f1g,, m) }men converges to infgpeo SW,(fin, fig.m ), and for any m € N,
infgco E [SWy(fin, f1o.m)|Y1:n] < E[SWp(fin, 149,,,m)|Y1:n], by definition of the infimum.
Then,

lim sup 1nf E [SWy,(fin, ftg,m)|Y1:n]

m— o0

< limsupE [SWy,(fin, ftg,, m)|Y1:n]

m—00

< T sup[SW (fin, pa,,) + E [SW (40, 10, ) | Vion] (3.36)

m—r00

< limsup SW,(fin, pg,,) (by A4)

m—o0

= én(f) SW,,(fin, o) (by definition of (6,,)men)
€

where (3.36) results from applying the triangle inequality. This shows that the second
condition in (3.33) holds, hence the sequence of functions 6 — E [SWy,(fin, f1g,m)|Y1:n]
epi-converges to 6 — SW ([, 11g).

Now, we apply |Rockafellar et al., 2009, Theorem 7.31]. By |Rockafellar et al.,
2009, Theorem 7.31(b)|, (3.10) immediately follows from the epi-convergence of 6 —
E [SWy,(fin, fto.m)|Y1:n] to 8 — SWy(fin, pg). Next, we show that [Rockafellar et al.,
2009, Theorem 7.31(a)] holds by finding for any 1 > 0 a compact set B C © and N € N
such that, for all n > N,

éng.E[SW (Mnaﬂ@m)‘yl n] < 1nfE[SW (,Ufna,Ume ’YI n]
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In fact, we simply show that there exists a compact set B C © and N € N such that
infgeg E [SWp(fin, flo,m)|Yi:n] = infoco E[SWp(fin, flo,m)|Yim] for all n > N. On one
hand, the second condition in (3.33) gives us

li inf E AnaAmY:ng.f (i =€n .
imsup inf E [SWp(fn, fo.m)[Yim] < inf SWip(fin, o) = €

m—r0o0
We deduce that there exists m, 4 such that, for m > m,y,

€

. o e € .
I B [SWp(fim, fig,m)[Yin] < en + 7, (3.37)

with € from A5. When m > m/4, ©./0 = {0 € © : E[SW,(fin, flg,m)|Y1:n] < € + 5} is
a non-empty set, as it contains 0* defined as

]E[Swp(ﬂnv ﬂ@*,m)|len] = élelg ]E[Swp(ﬂna ﬂ@,m)nflzn] .
On the other hand, by A4, there exists m./, such that, for m > me,

E [SWP(MGa ﬂe,m)hflsn] < . (338)

N ™

Let 6 € O/ and m > m, = max{me4, m¢/2}. By the triangle inequality,

SWp(ﬂn, HG) <E [SWp(ﬂnv ﬂem)|yln] +E [SWP(NG, ﬂé’,m)lyl:n}
<eén+e (since 0 € O, and by (3.38))

Therefore, when m > m., ©./5 C Ocp, and since infoce E[SWy(fin, fig,m)|Y1:n] is at-
tained in O/,

9€ig£n E [Swp(ﬂna ﬂ@,m) |}/in] - Qnelg E [Swp(,ana ﬂ&,m) ‘len] . (339)

By [Rockafellar et al., 2009, Theorem 7.31(a)], (3.9) is a direct consequence of (3.39) and
the epiconvergence of § — E [SW ,(fin(w), fto,m)|Y1:n] to 0 — SW,(fiy, p19)-

Finally, by the same arguments used in this proof for argmingcgSW,(fin, f1g), the
set argmingcglE [SWy,(fin, f19,m)|Y1:n] is non-empty for m > m.,.
O

3.5.6 Proof of Theorem 3.5

Let us first formally establish measurability for MESWE.

Theorem 3.17 (Measurability of the MESWE). Assume A1. For anyn >1, m > 1
and € > 0, there exists a Borel measurable function 0, : 0 — O that satisfies for any
w € Q,

argmingeg E[SWp(fin(w), flo.m)|Y1:m], if this set is non-empty,
{9 €0 : E[SW,(fin(w), fig.m)|Y1m] < € + e}}, otherwise,

én7m7€(w) €

where €, = infgce E[SW p,(fin(w), fig,m)|Yim]-

We prove the measurability of MSWE and MESWE by verifying the conditions of
[Brown and Purves, 1973, Corollary 1|, which are recalled below.
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Theorem 3.18 (Corollary 1 in Brown and Purves [1973]). Let U,V be Polish spaces and
f be a real-valued Borel measurable function defined on a Borel subset D of U x V. We
denote by proj(D) the set defined as

proj(D) = {u : there exists v € V, (u,v) € D} .

Suppose that for each u € proj(D), the section D, = {v € V, (u,v) € D} is o-compact
and f(u,-) is lower semi-continuous with respect to the relative topology on D,. Then,

1. The sets proj(D) and | = {u € proj(D), for some v € Dy, f(u,v) = inf f,,} are
Borel

2. For each € > 0, there is a Borel measurable function ¢. satisfying, for u € proj(D),

£l 6c(w) = inf fu i ucl,
<e+ islffu, if ué¢l, and islffu # —00
< —e 't if uél, and islffu = —00.

Proof of Theorems 3.5 and 3.17. We start by proving Theorem 3.5. The empirical mea-
sure fin(w) depends on w € Q only through y = (y1,...,yn) € Y", so we can consider
it as a function on Y" rather than on ). We introduce D = Y™ x ©. Since Y is Polish,
Y™ (n € N*) endowed with the product topology is Polish. For any y € Y", the set
D,={0 €0, (y,0) € D} = O is assumed to be o-compact.

The map y — fi,,(y) is continuous for the weak topology (see the proof of Lemma 3.14),
as well as the map 6 — pup according to Al. We deduce by Corollary 3.13 that
the map (u,0) — SWy(u, png) is ls.c. for the weak topology. Since the composi-
tion of a lower semi-continuous function with a continuous function is l.s.c., the map
(y,0) = SWy(fin(y), 1e) is Ls.c. for the weak topology, thus measurable and for any
yeY" 0— SWy(fin(y), 1) is Ls.c. on ©. A direct application of Theorem 3.18 final-
izes the proof.

Theorem 3.17 can be proved via the same methodology: we verify that we can apply
Theorem 3.18 using Corollary 3.15 instead of Corollary 3.13.
O

3.5.7 Proof of Theorems 3.6 and 3.7

The proof of Theorem 3.6 and Theorem 3.7 consists in showing that the conditions of
[Pollard, 1980, Theorems 4.2] and [Pollard, 1980, Theorem 7.2| respectively are satisfied:
conditions (i), (ii) and (iii) follow from A6, A7 and AS.

3.5.8 Additional details on Section 3.3

Sampling schemes. We first explain the methods that we used to generate i.i.d. sam-
ples from the uniform distribution on S?~! (required for the Monte Carlo estimate of SW
(2.21)) and multivariate elliptically contoured stable distributions (for Section 3.3.2).

e Uniform sampling on the sphere. To sample from S?! we form the d-
dimensional vector s by drawing each of its d components from the standard normal
distribution N'(0,1) and we normalize it, i.e.

S
/

sl
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so that s’ lies on the sphere.

e Sampling from multivariate elliptically contoured stable distributions.
We recall that if Y € RY is a-stable and elliptically contoured, i.e. Y ~ £aS.(2, m),
then its joint characteristic function is defined as, for any t € R¢,

Elexp(it’Y)] = exp (—(tht)a/Q + itTm) , (3.40)

where ¥ is a positive definite matrix (akin to a correlation matrix), m € R?
is a location vector (equal to the mean if it exists) and a € (0,2) controls the
thickness of the tail. Elliptically contoured stable distributions are scale mixtures of
multivariate Gaussian distributions [Samorodnitsky and Taqqu, 1994, Proposition
2.5.2], whose densities are intractable, but can easily be simulated [Nolan, 2013]:
let A~ S,/2(8,7,0) be a one-dimensional positive (a/2)-stable random variable
with =1, v = 2005(%)2/0‘ and 6 =0, and G ~ N(0,X). Then,

Y = VAG +m

has (3.40) as characteristic function.

Optimization methods. By definition, computing the M(E)SWE and implies mini-
mizing the (expected) Sliced-Wasserstein distance over the set of parameters, which is
in general computationnally intractable. We then resort to numerical methods in our
experiments to approximate these two estimators, as we detail below.

e Multivariate Gaussian distributions. We derive the explicit gradient expres-
sions of the approximate SW3 distance with respect to the mean and scale param-
eters m and o2, and we use the ADAM stochastic optimization method with the
default parameter settings suggested in [Kingma and Ba, 2015]. For the MSWE,
we use (2.14) to approximate the one-dimensional Wasserstein distance, and we
evaluate directly the Gaussian density of the generated samples, utilizing the fact
that the projection of a Gaussian of parameters (m, o%I) along u € S ! is a 1D
normal distribution of parameters ((u, m),o?(u,u)). In this case, the gradient
of the approximate SW% between 1 = AN (m, 0?I) and the empirical distribution
associated to n samples drawn by A(my, 02I), denoted by o, is given by,

VmSW3 (1, 7) =(1/ card(U) card(S)) > (‘S—Flﬁ(ﬁu;u(s))f
u€elU,seS

N(s: (u, m>,02||u112>‘°"<mu) ,

o?||u]?

V,2SW3 (1, 0) =(1/ card(U) card(S)) Y <‘S—FJ§£(FM“(S))’2

u€elU,seS
1 — (u,m))?
P e L

where U C S%! is a finite set of random projections picked uniformly on S¢1, S
is a finite subset in R, and for any s € S, N(s; (u, m), o2 ||u||*) denotes the density
function of the Gaussian of parameters ((u, m), o2 |lul|®) evaluated at s.
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For the MESWE, we use (2.13) and evaluate the empirical distribution of generated
samples instead of their normal density. Therefore, the gradient of the approximate
SW32 between the empirical distributions corresponding to one generated dataset
of m samples drawn from N (1, 0%I) and n samples drawn from N (i, 021), respec-
tively denoted by i and 7, is obtained with,

K
-9 - -
m NQAA = *g E F_*IA —F_*l ‘
VmS 2(:“’7”) Card(u)'Kuele:l uﬁ,u,(tk) uuu(tk) u,
K (w,m) — F1 (t)
1 ~ ~ ) uifi
W31, 0) = ———o Y Y b (t) — F(t :
Vo2 SWa(ji, 7) card(U). K “u“( 2 “u”( k)‘ o2

e Multivariate elliptically contoured stable distributions. When comparing
MESWE to MEWE, we approximate these estimators using the derivative-free op-
timization method Nelder-Mead (Nelder and Mead [1965], implemented in Scipy),
following the approach in |Bernton et al., 2019)].

When illustrating the theoretical properties of MESWE, we proceed in the same
way as for the multivariate Gaussian experiment: we compute the explicit gradient
expression of the approximate SW% distance with respect to the location parameter
m, and we use the ADAM stochastic optimization method with the default settings.
Equation (3.41) gives the formula of the gradient of the approximate SW3 between
the empirical distributions of one generated dataset of m samples drawn from
EaS. (I, m) and n samples drawn from £aS.(I, m, ), respectively denoted by i and
U, with respect to m.

ViaSW2(j1, 1) = Card_(am SN L) - F—BA (ti)|u . (3.41)

e High-dimensional real data using GANs. We use the ADAM optimizer pro-
vided by TensorFlow GPU.

Computing infrastructure. The experiment comparing the computational time of
MESWE and MEWE was conducted on a daily-use laptop (CPU intel core i7, 1.90GHz
x 8 and 16GB of RAM). The neural network experiment was run on a cluster with 4
relatively modern GPUs.
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Chapter 4

Approximate Bayesian Computation
with the Sliced-Wasserstein
Distance

This chapter is based on [Nadjahi et al., 2020a/.

Approzimate Bayesian Computation (ABC) is a popular method for approximate in-
ference in generative models with intractable but easy-to-sample likelihood. It constructs
an approximate posterior distribution by finding parameters for which the simulated data
are close to the observations in terms of summary statistics. These statistics are defined
beforehand and might induce a loss of information, which has been shown to deteriorate
the quality of the approximation. To overcome this problem, a Wasserstein-based ABC
technique has recently been proposed, and compares the datasets via the Wasserstein
distance between their empirical distributions, but does not scale well to the dimension
or the number of samples.

In this chapter, we propose a new ABC technique, called Sliced- Wasserstein ABC and
relying on the Sliced-Wasserstein distance, which has better computational and statistical
properties. We derive two theoretical results showing the asymptotical consistency of
our approach, and we illustrate its advantages on synthetic data and an image denoising
task.

4.1 Introduction

Consider the problem of estimating the posterior distribution of some model parameters
6 € R% given n data points ¥, € Y". This distribution has a closed-form expression
given by the Bayes’ theorem up to a multiplicative constant,

m(0y1:n) X T(Y1:0|0)7(6) .
For many statistical models of interest, the likelihood 7(y1.,|0) cannot be numerically
evaluated in a reasonable amount of time, which prevents the application of classical
likelihood-based approximate inference methods. Nevertheless, in various settings, even
if the associated likelihood is numerically intractable, one can still generate synthetic
data given any model parameter value. This generative setting gave rise to an alter-
native framework of likelihood-free inference techniques. Among them, Approzimate

Bayesian Computation methods [Tavaré et al., 1997, Beaumont et al., 2002] have be-
come a popular choice and have proven useful in various practical applications, e.g.

71
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[Peters and Sisson, 2006, Tanaka et al., 2006, Wood, 2010]. The core idea of ABC is to
bypass calculation of the likelihood by using simulations: the exact posterior is approx-
imated by retaining the parameter values for which the synthetic data are close enough
to the observations. Closeness is usually measured with a discrepancy measure between
the two datasets reduced to some ‘summary statistics’ (e.g., empirical mean or empirical
covariance). While summaries allow a practical and efficient implementation of ABC,
especially in high-dimensional data spaces, the quality of the approximate posterior dis-
tribution highly depends on them and constructing sufficient statistics is a non-trivial
task. Summary statistics can be designed by hand using expert knowledge, which can
be tedious especially in real-world applications, or in an automated way, for instance see
|[Fearnhead and Prangle, 2012].

Recently, discrepancy measures that view data sets as empirical probability distri-
butions to eschew the construction of summary statistics have been proposed for ABC.
Examples include the Kullback-Leibler divergence [Jiang et al., 2018|, maximum mean
discrepancy |Park et al., 2016], and Wasserstein distance |[Bernton et al., 2019]. As we
discussed in Chapters 1 and 2, this latter distance emerging from optimal transport
theory has attracted abundant attention in statistics and machine learning, due to its
strong theoretical properties and applications on many domains. In particular, we re-
call that it has the ability of making meaningful comparisons even between probability
measures with non-overlapping supports, unlike KL. However, the computational com-
plexity of the Wasserstein distance rapidly becomes a challenge when the dimension of
the observations is large, and several numerical methods have been proposed during the
past few years to speed-up this computation. In particular, Wasserstein-ABC (WABC,
Bernton et al. [2019]) introduces a different computational approach to those presented
in Chapter 2: the Wasserstein distance is estimated with a novel approximation based on
the Hilbert space-filling curve and termed the Hilbert distance, which is computationally
efficient but accurate for small dimensions only. Besides, under a general setting, the
Wasserstein distance suffers from a curse of dimensionality in the sense that the error
made when approximating it from samples grows exponentially fast with the data space
dimension (Section 2.4.2). These computational and statistical issues can strongly affect
the performance of WABC applied to high-dimensional data.

Building on the computational efficiency of SW and its successful performance in
generative settings, as demonstrated by prior studies (reviewed in Section 1.3) and our
previous chapter, we develop a novel ABC framework that uses SW as the data discrep-
ancy measure. This defines a likelihood-free method which does not require choosing
summary statistics and is efficient even with high-dimensional observations, thus over-
coming the limitations of WABC. We derive asymptotical guarantees on the convergence
of the resulting ABC posterior, and we illustrate the superior empirical performance of
our methodology by applying it on a synthetical problem and an image denoising task.

4.2 Background on Approximate Bayesian Computation

In this chapter, we consider the same purely generative modeling framework as in Chap-
ter 3, so we keep the formalism and notations presented in Section 3.1. Additionally, we
assume that conditions (C1), (C2) and (C4) hold. However, instead of using minimum
distance estimation to perform parameter inference in such models, we focus on another
class of approximate inference methods, called Approximation Bayesian Computation
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Algorithm 2: Vanilla ABC.
Input: observations y;.,, number of iterations 7', data discrepancy measure D,
summary statistics s, tolerance threshold € > 0.
fort=1,...,T do
repeat
| 0~ 7() and 21y ~ pg id.d.
until D(s(ylzn), s(zlzm)) <eg;

9t =9
return 6, ... 9§D
algorithms.

ABC methods are used to approximate the posterior distribution in generative models
when the likelihood is numerically intractable but easy to sample from. The basic and
simplest ABC algorithm is an acceptance-rejection method |Tavaré et al., 1997, which
iteratively draws a candidate parameter §' from a prior distribution 7, and ‘synthetic
data’ z1.m = (2;)7%, from pg, and keeps 6 if zq., is close enough to the observations
Y1:n = (¥i)I—,. Specifically, the acceptance rule is

D(S(ylzn)a S(lem)) <eg, (41)

where D is a data discrepancy measure taking non-negative values, € is a tolerance
threshold, and s : Upen<Y" — R% with small dj is a summary statistics. The algorithm
is summarized in Algorithm 2 and returns samples of 6 that are distributed from:

_ m(0) me {D (3(?/1:71)7 S(lem)) < e}dpg(21:m)
f@ dr(0) me {D (3(3/1:71)7 S(Zl:m)) < erdpg(z1:m)

The choice of s(-) directly impacts the quality of the resulting approximate posterior:
if the statistics are sufficient statistics, m, (6) converges to the true posterior 7(6|y1.n)
as € — 0, otherwise, the limiting distribution is at best 7(6|s(y1.n)) [Sisson et al., 2018,
Frazier et al., 2018]. Wasserstein-ABC has then been proposed to avoid this loss of in-
formation.

Tr.n (0)

(4.2)

Wasserstein distance and ABC. Wasserstein-ABC [Bernton et al., 2019] is a vari-
ant of ABC (2) that uses W), p € [1,+00) between the empirical distributions of the
observed and synthetic data, in place of the discrepancy measure D between summaries.
To make this method scalable to any dataset size, Bernton et al. [2019] introduces a new
approximation of the Wasserstein distance, called the Hilbert distance, which extends
the idea behind the computation of W, in 1D to higher dimensions, by sorting samples
according to their projection obtained via the Hilbert space-filling curve. This alterna-
tive can be computed in O(nlog(n)), but yields accurate approximations only for low
dimensions, as emphasized in [Bernton et al., 2019|. The same work also uses a second
approximation, the swapping distance, based on an iterative greedy swapping algorithm.
However, each iteration requires n? operations, and there is no guarantee of convergence

to W,

4.3 Sliced-Wasserstein ABC

Given the computational and statistical issues caused by the Wasserstein distance, we
state that the ABC framework can benefit from using an alternative computational
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Figure 4.1: Comparison of OT distances and KL between data generated from d-
dimensional Gaussian distributions p, vs. fig,, 02 = 4, with 1000 i.i.d draws. SW
is approximated with 100 random projections.

OT metric, especially on high-dimensional settings. We consider the Sliced-Wasserstein
distance based on the computational efficiency of its Monte Carlo estimate, as well as
its statistical advantages over the Wasserstein distance and the Hilbert and swapping
approximations.

We illustrate the latter statistical aspect on the task of estimating the scaling factor of
the covariance matrix in a multivariate Normal model, as in the supplementary material
of [Bernton et al., 2019]. For any o > 0, denote by i, the d-dimensional Gaussian
distribution with zero-mean and covariance matrix o2I;. Observations are assumed i.i.d.
from p,, with 02 = 4, and we draw the same number of i.i.d. data from p, for 100
values of o2 equispaced between 0.1 and 9. We then compute Wy and SW3 between
the empirical distributions of the samples, and the swapping and Hilbert approximations
presented in Bernton et al. [2019], for d € {2,10,100} and 1000 observations. We know
that Wy between two Gaussian measures has an analytical formula, which boils down
in our setting to

W3t 115) = d(0s — 0)?, (4.3)

and we approximate the exact SW using a Monte Carlo approximation of

SW3(to. , o) = W3 (ko 1) /Sd uludo(u) (4.4)
This formula (4.4) follows from Definition 2.9 and (4.3). We approximate KL with the
estimator proposed for KL-based ABC (KL-ABC, Jiang et al. [2018]).

Figure 4.1 shows the distances plotted against o for each d. When the dimension
increases, we observe that (i) as pointed out in Bernton et al. [2019], the quality of the
approximation of empirical Wasserstein returned by Hilbert and swapping rapidly dete-
riorates, and (ii) SW, approximated using densities or samples, is the only approximate

metric that attains its minimum at 2. This curse of dimensionality can be a limiting

factor for the performance of WABC and KL-ABC in high dimensions.

Motivated by the practical success of SW regardless of the dimension value in the
previous experiment, we propose a variant of ABC based on SW, referred to as Sliced-
Wasserstein ABC (SW-ABC). Our method is similar to WABC in the sense that it
compares empirical distributions, but instead of W, we choose the discrepancy measure
to be SWy,, p € [1,400). The usage of SW allows the method to scale better to the data
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size and dimension. The resulting posterior distribution, called the SW-ABC posterior,
is thus defined in (4.2) with D replaced by SW,,.

4.4 Theoretical Study

In this section, we analyze the asymptotic behavior of the SW-ABC posterior under two
different regimes. Our first result concerns the situation where the observations yi.,
are fixed, and e goes to zero. We prove that the SW-ABC posterior is asymptotically
consistent in the sense that it converges to the true posterior, under specific assumptions
on the density used to generate synthetic data.

Proposition 4.1. Let p € [1,+00). Suppose that ug has a density fop w.r.t. the Lebesgue
measure such that fy is continuous and there exists Ng C O satisfying m(No) = 0 and

sup - fp(y1n) < oo .
GGG\N@

In addition, assume that there exists € > 0 such that,

sup sup  fy(z1:m) < 00,
QGQ\N@ Zl:'m,eAé

where A° = {21.m, © SW (Y1, 21:m) < E}. Then, with y1., fized, the SW-ABC posterior
converges to the true posterior as € goes to 0, in the sense that, for any measurable
BCO,

lim 7, (B) = 7(B|yi:n) ,

e—0 Yin

where 7y, is defined by (4.2).

The proof of Proposition 4.1 is provided in Section 4.7 and consists in applying [Bern-
ton et al., 2019, Proposition 3.1].

Next, we study the limiting SW-ABC posterior when the value of ¢ is fixed and
the number of observations increases, i.e. n — co. We suppose that the size m of the
synthetic dataset grows to an with a > 0, such that m can be written as a function of
n, m(n), satisfying lim,_ o, m(n) = co. We show that, under this setting and appro-
priate additional conditions, the resulting approximate posterior converges to the prior
distribution on 6 restricted to the region {# € © : SWp,(ua,, po) < €}.

Proposition 4.2. Let p € [1,400), € > 0 and (m(n))nen+ be an increasing sequence
satisfying lim, oo m(n)/n = «, for « > 0. Assume that the statistical model Mg is well
specified, i.e. there exists 0, € © such that p. = pp,, and that almost surely the following
holds.

nh—>ngo Swp(ﬂnv ﬂ@,m(n)) = SWP(MQ;J M@) > (45)

where fin, flg m(n) denote the empirical distributions of the observations yi., and synthetic
data z1.y(n) respectively. Then, the SW-ABC posterior converges to the restriction of the
prior m on the region {6 € © : SW(ug,,po) < e} as n — oo, i.e. for any 0 € O,

Jim 7y, (0) = 7(0SW (e, 1) < €)
o m(0)L{SWp(ug,, o) <€} -
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Figure 4.2: Comparison of SMC-ABC strategies in the multivariate Gaussians problem.
Each strategy uses 1000 particles and are run for 3 hours max. First row shows ABC
and true posteriors of o2, second row reports Wi-distance to true posterior vs. time.
SW is approximated with its MC estimate over 100 random projections.

Proposition 4.2 follows from the application of [Jiang et al., 2018, Theorem 1] to SW,,
and the required conditions. Note that condition (4.5) is a mild assumption, e.g. is
fulfilled if Y is compact and separable: in this case, for any v € Pp(Y) and its empirical
instantiation o, limy, oo Wy (v,0,) = 0 v-almost surely [Weed and Bach, 2019], then
limy, 00 SW (v, 2,) = 0 v-almost surely [Bonnotte, 2013, Proposition 5.1.3], and (4.5)
follows by applying the triangle inequality.

4.5 Experiments

4.5.1 Synthetic experiments

As a first set of experiments, we investigate the performance of SW-ABC on a synthetical
setting where the posterior distribution is analytically available. We consider n = 100 ob-
servations (y;)™_; i.i.d. from a d-dimensional Gaussian A'(m,, 021,), with m, ~ N(0,1,)
and 02 = 4. The parameter 6 is 02 for which the prior distribution is assigned to be an
inverse gamma distribution ZG(1,1). Therefore, the posterior distribution of o2 given
(yi)7_; and m, is an inverse gamma distribution as well, whose parameters are given by

nd 1 —
IG(1+ 5 1+ 2; lys — )

We compare SW-ABC against ABC using the Euclidean distance between sample
variances (Euclidean-ABC), WABC with the Hilbert distance, WABC with the swapping
distance and KL-ABC. Each ABC approximation was obtained using the sequential
Monte Carlo sampler-based ABC method [Toni et al., 2009], which is computationally
more efficient than vanilla ABC (Algorithm 2) and implemented in the package pyABC
[Klinger et al., 2018]. We provide the code to reproduce our empirical results'.

!See our GitHub repository: https://github.com/kimiandj/slicedwass_abc
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4.5. Ezperiments 7

Figure 4.2 reports for d € {2,10,20}, the resulting ABC posteriors and W to the
true posterior (computed with the POT package [Flamary et al., 2021]) vs. time. Due
to the poor performance of the estimator of KL between two empirical distributions
proposed in [Jiang et al., 2018] (see Figure 4.1), KL-ABC fails at approximating well
the posterior in these experiments. Hence, we excluded those results from Figure 4.2 for
clarity. Euclidean-ABC provides the most accurate approximation, as expected since it
relies on statistics that are sufficient in our setting. WABC performs poorly with high-
dimensional observations, contrary to SW-ABC, which approximates well the posterior
for each dimension value and is as fast.

4.5.2 Application to image denoising

We now evaluate our approach on a real application, namely image denoising. We con-
sider a widely used algorithm for this task, the Non-Local Means algorithm (NL-means,
Buades et al. [2005]), and we present a novel variant of it derived from SW-ABC.

We formally define the denoising problem as follows. Let u € RM*YN denote a clean
gray-level image. We observe a corrupted version of this image, v = u 4+ w, where w is
some noise in RM*N The goal is to restore u from v. We focus on denoising methods
that consider ‘patch-based representations’ of images, e.g. NL-means. Specifically, let
r € N be a patch size and I = {1,..., M} x {1,..., N} the set of pixel positions. For
i € I,u/(i) denotes the pixel value at position iin image u’, and Py isa (2r+1)x (2r+1)
window in v centered at i: for k € {—r,...,r}?, Pi(k) = v(i + k), where v is extended
to Z2 by periodicity. Let D C I be a dictionary of positions, and ¢ : I — D such that,
foriel,

6(i) = argminge p | P — B2 |

i.e. ¢(i) is the position in D of the most similar patch to P;. For j € D, an estimator of

P is given by P = E (p,) y#()[Pi1], T being the uniform distribution on ¢~1(j).

keo—1(j)
In practice, it is approximated with a Monte Carlo scheme,

R T s
Py~ (Tn) ! Zt:l Zs:l TADISION: (4.6)

where i) ~ 7(i®](P)key-1(5)), 1) ~ #(1), and i, 1 are mutually independent. Finally,
we construct an estimate @ of u as follows: for any i € I,

i) = > Puli-k @r+1)72.

k[[k—il[oo<r

The classical NL-means estimator corresponds to the case where D = I (thus ¢ = Id)
and for any i € I and P € R&TDXCr+1) (G PY) oc 1y (1)e 1P-HI7/20%) where W is a
search window.

In our work, we assume that the likelihood m(PJi) is not available, but we observe
for j € D, (P¢,)7%, (ke € ¢71(j)) i.i.d. from (-]i). By replacing 7(i|(P,)7%,) in (4.6) by
the SW-ABC posterior, we obtain the proposed denoising method, called the SW-ABC
NL-means algorithm. We provide the Python implementation of our algorithm?.

We compare our approach with the classical NL-means. We consider one of the
standard image denoising datasets [Fan et al., 2019], called CBSD68 [Martin et al., 2001]

2See https://vdeborto.github.io/publication/sw_abc
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|o=10]0c=20]0=30| 0 =50 |
NL-means | 30.43 | 26.32 | 24.22 | 21.99 |
SW-ABC | 27.09 | 26.26 | 24.86 | 22.56 |

Table 4.1: Comparison of NL-means and SW-ABC on the image denoising task in terms
of average PSNR (dB). For each o, we fine-tuned the hyperparameters of NL-means and
reported the best result.

and consisting of 68 colored images of size 321 x 481. We first convert the images to
gray scale, then manually corrupt each of them with a Gaussian noise with standard
deviation o, and try to recover the clean image. The quality of the output images is
evaluated with the Peak Signal to Noise Ratio (PSNR) measure,

[ — a3

In our experiments, we use a dictionary of 1000 patches picked uniformly at random, we
set T=S=m=10,r=3, W ={-10,...,10}?, ¢ = (2r + 1), and we compute SW
with a MC scheme over L = 100 projections.

We report the average PSNR values for different values of the noise level ¢ in Ta-
ble 4.1. We observe that for small o, NL-means provides more accurate results, whereas
when o becomes larger SW-ABC outperforms NL-means, thanks to the patch represen-
tation and the use of SW.

On the other hand, another important advantage of SW-ABC becomes prominent
in the computation time: the proposed approach takes = 6s on a standard laptop com-
puter per image whereas the classical NL-means algorithm takes ~ 30s. Indeed, the
computational complexity of SW-ABC NL-means is upper-bounded by card(D)T'S Csw,
where Csw = Lmlog(m) is the cost of computing SW, and for the naive implementa-
tion of NL-means, it is given by NM card(W)(2r + 1)2. We can observe that SW-ABC
has a lower computational complexity since card(D) < NM in practice. We note that
the computation time of NL-means can be improved by certain acceleration techniques,
which can be directly used to improve the speed of SW-ABC NL-means as well.

Finally, in Figure 4.3, we illustrate the performance of SW-ABC on two 512 x 512
images for visual inspection. The results show that the injected noise is successfully
removed by the proposed approach.

4.6 Conclusion

In this chapter, we explored other applications where the Sliced-Wasserstein distance
can be useful, and proposed a novel ABC method, SW-ABC, based on this metric. We
derived asymptotic guarantees for the convergence of the SW-ABC posterior to the true
posterior under different regimes, and we evaluated our approach on a synthetical and
an image denoising problem. Our results showed that SW-ABC provides an accurate
approximation of the posterior, even with high-dimensional data spaces and a small
number of samples.
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Figure 4.3: Visualization of the results. For each couple, the left one is the noisy image
(0 = 20) and the right one is the output of SW-ABC.

4.7 Appendix: Proof of Proposition 4.1

Proof of Proposition 4.1. The proof consists in applying [Bernton et al., 2019, Proposi-
tion 3.1], which establishes the conditions for the data discrepancy measure to yield an
ABC posterior that converges to the true posterior in the asymptotic regime we consider.
This amounts to verify that:

(i) For any yi., and zi.,, with respective empirical distributions fi, and fig n,
SW,(fin, fro.m) = 0 if and only if fi, = fig .

(ii) SW,, is continuous in the sense that, if (z%,,,)ken converges to 1., in the metric
p, then, for any empirical distribution f,, limg_ . SWp(ﬂn,ﬂ§7m) = SWy,(fin, f1o.m),
where i is the empirical measure of z¥, .

Condition (i) follows from the fact that SW, is a distance [Bonnotte, 2013, Proposition
5.1.2]. Now, let y’ € Y and ¢ : Y — R be a continuous function such that for any
YyEY, [W(y) < K(1+p(y,y)P) with K € R. Since (z},,,)xen converges to zi., in the
metric p and 1 is continuous, we get that limy_,o [ ¥ dﬂ’g’m = [+ dfigm. This implies
that ,[L’gm weakly converges to fig,, in P,(Y) [Villani, 2008, Definition 6.7, which, by
[Villani, 2008, Theorem 6.8], is equivalent to limy_,~ Wp(ﬁ’g’m,ﬂg,m) = 0. By applying
the triangle inequality and [Bonnotte, 2013, Proposition 5.1.3], there exists C' > 0 such
that, for any empirical measure jiy,

ISW o (fins f15,) = SWip(itn g m)| < SWp(fig - it m)
< Cl/p Wp(/l]g,ma ﬂO,m) .
We conclude that limy_,eo SWy(jin, i ) = SWy,(jin, fig,m), making condition (i) ap-

plicable.
O



80

Chapter 4. Approzimate Bayesian Computation with SW




Chapter 5

Generalized Sliced Wasserstein
Distances

This chapter is based on [Kolouri et al., 2019a/.

The Wasserstein distance and its practical alternatives have recently attracted a
lot of attention from the machine learning community. The Sliced-Wasserstein distance,
specifically, was shown to have similar theoretical properties to the Wasserstein distance,
while being much simpler to compute thanks to its Monte Carlo approximation. SW has
therefore been used in various applications, including generative modeling and general su-
pervised /unsupervised learning, but its performance might suffer from the error induced
by the Monte Carlo estimation. This limitation has thus motivated the formulation of
alternatives, such as the mazimum Sliced- Wasserstein distance (max-SW).

In this chapter, we propose another method to address this issue, by defining a
novel family of probability divergences that extends the idea behind SW. We first clarify
the mathematical connection between SW and the Radon transform, then leverage the
generalized Radon transform to formulate the class of generalized Sliced-Wasserstein
distances (GSW). We also formulate a generalization of max-SW, called the mazimum
generalized Sliced-Wasserstein distances (max-GSW). We identify some conditions on
the generalized Radon transform under which GSW and max-GSW satisfy the metric
axioms. Finally, we compare the empirical performance of the proposed distances on
different implicit generative modeling problems to illustrate their advantages over SW.

5.1 Introduction

To compare two probability distributions p and v supported on RY with the Sliced-
Wasserstein distance, one needs to collect linear projections of p and v along all possible
directions on S9!, which is done by computing the push-forward measures 6;“ and Ggl/

for any 6 € S¥~1. As we will detail in the next section, these push-forward measures are
closely related to the Radon transform [Rabin et al., 2012, Proposition 6], which is widely
used in tomography [Radon, 1917, Helgason, 2011]. In practice, unless an analytical for-
mula is known, the integral that defines SW (Definition 2.9) is usually approximated with
a Monte Carlo strategy, which computes an average over a finite number of directions
uniformly picked at random on S*~!. Intuitively, the linear nature of these projections
does not guarantee an efficient approximation of the Sliced-Wasserstein distance: since
in very high-dimensional settings, the data often lives in a thin manifold, one might

81
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have to sample a very large number of directions to effectively capture the structure of
the data distribution, which can be very expensive according to our discussion on the
complexity of SW in Section 2.6. Reducing the number of required projections would
thus result in a significant performance improvement.

To alleviate the inefficiencies caused by the linear projections, several attempts have
recently been made: linear projections can be combined with orthogonal coupling in
Monte Carlo estimation to increase computational efficiency and estimation quality [Row-
land et al., 2019, Wu et al., 2019]. Alternatively, Deshpande et al. [2019] extended SW
to the “mazimum Sliced-Wasserstein distance”, where the integral over S¥1 in (2.20) is
replaced by a maximum operator so that one retains the “most informative” projection
direction. In this context, the information returned by a direction 6 € S~! is measured
by W ( gu, Hﬁ*u): the larger this Wasserstein distance, the more informative 6. This idea
is also reflected in another study [Paty and Cuturi, 2019], which considers k-dimensional
projections of u, v with k € {1,...,d}, and aims at finding the most informative subspace
on which p and v are being projected. While these methods reduce the computational
cost by requiring a lower number of projections, they incur an additional cost due to the
resolution of a non-convex optimization problem over manifolds.

In this chapter, we address the computational limitations of the Sliced-Wasserstein
distance by taking an alternative route: we allow the projections of the compared dis-
tributions p and v to be non-linear. More precisely, we use the theory of the generalized
Radon transform [Beylkin, 1984] to extend the definition of SW to an entire class of
probability divergences, which we call generalized Sliced-Wasserstein distances (GSW).
We then show that, similar to [Deshpande et al., 2019], we can formulate a metric that
relies on the most informative projection instead of infinitely many projections. We aptly
call this distance the mazimum generalized Sliced- Wasserstein distance (max-GSW). We
prove that replacing the linear projections with non-linear projections can still yield a
valid metric on the space of probability distributions: we identify general conditions
under which GSW and max-GSW satisfy the metric axioms recalled in Definition 2.1.

As instances of non-linear projections, we first investigate projections with polynomial
kernels, which meet all the conditions that we identified. However, we observe that
the memory complexity required by such projections has a combinatorial growth with
respect to the dimension of the problem, which hinders their applications to modern ML
problems, such as IGM. This motivates us to consider a neural-network-based projection
scheme, where we observe that fully connected or convolutional networks with leaky
ReLU activations fulfill the crucial conditions for the resulting GSW to be a pseudo-
metric.

Due to their inherent non-linearity, GSW and max-GSW are expected to capture
the complex structure of high-dimensional distributions by using much less projections.
Besides, the use of deep learning techniques additionally allows the projections to be
data-adaptive. For these reasons, we expect our metrics to reduce the iteration com-
plexity in a significant amount. We verify this intuition in our experiments, where we
illustrate the superior performance of the proposed generalized distances in IGM prob-
lems, with both synthetic and real data.
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5.2 Background on the Radon transform

We review in this section the Radon transform and explain how it enables the definition
of SW and max-SW, accordingly to [Rabin et al., 2012|. Then, we present an extension
of that transform, namely the generalized Radon transform, which is a fundamental tool
in this chapter.

5.2.1 Definition of the Radon transform

Before formally defining the Radon transform, we present some useful notations. De-
note by £L1(R% Lebg) = {f : R? 5 R s.t. [pa|f(2)|dLebg(z) < oo} the class of func-
tions that are absolutely integrable on R? w.r.t. the Lebesgue measure on R%, Lebyg,
and £1(S?! x R, @ Leby) the class of absolutely integrable functions on the domain
S x R w.r.t. o ® Leb;.

The Radon transform, introduced in [Radon, 1917] and denoted by R, maps a
function in £'(R%, Leby) to the infinite set of its integrals over the hyperplanes of R?,
i.e. R : LY(R? Leby) — LY(S?! x R,o @ Leby), and is defined as follows.

Definition 5.1 (Radon transform). Let I € L'(R%, Lebg). The Radon transform asso-
ciated to I is a function defined for any (t,0) € R x S¥! as

RI(t,0)= / I(x)5(t — (z,0))dx . (5.1)
Rd
Note that by definition, each hyperplane in R? can be written as
Heo = {x eRe: (2,0) = t} , (5.2)

where t € R and 0 € S%~!. Therfore, for a fixed § € S~!, RI(-,0) : R — R integrates
the input function I over all hyperplanes in R? that are orthogonal to #, and (5.1) can
be rewritten as

RI(t,0) = / I(x)dx . (5.3)
He o

The Radon transform has been shown to be invertible, which allows to recover a
function I out of its projections along hyperplanes, RI [Natterer, 1986, Helgason, 2011].
In particular, the filtered back-projection method defines the inverse formula of the trans-
form when I € £!(R? Leby) and has been extensively used for image reconstruction, for
example in tomographic imaging [Deans, 2007].

On the other hand, Definition 5.1 can be extended so that the Radon transform
applies to measures instead of functions in £!(R?, Lebg). The formal statement [Bonneel
et al., 2015, Definition 6] is recalled below.

Definition 5.2 (Radon transform of measures). Denote by Co(A) the space of continuous
functions on a set A that tend to 0 at infinity. Let p € P(R?). The Radon transform
associated to u, denoted by Ru, is defined through the following characterization: for any
f € Co(R x S¥1),

/ f(t,0)d(Ru)(t,0) =/ (R*f)(z)dp(z) , (5.4)
RxSd-1

]Rd
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where R* : Co(R x S¥1) — Co(RY) is the back-projection operator defined as

R* f(z) = F((x,0),0)d6 . (5.5)

Sd-1
Hence, Ry : P(RY) — P(R x S41).

Note that the Radon transform of measures can actually be defined on the general space
of Radon measures supported on R, instead of the subset of probability measures P(R%):
the reason why we consider u € P(R?) in Definition 5.2 is that we aim at clarifying the
link between the Sliced-Wasserstein distance and the Radon transform.

5.2.2 Link between Radon transform and Sliced-Wasserstein distance

We first present an important result originally established in [Bonneel et al., 2015, Propo-
sition 6], which shows that Radon transforms of measures are equivalent to specific
push-forward measures.

Proposition 5.3. Let u € P(R?). Then, for any 0 € S 1,

where Gﬁ* denotes the push-forward operator (Definition 2.5) associated to the linear form
0*(z) = (0, x).

Therefore, the one-dimensional representations of u, v € Pp(Rd) computed by the Sliced-
Wasserstein distance, and respectively denoted by Oﬁ*,u and Gg‘y for 6 € S%1, are actually
obtained via the Radon transform: by Proposition 5.3, the definition of SW of order
p € [1,400) between p and v (Definition 2.9) can equivalently be formulated as

SWy(.) = [

Sd

» WE(Ru(-,0), Ru(-,60))do (0) . (5.7)

In practice, SW(p,v) is approximated with a simple Monte Carlo scheme (Sec-
tion 2.6), which may lead to underestimating the actual dissimilarity between p and v,
especially when these two distributions are supported on a high-dimensional space. To
further illustrate this phenomenon, let us consider u = N(0,1;) and v = N (m, I;) with
m € S9!, Then, their projected representations are univariate Gaussians, given for any
6 € S by,

Ru(-,0) =N(0,1), and Rv(-,0) =N({(f,m),1). (5.8)

It is therefore clear that Wa(Ru(-, 0), Ru(-, 0)) achieves its maximum value when § = m,
and is equal to zero when 6 is orthogonal to m. On the other hand, an application of
Hoeffding’s inequality gives the following concentration inequality for any m’ € S%1,

de?

P(J(f,m') | <e)>1—-2¢ 2 , (5.9)

which implies that for a high dimension d, 8 ~ o is likely to be nearly orthogonal to m,
so Wo(Ru(-,8),Rv(-,0)) is almost null with high probability.

To remedy the inaccuracies caused by the Monte Carlo estimation, one can pick
projection directions that return discriminant information between p and v, instead of
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uniformly sampling them on S?~!. This idea was for instance used in [Rowland et al.,
2019, Wu et al., 2019], where the Monte Carlo samples {6;}1_, forms a set of orthogonal
vectors, or in |Deshpande et al., 2018, Section 3.2|, where implements a GAN to find
discriminant projections.

A similarly flavored but less heuristic approach consists in using the mazimum Sliced-
Wasserstein distance (max-SW), an alternative OT metric defined in [Deshpande et al.,
2019] as follows.

Definition 5.4 (Maximum Sliced-Wasserstein distance). Let p € [1,400). The mawi-
mum Sliced- Wasserstein distance of order p is defined for u,v € Pp(R%) as

SW, (11, ) = W, (051, 05v) 5.10
maz=SWy (s, v) = max Wy (07, 07v) (5.10)

where for any 0 € S?71, 0&* = (0%)y denotes the push-forward operator associated to the
linear form 0* : RY — R given by 0*(x) = (0, z).

By Proposition 5.3, (5.10) is equivalent to
maz-SWy,(u,v) = Jmax W, (Ru(-,0), Rv(-,0)) . (5.11)
esd

Since W, is a distance (Section 2.4.1), one can show that max—SW), is also a distance:
we will prove in Section 5.3.1 that the metric axioms hold for the class of maximum
Generalized Sliced-Wasserstein distances, which contains max-SW as a special case.

5.2.3 Generalized Radon transform

The generalized Radon transform (GRT) extends the original idea of the classical Radon
transform presented in Section 5.2.1 from integration over hyperplanes of R? to inte-
gration over hypersurfaces, i.e. (d — 1)-dimensional manifolds [Beylkin, 1984, Denisyuk,
1994, Ehrenpreis, 2003, Gel'fand et al., 1969, Kuchment, 2006, Homan and Zhou, 2017].

According to (5.2), any hyperplane of R? can alternatively be interpreted as a level
set of the function g € RY x ST — R given by g(z,0) = (x,0). Therefore, to generalize
the Radon transform, one can simply consider another function g, which is then referred
to as the defining function and characterized as follows.

Definition 5.5 (Defining function). Consider a function g : X x (R7\{0}) — R, where
X C RY and g € N*. We say that g is a defining function if it satisfies the four conditions
below.

(D1) g is a real-valued C* function on X x (R™\{0})
(D2) g is homogeneous of degree 1 with respect to its second variable, i.e.

V(z,0) € X x (R1\{0}), VA e R, g(z,\0) = \g(x,0) .

(D3) g is non-degenerate in the sense that

gg(x,e);éo.

X

V(z,0) € X x (R7\{0}),

(D4) The mized Hessian of g is strictly positive, i.e.

829
Det <axaea)

> 0.
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Linear Circular Neural Network

g(x,60)

. . . -

i

GI(t,0): Slices with respect to different g(t, 8)
H(t,0) = {x|g(x,0) =t}

Input distribution

Figure 5.1: Hlustration of the application of the standard or generalized Radon transform
for the Half Moons distribution.

Then, given a defining function ¢, the generalized Radon transform associated to g
and applied to I € L'(R?, Leby) integrates I over the hypersurfaces characterized by the
level sets of g, i.e.

Hiog={x X : g(x,0) =t} . (5.12)

Definition 5.6 (Generalized Radon transform). Consider a defining function g : X x
(R\{0}) = R, with X C R? and q € N*. Let I € L'(R? Leby). The generalized Radon
transform of I based on g is a function defined for any (t,0) € X x (R?7\{0}) as

GI(t,0: g) = /X 1(2)8(t — g(x,0))dz (5.13)

According to Definition 5.6, the standard Radon transform (Definition 5.1) is indeed a
special case of the GRT, as it is obtained with g(x, ) = (x,6) for (z,0) € R?xS?!. GRT
has various applications, including thermoacoustic tomography, where the hypersurfaces
correspond to spheres, and electrical impedance tomography, which requires integration
over hyperbolic surfaces.
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One can also use GRT to project high-dimensional distributions along hypersurfaces
and obtain one-dimensional representations: Definition 5.6 can be extended so that
GRT receives probability distributions as input, analogously to Definition 5.2. In that
case, the resulting projections of y € P(R?) acquired via the GRT based on a defining
function g correspond to (¢%)yu for any 6 € RI\{0}, where (¢); is the push-forward
operator of ¢Y, defined for any z € R? as ¢?(x) = g(z,6). Figure 5.1 illustrates the
application of different Radon transforms on the “Half Moons” dataset and demonstrates
that the output projections highly depend on the defining function. This encourages us
to investigate the consequences of using the generalized Radon transform instead of the

standard one in the definition of SW (5.7).

5.3 Generalized Sliced-Wasserstein Distances

We propose in this chapter to extend the definition of the Sliced-Wasserstein distance to
formulate new optimal transport metrics, which we call Generalized Sliced-Wasserstein
distances. These are obtained using the same procedure as for SW, except that the one-
dimensional representations are acquired through nonlinear projections via the general-
ized Radon transform. We also extend the concept of max-SW to the class of maximum
generalized Sliced-Wasserstein distances (max-GSW).

In this section, we formally define (maximum) Generalized Sliced-Wasserstein dis-
tances and establish the conditions under which they satisfy the metric axioms. We then
provide examples of defining functions such that these conditions are met, and present
an alternative implementation of GSW inspired by neural networks.

5.3.1 Definition and theoretical properties

Following the definition of SW in terms of the Radon transform (5.7), we define Gener-
alized Sliced-Wasserstein distances using the generalized Radon transform as follows.

Definition 5.7 (Generalized Sliced-Wasserstein distances). Consider a defining function
g : X x (RI\{0}) = R, with X C R? and q¢ € N*. Let p € [1,+00). The Generalized
Sliced-Wasserstein distance of order p based on g is defined for any p,v € Pp(Rd) as

GSW2(j1,v) = /R oy WG 0:0).G01-.0:9)) o 0). (5.14)

where o denotes the uniform distribution on R9\{0}.

We also formulate the maximum Generalized Sliced-Wasserstein distance, which gen-
eralizes the maximum Sliced-Wasserstein distance defined in (5.11).

Definition 5.8 (Maximum Generalized Sliced-Wasserstein distances). Consider a defin-
ing function g : X x (RI\{0}) — R, with X C R% and q € N*. Let p € [1,+00). The
Mazimum Generalized Sliced- Wasserstein distance of order p based on g is defined for
any p,v € Pp(R?) as

maz-GSW (u,v) = gré%XWp (Gu(-,0;9),Gv(-,6;9)) , (5.15)
6

where for any 6 € S, Qy € RI\{0} is a compact set of feasible parameters for 6 —



88 Chapter 5. Generalized Sliced Wasserstein Distances

We point out that max-GSW must rely on a compact set {2y so that (5.15) is not ill-
defined. For instance, for the specific case of max-SW where g(-,0) = 6*(-), we have
Qp = Se-1.

In the next proposition, we show that GSW and max-GSW are, indeed, distances on
Pp(R?) if and only if the underlying GRT is injective. The proof of this result is given
in Section 5.6.

Proposition 5.9. Let p € [1,4+00). The Generalized Sliced-Wasserstein (or mazimum
Generalized Sliced- Wasserstein) distance of order p based on the defining function g sat-
isfies all metric azioms if and only if the generalized Radon transform associated to g is
imjective.

According to Proposition 5.9, the injectivity of GRT is sufficient and necessary for GSW
to be a metric. In this respect, our result brings a different perspective on [Bonnotte,
2013, Proposition 5.1.2]: since the standard Radon transform is injective, SW is indeed
a distance.

Remark 5.10. If the chosen generalized Radon transform is not injective, then we can
only say that the resulting GSW and maz-GSW are pseudo-metrics: they still satisfy non-
negativity, symmetry, the triangle inequality, and GSWp,(u, n) = 0, maz-GSWy, (i, 1) =
0.

5.3.2 Injectivity of the generalized Radon transform

We have shown in Proposition 5.9 that the injectivity of the GRT is crucial for the
resulting GSW and max-GSW to be distances between probability measures. We now
enumerate some of the known defining functions that lead to injective GRTs.

The investigation of the sufficient and necessary conditions guaranteeing the injectiv-
ity of GRTs is a long-standing topic [Beylkin, 1984, Homan and Zhou, 2017, Uhlmann,
2003, Ehrenpreis, 2003]. The circular defining function, supported on R? x S~1 and
given by

g(z,0) = ||z — ro| (5.16)

with » € R+, provides an injective GRT [Kuchment, 2006]. Homogeneous polynomials
with an odd degree also yield an injective GRT [Rouviere, 2015], and are defined as

g(x,0) = Z Oaz™ (5.17)

|a|l=m

where we use the multi-index notation a = (a1,...,aq,) € N |a| = 2?21 «;, and
@ = H‘ijil z7". The summation in (5.17) iterates over all possible multi-indices «, such
that |a| = m, where m denotes the degree of the polynomial and 0, € R. The parameter
set for homogeneous polynomials is then set to Qg = S%~!. We can observe that
choosing m = 1 reduces to the linear case g(x,0) = (x,0), since the set of multi-indices

with |a| = 1 becomes
{(a1,...,04) : a; =1for asinglei e N*,1<i<d, and a;j =0, Vj#i},

and contains d elements.
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Algorithm 3: Approximation of GSW
Input: Two sets of observations {x;}? ; and {y;}}_;, number of projection
directions L, order p, defining function g supported on X x (R?\{0}).
GSW =0
for/=1,...,L do
Sample: 0; ~ oy
fori=1,...,ndo
| Project: a} = g(xi,01), vy = 9(vi,0)
Sort: xpy < afyy < oo §a:/(n), yz ) §y22) <... §y£n)
GSW = GSW + (1/n) 371, ‘J’J(z) - yEi)’p
GSW = (GSW/L)'/»
return GSW

o~
~

While the polynomial defining functions form an interesting alternative to linear
projections, their memory complexity d, grows exponentially with the dimension of the
data and the degree of the polynomial, hence deteriorates their potential in modern
machine learning problems. As a remedy, inspired by the current success of neural
networks, a natural task in our context would be to come up with a neural network,
which would yield a valid GSW or max-GSW, when used as the defining function in the
GRT.

As a neural network-based defining function, we propose a multi-layer fully con-
nected network with leaky ReL U activations. Under this specific network architecture,
one can easily show that the corresponding defining function satisfies (D1) to (D4)
on (X\{0}) x (R?\{0}), where X C R? and ¢ € N* is the number of parameters of the
network. On the other hand, proving the injectivity of the associated GRT is highly non-
trivial, so the GSW associated with this particular defining function is a pseudo-metric, as
we discussed in Remark 5.10. However, as illustrated in Section 5.4, this neural network-
based defining function still performs well in practice, and the non-differentiability of the
leaky ReLLU function at 0 does not seem to be a big issue in practice.

With a neural network as the defining function, minimizing max-GSW between two
distributions is analogical to adversarial learning, where the adversary network’s goal
is to distinguish the two distributions. In the max-GSW case, the adversary network,
i.e. the defining function, seeks optimal parameters that maximize the GSW distance
between the input distributions.

5.4 Numerical Implementation and Experiments

We conduct several experiments to compare the empirical performance of GSW and
max-SW for different choices of defining functions. To this end, we first explain how we
compute GSW and max-GSW in practice.

5.4.1 Implementation of generalized Sliced-Wasserstein distances

Consider u,v € Pp(RY), which we wish to compare using GSW. In most machine learning
applications, we do not have access to the distributions, but to two sets of n € N*
i.id. samples from p and v, which are respectively denoted by {z;}!"; and {yj}?zl.
This implies that one can only compute GSW,(fiy,7,), which is an approximation
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Algorithm 4: Approximation of max-GSW

Input: Two sets of observations {x;}? ; and {y;}} ;, number of projection
directions L, order p, defining function g, maximum number of
iterations T, step size p.

Randomly initialize 6y € g

fort=0,...,T—1do

fori=1,...,ndo

| Project: a} = g(xi,0:), vi = g(yi,0)

Sort: @(y) S T(g) < Sy, Yy SYg) S S Yy

W = (1/n) Z?:l |x/(z) - yzi) ’p

Perform one gradient ascent step: 6/ = 6; + pVoW

Project ' on Qp: 041 = projg, (0")

fori=1,...,ndo

| Project: af = g(xs,0r), y;=9(yi,0r)

Sort: T(y) S T(p) S 00 S Ty Yoy SVYip) S0 S Yy

mGSW = (1/m) Y0, [l — o,

mGSW = (mGSW)/?

return mGSW

of GSW (p,v). Besides, the integral in (5.14) is generally intractable, hence will be
estimated.

Similarly to SW, we will use a simple Monte Carlo scheme and the analytical expres-
sion of the Wasserstein distance between univariate distributions (2.15) to compute the
following estimate of GSW,(fin, Un),

L n 1/p
— 1
GSW,,(fin, ) = (Ln > gy 00) — g(y(i),95)|p> : (5.18)

=1 i=1

where for any sequence of vectors {z;};"; and 6 € RI\{0}, {g(2(;),0)}7-; is the sorted
sequence of projections, i.e. g(z(1),0) < g(2(2),0) < -+ < g(2(n),#). The procedure to
approximate GSW is summarized in Algorithm 3.

To compute max-GSW,(fi,, ), we employ a numerical optimization method sim-
ilar to the expectation-maximization (EM) algorithm, which repeats the following: (a)
given 6 € Qg, {g(z;,0)}1, and {g(vi,0)}_, are sorted to compute the one-dimensional
Wasserstein distance, once again according to (2.15), (b) € is updated with a projected
gradient ascent step. Once the convergence is reached (for example, by setting a maxi-
mum number of iterations), the algorithm returns an nearly-optimal projection direction
6*, which is then used to approximate max—GSWy(fi,, o) as follows

— 1 « . .
max—GSW,(fin, 0y,) = - Z l9(z @iy, 0%) — 9(yga), 0)IF .
i=1

The whole procedure is summarized in Algorithm 4. Note that the gradient with respect
to @ is computed via automatic differentiation, and the gradient ascent can be replaced
with any iterative optimization method, such as Adam [Kingma and Ba, 2015].

Our EM-like method finds the optimal 6 by optimizing the actual Wasserstein dis-
tance between the projected distributions, as opposed to the heuristic approaches pro-
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Figure 5.2: Evaluation of the performance of GSW on the flows experiment when using
different defining functions and four synthetic datasets as the target. “Linear” and “Max
Linear” refer to SW and max-SW respectively.

posed in [Deshpande et al., 2018, Kolouri et al., 2018], where the pseudo-optimal slice is
found with perceptrons or penalized linear discriminant analysis [Wang et al., 2011].

5.4.2 Experiments

Now that we have clarified the numerical implementation of (max-)GSW, we present the
experiments that we conducted to evaluate the performance of our metrics in generative
modeling applications. Our empirical results can be reproduced with our open source
code!.

To study the effects of the defining function on the practical performance of GSW
and max-GSW, we consider the following flows problem

min D(u,v) , (5.19)
m

where D denotes an instance of (max-)GSW, v is a target distribution and p is the
source distribution. The solution of (5.19) is approximated using the following iterative
optimization scheme: first, p is initialized as the empirical distribution associated to
i.i.d. observations from N(0,1;); then, these observations are updated by performing
gradient descent on D(u,v).

The target v corresponds to the distribution of i.i.d. samples from one of these four
well-known distributions: “25-Gaussians”, “8-Gaussians”, “Swiss Roll” and “Circle”. We

!See our GitHub repository: https://github.com/kimiandj/gsw
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Figure 5.3: Comparison of max-GSW and max-SW on the flows experiment applied to
the MNIST dataset.

compare different instances of GSW and max-GSW, characterized by different choices
of defining functions, namely “linear” (in that case, GSW and max-GSW are equivalent
to SW and max-SW respectively), homogeneous polynomials of degree 3 and 5, and
the neural networks described in Section 5.3.2 with 1 to 3 hidden layers. We used the
exact same optimization scheme for all instances, and kept only L = 1 projection when
approximating GSW with (5.18). In order to easily compare the results produced by
the different flows, we computed the Wasserstein distance of order 2 between u; and v
(by solving the corresponding linear program), where u; denotes the source distribution
at iteration ¢ of the optimization procedure. We repeated each experiment 100 times
and report the average Wasserstein distance (computed with the POT implementation
[Flamary et al., 2021]) for all target datasets in Figure 5.2. We also show in that same
figure a snapshot of 100 and v for all datasets.

We observe that (i) max-GSW outperforms GSW, of course at the cost of an ad-
ditional optimization, and (i) while the choice of the defining function g(-,0) is data-
dependent, one can see that the homogeneous polynomials are often among the top
performers for all datasets. Specifically, SW is always outperformed by GSW with
polynomial projections (“Poly 3” and “Poly 5” in Figure 5.2) and by all the variants
of max-GSW. Besides, max-SW is consistently outperformed by max-GSW based on
neural networks. The only variant of GSW that is outperformed by SW is GSW with
a neural network-based defining function, which was expected because of the inherent
complexity of approximating the integral over a very large domain (5.14) with a simple
Monte Carlo average. Similarly to max-SW, max-GSW replaces sampling with optimiza-
tion to circumvent this issue.

We then move to more realistic datasets, by running the same experiment for the
MNIST dataset [LeCun and Cortes, 2010]: we solve (5.19), where p is initialized to
the distribution of 100 random images of dimension 784, and v is associated to the
training set of MNIST. Given the high-dimensional nature of the problem, we cannot use
the homogeneous polynomials due to memory constraints caused by the combinatorial
growth of the coefficients, as discussed in Section 5.3.2. Therefore, we only compare max-
SW against max-GSW whose defining function is a 3-layer neural network. We report
the Wasserstein distance of order 2 between each p; (the 100 images) and v (the training
set of MNIST) in Figure 5.3, where ¢ is the number of training epochs. We observe that
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Figure 5.4: Comparison of max-GSW and max-SW on the flows experiment applied to
the CelebA dataset.

with the proposed generalized approach, the error is decreasing significantly faster when
compared to max-SW. We also show the generated images and observe that max-GSW
produces “crisper” images than max-SW.

Finally, we considered a larger dataset, namely CelebA [Liu et al., 2015]. Since the
dimension is very large, we ran a pre-trained auto-encoder to find a latent space of
dimension 256 for the dataset, then solved the flows problem on this lower-dimensional
space. We compared max-SW against max-GSW based on a 3-layer neural network, by
measuring the Wasserstein distance of order 2 between the target and optimized source
distributions in the latent space. Figure 5.4 shows the results of this experiment: max-
GSW finds a better solution than max-SW in fewer iterations, but each iteration takes
more time because of the neural network training. We also report the generated images
in Figure 5.4 and observe that the quality of the images produced by max-GSW is slightly
better. Hence, although max-GSW seems like an interesting alternative to max-SW as
it produces better results, the practitionner should also be careful about the fact that it
has important computational implications and might execute more slowly.

5.5 Conclusion

We introduced a novel family of probability divergences, which extends the concept be-
hind the Sliced-Wasserstein and maximum Sliced-Wasserstein distances: while SW and
max-SW measure the dissimilarity between two distributions by comparing their projec-
tions on hyperplanes, we propose to compare projections on hypersurfaces instead. The
resulting divergences, called the Generalized Sliced-Wasserstein and maximum Sliced-
Wasserstein distances, are characterized through a general version of the Radon trans-
form, whose standard version was originally used to define SW. We proved that GSW
and max-GSW satisfy all metric axioms if and only if the generalized Radon transform
they are based on is injective. We then explained how to implement GSW and max-GSW
between any two empirical measures, and demonstrated the superior performance of our
generalized divergences over SW in several generative modeling applications.



94 Chapter 5. Generalized Sliced Wasserstein Distances

5.6 Appendix: Proof of Proposition 5.9

The proof of Proposition 5.9 consists in verifying that GSW and max-GSW satisfy all
the metric axioms and relies on the fact that W, is a metric.

Proof of Proposition 5.9. Let p € [1,+00). Consider a defining function g : Xx(R?7\{0}) —
R, with X € R? and ¢ € N*. We denote by €y a compact set of feasible parameters for

g('>9)'

Non-negativity. Since the Wasserstein distance is a distance and is thus non-negative,
we can easily prove that GSW and max-GSW distances satisfy non-negativity as well.
Indeed, consider any defining function g. By using the definition of GSW and max-GSW,
and the fact that W, (z/, ") > 0 for any two probability distributions y/, 7', we obtain
for any p,v € Py(R?),

3=

GSWP(:“? V) = (/RQ\{O} Wg(gﬂ(7979)7gy(>9ag))daq(9)>

and, max- GSW,(1,) = max W, (Gu(-.0:9). G (. 6:9))

>0,

where 0* = argmaxeeﬂgwp(gu(-, 0;9),Gv(-,0;9)).

Symmetry. Since the Wasserstein distance is symmetric, we have for any two distri-
butions ', v/, W,(p/, V") = W, (v, i/). In particular, we can write for all 6 € R7\{0},

and  max Wp(Gu(:,0;9), G (-, 05 9)) = max W, (Gu(-, 0:9), G, 0:9)) . (5.21)

The symmetry of GSW and max-GSW directly follows from (5.20) and (5.21) respec-
tively.

Triange inequality. We now prove that GSW and max-GSW satisfy the triangle
inequality. Let p1, pe and ps in Pp(Rd). Since the Wasserstein distance satisfies the
triangle inequality, the following holds for any 6 € R?\{0}.

Wy (G (- 6;9), G (-, 05.9)) < Wp(Ga (- 6; 9), Gpal-, 05 9))
—|—Wp(gMZ('ve;g)agMS('ve;g)) )
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Therefore, we can write

GSW (11, 13)

- (/ Wg(gp,l(-,9;9),9#3(',9;9))(1%(9))
R\ {0}

< (/ {Wp(Gui(-,0;9),Gua(:,0;9)) + Wy(Gua(-,0; ), Gus(-, 9;9))}pd0q(9)> '
R7\{0}

1

< </Rq\{0} Wg(g,ul(-’9;9)’gu2(.’9;g))daq(9)>p

3=

+ </Rq\{0} Wg(gl@('a 0;9),Gus (-, 0; g))daq(9)> (5.22)

where (5.22) follows from the application of the Minkowski inequality in £P(R9\{0}, o).
We conclude that GSW satisfies the triangle inequality.

Now, denote by 6% = argmaxgcq, Wp(Gui(-, 0;9), Gus(-, 0;9)); then,
max-GSW,, (1, u3)
= glaX Wp(g/JJ(', 9; g)v g/’llg(” 07 g))
€Qy

=W, (Gui(-,0%59),Gus(-,0%:9))
<Wy(Gui(-,0%59),Gua(-,0% 9)) + Wp(Gua(-, 0% 9),Gus(-, 0% 9))
< max Wy (Gu (+,6;.9), Gua(-, 059)) + max Wi (Gpua(-, 05.9), Ghis (- 0 9))

< max-GSW,(p1, pt2) + max-GSW,, (2, u3) ,

hence, max-GSW also satisfies the triangle inequality.

Identity of indiscernibles. Since for any distribution p/, W,(¢/, ') = 0, then by
definition of GSW and max-GSW, for any u € P,(R?),

GSW, (i, 1) =0, and max-GSW,(u, ) =0. (5.23)

Now, assume for p,v € Pp(R%), GSW,(u,v) = 0 and max-GSW,(i1,v) = 0. Both
statements are equivalent to Gu(-, 0; g) = Gr(-,0; g) for almost all § € R9\{0}. Therefore,
GSW and max-GSW satisfy the identity of indiscernibles if and only if Gu(-,0;9) =
Gv(-,0;g) implies u = v, i.e. the GRT is injective.

O
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Chapter 6

Fast Approximation of the
Sliced-Wasserstein Distance Using
Concentration of Random
Projections

This chapter is based on [Nadjahi et al., 2021].

The Sliced-Wasserstein distance is being increasingly used in machine learning appli-
cations as an alternative to the Wasserstein distance and offers significant computational
and statistical benefits. Since it is defined as an expectation over random projections,
SW is commonly approximated by Monte Carlo. We adopt a new perspective to ap-
proximate SW by making use of the concentration of measure phenomenon: under mild
assumptions, one-dimensional projections of a high-dimensional random vector are ap-
proximately Gaussian. Based on this observation, we develop a simple deterministic
approximation for SW. Our method does not require sampling a number of random pro-
jections, and is therefore both accurate and easy to use compared to the usual Monte
Carlo approximation. We derive nonasymptotical guarantees for our approach, and show
that the approximation error goes to zero as the dimension increases, under a weak de-
pendence condition on the data distribution. We validate our theoretical findings on
synthetic datasets, and illustrate the proposed approximation on a generative modeling
problem.

6.1 Introduction

The Sliced-Wasserstein distance is a practical alternative optimal transport metric, as it
exploits the analytical form of the Wasserstein distance between univariate distributions.
As a reminder, its definition, which is formally given in Definition 2.9, reads as follows:
consider two random variables X and Y in R? with respective distributions p and v, and
denote by Ga‘,u, Gﬁ*y the univariate distributions of the projections of X, Y along § € R?;
SW then compares p and v by computing E[WH( &*,u, GB”V)], where the expectation E
is taken with respect to ¢ uniformly distributed on the unit sphere, and W), is the
Wasserstein distance of order p > 1 (Definition 2.6).

In practice, this expectation is typically estimated by Monte Carlo: one uniformly
draws L projection directions {6}~ and approximates SW with L~1 Zlel w5 (GI*W, %u).

97
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Since the Wasserstein distance between univariate distributions can easily be computed
in closed form, this scheme leads to significant computational benefits as compared to the
Wasserstein distance, provided that L is not chosen too large. As we discussed in previ-
ous chapters, SW has been successfully applied in several practical tasks, and has been
shown to offer nice theoretical properties as well. For instance, even though the sample
complexity of Wasserstein grows exponentially with the data dimension (Section 2.4.2),
the sample complexity of SW does not depend on the dimension [Nadjahi et al., 2020b].
This latter study, which will be presented in detail in Chapter 7, also demonstrated with
a theoretical error bound that the quality of the Monte Carlo estimate of SW depends on
the number of projections and the variance of the one-dimensional Wasserstein distances
(Theorem 7.9). In other words, to ensure that the induced approximation error is reason-
ably small, one might need to choose a large value for L, which inevitably increases the
computational complexity of SW. Alternative approaches have been proposed to over-
come this issue, and mainly consist in picking more “informative” projection directions:
e.g., SW based on orthogonal projections [Wu et al., 2019, Meng et al., 2019], maximum
SW [Deshpande et al., 2019], generalized SW distances (Chapter 5) and distributional
SW distances [Nguyen et al., 2021].

In this chapter, we adopt a different perspective and leverage concentration results on
random projections to approximate SW: previous work showed that, under relatively mild
conditions, the typical distribution of low-dimensional projections of high-dimensional
random variables is close to some Gaussian law [Sudakov, 1978, Diaconis and Freedman,
1984]. Recently, this phenomenon has been illustrated with a bound in terms of the
Wasserstein distance [Reeves, 2017]: let {X;}¢, be a sequence of real random variables
with distribution ug, such that Xi,..., X4 are independent with finite fourth-order mo-
ments; then, E[W3( u*:“daNud)Q] goes to zero as d increases, where N, is a univariate
Gaussian distribution whose variance depends on ug and the expectation is taken with
respect to a Gaussian variable 6. This result has very recently been used to bound the
“maximum-sliced distance” between any probability measure and its Gaussian approx-
imation [Goldt et al., 2021]. In our work, we use it to design a novel technique that
estimates SW with a simple deterministic formula. As opposed to Monte Carlo, our
method does not depend on a finite set of random projections, therefore it eliminates the
need of tuning the hyperparameter L and can lead to a significant computational time
reduction. Besides, our proposal is quite different from the aforementioned variants of
SW which consist in selecting “informative” projection directions: these alternatives are
defined as optimization problems whose resolution is challenging (e.g., [Nguyen et al.,
2021, Section 3.2]) and are then computed by finding an approximate solution. This
incurs an additional computational cost and estimation error, while our method directly
approximates SW (thus, does not define an alternative distance) via simple deterministic
operations, does not rely on any hyperparameters, and comes with theoretical guarantees
on its induced error.

The important steps to formulate our approximate SW are summarized as follows.
We first define an alternative SW whose projection directions are drawn from the same
Gaussian distribution as in [Reeves, 2017], instead of uniformly on S?~! and establish
its relation with the original SW. By combining this property with [Reeves, 2017, The-
orem 1], we bound the absolute difference between SW applied to any two probability
measures jig, /g on R? and the Wasserstein distance between the univariate Gaussians
Nuy> No,. Then, we explain why the mean parameters of yy and v4 should be zero for
the approximation error to decrease as d grows. Nevertheless, we show that it is not a
limiting factor, by exploiting the following decomposition of SW: SW between pq4, v4 can
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be equivalently written as the sum of the difference between their means and the SW
between the centered versions of pg,vq.

Our approach then consists in estimating SW between the centered versions with the
Wasserstein term between Gaussian approximations to meet the zero-means condition,
and recover SW between the original measures via the aforementioned property. Since
the Wasserstein distance between Gaussian distributions admits a closed-form solution,
our approximate SW is very easy to compute, and faster than the Monte Carlo estimate
obtained with a large number of projections. We derive nonasymptotical guarantees on
the error induced by our approach. Specifically, we define a weak dependence condition
under which the error is shown to go to zero with increasing d. Our theoretical results
are then validated with experiments conducted on synthetic data. Finally, we leverage
our theoretical insights to design a novel adversarial framework for a typical generative
modeling problem in machine learning, and illustrate its advantages in terms of accuracy
and computational time, over generative models based on the Monte Carlo estimate of
SW. Our empirical results can be reproduced with our open source code’.

6.2 Background on Central Limit Theorems for Random
Projections

There is a rich literature on the typical behavior of one-dimensional random projections
of high-dimensional vectors. To be more specific, let (6;);en+ be i.i.d. standard one-
dimensional Gaussian random variables and (X;);en+ be a sequence of one-dimensional
random variables. Denote for any d € N*, 01,4 = {6,}¢, and X714 = {X;}¢ ;. Sev-
eral central limits theorems ensure that, under relatively mild conditions, the sequence
of distributions of d—1/2 (01.9, X1.9) € R given 0.5 € R? converges in distribution to a
Gaussian random variable in probability. This line of work goes back to [Sudakov, 1978,
Diaconis and Freedman, 1984], whose contributions has then been sharpened and gen-
eralized in [Hall and Li, 1993, von Weizsdcker, 1997, Anttila et al., 2003, Bobkov, 2003,
Klartag, 2007, Meckes, 2010, Diimbgen and Del Conte-Zerial, 2013, Leeb, 2013].

In particular, a recent study [Reeves, 2017| gives a quantitative version of this phe-
nomenon. More precisely, denote for any d € N* by uff, the distribution of Xi.4 (i.e., the
joint distribution of X1, Xo,...,Xy), and v, the zero-mean Gaussian distribution with
covariance matrix (1/d)I;. Assume that for any d € N*, uX € P(R?). Then, [Reeves,
2017, Theorem 1] shows that there exists a universal constant C' > 0 such that

/ W3 (0F g N (0,d 'ma (1)) ) dv4(0) < CEa(uy) »  with (6.1)
Za(p) = d"H{a(ud) + (ma(ud) 81 (1)) + ma(ud) B2 ()Y, (6.2)
ma (i) = B X1l (6.3)
o) = B [| 1 Xl — masi)]] (6.4)
By(u) = B [[(Xpa, X1.0)[%] (6.5)

where ¢ € {1,2} and (X/);en- is an independent copy of (X;);en+. A formal statement
of this result is also given for completeness in Section 6.6.1.

!See our GitHub repository: https://github.com/kimiandj/fast_sw
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6.3 Approximate Sliced-Wasserstein Distance Based on Con-
centration of Random Projections

We develop a novel method to approximate the Sliced-Wasserstein distance of order 2,
by extending the bound in (6.1) and deriving novel properties for SW. We then derive
nonasymptotical guarantees of the corresponding approximation error, which ensure that
our estimate is accurate for high-dimensional data under a weak dependence condition.

6.3.1 Sliced-Wasserstein distance with Gaussian projections

First, to enable the use of (6.1) for the analysis of SW, we introduce a variant of SW,
(Definition 2.9) whose projections are drawn from the Gaussian distribution considered
in (6.1), instead of uniformly on the sphere. The Sliced-Wasserstein distance of order
p € [1,+00) based on Gaussian projections is defined for any pu,v € P,(R?) as

SWy(n.0) = [ WhO3.070)07,(0) (6.6)

In the next proposition, we establish a simple mathematical relation between tradi-
tional SW and the newly introduced one: we prove that SW,, is equal to SW,, up to a
proportionality constant that only depends on the data dimension d and the order p.

Proposition 6.1. Let p € [1,400). Then, SAV/Vp (6.6) is related to SW, (2.20) as
follows: for any pu,v € Py(RY),

SW, (1, v) = (Z) v {W}W SWy(u,v) ,

where I is the Gamma function.

Since (6.1) only applies to the Wasserstein distance of order 2, we will focus on SW
of that same order in the rest of the chapter. In this case, SW with Gaussian projections
is equal to the original SW. Indeed, we can show that the constant (2/d)"? {T'(d/2 +
p/2) / T'(d/2)}*/P defined in Proposition 6.1 is equal to 1 when p = 2, by using the
property I'(d/2 + 1) = (d/2)I'(d/2).

6.3.2 Approximate Sliced-Wasserstein distance

Our next result is an easy consequence of (6.1) and Proposition 6.1, and shows that, for
any fiq, vg € P2(R%), the difference between Wo{N (0, d ' ma(114)), N'(0,d 'ma(v4))} and
SWy (14, v4) in absolute value is bounded from above by Zg(uq) + Za(vg) (6.2).

Theorem 6.2. There exists a universal constant C' > 0 such that for any ug,vq €
Pa(RY),

[SW (. v) = WA (0.4 o)) N (0. d ' mova))}] < O(Ealpa) + Zava)"”
(6.7)
where, for £ € {pa,va}, Za(€a) and ma(€q) are defined in (6.2) and (6.3) respectively.

Since Wo{N(0,d 'ma(pg)), N'(0,d 'ma(v4))} has a closed-form solution given by
(2.10), it provides a computationally efficient approximation of SWa (g, v4) whose accu-
racy is quantified by Theorem 6.2. Next, we identify settings where this approximation
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is accurate, by analyzing the error Z4(uq) + Z4(vg).

Our first observation is that ug and v4 should have zero means for the error to go to
zero as d — +oo, and we develop a novel approximation of SW that takes into account
this constraint. Going back to the definition of Z4(uZ ) in (6.2), setting X; = X; — E[X;]
and X! = X! — E[X]], we get

mo(py ) = E[|| X1.ql?] + |E[X1q)|? (6.8)
() = E [(Zra X1.0)°] +4E [(BX1d], K1a)’] + B0l . (6.9)

By Equations (6.8) and (6.9), since in practice the norm of the mean E[X}.4] is expected
to increase linearly with d'/2 at least, so are mo(u) and B2(u) as functions of d. As
a consequence, Ed(uf) cannot be shown to converge to 0 as d — oo in this setting, but
only to be bounded. However, if the data are centered, the norm of the mean is zero,
thus Ed(uf ) might be decreasing. Therefore, we derive a convenient formula to compute
SW(j1q,v4) from SWoy(fig, 7g) where for any &g € Po(R?), &4 is the centered version of
&4, i.e. the push-forward measure of g by z — x — mg, with mg, = [psy d&s(y). This
result is the last ingredient to formulate our approximation of SW.

Proposition 6.3. Let ug,vg € Pg(Rd) with respective means my,,,m,,. Then, the
Sliced- Wasserstein distance of order 2 can be decomposed as

SW%(Mde) = Swg(ﬁdaﬁd> + 7Hm/»td - ml/dH2 : (610)

Based on Proposition 6.3, instead of approximating SWa(ug, vg) directly with the
term Wo{N(0,d 'ma(puq)), N (0,d tma(r4))}, we propose estimating SWa(fig, 74) with
W {N(0,d tma(fig)), N(0,d 'ma(774))} and then using (6.10). This strategy yields our
final approximation of SW, which is defined for any pg,vq € P2(RY) as

_— 1
SW (114:va) = WHIN (0,0~ m(0)), N (0, 4 ma(7a))} + iy, — [P, (6.11)

where for &; € {fiq, Vq}, ma(&y) is defined in (6.3). Note that (6.11) can be simplified
since by (2.10),

WE{N(0,d " m2(fig)), N (0,d'ma(74))} = d ™ (ma(fig)/? — ma(7g)V/?)? .

Besides, if g and v4 are both supported on a finite set of points, S/V\Vg(,ud,ud) has a
closed-form expression: given &g = n ! 2?21 8, € P2(R?) with z@) e R for j €
{1,...,n}, we then have

mfd — a Zx(]) , and m2(€d) = ﬁ Z Hx(])HQ .
=1 =1

The associated computational complexity is therefore in O(dn), which constitutes a sig-
nificant benefit of our methodology over the traditional Monte Carlo estimation. Indeed,
as explained in Section 2.6, computing SW, 1, (2.21) between two empirical distributions
amounts to projecting sets of n observations in R? along L directions, and sorting the
projected data. The resulting computational complexity is O(Ldn + Lnlogn), meaning
that the Monte Carlo estimate is more expensive when d, n and L increase, and it is
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often unclear how L should be chosen in order to control the approximation error.

Hence, we introduced an alternative technique to estimate SW which does not rely
on a finite set of random projections, as opposed to the commonly used Monte Carlo
technique. Our approach thus eliminates the need for practitioners to tune the number of
projections L, but also to sort the projected data. As a consequence, it is more efficient
to compute SWy(pq,vq) than SWa f (114, vg) for large L. We illustrate this latter point
with empirical results in Section 6.4.

6.3.3 Error analysis under weak dependence

We have discussed in Section 6.3.2 why centering the data is important to ensure that
the approximation error goes to zero with increasing d. Next, we introduce a weak de-
pendence condition under which the error is guaranteed to decrease as d increases.

We first consider a setting mentioned in [Reeves, 2017] where g = p(V®---@ 4@ and
vg=vM @ .@v? ® denoting the tensor product of measures, and p(), 1) € Py(R)
for j € {1,...,d}. We prove in this case that Wo{N(0,d ‘ma(pq)), N'(0,d 'ma(vg))}
converges to SWs (g, vg) at a rate of d=1/8. This result is reported in Section 6.6.5, and
can be interpreted as an extension of [Reeves, 2017, Corollary 3| for SW.

We emphasize that the assumptions of this first setting severely restrict the scope
of application of our approximation method: in several statistical and machine learning
tasks, the random variables of interest {X;}% ; are not independent from each other (e.g.
for image data, each X typically represents the value of a pixel at a certain position, thus
depends on the neighboring pixels). Therefore, we relax this independence condition by
considering a concept of “weak dependence” inspired by [Doukhan and Neumann, 2007]
and properly defined in Definition 6.4.

Definition 6.4. Let (X;)jen+ be a stationary sequence of one-dimensional random vari-
ables with mean zero, i.e. X; and X; have the same distribution for any i,j € N* and
E[X1] = 0. We say that (X;);en+ is fourth-order weakly dependent if there exist some
constant K > 0 and a nonincreasing sequence of real coefficients {p(n)}nen such that,
forany i,5 € N*, ¢ <7,

|Cov(X?, X3)| < Kp(j—i),  |Cov(Xy, X;j)| < Kp(j—i) - (6.12)
In addition, the sequence {p(n)}nen satisfies > 20 p(n) < poo < +00.

Intuitively, in practical applications, the weak dependence condition would essentially
require the components of the observations not to exhibit strong correlations; yet, they
are allowed to depend on each other. Furthermore, since our weak dependence condition
is weaker than the one introduced in [Doukhan and Neumann, 2007, Theorem 1], it is
satisfied by the various examples of models described in [Doukhan and Neumann, 2007,
Section 5]. We present some of them below, to illustrate Definition 6.4 more clearly.

1) Gaussian processes and associated processes [Doukhan and Louhichi, 1999, Section
3.1], provided that they are stationary.

2) Bernoulli shifts: X; = H(ey,..., 1) for t € N*, where H : R"™*! — R is a mea-
surable function and (g;);en+ is a sequence of i.i.d. real random variables. A simple
example of such process is given by moving-average models.
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3) Autoregressive models, defined as Xy = f(Xi—1,...,X4—) + & for t € N*, where
(ei)ien+ a sequence of i.i.d. real random variables with E |e1] < oo, and

r
’f(ulv"'7u7’) _f<'U1,...,’UT)’ < Za’bluz_v’b‘
i=1

for some aq,...,a, > 0 such that (21:1 ai)l/r < 1.

We then consider a sequence of fourth-order weakly dependent random variables
(X;)jen+, and prove that Z4(u) goes to zero as d — oo, with a rate of convergence
depending on {p(n)}nen. This result is given in Section 6.6.6, and helps us refine The-
orem 6.2 under this weak dependence condition: the next corollary establishes that the
error approaches 0 at a rate of d—1/8.

Corollary 6.5. Let (X;)jen+ and (Yj)jen+ be sequences of random variables which are
fourth-order weakly dependent. Set for any d € N*, X1.4 = {Xj}?zl and Yi.q = {Yj}?zl,
and denote by pg, vq the distributions of Xi1.q, Y1.q respectively. Then, there exists a
universal constant C > 0 such that

[SWa(p1a, va) = Wa(N(0,d ™ ma (1)), N (0, d ™" ma(va)))| < Cd™ V5.

Hence, by replacing the independence condition of the first setting with weak depen-
dence, we broaden the scope of application whilst guaranteeing that the approximation
error goes to zero as d increases. We finally note that in these two settings, the data
are required to have zero mean, which is automatically verified with our approximation
method since we estimate SW between the centered distributions: see (6.11).

6.4 Experiments

6.4.1 Synthetic experiments

The goal of these experiments is to illustrate our theoretical results derived in Section 6.3.
In each setting, we generate two sets of d-dimensional samples, denoted by {x(J)}?:l
and {y(j)}?:1 with n = 10* and 2,4 € R? for j € {1,...,n}. We then approximate
SW between their empirical distributions in Py (R?), given by pg = n~! > j—1 8, and
Vg = nfl Z?:l 6y(j).

First, we analyze the consequences of centering data. Here, {zU )}?:1 and {yU )}?:1
are n independent samples from Gaussian or Gamma distributions: see Section 6.6.7 for
more details. We compute

‘WQ{N(Ov d_lmQ(,ud))aN(Oa d_lmZ(Vd))} - SW?(Mda Vd)|
on the one hand, and
‘WQ{N(O, d_lmQ(ﬂd)),N(O, d_lmQ(Dd))} - SW?(ﬂda Dd)|

on the other hand. In the Gaussian case, the exact value of SWy is known (6.73), while
for the Gamma distributions, it is approximated with Monte Carlo based on 2 x 10* ran-
dom projections. Figures 6.1a and 6.1b show that the error goes to zero as d increases
if the data are centered. This confirms our analysis provided in Section 6.3.2 about the



104 Chapter 6. Fast Approximation of SW

o —&— Gaussian o —&— Gaussian
g 0 —%— Gamma § —%— Gamma
] 107 - T 10-2
C c
© °
T ©
£ £
S6x107! S
O© @©
10! 102 103 10! 102 103
dimension dimension
(a) Nonzero means (b) Zero means
_ 107%; . —>— a=0.25
2 21071 e =05
[ [
C c —4— a=0.75
R .°
© ©
E £
§ 10774 —— a=0.25 § 10-31
g —0— a=0.5 o
© —— a=0.75 ©
10! 102 103 10! 102 103
dimension dimension
(¢) Gaussian noise (d) Student-t noise

Figure 6.1: Analysis of the approximation according to the dimension: in Figures 6.1a
and 6.1b, data have independent components; in Figures 6.1c and 6.1d, they are station-
ary AR(1) processes. Errors are averaged over 100 runs and reported on log-log scale
with their 10th-90th percentiles.

influence of the mean, and in Section 6.3.3 on sequences of independent random variables.

Next, we consider autoregressive processes of order one (AR(1)). An AR(1) process
is defined as X7 = €7 and, for t € N*, X; = aX;_1 + &, where a € [0,1] and (&;);en~
is an i.i.d. sequence of real random variables with E[e1] = 0 and finite second-order
moment. If o < 1, the process has a stationary distribution and (Xj;);en+ satisfies the
weak dependence condition in its stationary regime [Doukhan and Neumann, 2008]. In
practice, we generate a sample by using this recursion formula for 10* + d steps, and
keeping the last d samples. The discarded samples correspond to a “burn-in” phase
which helps reaching the stationary solution of the process. We generate {a:(j )}}1:1 and

{y(j)}?zl using the same distribution for the noise (either a Gaussian or Student’s ¢-
distribution, as described in Section 6.6.7). This means that both datasets come from
the same distribution, thus the exact value of SWs is zero. We plot on Figures 6.1c
and 6.1d the approximation error according to d € [10, 10%] for different values of o. The
error converges to zero with increasing d, which is consistent with Corollary 6.5.
Note that Figure 6.1 exhibits rate of convergence that are better than the one in d~1/8
derived in Section 6.3.3: in Figure 6.1b, the slope is approximately —0.45 (Gaussian)

and —0.7 (Gamma), and in Figures 6.1c and 6.1d, it is on average —0.35. This suggests
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Figure 6.2: Comparison of different methods to approximate SW, according to their
accuracy (left) and computation time (right). The datasets contain n samples of dimen-
sion d independently drawn from Gamma distributions, with d € [10!,103] and n = 10%.
Results are averaged over 100 runs.

that our theoretical bounds might be improved, and we further investigate this aspect
for the Gaussian case: we consider the case where {x(j)};-‘zl, {y(j)}?:1 are n independent
samples from Gaussian distributions with diagonal covariance matrices, and we prove
that E[Wo{N(0,d 'ma(fig)), N (0,d tma(74))} — SWa(jig, 7g)| goes to 0 as dn — +oo
with a convergence rate in d='/2n=12. We provide the complete statement and formal
proof in Section 6.6.7 (Proposition 6.9). This result is consistent with Figure 6.1b, and
is a first encouraging step towards the following research direction: we can study if our
proofs and the ones in Reeves [2017] can be refined when assuming additional structure
on the distributions (e.g., sub-Gaussian and sub-exponential), in order to identify the
settings under which our current bounds are tight or can be improved.

Finally, we compare our approximation scheme against the standard Monte Carlo
estimation, in terms of accuracy and computation time. We use the same setting as in
Figure 6.1b, where the n samples are independently drawn from Gamma distributions.
We compute SWa(pq,vq) (6.11) and SWy 1(1a, vq) (2.21) with L € {100, 1000, 5000},
and we compare each approximation with SWy 5, 104(pt4, v4), which we consider as the
exact value of SW. Figure 6.2 reports the approximation error and computation time of
each scheme for d € [10,10%], and shows that our method is more accurate and faster
than Monte Carlo. In particular, when d = 103, the average computation time of our
technique is 0.02s, while the second best approximation (Monte Carlo with L = 5000)
takes more than 8s. Besides, we observe that Monte Carlo is very sensitive to the
hyperparameters, since it loses accuracy when L decreases and gets slower as L and d
increase. This observation is consistent with the computational complexity of SWy ,
recalled at the end of Section 6.3.2. On the other hand, our approximation scheme is
extremely efficient even for large d and n, since it is based on a simple deterministic
formula which does not require projecting and sorting data along random directions.

6.4.2 Image generation

Finally, we leverage our theoretical insights to design a novel method for a typical gener-
ative modeling application. The problem consists in tuning a neural network that takes
as input k-dimensional samples from a reference distribution (e.g., uniform or Gaussian),
to generate images of dimension d > k. During the training phase, the parameters of
the network are updated by iteratively minimizing a dissimilarity measure between the
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dataset to fit and the generated images.

In [Deshpande et al., 2018|, the dissimilarity measure is Monte Carlo SW approx-
imated with 10* random projections, and the resulting generative model is called the
Sliced- Wasserstein generator (SWG). This model performs well on moderately high-
dimensional image datasets (e.g., 28 x 28 for MNIST images |LeCun and Cortes, 2010]).
However, for very large dimensions (e.g., 64 x 64 x 3 for the CelebA dataset [Liu et al.,
2015]), Monte Carlo SW requires more than 10* random projections to capture relevant
information, which leads to very expensive training iterations and potential memory
issues.

To offer better scalability, SWG can be augmented with a discriminator network
[Deshpande et al.,; 2018, Section 3.2| that aims at finding a lower-dimensional space in
which the two projected datasets are clearly distinguishable. The intuition behind this
heuristic is that the more distinct the two datasets are from each other, the fewer pro-
jection directions Monte Carlo SW requires to provide useful information. The training
then consists in optimizing the generator’s and discriminator’s objective functions in an
alternating fashion.

Our novel approach builds on SWG and modifies the saddle-point problem in [Desh-
pande et al., 2018, Section 3.2]: motivated by the gain in accuracy and time illustrated
in Figure 6.2 on high-dimensional datasets, we propose to replace Monte Carlo SW with
our approximate SW (6.11) in the generator’s objective; then, to make sure that our
approximation is accurate, we regularize the discriminator’s objective:

max L($) + || Covldl, (X)]]|% + A ||Covldy (94(2))]||5 (6.13)

+ X2 E [|Idy, (X)172] + A2 E [l (96(2))]1 7% (6.14)

where L is the discriminator’s loss used in SWG, g4 and dip are the generator’s last layer
and the discriminator’s penultimate layer respectively (parameterized by ¢, ¢), X and
Z are the random variables corresponding to the images to fit and the generator’s input,
Cov denotes the covariance matrix, || - || the Frobenius norm, and A;,A\a > 0. The
regularization in (6.13) enforces the weak dependence condition (Corollary 6.5), while
(6.14) prevents the network to converge to d&) = 0. We call this generative adversarial
network regularized deterministic SWG (reg-det-SWG).

To investigate the consequences of (i) regularizing the discriminator, and (ii) re-
placing the Monte Carlo SW with our approximation, we design another model, called
regularized SWG (reg-SWG): similarly to SWG, the generator minimizes SWy 144, but
the discriminator’s objective is regularized as in (6.13), (6.14).

We then compare reg-det-SWG against SWG and reg-SWG, by training the models
on MNIST and CelebA and measuring their respective training time and Fréchet Incep-
tion Distances (FID, Heusel et al. [2017]): see Table 6.1. We used the same network
architectures for all methods, and tuned (A1, A2) via cross-validation: more details on
the experimental setup are given in Section 6.6.8. First, we observe that the regular-
ized models produce images of higher quality, since reg-SWG and reg-det-SWG return
lower FID values than SWG. The FID of reg-SWG and reg-det-SWG are close for both
datasets, thus the two models seem to yield similar performances. Hence, we report in
Figure 6.3 the images generated by SWG and reg-det-SWG only.

The training process is more expensive when regularizing the discriminator: the av-
erage running time per epoch is higher for the regularized models. We also observe that
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Dataset | Model FID Tsw (s/epoch) Tiou (s/epoch)
GPU | CPU GPU CPU
MNIST | SWG 2241 +£2.34 | 1.3 1.4 x10% | 4.5 2.7 x10?
Reg-SWG 15.53 + 0.88 | 1.1 1.1 x10% | 6.5 3.0 x10?
Reg-det-SWG | 15.72 &+ 0.57 | 0.07 0.2 5.3 1.5 x102
CelebA | SWG 31.04 +£2.78 | 10.1 2.7 x10% | 3.9 x10? | 1.6 x10%
Reg-SWG 24.14 £ 0.48 | 10.0 2.7 x10% | 4.4 x10? | 2.0 x10*
Reg-det-SWG | 23.65 + 0.93 | 1.3 2.6 4.2 x10% | 1.7 x10*

Table 6.1: Results obtained after training generative models on MNIST and CelebA,
averaged over 5 runs. FID are reported with their standard deviation (the lower FID,
the better). Tgw denotes the average time per epoch for approximating SW. Tio is the
average running time per epoch.

reg-det-SWG is faster than reg-SWG, which is consistent with the fact that our approx-
imation method is faster than Monte Carlo on high-dimensional settings. To further
illustrate this point, we reported the average fime spent in computing the generative
loss per epoch, i.e. SWy 54 for SWG and reg-SWG, and SWy for reg-det-SWG: see
column Tgw in Table 6.1. On GPU, reg-det-SWG is at least 15 times faster than SWG
and reg-SWG on MNIST, and 6 times faster on CelebA.

Note that the models were trained using PyTorch, thus Monte Carlo SW benefits
from a GPU-accelerated implementation of the sorting operation (with the function
torch.sort). We also reported the computation times when models are trained on CPU.
In this case, computing S/‘ng takes at most less than 3s per epoch, whereas the Monte
Carlo estimation executes in several minutes (e.g., approximately 45min on CelebA).
As a result, the total training time is almost the same for reg-det-SWG and SWG on
CelebA, and the lowest for reg-det-SWG on MNIST. Our approximation method then
fosters the development of models to speed up existing machine learning algorithms on
CPU, which is useful when powerful hardware resources are not available, or when their
use is deliberately avoided for environmental purposes.

6.5 Conclusion

We presented a novel method to approximate the Sliced-Wasserstein distance of order
2, which relies on the concentration-of-measure phenomenon for random projections.
The resulting method computes SW with simple deterministic operations, which are
computationally efficient even on high-dimensional settings and do not require any hy-
perparameters. We proved nonasymptotical guarantees showing that, under a weak
dependence condition, the approximation error goes to zero as the dimension increases.
Our theoretical findings are then illustrated with experiments on synthetic datasets.
Motivated by the computational efficiency and accuracy of our approximate SW, we
finally designed a novel approach for image generation that leverages our theoretical in-
sights. As compared to generative models based on SW estimated with Monte Carlo, our
framework produces images of higher quality with further computational benefits. This
encourages the use of our approximate SW on other algorithms that rely on Monte Carlo
SW, e.g. autoencoders [Kolouri et al., 2019b] or normalizing flows [Dai and Seljak, 2021].
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Figure 6.3: Images generated after training on MNIST (top row) and CelebA (bottom
row). For each model, the images are associated with the lowest FID obtained over 5
runs.

The weak dependence condition can be inappropriate to describe the underlying ge-
ometry of real data in ML applications, and in that case, approximating SW with our
method seems inadequate. To overcome this problem, we encourage practitioners to
resort to models where real data are represented by features that can be made weakly
dependent. This strategy has proven successful in our image generation experiment: the
reg-det-SWG model uses our approximation to compare two sets of features (instead of
the raw images) whose covariance matrices are regularized to enforce weak dependence.
Since many ML techniques make use of features and regularizers, we believe that our
methodology is not restrictive and can then be applied to other standard problems than
image generation. Besides, our weak dependence condition in Definition 6.4 is weaker
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than the one in [Doukhan and Neumann, 2007], which is a notion commonly used in
statistics.

Our empirical results on synthetic data show that the approximation error goes to
zero with a faster convergence rate than the one we proved. Then, the main current
limitation of our framework is that our theoretical convergence rate in d—/8 might be
slower than necessary. We proved that the overall approximation error is upper-bounded
by a term in d~1/2 when comparing Gaussians with diagonal covariance matrices, and
the improvement of our error bounds for other specific distributions is left for future
work. On the other hand, the extension of our methodology to variants of SW is another
challenging future research direction. To the best of our knowledge, the literature on the
concentration of measure phenomenon focuses on linear random projections, therefore the
derivation of deterministic approximations for SW based on nonlinear projections seems
highly nontrivial. A more promising direction would be to generalize our approach to
SW based on k-dimensional linear projection by leveraging the bound in [Reeves, 2017,
Theorem 1| for k > 1.

6.6 Appendix: Postponed Proofs and Experimental Details

6.6.1 Conditional central limit theorem for Gaussian projections

We give the formal statement of the result presented in Section 6.2, corresponding to
[Reeves, 2017, Theorem 1] for the special case of one-dimensional projections.

Theorem 6.6 (|[Reeves, 2017, Theorem 1|). There exists a constant C such that for any
n e Po (Rd),

/W2 S, N(0,d  my (1)) dry4(6) (6.15)
< cd () + (ma(u)Br(w) " + mo(u) /> Ba(w)/5} | (6.16)
where
ma() = [ ol ano). (6.17)
aln) = | |l =ma]an(o). (6.18)

1
q

a = ([, o) aws @) (619
with q € {1,2}.

6.6.2 Proof of Proposition 6.1

Proof of Proposition 6.1. Let € R and write § = r, » > 0 and § € S%~!. Then, we
get

W (0, 0;v) = Wh((r0); (r@)ﬁu) (6.20)

/ | Firgy () = Fiog (t)|"dt, (6.21)
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where (6.21) results from (2.12): Fy and F;~ denote the cumulative distribution and
quantile function respectively, of a one-dimensional probability measure fi, i.e. Fy(s) =
fi((—00,s]) and F5~(t) = inf{s' € R : Fj(s') >t} for s € Rand ¢ € [0,1]. For any r >0
and 6 € ST, we get

Fiugy3(s) = ((r0)3 ) {(—00, 5]} (6.22)
= (03 ){ (=00, 5/11} = Fg ,(s/7) , (6.23)
which easily implies that F(Té)gu(t) = TF(%“(t). Therefore, using this property in (6.21),
we obtain,
1
WP(0f 0 v) = /0 ‘TFG—?H(t) — rF(;nTV(t)\pdt (6.24)
= rP Wh(0p, 0fv) . (6.25)

By applying a d-spherical change of variables in the definition of SA\TVP (6.6) and
plugging (6.25),

SWh(u,v) = / / rPWE (01, O5v) (2m) 2 dze 21701 Lagar (6.26)
Ry Sd-1
d

— )t [ et ( /Sdlwg(égp,égu)d§>dr. (6.27)
) )

Since the surface area of S¥! is equal to 27T%P(d/2)_1 |[Huber, 1982], and by definition
of SW (2.20),

~ 7 5 d _
" WP (0; 1, 05v)d6 = 2w2T(d/2) 'SWE(u,v) .

Besides, by applying the change of variables t = (d/2)Y/?r,

1 4.2
/ pPrd=le=3mqy
Ry

— 9optd)/2 j—(p+d)/2 / pd—1,—t% 4
R4

— op+d)/2—1 j=(p+d)/2 I'((d+p)/2) .

We finally obtain,

- p/2
SWh(u.v) = <2) W SW2 (4, 1) (6.28)

6.6.3 Proof of Theorem 6.2

Proof of Theorem 6.2. By the triangle inequality, for any 6 € R%,

]W2(9§ud, Hﬁ(yd) - WQ{N(O, d_lmg(ﬂd)),/\/(o, d_lmg(ud))}} (6.29)
< Wo {0} 114, N'(0,d" 'ma(pa)) } + Waf{ 0 va, N (0, d " ma(vg)) } (6.30)
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Therefore, taking the integral with respect to v,

/Rd (Wz(egud,eﬂ*ud) - WQ{N(O’d_lmQ(P”d)%N(O,d_lmz(ud))}fdfyd(e) 6.31)
< /R ) (W2{egud,/\/ (0,d™ " ma(pa))} + Wg{epd,fv(o,d—lmz(ud))})2d7d(9) (6.32)

=2 { /Rd W3{0 110, N (0, ™ ma(pa)) }dv,a(6) + /R S Wi{0;va, N0, dlmg(ud))}d'yc(lée?))?}) :

where (6.33) follows from (a + b)? < 2(a? + b?). Then, we apply Theorem 6.6 to bound
(6.33), and we conclude there exists a universal constant C' > 0 such that

/Rd (Wz(%#da O;va) — Wa{N(0,d ™ 'ma(p1a)), N0, d_lmQ(Vd))}) 2d7d(9) (6.34)
< C(Zalpa) + Za(va)) (6.35)

Using |[lall = [b]l] < [la — b]| in £2(R, ) gives

{ [ Wiz a0}
1/2
= { ] WHAO. 47 1) N 0.0 ma) pra0)} | (6.36)
2 1/2
<{ /R (Wb 1a, 0v) = W2 AN (0,7 ma (1)), N (0, ma (va))} ) "dyva6) }
(6.37)
< CY2(24(1a) + Za(va)) (6.38)
By (6.6) and Proposition 6.1,
/Rd W3(6% 14, 0 va)dyq(0) = SW, (4 va) = SW3 (14, va)
We then obtain the final result by rewritting (6.36) as
ISWa (g, va) — WaN(0,d " 'ma(p1q)), N'(0,d " 'ma(va))}| -
]

6.6.4 Proof of Proposition 6.3

Proof of Proposition 6.3. This result follows from an analogous translation property of
the Wasserstein distance: by [Peyré and Cuturi, 2019, Remark 2.19], W2 can factor out
translations; in particular, for any &,& € Py(R?%) with respective means mg¢, mg and
centered versions &, €,

W3(£,¢) = W3(£,8) + |lmg —mg || (6.39)

By using (6.39) in the definition of SW of order 2 (2.20), we obtain for any pugq,vq €
PQ(Rd)v

SWiGuiv) = [ WO 057000(0) + [

i |m9gﬂd — mggyd|2d0'(9) (640)

= Swg(ﬂd,ﬂd) + /gd—l ’mgﬁ*“d — mgﬁ*l,deO'(H) . (6.41)
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By the properties of push-forward measures, mg:e = (0, mg) for any 6 € S and
¢ € Po(RY). The second term of (6.41) can thus be reformulated as

/ |m9g,ud — m9§yd|2d0'(9) (6.42)
§d—1

= /Sdl (6, m,,, — m,,)|*do(6) (6.43)
= (m —m T T g m —1m .

= (my, ) ([ 007aa(0)) (m, —m,) (6.44)
= (1/d) Hmltd - deH2 ) (6'45)

where the last equation results from [o,_, 80" do(6) = (1/d)I4. The final result is ob-
tained by incorporating (6.45) in (6.41).
O

6.6.5 Error analysis under independence

This section gives a detailed analysis of the error bound under the first setting discussed
in Section 6.3.3: we consider sequences of independent random variables which have zero
means and finite fourth-order moments, and we derive an upper bound for Z; in the
next proposition.

Proposition 6.7. Let (X;)jen+ be a sequence of independent random variables with zero
means and E[X;-l] < 400 for j € N*. Set for any d € N*, X4 = {Xj};l:l and let pg be
the distribution of X1.q. Then, we have

= < J-1/2 2111/2 —1/4 —2/5 1 _
alpa) < d % 1I£Jaé<dVar[XJ]} + {d +d*°} glj;a%(dVar[Xj] (6.46)
Proof of Proposition 6.7. Given the definition of Z4(u4) (6.2), the proof consists in bound-
ing mo(ftq), c(pq) and By(pq) for ¢ € {1,2}.

Since for any j € {1,...,d}, E[X;] =0, then Var[X;] = E[XJQ] and

d d

mo(ug) = ZE[X;] = ;Var[Xj] < dlrélfngar[Xj] (6.47)

J=1

To bound «a(pq), we first use the Cauchy—Schwarz inequality.

1/2
a(j1a) < { [, Ual? —mz(ud»Qdud(xl:d)} (6.48)

Besides, [pa (H:Ul:dH2 — mg(ud))2dud(x1;d) = Var[HXldeQ], and since the d components
of X7i.q are assumed to be pairwise independent, Var[HXldeﬂ = Z;l:l Var [Xﬂ We
conclude that

1/2

d
alpg) < ZVar[XJZ] < (d max Var[Xf})l/z . (6.49)
j=1

1<j<d
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Finally, we bound S4(uq) for ¢ € {1,2} by bounding fB2(uq) then using the fact that
B1(pa) < Ba2(pa) by the Cauchy-Schwarz inequality. Denote by X/, an independent
copy of Xq.4.

(X1, X].0) (ZXX’) EX2X’2+QZXXXX’ (6.50)

1<j

Since X1.4 and X/, are independent on one hand, and they both are sequences of d
independent random variables with zero means on the other hand, we have

/ (10, 7)) 10 © 1) (@10, ) (6.51)
Rded

d d
= ZE EX?] =S E[X?)° = var[x;]* . (6.52)
=1 j=1

Therefore, [a(pa) < (Z;l:l Var[X;]?)1/? < (dmax;<j<q Var[X;]?)'/2. Since X;,4 has
finite second and fourth-order moments,

max Var[X,], max Var[X7] < oo,

1<j<d 1<j<d I
and we get
mo (pg) < dlr%aécd\/ar[ X;l, (6.53)
a(pq) < d'3( Igfngar[Xz])l/Q (6.54)
B1(ua), Ba(pa) < d'/? mmax VarlX;]. (6.55)

The final result is obtained by bounding =(ug) using (6.53), (6.54) and (6.55).
O

Note that the setting considered in Proposition 6.7 was mentioned in |Reeves, 2017|
to illustrate the conditions of [Reeves, 2017, Corollary 3]. We derived an explicit upper
bound of Z; under this setting for completeness, showing that Z;(ug) goes to zero as
d — 00, which we can then use to refine the convergence rate in Theorem 6.2, as we
explained in Section 6.3.3.

6.6.6 FError analysis under weak dependence

We now analyze the error under the weak dependence condition introduced in Defi-
nition 6.4. Specifically, the proposition below gives the formal statement of the result
mentioned before Corollary 6.5: we consider a sequence of fourth-order weakly dependent
random variables, and we prove that Z(ug) goes to zero as d — oo, with a convergence
rate that depends on {p(n)}nen+-

Proposition 6.8. Let (X;) en+ be a sequence of random variables which is fourth-order
weakly dependent. Set for any d € N*, X1.4 = {Xj};l:l and denote by ug the distribution
of X1.q. Then, there exists a universal constant C' > 0 such that

Za(pa) < C{d‘l/2 (0(0) + 2p00) /2 + A=/ p(0) /2 (p(0)? + 2050 s | Jnax. lp(k))l/4

—2/5 1/5 2 2/5
A7 p(0)' 7 (0(0)” + 2000 max (k)" (6.56)
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Proof of Proposition 6.8. We proceed as in the proof of Proposition 6.7, i.e. by bounding
ma(fta), a(pa) and Ba(pa)-

Since (X;)jen is assumed to be fourth-order weakly dependent, then by Defini-
tion 6.4, there exist some constant K > 0 and a nonincreasing sequence of real coefficients
{p(n)}nen such that, for any 1 <i < j <d,

Cov(XF, X3)| < Kp(j —1i), |Cov(Xy, X;)| < Kp(j—i) - (6.57)

First, using the same arguments as in (6.47), we have mo(ug) = Z;l:l Var[X;]. We
then use the second inequality in (6.57) to bound ma(ug) as follows.

d
ma(pa) = Y Cov(X;, X;) < dKp(0) (6.58)
j=1

Regarding «a(ug), we use the Cauchy-Schwarz inequality again (6.48) but in this
setting, the right-hand side features non-zero covariance terms:

/ (lz1al® — ma(pa)) dpa(era) = Var[| X 1.4l (6.59)
d
Z | +2 Zcov (6.60)

By using the first inequality in (6.57), we get for any d € N*,

ZVar [X2] Zcov (X2, X?) < Kdp(0) (6.61)
Zcov (X2, X2) < Z ICov (X7, X7) [ < K p(j — 1) (6.62)
i<j 1<j 1<y

d—1

<K (d—n)p(n) (6.63)
n=1

<KdY_ p(n) < Kdps (6.64)

where (6.63) results from the change of variable n = j — i. Besides, by Definition 6.4,
{p(n)}nen is a nonincreasing sequence satisfying >°'°% p(n) < poo < +00, hence (6.64).
We conclude that for any d € N*,

a(pg) < dV2KV? (p(0) + 2poo)1/2 . (6.65)
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Let us now bound [Ba(pg). First, for any d € N*,

[ (st Pl @ ) ot (6.66)
Rd xR
d
=Y E[XAE[X] +2) E[X:X;|E[X/X]] (6.67)
j=1 i<j
d
=Y E[x) +2) E[xx,]? (6.68)
j=1 i<j
d
=3 Var[X;]* + 23 Cov(X:, X;)? (6.69)

1 i<j

.
Il

where we used E[X;] = 0 for any ¢ > 1. To bound (6.69), we apply the second inequality
in (6.57), and adapt the arguments used to prove (6.61) and (6.63), .

d
> Var[X;]? < K2dp(0)? (6.70)
j=1
d—1
X, X;)? < K%d 2 < K?dpeo 71
;COV( LX) < ;p(n) < K?dpoc | max p(n) (6.71)

Since 37720 p(n) < poo < 00, {p(n) }nen converges to 0 as n — +oo and is thus bounded,
80 maxj<p<4—1 p(n) < co. We then use (6.70) and (6.71) in the definition of S2(pq), and
B1(pa) < P2(uq), to derive the upper-bound below for any d € N*.

1/2

B1(pa), Ba(pa) < d1/2K{p(0)2 + 2p00  Mmax p(n)}

| Jnax (6.72)

O

6.6.7 Setup for synthetic experiments

We explain in more details the setup for the synthetic experiments discussed in Sec-
tion 6.4, specifically the procedure to generate data. For d € N*, we generate n = 10%
iid. realizations of two random variables in R%, denoted by Xi.q = {Xj};l:l and
Yid= {Yj};l:l and respectively distributed from pg, vg € Po(R?). The n generated sam-
ples of X1.4 and Y7.4 are respectively denoted by {:):(j)}}l:l, {y(j)};?zl, with 20), y() ¢ R4
for j € {1,...,n}. We approximate SW of order 2 between the empirical distributions
of {x(j)}?zl and {y(j)};‘:l, given by fig, = n! > i—18,0) and Dy = nt > i1 8,0
respectively. Note that in Section 6.4, these two distributions were denoted by pg, vg4
instead of figy, Pqn, to simplify the notation.

We first consider the setting described in Section 6.6.5, where pg = pM @ - - @ p(@
and vy = v @ - @ v with ) v0U) € Py(R) for j € {1,...,d}. This means that
{Xj}?zl and {Yj}?:l are two sequences of d independent random variables. For each
je{l,...,d}, 9 (or v9)) refers to a Gaussian or a Gamma distribution, centered or
not, as we explain hereafter.
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Gaussian distributions (Figure 6.1a). Here, for j € {1,...,d}, we have ul) =
N(mgj), 0?) and v = ./\/'(méj), 02), where mgj), mgj) are two 1.i.d. samples from N (1, 1),
0? =1 and 03 = 10. Therefore, ug = N'(my,1;) and vy = N(mg, 101,), where I; de-

notes the identity matrix of size d, and m; = {mgj) ?:17 my = {méj) d_ eRe.

We prove that the SW of order 2 between such Gaussian distributions admits a
closed-form expression: for any m;, my € R? and 02,03 >0,

1
SW%{N(ml, O'% Id),N(mQ, U% Id)} = EHml — m2|]2 + (0'1 — 0'2)2 (673)

Proof of (6.73). First, given the properties of affine transformations of Gaussian random
variables, we know that for any # € S !, m € R? and ¥ € R%*?¢ symmetric positive-
definite, 0} N'(m, ) is the univariate Gaussian distribution ({0, m) ,0736). Using this
property in the definition of SW (2.20) and the fact that ||0|| = 1 for 6 € S,

SW2{N (my,0? 1), N (mg, 02 1)}
= WE{N((0,m1),07), N ({0, my),03) o (6) (6.74)

Sd-1

" Jsas {0, m1 —my)” + (01— 02)*}dor(0), (6.75)

where (6.75) results from the closed-form solution of the Wasserstein distance of order
2 between Gaussian distributions (2.10). Besides, by definition of the Euclidean inner-
product, for any 6 € S¢1,

(0, m1 — my)? = (67(m; — my))* = (my — my)T00T(my — my) . (6.76)
We can thus rewrite (6.75) to obtain
SW3{N (my, 07 1), N (mz, 035 1)}
= (m) —mo)"{ /g 097dor(6) H(my — m3) + (01— 02)° (6.77)

We conclude by using the fact that [g,, 06Tdo (0) = (1/d)I,.
O

Gamma distributions (Figure 6.1a). Denote by I'(k,s) the Gamma distribution
with shape parameter k > 0 and scale s > 0. For j € {1,...,d}, pt¥) = F(k:gj),sl) and
) = F(k:éj ), s9), where k%ﬁ ) (respectively, kéj )) is drawn from the uniform distribution

over [1,5) (respectively, over [5,10)), s; = 2 and sy = 3.

Centered (Gaussian or Gamma) distributions (Figures 6.1b and 6.2). We first
generate {x(j)}?zl, {y(j)}?zl using the Gaussian (or Gamma) distributions described
in the two paragraphs above. Then, we center the data: for j € {1,...,n},z0) =
) — 73" 2 and ) = ¢ — p7t 3" 4@ The two distributions that we
compare with SW, referred to as fig4, 74 in Section 6.4, correspond to the empirical distri-
butions of the centered datasets {:E(j)};‘:l, {gj(j)};‘:l, which can be denoted by fig , and

Vd -
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We prove in the next proposition that our theoretical bounds derived in Section 6.6.5
can be improved for centered Gaussian distributions: in this setting, the expected ap-
proximation error is upper-bounded by a term in d~/2, which is consistent with the
slope observed in Figure 6.1b.

Proposition 6.9. For d € N*, let jig = N'(my, 0%1) and vy = N (mg, 031,), and denote
by jig, Vg their centered versions, i.e. fig = N(0,021;) and vg = N(0,031;). Consider
the empirical distributions fiqpn, Van gwen by

n n
Fan = (/) 3 Sx)_sps Tan= (/W) X 8u0 gy 0T
j= j=
where {Xﬂ = (respectively, {Yl(il) ;-’:1) is a sequence of n random vam’abl'es i.i.d. from
pa (respectively, from vg), X1.q =n"" 2721 Xﬁg, and Yi.q =n"" 2?21 Yl(:]d)' Then,

o1+ 02

EﬁWﬂmww—WﬂNmﬂ*mmm»Nmﬂ*mwm»Hs@mwn+o<$>’

where E is the expectation with respect to {Xﬁ% Yoy and {Yl(jd) Yics and mo(fian ), m2(Va,n)

are defined in (6.3): ma(fign) = n " 7, 1IXY) — Xiall?, mo(an) = n ' Y0 V) —
Yi:d||2-

Proof of Proposition 6.9. Given the closed-form expressions in (6.73) and (2.10), we have
E[SWs(fig, 7a) — Wo{N(0,d" 'ma(fia,n)), N'(0,d 'ma(Pgn))}|
= Eljo1 — 02| — |7 *ma(fign)"? — 7 ma(Pan) |
< Eloy — 03 — d7 P my(ign)? + d7 my (74,0) 7| (6.79)
< E|oy — d7V?mo(fign)?| + E|oa — d™ ma(74,0) "% . (6.80)
where (6.79) results from applying the reverse triangle inequality, and (6.80) follows from
the triangle inequality and the linearity of the expectation.

The final result follows from bounding from above the two terms in (6.80), i.e. E|oy —
d=1/?m, (ﬁdvn)l/Q} and E’ag —d_l/ng(Dd,n)lm‘. First, by the Cauchy—Schwarz inequality,

E|o1 — d 7 ?my(fign) /%] < {E[(01 — A7 Pmy(fign)"?)?] }1/2 , (6.81)

with

E[(o1 — d™?ma(fign)"?)?] = 0F — 201d"V*Elma(fia,n) "% + E[d 'mo(fian)] . (6.82)

Consider the random variable defined as Z = \/2?21 (X; — X)?/o%}, where {X; }¢",
are i.i.d. from N(0,02) and X = (dn)~' 32", X;. Then, by Cochran’s theorem, Z is
distributed from the chi distribution with dn — 1 degrees of freedom. This implies that,

_ _ dn —1
E[d lmz(lu‘d,n)] = O-% dn )

B2 = V2 gty = Vi1 1= 0 (s )|
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Hence, (6.82) boils down to

Sl =t ) =t 2= -2 (- 5) {1 0 (g ) -

Besides, we know that

(1_6517)1/2:1_2@*0((@)2) , (6.84)

so we can write (6.83) as

E[(o1 — d—1/2m2(/1d7n)1/2)2} = ;di +0O < L ) . (6.85)

By plugging (6.85) in (6.81), we conclude that

_ N o 1
E’O‘l —d 1/2m2(ﬂd,n)1/2‘ < W + 0O <dn> . (6.86)

We can use the same reasoning to prove that

Y2 (e V2] < 02 1
E‘O’Q d” " my (Vg p) | < 2dn)172 +0 <dn , (6.87)
and we use (6.86) and (6.87) to bound (6.80), which concludes the proof.

O

We move on to the explanation of autoregressive processes: let (X;),en+ be an autore-
gressive process of order 1 defined as X1 = &1 and for t e N*, t > 1, Xy = aX;_1 + &4,
where o € [0,1) and (gj)jen+ is a sequence of ii.d. real random variables such that
E[e1] = 0 and E[e?] < co.

For d € N* and B = 10%, we generate n realizations of {X;}Z*4

i=B+1 € R using the
aforementionned recursion. This gives us our first dataset {x(j)}?zl, where 2(9) € R? for
j€{1,...,n}. Note that the first B steps of the process are discarded in order to reach
its stationary regime (which exists since |a| < 1), and thus meet the weak dependence
condition [Doukhan and Neumann, 2008]. We repeat the same procedure to obtain the
second dataset, {y(j)}?zl. Since the two datasets are generated using the same AR(1)
model, ug and vy are the same distribution, so the exact value of SW is zero.

We conducted our experiments on two types of AR(1) processes, which differ from
the distribution used to draw n i.i.d. samples of {¢; }fjld. The two settings are specified
below.

Gaussian noise (Figure 6.1c). For j e {1,...,B+d}, ¢; ~N(0,1).

Student’s t noise (Figure 6.1d). Denote by ¢(r) the Student’s ¢ distribution with
r > 0 degrees of freedom. For j € {1,..., B +d}, ¢; ~ t(10).

Finally, we specify that the experiment comparing the computation time of our
methodology against Monte Carlo estimation (Figure 6.2) was conducted on a daily-
use laptop equipped with 8 x Intel Core i7-8650U CPU @ 1.90GHz, 16GB of RAM.
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6.6.8 Experimental details for image generation

Architecture. For each model (SWG, reg-SWG or reg-det-SWG), we used the ar-
chitectures described in [Deshpande et al., 2018|: the “Conv & Deconv” generator and
discriminator in [Deshpande et al., 2018, Section D] for MNIST, and DCGAN [Radford
et al., 2016] with layernorm for both the generator and discriminator for CelebA.

Data preprocessing. For MNIST, we do not apply any specific preprocessing. For
CelebA, each image is cropped at the center and resized to 140 x 140 (using the notation
width x height, both in pixels), then resized to 64 x 64.

Optimization. For each model, we used the same optimization routine as in [Desh-
pande et al., 2018]: one training iteration consists in performing one update for the
generator then one update for the discriminator, both with the default setting of Adam
[Kingma and Ba, 2015] (i.e. /1 = 0.9, B2 = 0.999, ¢ = 107%). The values of other
important hyperparameters are given in Table 6.2.

Dataset | Batch size | Learning rate | Total number of epochs
MNIST | 512 5x 1074 200
CelebA | 64 1x1074 20

Table 6.2: Hyperparameters used when training each model.

Regularization parameters. For reg-SWG and reg-det-SWG, we tuned the reg-
ularization coefficients (A1, \2) via cross-validation: we trained the models for A\; €
{1073,1072,1071,1} and Ao € {0,1073,1072,10~%,1}, and selected the tuple that min-
imizes the average FID over 5 runs.

Computing infrastructure. The FID and computation times on GPU reported in
Table 6.1 (columns “FID”, “Tgw, GPU” and “Tio;, GPU”) were obtained by training
each model on a computer cluster equipped with 3 GPUs (NVIDIA Tesla V100-PCIE-
32GB and 2 x NVIDIA Tesla V100-PCIE-16GB) for CelebA, and with 1 GPU (NVIDIA
GP100GL, Tesla P100 PCIe 16GB) for MNIST.

To obtain the computation times on CPU (Table 6.1, columns “Tgw, CPU” and
“Tiot, CPU”), we used a workstation equipped with 24 x Intel Xeon CPU E5-2620 v3 @
2.40GHz.
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Chapter 7

Statistical and Topological
Properties of Sliced Probability
Divergences

This chapter is based on [Nadjahi et al., 2020b].

The idea of slicing divergences has been proven to be successful when comparing
two probability measures in various machine learning applications including generative
modeling, and consists in computing the expected value of a “base divergence” between
one-dimensional random projections of the two measures. However, the topological,
statistical, and computational consequences of this technique have not yet been well-
established.

In this chapter, we aim at bridging this gap and derive various theoretical properties
of sliced probability divergences. First, we show that slicing preserves the metric axioms
and the weak continuity of the divergence, implying that the sliced divergence will share
similar topological properties. We then precise the results in the case where the base
divergence belongs to the class of integral probability metrics. On the other hand, we
establish that, under mild conditions, the sample complexity of a sliced divergence does
not depend on the problem dimension. We finally apply our general results to several
base divergences, and illustrate our theory on both synthetic and real data experiments.

7.1 Introduction

Most inference methods in implicit generative modeling rely on the use of a particular
divergence in order to be able to discriminate probability distributions. Recent advances
in this field have illustrated that the choice of this divergence is of crucial importance
since it can lead to very different practical and theoretical properties (Chapter 1). In
this context, “sliced” probability divergences, such as Sliced-Wasserstein or Sliced-Cramér
[Kolouri et al., 2020a], have become increasingly popular.

This slicing strategy has been essentially motivated by two main purposes. The
first purpose is that some probability divergences are only defined to compare measures
supported on one-dimensional spaces (e.g., Cramér distance, Cramér [1928|); hence,
the slicing operation allows the use of such divergences to multivariate distributions
[Knop et al., 2020, Kolouri et al., 2020a]. The second purpose arises when the com-
putational complexity of a divergence becomes excessive when comparing measures on

121
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high-dimensional spaces, but can efficiently be computed in the univariate case (e.g.,
the Wasserstein distance (2.12)). The slicing operation then leverages these advantages
originally available in one dimension to define divergences achieving computational ef-
ficiency on multivariate settings [Rabin et al., 2012, Deshpande et al., 2019, Paty and
Cuturi, 2019, Kolouri et al., 2019b, Vayer et al., 2019].

Even though various sliced divergences have successfully been deployed in practical
applications, their theoretical properties have not yet been well understood, and exist-
ing results are largely restricted to the specific case of the Sliced-Wasserstein distance.
Besides, some properties of SW have only been characterized for specific settings, in
particular its statistical benefits observed in practice [Deshpande et al., 2018, 2019]. In
this chapter, we aim to bridge this gap by investigating the theoretical properties of
sliced probability divergences from a general point of view: since such divergences are all
characterized via the same slicing operation, we explore in depth the topological and sta-
tistical implications of this operation. Specifically, we consider a generic base divergence
A between one-dimensional probability measures, and define its sliced version, denoted
by SA., which operates on multivariate settings.

We first establish several topological properties of SA. Thanks to our general ap-
proach, our findings can directly be applied to any instance of sliced divergence, including
those motivated by the two aforementioned purposes. Specifically, we show that slicing
preserves the metric properties: if A is a metric, so is SA (Proposition 7.1). We then
focus on finer topological properties of SA and show in Theorem 7.2 that, if the con-
vergence in A implies the weak convergence of measures (or conversely), then slicing
preserves this property, i.e. the convergence in SA implies the weak convergence of
measures (or conversely). We also consider the case when A is an integral probability
metric (Definition 2.3) and identify sufficient conditions for SA to be upper-bounded by
A, which implies that SA induces a weaker topology (Theorem 7.4). Similarly, we iden-
tify sufficient conditions such that A and SA are strongly equivalent (Corollary 7.6),
meaning that A is upper- and lower-bounded by SA.

Then, we derive the following statistical properties of SA: we prove that the “sample
complexity” of SA is proportional to the sample complexity of A for one-dimensional
measures, and does not depend on the dimension d (Theorems 7.7, 7.8). This property
explains why any SA motivated by the second purpose offers statistical benefits when
the original divergence suffers from the curse of dimensionality. However, this comes with
a caveat: we show that, if one approximates the expectation over the random projections
that appears in SA with a Monte Carlo average, which is the most common practice,
then an additional variance term appears in the sample complexity and can limit the
performance of SA in high dimensions (Theorem 7.9). Our results agree with the recent
empirical observations reported in [Deshpande et al., 2019], which motivated Chapters 5
and 6, and provide a better understanding for them.

We illustrate all our theoretical findings on various examples, which demonstrate
their applicability. In particular, our general topological analysis allows us to establish
a novel result for the Sliced-Cramér distance. We also derive a sample complexity result
for SW which has never been shown before, under different assumptions on the mea-
sures to be compared. We then consider Sinkhorn divergences (Definition 2.7), whose
sample complexity is known to have an exponential dependence on the dimension d and
regularization parameter ¢ (Theorem 2.8), and introduce its sliced version, referred to
as the Sliced-Sinkhorn divergence. We prove that this new divergence has several mer-
its: we derive its sample complexity by combining our general results with recent work
[Genevay et al., 2019, Mena and Niles-Weed, 2019], and obtain rates that do not depend
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on d nor on €. We also show that this divergence improves the worst-case computational
complexity bounds of Sinkhorn divergences in R%. Finally, we support our theory with
numerical experiments on synthetic and real data.

7.2 Sliced Probability Divergences

In this section, we define the family of Sliced Probability Divergences, then we present
our theoretical contributions regarding their topological and statistical properties. We
provide all the proofs in Sections 7.6.1 and 7.6.3.

7.2.1 Definition

Consider a “base divergence” A : P(R) x P(R) — Ry U{oo} which measures the dissim-
ilarity between two probability measures on R, and let p € [1,00). We define the Sliced
Probability Divergence of order p associated to A, denoted by SA,, for u,v € P(R?) as

SAP(u, v / AP(OFp, 05v)do(0) . (7.1)

We assume that 6 — AP(65p,07v) is measurable so that (7.1) is well-defined. This can
easily be checked if (¢/,v') — A(y/,') is continuous for the weak topology on P(R),
since this implies § — AP(6Fp, 6v) is continuous.

In practice, since the integration over S%~! in (7.1) does not admit an analytical form
in general, it is approximated with a simple Monte Carlo scheme (e.g., Section 2.6, Vayer
et al. [2019], Kolouri et al. [2020a]). The Monte Carlo estimate of SA,, obtained with L
random projection directions is defined as

SA, . LZZ AP (O Ohv) (7.2)

with {0}, iid. from o and 6f(z) = (f,x). Since each term of the sum in (7.2)
can be computed independently from each other, the approximation of SPDs can be
carried out in parallel, which constitutes a nice practical feature. Recent work |Paty
and Cuturi, 2019, Deshpande et al., 2019] has shown that sampling many projection
directions uniformly on the sphere might not be the best strategy, in the sense that
some directions can be more helpful than others to discriminate the two distributions at
hand. However, the Monte Carlo estimate based on uniform sampling (7.2) is the most
common method used in practice to approximate sliced divergences, hence we focus on
this approximation throughout the rest of the chapter.

7.2.2 Topological properties

We provide several results to describe the topology induced by SPDs, given the properties
of base divergences. We first relate in Proposition 7.1 the metric properties of A and
SA,, p€[l,00).

Proposition 7.1. (i) If A is non-negative (or symmetric), then SA, is non-negative
(symmetric resp.).

(11) If A satisfies for p/,v/ € PR), A(y/,v') = 0 if and only if ¢/ = V', then for
v € P(RY), SA,(u,v) =0 if and only if u = v.
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(ii1) If A is a metric, then SA, is a metric.

Next, we extend our result stated in Theorem 3.1, which showed that the convergence
under SW implies the weak convergence of probability measures: we prove that this
property holds for the general class of SPDs, but also that the converse implication is
true, provided that A is weakly continuous. We refer to Section 2.1 for the definitions of
convergence under a probability divergence, weak convergence of probability measures,
and weak continuity.

Theorem 7.2. Let p € [1,00) and A be a non-negative base divergence.

(i) If the convergence under A implies the weak convergence in P(R), then the conver-
gence under SA, implies the weak convergence in P(RY).

(1) If A is bounded and the weak convergence in P(R) implies the convergence under
A, then the weak convergence in P(R?) implies the convergence under SA,.

We now focus on IPMs and formally define Sliced-IPMs, before providing finer topo-
logical results. We introduce the following notations. Let X be a closed and measurable
subset of R%. M(X) denotes the set of real-valued measurable functions on X, M (X) is
the set of bounded functions of M(X), and B4(0,R) = {z € R? : |z|| < R} is the open
ball in R? of radius R > 0 centered around 0 € R?.

Definition 7.3. Let F C My (R) and p € [1,00). The Sliced Integral Probability Metric
of order p associated with F, denoted by S'yr:p, is defined for any p,v € P(R?) as

S,V 0) = [ A0 00100 (0).

Since ¢ is a pseudo-metric, S‘yfp is a pseudo-metric as well by Proposition 7.1. We

now identify some regularity conditions on the function classes F and F such that we are
able to show that Sliced-IPMs can be bounded above and below by IPMs. Note that for
the next results, we will assume that the supremum in (2.1) is attained. This property
is for example verified for W1 and MMD, by [Villani, 2008] and [Gretton et al., 2012]

respectively.

Theorem 7.4. Let F C M,(R), F C My(R?), and assume that
{f:Rd—>R . f=fob*, witthF,HeSd_l} CcF.

Then, for any p € [1,00) and p,v € P(RY), Svg (11, v) < Ve, v).

Theorem 7.4 states that S'yF induces a weaker topology, which is computationally ben-
eficial as argued in Ar Jovsky et al. [2017], but also indicates that S'yF comes with less
discriminative power, which can be restrictive for hypothesis testing apphcatlons such
as in |Gretton et al., 2012].

We now derive a lower-bound on compact domains.

Theorem 7.5. Let pu,v € P(RY), with support included in By(0, R). Let G C My(R?)
and suppose that there exists L > 0 such that for any g € G, g is L-Lipschitz continuous.
Consider o class of functions G satisfying

G D {G:R—R:thereemist zcRY eS¥! geG
such that g(t) = g(x — 0t) for any t € R} .
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Furthermore, suppose that S7€p is bounded. Then, for any p € [1,400), there exists
Cp > 0 such that

Yo v) < Cp Sy, (1) /Y (7.3)

One can show that the exponent 1/(d + 1) in (7.3) is intrinsic to slicing, hence cannot
be avoided. By combining Theorems 7.4 and 7.5, we finally establish a strong equivalence
result below, which implies that the convergence of probability measures in S7€,p is
equivalent to the convergence in ~¢.

Corollary 7.6. Let u,v € P(R?), with support included in B4(0,R), and let G C
M, (R?). Assume that the conditions of Theorems 7.4 and 7.5 are satisfied. Then, for
any p € [1,400), there exists Cp > 0 independent of p,v such that

S7e (V) < valpv) < Cp Syg (1, v) Y

Our analysis on IPMs builds on [Bonnotte, 2013, Chapter 5.1], which contains anal-
ogous results for the Sliced-Wasserstein distance only. The novelty of Theorems 7.4 and
7.5 is the identification of the relationships between the function classes F,F and E,G,
which might provide a useful guideline for practitioners interested in slicing any IPM, and
cannot be directly obtained from |Bonnotte, 2013]. We further illustrate these relations
in Section 7.6.2 for classical instances of [PMs.

7.2.3 Statistical properties

In most practical applications, we have at hand finite sets of samples drawn from un-
known underlying distributions. An important question is then the bound of the error
made when approximating a divergence with finitely many samples: given SA, and any
v € P(RY), our goal is to quantify the sample complexity of SA,, i.e. the conver-
gence rate of SA,(fin,n) to SA,(u,v) according to n. We show in Theorem 7.7 that
the sample complexity of any SPD is proportional to the sample complexity of the base
divergence, and more importantly, does not depend on d.

Theorem 7.7. Let p € [1,00). Suppose that AP admits the following sample complexity:
for any 1/, v € P(R) with respective empirical measures [i),, D),

E|AP (V) — A (i, 7,)| < Bp,n) .

Then, for any p,v € P(Rd) with respective empirical measures fin, Uy, the sample com-
plezity of SA, is given by

E [SAL(1,v) = SAL (i, 0)| < B(p,n) -

If A is a bounded pseudo-metric and we have a direct control over the convergence rate
of empirical measures in A, we can further derive the following result.

Theorem 7.8. Let p € [1,00). Assume that for any p' € P(R) with empirical measure
i,
E|AP(fin,, 1) < a(p,n) .

Then, for any u € P(R?) with empirical measure fi,, we have
Besides, if A is non-negative, symmetric, and satisfies the triangle inequality, then

E[SAy(11,v) — SAy(jin, )| < 2 alp,n)/7 .
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So far, our results show that slicing preserves some useful topological properties of
the base divergence, and additionally offers a dimension-free sample complexity. On the
other hand, slicing results in less discriminant divergences, as we mentioned for IPMs
(Theorem 7.4), and in such a case, the improvement in the sample complexity might be
less significant. More analysis is required to understand the potential reduction in the
discriminative power, and we leave it out of scope of this study.

In practice, SPDs also induce an approximation error due to the Monte Carlo estimate
(7.2). We use the term projection complezity to refer to the convergence rate of SA, 1,
to SA, as a function of the number of projections L.

Theorem 7.9. Let p € [1,00) and u,v € P(RY). Then, the error made with the Monte
Carlo estimation of SA, can be bounded as follows

[E|SAY L (nv) ~ SAYuv)[}

<L {AP(OF p,05v) — SAL(1,v) } dor (8) . (7.4)
Sd—1

By definition of SAP(y, ), Theorem 7.9 illustrates that the quality of the Monte Carlo
estimates is impacted by the number of projections as well as the variance of the evalua-
tions of the base divergence. This behavior has previously been empirically observed in
different scenarios [Deshpande et al., 2019, Paty and Cuturi, 2019], and paved the way
for the max-sliced distances and our methodologies in Chapters 5 and 6.

We now leverage Theorems 7.7 and 7.9 to derive the overall complezity of sliced di-
vergences, i.e. the convergence rate of SA,(fin, Un) to SAL(,v).

Corollary 7.10. Let p € [1,00) and p,v € P(R?). Denote by fi, (respectively, i)
the empirical distribution computed over a sequence of i.i.d. random wvariables Xy., =
{ X}, from p (resp., Yi.n = {Yi}p_, from v). Assume AP admits the following
sample complezity: for any ',V € P(R) and empirical instantiations [il,, V),

E[|AP(i', V') — AP (i, 0,)]] < B(p,n) -
Then,

P ~ N
EUSAp,L(:uTL? Vn) - SAg(M7 ’/)H
1/2
< Blp,n) + L1/2 { /S E[ (AP(0 i, 050) — SAL(fin, ) Jdo(0)]

d—1

where S/Ki,j;(ﬂn,ﬁn) is defined by (7.2), and E is the expectation w.r.t. Xi.,, Y1., and
{0,}F | i.i.d. from the uniform distribution on ST~

Hence, the overall complexity ‘STZ]LL (fin, o) — SAL(u, 1/){ is bounded by the sum of
the sample and the projection complexities. This result is useful as it helps understanding
the behavior of sliced divergences in most practical applications, where SA,(u,v) is
approximated using finite sets of samples drawn from p and v along with Monte Carlo
estimates.
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7.3 Applications

We already referred to Section 7.6.2, which contains applications of Theorems 7.4 and 7.5
to classical instances of IPMs in order to clarify the assumptions of these theorems. In
this section, we apply the rest of our topological and statistical results to specific sliced
divergences and present the interesting properties that we obtained. Our goal is to
further illustrate the significance of the general theoretical analysis that we conducted
in the previous section. In particular, we will introduce a novel divergence based on
Sinkhorn divergences, and provide theoretical results that emphasize its statistical and
computational advantages. The associated proofs are given in Sections 7.6.4 to 7.6.6.

7.3.1 Topology induced by the Sliced-Cramér distance

First, Theorem 7.2 can be applied to various base divergences (e.g., see those listed in
[Gibbs and Su, 2002, Theorem 6]) and foster interesting applications. In particular,
we focus on the Cramér distance [Cramér, 1928] and its sliced version [Knop et al.,
2020, Kolouri et al., 2020a], whose definitions are recalled in Definitions 7.11 and 7.12
respectively.

Definition 7.11 (Cramér distance). Let p € [1,00) and p,v € P(R). Denote by F,
the cumulative distribution functions of u,v respectively. The Cramér distance of order
p between p and v is defined by

CB(y1,v / FL(8) = Fy ()P dt . (7.5)

By [Dedecker and Merlevede, 2007, Lemma 1|, the Cramér distance can be written as
an IPM.

Definition 7.12 (Sliced-Cramér distance). Let p € [1,00) and p,v € P(RY). The
Sliced-Cramér distance of order p between p and v is defined by

SCB(j1,v / 2651, 6)dr (6) (7.6)

We establish theoretical guarantees which, to the best of our knowledge, have not
been proved before: we show that convergence under the Sliced-Cramér distance implies
weak convergence in P(R?), and the converse is true for measures supported on a compact
space.

Corollary 7.13. Let p € [1,00). For any sequence (ux)ren in P(R?) and u € P(RY),
limg_,~, SC, (uk,u) = 0 implies (ur)ren converges weakly to .

Besides, if (ux)ren and p are supported on a compact space K C RY, then the converse
implication holds, meaning that the convergence under SC, is equivalent to the weak
convergence in P(K).

Theorem 7.2 also applies to the broader class of Sliced-IPMs, assuming a density
property for the space of functions associated with the base IPM. We provide the formal
statements and proofs of these results in Section 7.6.4.
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7.3.2 Sample complexity of the Sliced-Wasserstein distance

Then, we derive the sample complexity of SW,, under different moment conditions.
While previous works have illustrated the statistical benefits of SW, our next corollary
establishes a novel result.

Corollary 7.14. Let p € [1,00), ¢ > p, and p,v € Py(R?) with corresponding empirical
measures fly, Un. We use the notation

MY/, v) = MY () + ML)

where My(() refers to the moment of order q of ¢ € Pq(]Rd), Then, there exists a constant
Cpq depending on p,q such that

E‘Swp(:&m ﬁn) - SWp(Ma V)}

n—1/(2p) if ¢ > 2p,
< CYPMY (i) $ VP log(n) /P if g = 2p, 7.7
n—(a—p)/(pa) if ¢ € (p,2p).

Corollary 7.14 completes the literature on the sample complexity of SW: [Deshpande
et al., 2019| derived the sample complexity for Gaussian distributions only and [Manole
et al., 2019] provided confidence intervals which partially cover our result.

7.3.3 Sliced-Sinkhorn divergences

We now introduce a new family of probability divergences obtained by slicing the regu-
larized OT cost and Sinkhorn divergences, and called Sliced-Sinkhorn divergences (SSD):
for p € [1,00), € > 0 and u,v € Py(R?),

SW,. (1, ) = /S W, (0:,0:v) do(0),
SW, (11, v) = /S W, (030, 650) Ao (6) (7.8)

We show that these divergences enjoy interesting statistical and computational proper-
ties. For clarity purposes, our results are only presented for SW, ., but also apply for
SW, .. Since W, is not an IPM, we first derive a topological property analogous to
Theorem 7.4.

Theorem 7.15. Let p € [1,00) and € > 0. For any p,v € Py(RY),
SWye(p,v) < Wy e(p,v)

Next, we show that on compact domains, while the sample complexity of regularized
OT exponentially worsens as € decreases [Genevay et al., 2019, Theorem 3], the sample
complexity of SSD does not depend on €.

Theorem 7.16. Let X be a compact subset of R, p € [1,00) and p,v € P(X), with
respective empirical instanciations [in, . Then, there exists a constant C(u,v) that
depends on the moments of u and v, such that

E|SW, .« (fin, 7n) — SW (1, v)| < diam(X)C (i, v)n~ /2.
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In practice, we approximate SSD by using (7.2). The estimator corresponds to ran-
domly picking a finite set of directions and solving, for each direction, a regularized
OT problem in R. To obtain solutions associated to the regularized Wasserstein cost,
a method which is now standard is the Sinkhorn’s algorithm: more details are given in
Section 2.5 and at the end of Section 7.6.6. In particular, if we use the squared Euclidean
ground cost and consider the empirical measures fi,, 7, on R% associated to the observa-
tions (x;)" 4, (y;)7=, respectively, computing Wy, . (fin, ) has a worst-case convergence
rate that depends on ,

Ny lzi — vl
Clfins Pn) = i,jer?lf,i.).(.,n} £ ’
See also [Altschuler et al., 2017| for a sublinear rate with a better constant, still depend-
ing on this quantity. The rate for W, o( ﬁ*ﬂn,%ﬁn), with 6 € S 1. then depends on
C(0F fin, 05 0n) = max; je(1 ny |0, 2 — y5) [|°/e.

We show in Proposition 7.17 that with high probability, C/( ¥ fins Qgﬁn) is smaller than
C(fin, ) by a factor of d at least, unless n grows super-polynomially with d. Our result,
combined with the parallel computation of (7.2), implies that slicing the regularized OT
may lead to significant computational benefits.

Proposition 7.17. Let (z;)"; be a set of vectors in R such that

HgaXHxi — ;|3 < R?,

,

and 0 chosen uniformly at random on S¥=1. Then for § € (0,1], it holds with probability
1—9,
) _ 2R? 2
H}?XK@,%’Z‘ —zj* < TIOg(\/%n /9) .

Finally, we note that an advantage of the Sinkhorn divergence over the Wasserstein
distance is that the former is always differentiable [Feydy et al., 2019, Proposition 2| while
the latter is not. This property, which is crucial in differential programming pipelines,
suggests that SSD is potentially better-behaved than SW in tasks such as generative
modeling. We leave its analysis to future work.

7.4 Experiments

We present the numerical experiments that we conducted to illustrate our theoretical
findings, and we provide the code to reproduce them'. We also provide additional em-
pirical results in Section 7.6.7.

We first verify that IPMs and Sinkhorn divergences are bounded below by their sliced
versions, as demonstrated in Theorems 7.4 and 7.15 respectively. Consider n = 1000
observations i.i.d. from N(0,021,), with 02 = 4. We generate n i.i.d. samples from
N(0,0%1,) for 02 varying between 0.1 and 9. We compute MMD between the empirical
distributions of the observations and the generated datasets, as well as the Wasserstein
distance of order 1 and normalized Sinkhorn divergence (7.8) with order 1 and € = 1.
We used a Gaussian kernel for MMD combined with the heuristic proposed in [Gretton
et al., 2012], which sets the kernel width to be the median distance over the aggregated
data, and we approximated this discrepancy with the biased estimator in [Gretton et al.,

!See our GitHub repository: https://github.com/kimiandj/sliced_div
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Figure 7.1: (Sliced-)Divergences between two sets of 1000 samples in R0 ii.d. from
N(0,41) and N(0,02T), for varying o2.

2012, Equation 5]. Then, we compute Sliced-Wasserstein, Sliced-Sinkhorn and Sliced-
MMD. Each of these sliced divergences was approximated with a Monte Carlo estimate
based on 50 randomly picked projections. Figure 7.1 reports the divergences against o2
for d = 10. Results are averaged over 10 runs, and for clarity reasons, we do not plot
the error bands (based on the 10th-90th percentiles) as these were very tight.

The curves for Wasserstein, Sinkhorn and MMD are above their respective sliced
version’s ones, as predicted by our theoretical bounds. This figure also illustrates the
statistical benefits induced by slicing: all sliced divergences attain their minimum at oy,
while Wasserstein and Sinkhorn fail at this. This observation is in line with [Bellemare
et al., 2017], where the authors showed that both the minimum point and gradients of
the Wasserstein distance have a bias, which can be prominent unless n is large enough.
MMD performs well in this task, and this can be explained by its dimension-free sample
complexity. In that sense, Sliced-MMD acts more as a sanity-check of our theory, rather
than a practical proposal.

The next experiments aim at illustrating our statistical properties. We first analyze
the convergence rate of the Monte Carlo estimates (Theorem 7.9) in a synthetical setting.
We consider two sets of 500 samples 1.i.d. from the d-dimensional Gaussian distribution
N(0,1;), and we approximate SWy between the empirical distributions with a Monte
Carlo scheme that uses a high number of projections L, = 10 000. Then, we compute
the Monte Carlo estimate S/W-Q’L obtained with L < L, random projections. Figure 7.2a
shows the absolute difference of S/ng, 1, and S/‘\Vg, 1, against L, for different values of
dimension d. We observe that the Monte Carlo error indeed shrinks to zero when we
increase the number of projections, with a convergence rate of order L~1/2.

Then, we illustrate the sample complexity of Sliced-Wasserstein and Sliced-Sinkhorn
(Corollary 7.14 and Theorem 7.16, respectively). We consider two sets of n samples
iid. from N(0,I;), and we compute Wo and Wy and their sliced versions approxi-
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Figure 7.2: (Sliced-)Wasserstein distances of order 2 between two sets of n samples
generated from N (0,1,) for different d, on log-log scale. Results are averaged over 100
runs, and the shaded areas correspond to the 10th-90th percentiles.

mated with 100 random projections. We analyze the convergence rate for different n and
dimensions d. We also study the influence of the regularization parameter ¢ for Sinkhorn
divergences. Figure 7.2b reports the Wasserstein and Sliced-Wasserstein distances vs. n,
for d between 2 and 100. We observe that, as opposed to Wao, the convergence rate of
SWj does not depend on the dimension, therefore SWy converges faster than Wy when
the dimension increases. Figures 7.3a and 7.3b show Sinkhorn and Sliced-Sinkhorn di-
vergences vs. n, and respectively study the influence of d and € on the convergence rate.
As predicted by the theory, Sliced-Sinkhorn offers more “robustness” than Sinkhorn: its
convergence rate does not depend on the dimension nor on the regularization coefficient.
To illustrate Proposition 7.17, we plot on Figure 7.3¢ the number of iterations when the
convergence of Sinkhorn’s algorithm is reached, as a function of d. For Sliced-Sinkhorn,
this number is an average over the number of projections used in the approximation.
Our experiment emphasizes the computational advantages of Sliced-Sinkhorn, since its
number of iterations remains the same with the increasing dimension, while it grows
exponentially for Sinkhorn.

Our last experiment operates on real data and is motivated by the two-sample testing
problem |Gretton et al., 2012|, whose goal is to determine whether two sets of samples
were generated from the same distribution or not. This is useful for various applications,
including data integration, where we wish to understand that two datasets were drawn
from the same distribution in order to merge them. In this context, we run the following
experiment: for different values of n, we randomly select two subsets of n samples from
the same dataset, and we compute the Wasserstein and Sliced-Wasserstein distances (of
order 2) between the empirical distributions, as well as the Sinkhorn and Sliced-Sinkhorn
divergences (¢ = 1). The sliced divergences are approximated with 10 random projec-
tions. We use the MNIST [LeCun and Cortes, 2010] and CIFAR-10 [Krizhevsky, 2009,
Chapter 3| datasets, and we report the divergences against n, and the mean execution
time for the computation of Sinkhorn and Sliced-Sinkhorn, on Figure 7.4. The sliced
divergences perform the best, in the sense that they need less samples to converge to
zero. Besides, Sliced-Sinkhorn is faster than Sinkhorn in terms of execution time (which
was expected, given our discussion above Proposition 7.17), and the difference is even
more visible for a high number of samples. For example, for n = 2500 on MNIST or
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Figure 7.3: (Sliced-)Sinkhorn divergences between two sets of n samples generated from
N(0,1;) for different values of n, dimension d, and regularization coefficient €. Results
are averaged over 100 runs, and the shaded areas correspond to the 10th-90th percentiles.
All plots have a log-log scale.

n = 1000 on CIFAR-10, Sliced-Sinkhorn is almost 130 times faster than for Sinkhorn on
average.

7.5 Conclusion

In this study, we considered sliced probability divergences, which have been increasingly
popular in machine learning applications. We derived theoretical results about their
induced topology as well as their statistical efficiency in terms of number of samples and
projections, and we empirically illustrated our findings on different setups. Specifically,
we proved that the preserved topology and dimension-free sample complexity are intrinsic
to slicing. Since this was unclear in the previous literature, which combined slicing with
a specific distance, our unified treatment of these results brings insight to the properties
of particular instances used in practice.

The gains in statistical efficiency could be explained by an ability of slicing to overlook
irrelevant characteristics of the distributions. An interesting question for future work is
then to understand precisely what geometrical features are well preserved by the slicing
operation.
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Figure 7.4: (Sliced-)Wasserstein and (Sliced-)Sinkhorn (¢ = 1) between two random
subsets of n samples of real datasets (top: MNIST, bottom: CIFAR-10), for different
values of n. Results are averaged over 10 runs, and the shaded areas correspond to the
10th-90th percentiles. All plots have a log-log scale.

7.6 Appendix: Postponed proofs and Additional Empirical
Results

7.6.1 Proofs for Section 7.2.2

Proof of Proposition 7.1. (i) The fact that SA, is non-negative (or symmetric) if A is,
immediately follows from the definition of SA, (7.1).

(ii) Assume that A satisfies the identity of indiscernibles, i.e. for i/, v/ € P(R), A(p/, V') =
0 if and only if 4/ = /. For any pu € P(R?) and # € S 1, A(QB‘,u,Qﬁ*,u) = 0, therefore
SA,(p, ) = 0 by its definition (7.1).

Now, consider p, v € P(R?) such that SA,(u,v) = 0. Then, by the definition of
SA, (7.1), we have A(0;p, 0;v) = 0 for o-almost every (o-a.e.) 0 € S?1 therefore

ﬁ*u = Giv for o-a.e. 0 € S%1. Next, we use the same technique as in [Bonnotte,



134 Chapter 7. Theoretical Properties of Sliced Probability Divergences

2013, Proposition 5.1.2]: for any measure £ € P(R®) (s > 1), F[€] denotes the Fourier
transform of £ and is defined as, for any w € R®,

Flgw) = [ e iedg(a) (1.9

Then, by using (7.10) and the property of push-forward measures, we have for any ¢t € R
and 6 € S41,

Fope) = [ o) = [ D) = o). (710

Since for o-a.e. § € S, Ofp = 05v thus F[0;u] = F[0;v], we obtain Flu] = Flv]. By
the injectivity of the Fourier transform, we conclude that pu = v.

(iii) Suppose A is a metric. Based on the previous results, to show that SA, is a
metric, all we need to prove here is that it verifies the triangle inequality. Let u, v,€ €

P(RY). Using that A satisfies the triangle inequality and the Minkowski inequality in
LP(ST1 ), we get

SAp(u,v) = {/Sdl AP (01, 9§V)da(9)}1/p
{ /Sd1 [A(Gﬁ 1, 05€) + A (65, gg’/)}pda(e)}
{/S i gf)da(@}w i {/s AP(0F¢, egu)da(e)}l/p

< SA(1,E) + SA(E ) . (7.11)

1/p

IN

IN

O]

For the proof of Theorem 7.2, we start by proving Lemma 7.18 below, which extends
Lemma 3.16 to the more general class of Sliced Probability Divergences.

Lemma 7.18. Consider (ui)ren a sequence in P(R?) satisfying
lim SA;(ug, ) =0,
k—o0

with 11 € P(RY), and assume that the convergence in A implies the weak convergence in
P(R). Then, there exists an increasing function ¢ : N — N such that the subsequence

(K (k) )ken converges weakly to pu.

Proof. We assume that limg_,o SA (g, 1) = 0, i.e.:

lim A(0F p, 05 p)dor () = 0 (7.12)

k—oo Jgd—1

By [Bogachev, 2007, Theorem 2.2.5], (7.12) implies that, there exists an increasing func-
tion ¢ : N — N such that for o-a.e. § € S41,

klin;o A (07 gy, 05 1) = 0.
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Since A is assumed to imply weak convergence in P(R), then, for o-a.e. 6 € S,
(0F o) Jren converges weakly to 6Fu. By Lévy’s characterization [Kallenberg, 1997,
Theorem 4.3], we have for o-a.e. § € S¥~! and any s € R,

hHOLO (I)gﬁ“¢(k)( s) = égg#(s) , (7.13)

where ®,, is the characteristic function of v € P(R®) (s > 1) and is defined for any v € R®
as, ®,(v) = [ps el dy(w). Therefore, for Lebesgue (Leb)-almost every z € RY,

hm <I>“¢(k>( z) =®,(2) . (7.14)

We now use (7.14) to show that (pe(x))ken converges weakly to p. By [Billingsley,
1999, Problem 1.11, Chapter 1], this boils down to proving that, for any f : R? — R
continuous with compact support,

lim f( 2)dpg i (2 /f Ydu(z (7.15)

k—o0

Consider ¢ > 0 and a continuous function f : R — R with compact support. We
introduce the function f, defined as: for any = € R%,

folx) = (2m0®) =2 /Rd fla = z)exp (—[|2]*/(20%)) dz = f * go () , (7.16)

where * is the convolution product, and g, is the density of the d-dimensional Gaussian
with zero mean and covariance matrix o2I,. First, we prove that (7.15) holds with f, in
place of f. The characteristic function associated to a d-dimensional Gaussian random
variable G with zero mean and covariance matrix (1/02)I is given by: for any z € R?,
E [ei<Z7G>] = e l2lI?/(20%) By plugging this in the definition of f, and using Fubini’s
theorem, we obtain for any k € N,

[ 5o = [ [ 5wige(z = widudieg (2
= ne?) 2 [ [ ) [ gy (a)dedudugg ()

(2m0?) d/2/ / Yo gl/g( )Py, (x)dzdw
Re JRd

= (@no?)™ | FU1@)91/6(2) Py (@) (7.17)

where F[f = Jpa f( —{w.r)qQu is the Fourier transform of f. Since the support

of fis assumed to be compact F|f] exists and is bounded by [pq|f(w)|dw < oo,
therefore, for any k € N and = € R¢,

@)1 @0, ] < 917002 [0l (118)

We can prove with similar techniques that (7.17) holds with p in place of gy, e

/]Rd fo(2)du(z) = (27102)41/2 » ]—“[f](x)gl/a(x)éu(x)dx . (7.19)
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Using (7.14), (7.17), (7.19) and Lebesgue’s Dominated Convergence Theorem, we obtain:

lim (270%) % [ FIf(0)g1/0(2) By, (2)da

k—o00 Rd

(210°2) d/g/ Flfl(2)g1/6(x)Pp(x)d

ie., hm/ fo(2)dpg)(2) /fg )du(z (7.20)

k—o0

We can now prove (7.15): for any o > 0,

\ | £ ) - [ f)auce) (7.21)
]Rd
<2 - »(2)d -(2)d 7.22
<25 1) £l |+\/ fo Moy () = [ a2tz (7.22)
y (7.20), we deduce that for any o > 0,
timsup| [ F()dugy(2) = [ FEanG)| <25 1) =S (729
k—+o00 z€R4

and since lim,_,0 sup,cga | f(2) — fo(2)| = 0 [Folland, 1999, Theorem 8.14-b|, we conclude
that (f1(k))ken converges weakly to .
0

We can now prove Theorem 7.2.

Proof of Theorem 7.2. Let p € [1,00) and (ux)ken be a sequence of probability measures
in P(RY).

First, suppose (jux)ren converges weakly to p € P(RY). By the continuous mapping
theorem, since for any # € S%! #* is a bounded linear form thus continuous, then
(0 1k )ken converges weakly to 0. Therefore, according to our assumption on A, for
any 0 € ST,

lim A(0F g, O5p1) = 0. (7.24)
k—o0

Besides, A is assumed to be non-negative and bounded. Hence, there exists M > 0
such that, for any k£ € N,
AP(0F g, O ) < M . (7.25)

Using (7.24), (7.25) and the bounded convergence theorem, we obtain

lim SAP(uy, 1) = lim AP (07 ., 0F p)dor () :/ 0° do(f) =0. (7.26)
k—oo sd—1

k—oo Jgd—1

Since the mapping t — t!/? is continuous on R+ (and can be applied to SAP s Which
is non-negative by the non-negativity of A and Proposition 7.1), then (7.26) implies
limyg 00 SAp (g, 1) = 0.

Now, let us prove the other implication, 7.e. limy_,oo SA,, (,uk, ,u) = 0 implies the weak
convergence of (f)ken to i, given the assumptions on A. This result is a generalization
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of Theorem 3.1, and is proved analogously, using Lemma 7.18: consider (ux)ren and p
in P(R?) such that
klim SA,(pkspp) =0, (7.27)
—00

and suppose (g )ken does not converge weakly to p. Then, limy_, oo dp (ug, ) # 0, where
dp is the Lévy-Prokhorov metric, i.e. there exists € > 0 and a subsequence (Mw(k))keN
with ¥ : N — N increasing, such that for any k£ € N,

dp (k) 1) > €. (7.28)

On the other hand, an application of Holder’s inequality on S~! gives for any u,v
in P(R%),
SAL(1,v) < SA(1,v) . (7.29)

Then, by (7.27), limg 0 SA1(py(r), #) = 0. Since we assume the convergence in A
implies the weak convergence in P(R), Lemma 7.18 gives us: there exists a subsequence
(B (k) Jken With ¢ : N — N increasing such that (g (k)))ken converges weakly to pu.
This is equivalent to

lim d =
m dp (ugymy), 1) =0,

which contradicts (7.28). We conclude that (7.27) implies the weak convergence of

(k) ken to fu.
Il

Proof of Theorem 7.4. Let p € [1,00) and u,v € P(R?).
(Sve,) o) = [ 205100510 (6) (730
/ sup
S41  feF
= [ | Foden-gme
gd—1

-/ /Rdf (0 (@) d(p — v)(2)

with f* = argmax g_g ‘fR d9* fR d@*
that (7.33) results from applymg the property of push forward measures.

/f aﬁu—egu)(t)’} do(d)  (731)

" 4o (0) (7.32)

’ do(0) (7.33)

, which is assumed to exist. Note

By definition of F, for any # € S?~!, there exists fo € Fsuchthat fy = f*oﬁ*. Therefore,
we obtain

p

Svep o) = [ ][ @@ do) (734

<[ o
Sd=1 | feF

=) [ a0(0) = (). (7.36)

f@)d(p —v)(z)
R4

} do(6) (7.35)

which completes the proof.
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Proof of Theorem 7.5. We start by upper bounding the distance between two regularized
measures. Denote by supp(() the support of the function ¢. Let ¢ : R — R be a smooth
and even function verifying supp(y¢) C [—1,1] and [ ¢(t)dLeb;(t) = 1. Define

px(@) = A (|2l /A) JAST
with A(S?!) denoting the surface area of the d-dimensional unit sphere,i.e.
A1) = 20921 (d)2)

where T is the gamma function. Denote by F[f] the Fourier transform of any function
f defined on R® (s > 1), given for any = € R® by, F = Jos f( e w2 dw. Let
g € G. By the isometry properties of the Fourier transform and the deﬁmtlon of vy, we
have

/Rd g(@)d(px —wa) (@) = | Flgl(w) {Flpl(w) = Fr)(w)} Flp]Aw)dw ,  (7.37)

Rd

where uy = p* @y and vy = v * ). By representing w with its polar coordinates
(r,0) € [0,00) x ST1, we obtain

/Rd g(x)d(px —va)(x)
- / / " Flol(r8) {Ful(r8) — Fl)(r0)} Flig)Ar)rt1drdor(6)
sd-1 Jg

Since g is a real function, F[g] is an even function, hence

[ 9@t =)@ 38)
/Sd 1/f 1(r0) {F[p) (r0) — F[)(r0)} Flel(Ar) r|" drder(6) (7.39)
3 [, | Flaleo) {Fos(r) = Floil)} Flel ) bl drdor(9) (7.40)

1 " —iru * * _
~3 /S /R /_ | Tllr0)e™ ™ (G = i) (@ Flel () Irl* drder(6) (7.41)

R
= ;/Sd_l /R/Rd /Rg(m)eir(w(&,z)) {d(egﬂ _ agV)(U)}f[tp]()\r) Md—l dadrdo(6) |

(7.42)

where (7.40) follows from (7.10), (7.41) results from the definition of the Fourier trans-
form and the fact that u € [—R, R], and in the last line, we used the definition of the
Fourier transform and Fubini’s theorem. By making the change of variables x — = — uf,
we obtain

| #@an = n)@) (7.43)

R
= ;/Sd_1 /R/Rd /Rg(.fc . u&)efir(G,ﬂd(QE‘M — QQ(V)(U)F[QO]()\T) ‘r|d71 dedrde(6) .
(7.44)
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Since we assumed supp(p), supp(v) are included in By(0, R), then supp(uy), supp(uy)
are in B4(0, R+ ), and the domain of z + g(z —uf)) must be contained in B4(0,2R+\).
By Fubini’s theorem and the definition of G, we have

(7.45)

/ 9(2)d(r — 1) (2)
Rd

R
< ;// / / gl —uf)d(O;p — O5v) (w)e O Flo] (M) |~ | do () dadr
R JB4(0,2R+)) JSd-1 R
(7.46)
1 —ir(0,x —
= 2// / Y&l ;u,em‘e 02 Flo) (Ar) ] l‘da(é)dxdr (7.47)
R J Bg(0,2R+2\) JSd—1
Sd—
< C(2R+ )™ (/ Ve (OF 1, OF ) /‘J-" (r)fr|?~ 1\ (7.49)
gd-1 G
< CL2R+ M)A 8¢ (uv) (7.50)

where in (7.48), C' > 0 and does not depend on p and v, (7. 49) results from applying
Holder’s inequality on S~! if p > 1, and in (7.50), C C’fR’ (r)|r|9= 1)dr

By using the definition of ¢ and (7.50), we obtain

Ya(ta, va) = i‘ég}/ﬂw d(pr — va)(z )‘ < Ci2R+ NN 8¢ (wv) . (7.51)
We now relate yg(ux, va) with v (u, v). We start with the following estimate

[ @l =) = v (s, m) (7.52)

< [ a@atu =)@ = | o@in-m)a (75

/ |l9(z) — (px % g)(z)|du(z) / |g9(x) — (o % g)(x)|dv(z) (7.54)

(7.55)

Since we assumed any g € G is L-Lipschitz continuous, we can bound the integrand in
(7.54) as follows: for x € R?,

@) = (r )@ =3 [ (06e) = gD (@ = )/ N) ] (7.56)
<A | J9@) = g@)le((@ —y)/X)dy (7.57)
<ttt [ - ya (e - )/A)dy (7.58)

Rd

< A4 /Rd |]uH)\_1<p(u/)\)du < L)\/ |zllp(2)dz . (7.59)

Hence, by denoting by Mj(p) the moment of order 1 of ¢, (7.54) is bounded by

[ @l = )(@) = v6(n.1a) < 2L (7.60)
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Taking the supremum of both sides over G gives us

Yo (s v) —va(tn, va) < 2LMi(p)A . (7.61)
By combining the above inequality with (7.51), we get
Yolp,v) < C12R + N A ISyg (1, v) + 2LM (p) A (7.62)
< 02A<(2R + NSy (1 w) + 1) , (7.63)
with Cy satisfying Co > Cy and Cy > 2LM; (). Finally, by choosing
\— Rd/(dH)S'YE,p(MvV)l/(dﬂ) 7

and using the hypothesis that S’yap is bounded, we obtain

Yo(p,v) < CoRY N Sye (1)) ((23 +A) R+ 1) (7.64)
< CpSyg,, ()Y, (7.65)

for some C), > 0, as desired. This concludes the proof.

Proof of Corollary 7.6. The desired result is obtained as a direct application of Theo-
rems 7.4 and 7.5.
O]

7.6.2 Application of Theorems 7.4 and 7.5

In order to illustrate their assumptions, we apply Theorems 7.4 and 7.5 to well-known
instances of IPMs given below. Note that some of these IPMs were already presented in
Section 2.2: we recall their definitions in this chapter for completeness.

(1) Wasserstein distance of order 1. By the Monge Kantorovich duality theorem [Vil-
lani, 2008, Theorem 5.10], when F = {f : Y — R : [|f[l.;, < 1}, where ||f], =
SUp, ey azy il f () — ()] / [z — ylI}, 7F is the Wasserstein distance of order 1, denoted
by Wl.

(2) Mazimum mean discrepancy. Let H be a reproducing kernel Hilbert space (RKHS)
for real-valued functions on Y, and F be the unit ball in H. Then, ~¢ defines the MMD
in RKHS [Gretton et al., 2012, Section 2|.

(3) Total variation distance. (TV) By choosing F = {f:Y - R : ||f]lc <1}, with
|| flloo = supgey | f(x)], v¢ corresponds to TV [Douc et al., 2018, Proposition D.2.4].

_ Informally, the condition on the function classes in Theorem 7.4 requires that F and
F should be linked to each other in the way that F should be large enough to contain
the composition of all elements of F with all possible linear forms 6* for § € S1,

Let us illustrate this condition by considering the Wasserstein distance of order 1. In
this case, F is the set of 1-Lipschitz functions from R? to R, and F is the set of 1-Lipschitz
functions from R to R. Then, the condition on F boils down to showing that the com-
position of any f € F with any linear projection 6* results in a 1-Lipschitz function in
R?, which is simply true since f is 1-Lipschitz and [|6]| = 1 for all § € S 1.
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In the next three corollaries, we formally prove that Theorem 7.4 holds for the Wasser-
stein distance of order 1 W1, total variation distance TV and maximum mean discrep-
ancy MMD. We denote by SWy, STV, and SMMD,, the respective sliced versions of
these IPMs with order p € [1, 00).

Corollary 7.19. Let p € [1,00). For any u,v € P1(R?), SW(u,v) < Wi(u,v).
Proof. Choose F={f:R >R : | fllLip < 1}, where

Ifllie = sup  {[f(z) = FW)|/ Iz —yll } .

z,ycRe,xy

Let f : R — R such that f = fo¢* with f € F,0 € S*'. Then, by using the
Cauchy-Schwarz inequality and the definition of F, we have for any z,y € R¢,
f(z) = F()l = |F (0% (@) = F(0" ()| < |02 —w) | < [16"]| |z =yl < |lz—yll . (7.66)

Therefore, f € F = {f : RY - R : ||fllLip < 1}. Corollary 7.19 follows from the
application of Theorem 7.4 along with the definition of Wj.
O

Note that Corollary 7.19 is not a new result: the fact that SW), is bounded above
by W, for p € [1,00) was established in [Bonnotte, 2013, Proposition 5.1.3]. While
their result is proved using the primal formulation of the OT problem, we used the dual
formulation available for p = 1 to illustrate the applicability of Theorem 7.4. Our result
is thus consistent with the existing results in the literature.

Corollary 7.20. Let p € [1,00). For any u,v € P(R%),
STV, (u,v) <TV(u,v). (7.67)

Proof. Choose F= {f R — R, HfHoo < 1}, and let f: R% — R such that f = fo#*
with f € F,0 € S*1. Then,

1 £lloo = [1F © 0*loc = sup |F(6"(2))| < sup |F(#)] = || Fllc <1, (7.68)
z€eR4 teR

hence, f € F = {f RS R | flloo < 1}. We obtain the final result by using Theo-
rem 7.4 and the definition of TV.
O

Corollary 7.21. Let FcC M (R) be the unit ball of the RKHS with reproducing kernel
k, and k be the positive definite kernel such that for any z;,x; € R4,

k(zi, ) = /Sd_l k(0% (2), 0% (x;))do (6) . (7.69)

Define F C M, (RY) as the unit ball of the RKHS whose reproducing kernel k satisfies
k — k is positive definite. Then, for any p € [1,00) and p,v € P(R?),

SMMD,, (11, v; F) < MMD (i, v; F) | (7.70)

where MMD(-,- ; F') and SMMD),(-,- ; F') respectively denote the MMD and the
Sliced-MMD of order p in the RKHS whose unit ball is F'.

In particular, this property holds for,
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(i) Linear kernels: k(t;,t;) = tit; for t;,t; € R, and l;:(xi,xj) =) x;/d for z;,z; € R
and d' > d.

(ii) Radial basis function (RBF) kernels: let h > 0, k(t;,t;) = e~ it /h for ¢, t; € R,
and k(z;, z;) = e lei=will*/h for z;,z; € R4

Proof. Define F as the unit ball of an RKHS whose reproducing kernel is denoted by k.
Then, any f € F satisfies

IFI2 = aiajk(tity) <1, (7.71)

i=1 j=1

where n € N*, aq,...,a, € Rand tq,...,t, € R.

Consider f: R? — R such that f = fo 6* with f € F and 0 € S!. By (7.71), we
have

ZZ@,CM] “(x;),0%(z5)) <1 (7.72)

=1 j=1

The integration of (7.72) over S~ gives us

/Sd lzza,a] ), 0% (x;))do(0) < /Sd_l 1 do(6) (7.73)

=1 j=1

ZZO‘ZO‘J /d 1 k(0% (), 0% (z;))do() < 1. (7.74)

=1 j=1 S

Define k : RY x R? — R as k(zj, 2j) = [cas l%(@*(xi),ﬁ*(a:j))da(e) for z;,z; € R%.
Since k is positive definite, so is k. By the Moore-Aronszajn theorem, there exists a
unique RKHS with reproducing kernel k. Therefore, (7.74) means that f is in the unit
ball of the RKHS associated with k.

Additionally, consider a positive definite kernel k:R? x RY — R such that k — k is
positive definite on R, In other words, the following holds for any n € N, vq,...,v, € R
and z1,...,2, € RY,

ZZUZU]{]G (4, 25) — k(zs,2)} > 0. (7.75)
=1 j=1
Then, by (7.74), we obtain » 31", >°% ook (i, i) < 1.
Therefore, any f defined as f = fo 0 with f € Fand 0 € S™! is in the unit ball

of the RKHS associated with k, which we denote by F. By using Theorem 7.4 and the
definition of MMD, we obtain the desired result: for any p € [1,00) and u,v € P(R?),

SMMD,, (11, v; F) < MMD (g, v; F) . (7.76)

Next, we show that this result holds for two popular choices of kernels. First, we
choose k as the linear kernel: k(t;,t;) = t;t; for ¢;,t; € R. Define k as a rescaled version
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of the linear kernel in R?%: k(x;,x;) = x; x;/d’ for x;,x; € R and d > d. Then, for any
neN, v,...,v, € Rand xq,...,x, € R?,

S vivi{k(wi,ay) — ki, z5)} (7.77)

i=1 j=1

- ggvﬂu{ /Sdl 0(x;)0(x;)do () — x;—xj/d/} (7.78)

= Zn: zn:mvj{xj(/d eera(e))xj - xjxj/d’} (7.79)
i=1 j=1 Sd-t

= i Zn:”z‘vjx?wj(l/d - 1/d’) >0, (7.80)
i=1 j=1

where (7.80) results from » i_; >0, vivjz] x; > 0 (the linear kernel is positive definite)
and d’ > d. We conclude that (7.76) holds with F defined as the unit ball of the RKHS
associated with the linear kernel k(t;,t;) = t;t; for ¢;,t; € R, and F being the unit ball of
the RKHS associated with the rescaled linear kernel k(z;,z;) = z, 2;/d for x;,x; € R?
and d' > d.

We focus now on RBF kernels: let ~ > 0 and choose /;:(ti,tj) = e it/ for
ti,t; € R, and k(x;, x;) = e lwi=a;l?/h for z;,z; € RE. We have for any z;,z; € RY,

k(xi,xj)z/sd112(9(xi),e(xj))da(9):/ 10 5= 0T/ 4o (9) (7.81)

§d-1
_ / T @)/ g (9) (7.82)
gd—1
_ / (=2, [2/B) O (wi=) w21 g () (7.83)
gd—1
_ 1d |z —x?

where M (a, ¢, k) stands for the confluent hypergeometric function evaluated at a,c, k €
R, and appears in the normalizing constant of the multivariate Watson distribution: see
[Sra, 2016, Section 2.3| for more details.

M satisfies the following property,

1 d | — ) s |12 d—1 d ||z; —z;]?
M (=, = 2 90— o=llwi—agli/h pr a j . _
(2’2’ h © 2’2 & (7.85)

Since ||z; — x;]|?/h > 0 and & — M(-,-, k) is increasing, we have

d—1 d Hxi-—-xsz d—1 d 1d
M( Sy - > M| ——5.0)=M(5,5,0)=1 (7.86)

Finally, by using (7.84) and (7.85), we obtain: for any n € N, v1,...,v, € R and
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z1,...,x, € RY,

> vk, xy) — ki, 25)} (7.87)

i=1 j=1
n_n 1 d |l — ) —llzi—a;12/h

:szivj M gy ) e i (7.88)
i=1 j=1
n n d—1 d P— 2

_ szivjefnxi*wjlp/h [M < 2 757 Hx hwj” > _ 1] (789)
i=1 j=1

- (7.90)

where the last line follows from (7.86) and » 31", 377, vivje*”xi*xjHQ/h > 0 (RBF kernels
are positive definite). We conclude that k — k is positive definite, hence (7.76) holds for
RBF kernels.

O

As with Theorem 7.4, Theorem 7.5 assumes that the function classes G and G are
linked to each other and sufficiently regular. The condition on G is verified with W,
(simply by definition) and MMD (provided that the reproducing kernel is Lipschitz-
continuous, which holds on compact spaces for classical choices of kernels), but not with
TV.

On the other hand, the second condition requires G to be large enough to contain
any possible slice g(x — uf) for any g € G.

7.6.3 Proofs for Section 7.2.3

Proof of Theorem 7.7. Let p € [1,00) and p,v in P(R%) with respective empirical mea-
sures fin,Vn. By using the definition of SA,,, the triangle inequality and the assumption
on the sample complexity of AP, we have

E[SAD(k,v) — SAY(fin, )]

=F /Sdl {AP(0Fp, O5v) — AP( gpn,egﬁn)}da(e)' (7.91)
<E {/Sd_1 |AP(0F 1, O5v) — AP (05 i, egﬁn)}da(a)} (7.92)
< /SdlE\Ap(egﬂ,egy) — AP0} i, 05 5)|dr () (7.93)
< Sdilﬁ(p, n)do () = B(p,n) , (7.94)

which completes the proof.
O

Proof of Theorem 7.8. Let p € [1,00) and pu € P(RY) with corresponding empirical
measure fi,. By using the definition of SA,, the triangle inequality and the assumed
convergence rate of empirical measures in AP, we obtain the convergence rate in SA,,
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as follows
E|SAL(jiy, )| = E ‘/ AP( ewn,aw)da(e)‘ (7.95)
<E{/Sd ar ewn,ewnda(e)} (7.96)
g/sd E | AP0 1n, 0710)| dor(6) (7.97)
fié&lMRWMUW):a@JQ‘ (7.98)

Additionally, if we assume that A satisfies non-negativity, symmetry and the triangle
inequality, then SA,, also verifies these three properties by Proposition 7.1, and we can
derive its sample complexity: for any u,v in P(R?) with respective empirical measures
fin, Un, the triangle inequality give us

ISAp (1, v) = SAp(fin, Un)| < SAp(fin, 1) + SAp(Dn,v) (7.99)
By taking the expectation of (7.99) with respect to fin, I, we obtain

EISA,(1,v) ~ SAy(jin, 1)

< EISA(fins )] + E[SAy (51, )] (7.100)
< {E|SAL(fin, 1) |}'? + {E [SAL (2, )|}/ (7.101)
< a(p,n)'"? + a(p,n)'/? = 2a(p,n)"/" , (7.102)

where (7.101) results from applying Hélder’s inequality on S%~! if p > 1, and (7.102)
follows from the convergence rate result in (7.98).
O

Proof of Theorem 7.9. Let p € [1,00) and pu,v € P(RY). We recall that ﬁpl(,u, V)
denotes the approximation of SA,(, ) obtained with a Monte Carlo scheme that uni-
formly picks L projection directions on S¥~! (cf. Equation (7.2)).

By using Holder’s inequality and the results on the moments of the Monte Carlo
estimation error, we obtain

]E9~0‘§2S£JXLQLO _'SZSP(Nv )‘

< {Epo|SAD | (1,0) — SAD(p, )|}/ (7.103)
1/2
gL—l/Q{/Sd1 {AP(0F p, 05v) — SAD (v } do(h } , (7.104)
Since SAP(u, v = Joi ,u, Gﬁ*y)da(G) by definition, the quantity given by,
{Ap(Gg,u,Hg v) — SAN( } do (60
Sd—1

is the variance of AP(6;, 0;v) with respect to 6 ~ o
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Proof of Corollary 7.10. Let p € [1,00), u,v € P(R?) and the respective empirical dis-
tributions fi,, . By the triangle inequality,

S AP ~ N
ISA,, 1 (fin, i) — SAD (1, )|
< SA, 1 (jin, ) — SAL(fin, )| + [SAL(fin, ) — SAB (1, v)] .

Therefore, by linearity of expectation, we have

a AP ~ ~
E[ISAD 1 (s ) — SAL(1, )] (7.105)
< E[B[SA L (iin, 70) = SAL(iin, 20)l| X1, Yicn]| (7.106)
L E [ISAL (i, 20) — SAL(u, )] - (7.107)

We bound (7.106): by Theorem 7.9, we have
E[ISA} 1 (fin, ) — SAL(fin, 0)| | X1, Vi (7.108)

1/2
<e{ [ (a0, - SAY Y o)) (1109)

gd—1

By taking the expectation then using Jensen’s inequality, we get

E [E[\STK;L(M,&”) — SAD(fin, D) | Xl:n7Y1:n]:| (7.110)
1/2
<oe ([ (@ -safuo)aro) | e
Sd*l
<1 [ (A 8i0) - SAY G )Y do(6)] . (1012
Sd-1

Next, we bound (7.107): by the sample complexity assumption for AP and Theo-
rem 7.7, we have

E [ISAL(jin, 1) — SAL(n )] < Blp,m) - (7.113)

Combining (7.112) and (7.113) in (7.106) and (7.107) completes the proof.
O

Remark 7.22. Note that by Fubini’s theorem,
|, Bl 0510, 036,) = SAL o, 50) Pl (6).

which appears in Corollary 7.10, is equal to E[Var{Ap(HgAn,Gﬁ*ﬁn)]le,Yl;n}], where
Var is the variance w.r.t. X1.n, Y1.n, and 0 (which is distributed according to the uniform
distribution on S and independent of X1.m,Y1m).

7.6.4 Proofs for Section 7.3.1

As discussed in Section 7.3.1, we can use the general result in Theorem 7.2 to establish
novel topological properties for specific sliced probability divergences, for example the
Sliced-Crameér distance (whose definition is recalled in Definition 7.12) and the broader
class of Sliced-IPMs. We present our results and proofs for these examples below.
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Proof of Corollary 7.13. Let p € [1,00). By Holder’s inequality, for any u/,v/ € P(R),
we have

Ci(i, V) <Cp(p, V). (7.114)
Consider a sequence (1 )ken in P(R) and ' € P(R) such that

lim C, (. ') =0 .
Jim (1 1)

By (7.114), this implies limj_,o, C1(pj,, ') = 0. Since the Cramér distance of order 1 is
equivalent to the Wasserstein distance of order 1, then by [Villani, 2008, Theorem 6.8,
the convergence of (u))ren to ¢’ under C, implies (p))ren converges weakly to p/ in
P(R). By Theorem 7.2, we conclude that the convergence under SC, implies the weak
convergence in P(R?).

We now show the second part of the statement. This result partly follows from slight
modifications of the techniques we used in the proof of Theorem 7.2.

Consider a compact space K' C R and a sequence (i) )ren in P(K'). Suppose that
(1), )wen converges weakly to p' € P(K'). Since F,y is non-decreasing, it is almost ev-
erywhere continuous w.r.t. to the Lebesgue convergence, and using the Portmanteau

theorem, we get that for Leb-almost every ¢ € R, limy_o0 Fjy (t) = Fjv(t). Besides, for

any k € Nand t € K', |[F); ()] < 1, and since K’ is compact, (Jw 1pdt)1/p < co. By the
dominated convergence theorem in LP-spaces, we conclude that

1/p
lim { |F% (t) — FM/(t)|pdt} =0, (7.115)
KI

k—o0

in other words, the weak convergence of measures in P(K’), where K’ is a compact
subspace of R, implies the convergence under C,,.

Now, consider a compact space K C R? and a sequence (ju)ren in P(K) which
converges weakly to u € P(K). For any 6 € S~ 1, define

Ko ={(0,z) : x € K},

which is a compact subset of R (since it is the image of K by a continuous function) with
diam(Kp) < diam(K) (by the Cauchy-Schwarz inequality). The sequence of push-forward
measures (%Mk)keN is in P(Ky) and, by the continuous mapping theorem, converges

weakly to 05p € P(Kg). Therefore, by (7.115), for any ¢ € sa-1
li * ) =0. A1
Jim Cp (0 px, 0 ) = 0 (7.116)

Besides, for any u,v € P(R?) with support in K, and 6 € S41,

Co(t;. 05 = [ IR0~ Fu0F dt = [ IR0~ B0l at
< 2Pdiam(Kp) < 2Pdiam(K) . (7.117)

By (7.116) and the dominated convergence theorem, limg_,oo SCp(pg, pt) = 0.
]

Corollary 7.23. Let p € [1,00) and Fc M, (R). Suppose that the space spanned by F
is dense in the space of continous functions for || - ||oo. Then, the convergence under the
Sliced Integral Probability Metric of order p associated with F, S‘yg’p , implies the weak
convergence in P(RY). Besides, if Vg s bounded, the converge implication holds, i.e. the
weak convergence in P(R?) implies the convergence under S’yﬁp.
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Proof. By construction of F and [Ambrosio et al., 2005, Section 5.1], v metrizes the weak
convergence in P(R), i.e. the weak convergence in P(R) is equivalent to the convergence
of measures under v¢. The properties of S'yfFv’p, p € [1,00) result from the application of
Theorem 7.2.

O

Remark 7.24. The boundedness assumption for g is achieved if we additionally suppose

that F is a uniformly bounded family of functions in M(R), which is a mild assumption.

7.6.5 Proof of Corollary 7.14

Lemma 7.25. Let p € [1,00) and ¢/ € P(R) with empirical distribution fi,,. Sup-
pose there exists ¢ > p such that the moment of order q of 1/, defined as My(y') =
Jg [t dp/ (t), is bounded above by K < oo. Then, there exists a constant Cy 4 depending
on p,q such that

nt? if ¢ > 2p,
E [WA(jin, 1)] < CpgK{ n=Y2log(n) if ¢ = 2p, (7.118)
n—(a—p)/a if ¢ € (p,2p).
Proof. This immediately results from [Fournier and Guillin, 2015, Theorem 1]. O

Proof of Corollary 7.14. We first recall that, for any ¢ € P(R®) (s > 1) and § € S, the
moment of order k> 0 of 07¢ is lower than the one associated with {. Indeed, by using
the property of push-forward measures, the Cauchy-Schwarz inequality, and ||0|| < 1, we
have

M6 = [ 1t asgee) = [ 100 dsto) < [ el dg(o) = M(e) . (7119)

Now, let p € [1,00) and p € Py(R?) (¢ > p) with empirical distribution fi,. Then, by
(7.119), for any 0 € S, Mq(Qg,u) < My(p) < oo, and we can apply Lemma 7.25 and
Theorem 7.8 to derive the convergence rate under SW,, : there exists a constant C), 4
such that,

n—1/2 if ¢ > 2p,
E [SW(fin, )] < CpgMP/*(1){ n~2log(n) if ¢ = 2p, (7.120)
n—(@-p)/q if ¢ € (p,2p).
Besides, since W, is a metric, we can apply Theorem 7.8 to derive the sample com-
plexity of SW,,. Consider u,v € Pq(Rd) with ¢ > p, with respective empirical measures

fin, Un. Then, starting from (7.101) and using the convergence rate derived in (7.120),
we obtain the desired result as follows

E [[SWy (1, v) = SWp(fin, )] (7.121)

< {E|SWE(jin, )| }'/* + {E [SWE(D,,, )|} /7 (7.122)
n~1/(2p) if ¢ > 2p,

< Cpf (M) + Mg (v)) =Y/ log(n)V/P  if g = 2p, (7.123)
n—(a—p)/(p9) if ¢ € (p,2p).
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7.6.6 Proofs for Section 7.3.3

Proof of Theorem 7.15. Let p € [1,00) and € > 0. We use the reformulation of W, . as
the maximum of an expectation, as given in [Genevay et al., 2016, Proposition 2.1],

SW7 (u,v) = /sdl WP _(0Fp, 0;v)do (0) (7.124)

= /Sd—l{ max Eeg,@e;y[(ﬁg(ﬂ( ~),17(§7),X,17)}} do(0) (7.125)

,5€C(R)

where C(R) denotes the set of continuous real functions, and ¢-(¢,s,z,y) = t + s —
celtts—llz—yllP)/e

Consider for any 6 € S 1, uy, Uy as the functions attaining the maximum in (7.125),
which exist by [Genevay et al., 2019, Theorem 4 in the supplementary document|. We
obtain

Swg,a(% V) = /Sdl {Eeg;@e;u [¢6 (1]5()2), 65(}7)7 X? Y/)} } d0'(9) (7~126)

P
:/ {Emu [qﬁs(% 0 0*(X), 05 00%(Y), X, Y)}} do(0).  (7.127)
gd—1
Since for all 1 € C(R) and 6 € S, @ 0 §* € C(R?), we can bound (7.127) as follows

{ max E#@[gbs(u()(),v(}/),X,Y)}} do () (7.128)

SW? (u,v) <
P,e(,u V) _/ u,veC(]Rd)

Sd—1
= WP (u,v) . (7.129)
By Proposition 7.1, since W, . is non-negative, so is SW,, ., and we can apply ¢ — t1/p

on both sides of (7.129) to obtain the final result.
O

We move on to the proof of Theorem 7.16, which requires preliminary technical
results.

Proposition 7.26. Let X be a compact subset of R, and i,/ € P(X) with respective
empirical instantiations fi,,,v),. Let p € [1,00) and € > 0. Then,

|Wo (i, ) = Wy (1, V)| < 2 diam(X) {W (1, i) + Wi (/7)) . (7.130)

Proof. Let p € [1,00), € > 0 and X C R compact. Consider 1/, € P(X) with respective
empirical distributions /i, 7/,. We first express the regularized OT cost as the maximum
of an expectation [Genevay et al., 2016, Proposition 2.1]

W, (1) = . ?el%}((R) Evou [fe (ﬂ(X), oY), X, 17)] (7.131)
W (i, V') = m%)((R) Epr @ur [Qbe (a(f(),@(f/), Xvif)] ) (7.132)
u,ve

where ¢.(t,s,x,y) = t+ s — celtts=llz—yl*/2)/e By [Genevay et al., 2019, Proposi-
tion 1], the Sinkhorn potentials (@, 0) are Lipschitz continuous with Lipschitz constant

diam(X) < oo. Therefore, by denoting by Lip gm0 (R) the space of diam(X)-Lipschitz
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continuous functions defined on R, (7.131) and (7.132) can be rewritten with the maxi-
mization over Lipg;, . s (R).

We can now use [Mena and Niles-Weed, 2019, Proposition 2| to bound the absolute
difference of W, .(¢/,v") and W, .(fi,,,v’). We provide the detailed proof below for
completeness. By [Mena and Niles-Weed, 2019, Proposition 6, Appendix A], there exist
smooth potentials (a*,0*) attaining the maximum in (7.131) such that, for all Z,7 € R,

/d)s ), 7°(9), 2, 9)dv () =1 p'-almost surely, (7.133)

/ ¢ (0 (Z),0*(9), T, 7)dp/(Z) =1 v/-almost surely . (7.134)

* Sk

Analogously, there exist smooth optlmal potentials (a),0y) for (7.132) satisfying
(7.133) and (7.134) where @*, 0* and p' are replaced by @), 0 and fi], respectively.
The optimality of these potentials give us

Eu’@z/ [d)e (ﬁ; (X)v ’6; (Y/)v X? i/)] - EﬂQ,@l/’ [d)e (ﬁ; (X)v ’6; (Y/)v X? i/)] (7'135)
< E;L’@u’ [Qsa (@* (X)v 77*(}7)7 X? i/)] - E[L%@l// [QZ)& (ﬂ; (X)v ﬁ:L( Y )7 X? i/)] (7136)
< Epew [0 (@5(X), 0*(Y), X, Y)] — Egr au [¢-(a(X), 7%(Y), X, Y)] . (7.137)
Therefore,
(W (1, V') — Wy, a(ﬂ;, V’)\ (7.138)
= [Epren [6:(@(%), 5" (7), £, V)] = Bgg o [0:(@5(X), 55(7), X, V)] (7139)
< (B [6- (@(%), (7). X, V)] = Bggo [0 (@(%),5"(7), X, V)]| (7.140)
By [6- (0, nm X)) = By o [0:(@(X), 55(7), X, 1)) - (7.140)

We bound each term of the sum in (7.141) as follows
‘E“,@/ (6 (@ (X), 7*(V), X, V)] = Epr g [0 (@(X), 5*(V), X, V)]
= ‘/ d(u' — i, )( —8// @+ @120 /2 gy (g)d (4 —un)(i)’

- | [ @ @aw - i@

where (7.144) results from (7.133). Since for any f € Lip, (R) with L > 0, f/L € Lip, (R),
(7.144) can be bounded as follows

~
=~
[a—y
=~
[\)

S

)

< s [a@de - in)e)

ﬁ'eLipdiam()_() (R)

By [0 (X),5*(7), X, 7)) = Egyoun [0 (X), 5" (), X V)] | (7145)
< diam(X UEE};II) ‘/ d(0Fp — ﬁ,un)(:f)‘ = diam( X)W1 (i, jil,) , (7.146)

where (7.146) follows from the dual formulation of the Wasserstein distance of order 1
[Villani, 2008, Theorem 5.10].
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We show with an analogous proof that

‘Ew@w [=(@5(X), 55(Y), X, V)] = By g [ 6= (@5 (X), 55(V), X, V)] ] (7.147)
< diam(X)W (¢, iil,) (7.148)
which leads to the conclusion that

(W (1, V) = W (fil,, V)| < 2 diam (X)W (1, 1y, - (7.149)

By using the triangle inequality and (7.149), we obtain the final result

(Woe (fi, 7) — Wpe (4, u/)! (7.150)
< ‘Wp,s(ﬂlaV/) — Wpe(fi, v ’ + ‘Wps fins V') = Wpe(fi, 7/1)‘ (7.151)
< 2 diam(X) {W1 (1, i) + W1 (v, )} . (7.152)

O

Corollary 7.27. Let X be a compact subset of R, and p/,v' € P(X). Denote by fil,, 7,
their respective empirical instantiations. Let p € [1,00) and € > 0. Then,

E|Wp (i, 7)) = Wy (1, V)| < 2 diam(X)C, [Mql/q(u’) + Mql/q(y’)]n—l/2 . (7.153)

where ¢ > 2, Cy < oo is a constant that depends on q, and My(y'), My(vV') are the
moments of order q of i,V respectively.

Proof. We apply Proposition 7.26 and take the expectation of (7.130) with respect to
Xl:n ~ ﬂ;l and Yl:n ~ ’97/1

E|Wpe (i, 7)) = Wy (i, V)| < 2 diam(X)E {W (1, i) + W1 (/7)) . (7.154)

Since p/ and v/ are both supported on a compact space, they have infinitely many finite
moments. We can then bound (7.154) using the convergence rate of empirical measures
in Wy, recalled in Lemma 7.25. This concludes the proof.

O

Proof of Theorem 7.16. Let p € [1,00) and £ > 0. Consider u,v € P(X) with X ¢ R?
compact, and denote by [i,, ), their respective empirical distributions.

Let # € S%~! and define Xy = {(#,z) : = € X}. Xg is compact (since X is compact and
0* is continuous) and verifies diam(Xy) < diam(X) (by the Cauchy-Schwarz inequality).
Besides, by (7.119), for any k > 0, My(0;p) < My(n) and My(0;v) < Mg(v). By
Corollary 7.27, there exists C; < oo which depends on ¢ > 2 such that,

E [Wp.c (05 fin, 05 0n) — Wy (0511, 05 ) | (7.155)
< 2 diam(X)Cy [My/9 (1) + My/9(v)|n~ 12 . (7.156)

The sample complexity of SW, . is finally obtained by applying Theorem 7.7.
O

Finally, in addition to the background elements given in Section 2.5, we recall an
important result regarding the convergence of Sinkhorn’s algorithm, which will be useful
for the proof of Proposition 7.17.
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Sinkhorn’s algorithm refers to an iterative procedure which operates on empirical
distributions as follows: consider a cost matrix C between two sets of n samples, and
define the matrix K such that, for 1 <1i,5 <mn,

C. .
Kij = exp <—;J> ,

and initialize b® =1 € R™ ; then, compute for £ > 1,

a®) = 1. /n(KbY) |
b =1./n(Ka9) ,

where ./ stands for the entry-wise division. This defines a sequence fyl(? = az(.ﬁ)Kmby),
which converges to a solution of the regularized OT problem (2.16) at a linear rate. The
convergence rate of Sinkhorn’s algorithm is recalled in Theorem 7.28. For an extended

discussion on this result, we refer to [Peyré and Cuturi, 2019, Section 4.2].

Theorem 7.28 (Franklin and Lorenz [1989]). The iterates a'© and b©) of Sinkhorn’s
algorithm converge linearly for the Hilbert metric at a rate 1 —tanh(7(K)/4), with 7(K) =

inz"j’

J! Kij’Ki’j‘
z;||?/e), it holds

log max; ; ;s In particular, for the squared-norm cost, i.e. K;j = exp(—|lz; —

7(K) < 2max ||z; — x| /e. (7.157)
Proof of Proposition 7.17. For i,5 € {1,...,n}, fi; : 0 € SA-1 % (0, 2; —x;) is 1-
Lipschitz and has median 0 for 6 uniformly distributed on the unit sphere. Thus, by
concentration of measure on the sphere [Wainwright, 2019, Example 3.12], it holds for
e >0,

B(|fi;(0)] > €) < V2 exp(—de?/2) |

Taking a union bound over the n(n — 1) pairs of indices and setting 7 = (Re)?, it follows

)

P <max\(9,a:i —xzj)* > T> < V2mn? exp(—dr/2R?) .

Hence, for any & > 0, it holds with probability 1 — & that max;; |[(0,z; — z;)|* <
% log(v/27n2/8). This argument was suggested to us by an anonymous reviewer at
the NeurIPS 2020 conference.

O

7.6.7 Additional empirical results

In this section, we provide additional results obtained for the synthetical experiments il-
lustrating the sample complexity of Sliced-Wasserstein and Sliced-Sinkhorn divergences:
we produce figures analogously to Figures 7.2b, 7.3a and 7.3b, with different hyperpa-
rameter values.
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— Wd-2  --- SW2d-2 — W=z - SW2d-2
g - --- SW2.d=10 8 ol — W2d=10 - SW2.d=10 g
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Figure 7.5: Illustration of Corollary 7.14: Wasserstein and Sliced-Wasserstein distances
of order 2 between two sets of n samples generated from N(0,1;) vs. n, for different d,
on log-log scale. SWy is approximated with L random projections, L € {1,10,1000}.
Results are averaged over 100 runs, and the shaded areas correspond to the 10th-90th
percentiles. Figure 7.2b shows the results for L = 100.
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Figure 7.6: Illustration of Theorem 7.16: Sinkhorn and Sliced-Sinkhorn divergences
between two sets of n samples generated from A (0, I;) for different values of n, dimension
d, and regularization coefficient €. Sliced-Sinkhorn is approximated with 10 random
projections. Results are averaged over 100 runs, and the shaded areas correspond to the
10th-90th percentiles. All plots have a log-log scale. Figure 7.3a shows the influence of
the dimension for ¢ = 1, and Figure 7.3b shows the influence of the regularization for
d = 100.



154 Chapter 7. Theoretical Properties of Sliced Probability Divergences




Chapter 8

Conclusion

8.1 Summary

This thesis builds on the recent success of optimal transport tools for machine learn-
ing models, and is specifically focused on the increasingly popular Sliced-Wasserstein
distance. Our general purpose was to provide a more comprehensive understanding of
this metric by investigating its theoretical and practical implications, especially when
applied for parameter inference in generative models. Some of our results enabled us to
identify the limitations caused by the estimation of SW and overcome them by designing
novel methodologies. We summarize our main contributions below, accordingly to the
objectives listed in Section 1.4 (page 22).

Theoretical properties of SW. This paragraph provides answers to objective 1. We
established several theoretical results that aim at shedding light on the empirical behavior
of SW as reported in prior work. Specifically, in Chapter 3, we studied the estimators
obtained by minimizing SW over a parametric space and proved some of their asymptotic
properties. Besides ensuring theoretical consistency to existing SW-based generative
models, our results allowed us to derive new topological properties, namely the lower
semi-continuity of SW and the fact that convergence under SW implies weak convergence.

Then, we demonstrate that SW is able to mitigate the statistical limitations of the
Wasserstein distance in high-dimensional settings. The central limit theorem proved in
Chapter 3 and characterizing the asymptotic distribution of minimum SW estimators ex-
hibits a convergence rate of y/n, where n is the number of observations. This dimension-
free rate as well as the empirical comparison in Chapter 4 (Figure 4.1, page 74) are first
evidence that SW offers important statistical benefits over the Wasserstein distance. This
is further confirmed by the sample complexity of SW derived in Chapter 7, which does
not depend on the dimension, as opposed to the sample complexity of the Wasserstein
distance which can grow exponentially in dimension.

Finally, our theoretical results in Chapter 7 also explain why the statistical efficiency
is actually balanced with the fact that SW is defined as an integral over S¥~1. We
elaborate on this aspect later, as an answer to objective 3.

New methodology for approximate inference. This paragraph provides answers
to objective 2. We expanded the applicability of SW by developing a likelihood-free ap-
proximation inference technique based on this metric and called SW-ABC (Chapter 4).
We showed that SW-ABC comes with convergence guarantees under different asymp-
totic regimes and offers a superior empirical performance as compared to existing ABC
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techniques which rely on different divergences. Besides, we leveraged our methodology to
design a novel image denoising algorithm, which demonstrates the flexibility of SW-ABC.

Limitations of SW and solutions. This paragraph provides answers to objective 3.
As illustrated in previous empirical studies, the common practice that consists in approx-
imating SW with a standard Monte Carlo estimate (over L € N* random projections)
can be inefficient in high-dimensional settings and might thus degrade the performance of
SW-based generative models. We support this observation with our theoretical findings
in Chapter 7: we showed that the overall complexity of computing SW (and more gen-
erally, sliced divergences, as explained in objective 4) depends on the sample complexity
but also on an error due to the Monte Carlo approximation, which depends on L and an
additional variance term.

We then proposed two different approaches to overcome the limitations induced by
the Monte Carlo estimates of SW. On the one hand, the literature on concentration of
random projections, combined with the analytical expression of the Wasserstein distance
between Gaussian distributions, helped us formulate a novel technique to compute SW
with simple deterministic operations (Chapter 6). The returned SW estimates are guar-
anteed to converge to the exact value of SW, provided that the compared distributions
satisfy a weak dependence condition. Besides, our approximation method can be used
to improve the performance of generative models that are based on traditional Monte
Carlo estimates.

On the other hand, we defined the class of Generalized Sliced-Wasserstein distances
in Chapter 5 and illustrated their ability to outperform SW on generative modeling ap-
plications. These novel metrics bring an interesting perspective on adversarial generative
modeling, showing that such algorithms contain an implicit stage for learning projections
with different cost functions than ours.

Theoretical analysis of “slicing”. This paragraph provides answers to objective 4.
In order to understand what the slicing operation itself is bringing, we introduced in
Chapter 7 the first general definition for sliced divergences, and derived their topological
and statistical properties. Our results show that slicing leads to a dimension-free sample
complexity, while carrying out useful topological properties of the “base divergence”,
e.g., metric axioms and metrizing weak convergence. If the focus is on sustaining such
topological properties, then the improvement in the convergence rate is meaningful and
circumvents the curse of dimensionality — but in practice, this rate is impacted by the
Monte Carlo approximation.

8.2 Future Research Directions

Eventually, we hope that our contributions provide useful insights for practitioners in
terms of designing new methodologies based on the Sliced-Wasserstein distance and
its variants, as well as obtaining a better understanding of these tools. This thesis
also opens up new prospects which motivate future research directions, notably on the
approximation of sliced divergences and the analysis of GSW, as we describe below.

Improve the estimation of sliced divergences. As we argued in Chapters 5 to 7,
the Monte Carlo strategy, widely used to compute sliced probability divergences in prac-
tice, is not ideal given the induced approximation error. Our alternative SW estimate,
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which we developed in Chapter 6 to address this aspect, provides important compu-
tational advantages over Monte Carlo, but still leaves room for improvement. First,
the convergence rate of our approximate to the true SW seems slow according to our
nonasymptotical guarantees in Section 6.3.3 (page 102), while it is reasonably fast in our
experiments. To bridge this gap between theory and practice, we can study if our proofs
and the ones in [Reeves, 2017| can be refined when assuming additional structure on the
distributions, e.g. sub-Gaussian and sub-exponential: this will help identify the settings
under which our current bounds are tight or can be improved.

Furthermore, since our methodology in Chapter 6 applies to the Sliced-Wasserstein
distance only, another crucial question is how to effectively approximate the larger class
of sliced divergences introduced in Chapter 7. One idea would be to resort to alterna-
tive Monte Carlo algorithms, such as sequential Monte Carlo samplers [Chopin, 2002,
Del Moral et al., 2006], in order to develop a technique that improves the convergence
rate or the variance of the traditional Monte Carlo estimates.

In-depth analysis of GSW. Our work on Generalized Sliced-Wasserstein distances
in Chapter 5 have since then inspired other follow-up studies, including [Nguyen et al.,
2021, Chen et al., 2021, Naderializadeh et al., 2021|, and pave the way for a deeper
theoretical investigation. Indeed, our experiments showed that the choice of the defining
function g is data-dependent and highly impacts on the performance of the associated
GSW, and the question “when and why do certain choices of g perform well in practice?”
has not yet been elucidated. To address this matter, we can study to what extent the
theoretical analysis in [Nadjahi et al., 2019, 2020b] can be generalized to GSW: the
topological and statistical properties of GSW might highly depend on the types of one-
dimensional representations used. This requires an analysis of the generalized Radon
transform and would help identifying the advantages of some representations against
others.

On the other hand, we can explore whether a connection can be established between
kernel functions and GSW (see [Kolouri et al., 2020b| as our preliminary study), and
between SW for manifolds and GSW. One hypothesis would be that, with appropri-
ate representations, GSW might be equivalent to defining SW on manifolds. To verify
this assumption, a starting point would be to formulate a definition of SW on com-
pact Riemannian manifolds, for example by leveraging existing characterizations of the
Wasserstein distance on such spaces [Rabin et al., 2011]. Apart from understanding
better GSW, such a distance would be very useful in practice: the Sliced-Wasserstein
distance has only been defined for data living on R?, although there are various fields
where the training data are supported on Riemannian manifolds, e.g., in bioinformatics
[Mardia et al., 2018], neurology [Kaufman et al., 2005], life sciences [Ameijeiras-Alonso
et al., 2018] and text mining [Banerjee et al., 2005].
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Titre : La distance de Sliced-Wasserstein pour I'Apprentissage Automatique a Grande Echelle : Théorie,

Méthodologie et Extensions
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Résumé : De nombreuses méthodes d’'inférence sta-
tistique et de modélisation générative ont recours a
une divergence pour pouvoir comparer de fagon per-
tinente deux distributions de probabilité. La distance
de Wasserstein, qui découle du transport optimal, est
un choix intéressant, mais souffre de limites compu-
tationnelle et statistique a grande échelle. Plusieurs
alternatives ont alors été proposées, notamment la
distance de Sliced-Wasserstein (SW), une métrique
de plus en plus utilisée en pratique en raison de
ses avantages computationnels. Cependant, peu de
travaux ont analysé ses propriétés théoriques. Cette
these examine plus en profondeur I'utilisation de SW
pour des problemes modernes de statistique et d’ap-
prentissage automatique, avec un double objectif :
1) apporter de nouvelles connaissances théoriques
permettant une compréhension approfondie des algo-
rithmes basés sur SW, et 2) concevoir de nouveaux
outils inspirés de SW afin d’'améliorer son application
et sa scalabilité. Nous prouvons d’abord un ensemble
de propriétés asymptotiques sur les estimateurs obte-
nus en minimisant SW, ainsi qu'un théoreme central
limite dont le taux de convergence est indépendant

de la dimension. Nous développons également une
nouvelle technique dinférence basée sur SW qui
n'utilise pas la vraisemblance, offre des garanties
théoriques et s’adapte bien a la taille et a la dimen-
sion des données. Etant donné que SW est cou-
ramment estimée par une simple méthode de Monte
Carlo, nous proposons ensuite deux approches pour
atténuer les inefficacités dues a I'erreur d’approxima-
tion : d’'une part, nous étendons la définition de SW
pour introduire les distances de Sliced-Wasserstein
généralisées, et illustrons leurs avantages sur des ap-
plications de modélisation générative ; d’autre part,
nous tirons parti des résultats de concentration de
la mesure pour formuler une nouvelle approximation
déterministe de SW, qui est plus efficace a calcu-
ler que la technique de Monte Carlo et présente des
garanties non asymptotiques sous une condition de
dépendance faible. Enfin, nous définissons la classe
générale de divergences ‘sliced” et étudions leurs
propriétés topologiques et statistiques ; en particulier,
nous prouvons que I'erreur d’approximation de toute
divergence sliced par des échantillons ne dépend pas
de la dimension du probléme.

Title : Sliced-Wasserstein Distance for Large-Scale Machine Learning: Theory, Methodology and Extensions

Keywords : Machine Learning, Optimal Transport, Generative Modeling

Abstract : Many methods for statistical inference and
generative modeling rely on a probability divergence
to effectively compare two probability distributions.
The Wasserstein distance, which emerges from op-
timal transport, has been an interesting choice, but
suffers from computational and statistical limitations
on large-scale settings. Several alternatives have then
been proposed, including the Sliced-Wasserstein dis-
tance (SW), a metric that has been increasingly used
in practice due to its computational benefits. Howe-
ver, there is little work regarding its theoretical pro-
perties. This thesis further explores the use of SW
in modern statistical and machine learning problems,
with a twofold objective: 1) provide new theoretical in-
sights to understand in depth SW-based algorithms,
and 2) design novel tools inspired by SW to improve
its applicability and scalability. We first prove a set
of asymptotic properties on the estimators obtained
by minimizing SW, as well as a central limit theorem
whose convergence rate is dimension-free. We also

design a novel likelihood-free approximate inference
method based on SW, which is theoretically groun-
ded and scales well with the data size and dimen-
sion. Given that SW is commonly estimated with a
simple Monte Carlo scheme, we then propose two ap-
proaches to alleviate the inefficiencies caused by the
induced approximation error: on the one hand, we ex-
tend the definition of SW to introduce the Generalized
Sliced-Wasserstein distances and illustrate their ad-
vantages on generative modeling applications; on the
other hand, we leverage concentration of measure re-
sults to formulate a new deterministic approximation
for SW, which is computationally more efficient than
the usual Monte Carlo technique and has nonasymp-
totical guarantees under a weak dependence condi-
tion. Finally, we define the general class of sliced pro-
bability divergences and investigate their topological
and statistical properties; in particular, we establish
that the sample complexity of any sliced divergence
does not depend on the problem dimension.
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