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Introduction and short description of the main contributions

Control theory can be defined as the way of acting on systems in order to make them go from an initial state to a final state. To park a car, to heat a room, etc., the possibilities of applications are at least as numerous as the ways to describe things that happen in real life. This makes it a field at the interface of several and different scientific fields (aeronautics, biology, structural calculation, economics, etc.) by mixing fundamental and more applied mathematics. In a world that is increasingly competitive and in search of performance, the question of optimizing the action on a system naturally arises and the theory of optimal control aims to provide precise answers. In parallel with the progress made in functional and numerical analysis, it is becoming easier to describe mathematically what we observe in reality. This thesis is therefore part of the broad field of optimal control of partial differential equations, both from a theoretical and numerical point of view, and more precisely in the context of optimal design, and is divided into two main contributions. First, we focus on the turnpike phenomenon that appears in optimal control and more specifically in the case of shape optimization. Second, the difficult question of numerical methods for designing time-varying optimal shapes has led to the emergence of a generalizable methodology for PDE-constrained optimization. Finally, the last part is devoted to some numerical results to give possible directions for the extension of the turnpike results.

1 Turnpike phenomenon in optimal control

Let $T > 0$ be the final time fixed and let consider a general time dependent optimal control problem

$$\min_{u} \frac{1}{T} \int_{0}^{T} f_{0}(y(t), u(t)) \, dt + g(T, y(T), u(T))$$

subject to:

$$\left\{ \begin{array}{l}
\partial_{t} y = f(y(t), u(t)) \quad \forall t \in (0, T) \\
h(y(0), y(T)) = 0.
\end{array} \right.$$

(1)

with both Lagrange (integral) and Mayer (final) cost to minimize and some additional terminal constraints. The turnpike theory aims to reveal a quasi-stationary structure of solutions of optimal control problems (1). Moreover, we write a stationary problem, setting aside integrals, time derivatives and terminal cost as well as constraints, which results in an instantaneous cost
minimization problem under the constraint of being an equilibrium of the control dynamics:

\[ \min f^0(y, u) \quad \text{subject to: } f(y, u) = 0. \] (2)

The Turnpike phenomenon was first observed and studied by economists for discrete-time optimal control problems (see [29; 71]) and is roughly explained by the following definition.

**Definition 1.** An optimal control problem (1) is said to verify a turnpike property if, when the final time \( T \) is sufficiently large, an optimal solution remains most of the time close to an optimal stationary state which is in turn a solution of an associated stationary problem (2).

The importance of long-term behavior is illustrated in Figure 1 where \( \bar{x} \) represents a steady state solution of 2 and two trajectories are compared. This highlights the essential notion that if the initial and final states are not far apart, the optimal trajectory can ignore the turnpike (Figure 1(a)), but conversely, if they are far enough apart, it will always pay to stay close to the turnpike for a long time (Figure 1(b)). A brief analogy is possible by looking at the word turnpike, or in other words a highway, which describes very well this quasi-stationary state (one changes very little in direction and speed) on which one can stay for hours and hours to connect quite distant starting and ending points.

The study of the turnpike phenomenon may most of the time involve the first-order optimality conditions of (1), more standardly known as the Pontryagin maximum principle (see [89] for the finite dimension version) that introduce the adjoint variable \( p \) and the Hamiltonian

\[ H(y, u, p, p^0) = \langle p, f(y, u) \rangle + p^0 f^0(y, u) \]

so that for any optimal solution \((y_T, u_T)\), when controls are free of constraints, the corresponding extremal lift \((y_T, p_T, p^0, u_T)\) should verify the following extremal equations

\[ \partial_t y_T(t) = \frac{\partial H}{\partial p}(y_T(t), p_T(t), p^0, u_T(t)) \quad \forall t \in (0, T), \]
\[ \partial_t p_T(t) = -\frac{\partial H}{\partial y}(y_T(t), p_T(t), p^0, u_T(t)) \quad \forall t \in (0, T), \]
\[ \frac{\partial H}{\partial u}(y_T(t), p_T(t), p^0, u_T(t)) = 0 \quad \forall t \in (0, T). \]
We usually have additional terminal conditions on the adjoint vector, which are better known as transversality conditions. The adjoint vector \((p_T, p^0)\) can be interpreted as the Lagrange multiplier associated with the dynamics constraint in the optimal control problem (1) and is defined to within one multiplicative scalar. Throughout this thesis, we assume that (1) will have a normal extremal lift, i.e., the real number \(p^0\) is set to \(-1\) so that the study will reduce to the optimal triples \((y_T, p_T, u_T)\). Moreover, the first-order optimality conditions of the stationary problem (2) also introduce a Lagrange multiplier \(\bar{p}\) so that an optimal stationary triplet \((\bar{y}, \bar{p}, \bar{u})\) satisfies the extremal stationary equations

\[
\begin{align*}
  f(\bar{y}, \bar{u}) &= 0 \\
  -\frac{\partial f^0}{\partial y}(\bar{y}, \bar{u}) + \langle \bar{p}, \frac{\partial f}{\partial y}(\bar{y}, \bar{u}) \rangle &= 0 \\
  -\frac{\partial f^0}{\partial u}(\bar{y}, \bar{u}) + \langle \bar{p}, \frac{\partial f}{\partial u}(\bar{y}, \bar{u}) \rangle &= 0.
\end{align*}
\]

Insofar as \((\bar{y}, \bar{u})\) appears to be an equilibrium point of the dynamics involved in (1) (more broadly \((\bar{y}, \bar{p}, \bar{u})\) is an equilibrium point of the extremal equations), we can expect to see the optimal triple \((y_T, p_T, u_T)\) converge to the optimal stationary triple \((\bar{y}, \bar{p}, \bar{u})\) as the final time \(T\) tends to infinity. More precisely, we normally expect a three-piece trajectory (see Figure 1):

- on the first instants, on a short interval \([0, \tau]\) close to 0, the optimal triple \((y_T, p_T, u_T)\) starts from \((y_T(0), p_T(0), u_T(0))\) until it approaches the stationary state \((\bar{y}, \bar{p}, \bar{u})\);
- on the second interval, much larger, \([\tau, T-\tau]\), the optimal solution remains close to the optimal stationary state. This part of the trajectory has an essential consequence on the minimization of the cost function when \(T\) tends to infinity;
- at the end of the trajectory, we expect to observe on \([T-\tau, T]\) a behavior similar to the one on \([0, \tau]\) so that the \((y_T, p_T, u_T)\) leaves the stationary state \((\bar{y}, \bar{p}, \bar{u})\) quite quickly to reach the final state \((y_T(T), p_T(T), u_T(T))\).

The main researches consist on the one hand in finding on which variables the turnpike phenomenon is perceptible (state, adjoint, control, or three of them) and on the other hand in quantifying this proximity to the stationary state along the time interval. In finite dimension, any chosen norm is suitable, while in the context of infinite dimension and especially in the context of shape optimization, the choice will be important. We briefly present in the following section most of the recent results on turnpike properties in optimal control.

### 1.1 State of the art

Over the past few decades, turnpike questions have seen increasing interest, with several notable variations in multiple areas of optimal control, some of which are stronger than others. The main questions are: does the turnpike occur on the control, the state, the adjoint variables, or even on the three of them, and how close are the time evolving and the stationary optimal solutions? For example, a general and strong result for a finite dimensional continuous time optimal control problem is stated in [93] where the authors manage to show an exponential turnpike property for both the state and the control as well as for the adjoint vector resulting from the application of Pontryagin’s maximum principle. The main result states that under certain controllability and observability assumptions, one can find two positive constants \(C_1, C_2\)
independent of the final time and at least one optimal solution of (1) such that the optimal triple \((y_T, p_T, u_T)\) is exponentially close to an optimal triple of (2), this by checking the following inequality

\[
\|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|u_T(t) - \bar{u}\| \leq C_1(e^{-C_2 t} + e^{-C_2(T-t)}) \quad \forall t \in (0, T).
\]

Such a property induces a precise knowledge of the optimal triplet in the middle of the trajectory, which can then be suitably used for the initialization of numerical methods. Other exponential turnpike properties for infinite dimensional optimal control problems have been established in [80; 81; 92] and have in common the study of extremal equations arising from the application of Pontryagin's maximum principle, which brings out some hyperbolicity properties of the Hamiltonian flow. We further refer to [53] for a turnpike analysis of general linear evolution equations and to [38] for an adjoint turnpike result for general nonlinear optimal control problems. Weaker notions of turnpike can be found in [41; 91], where the authors introduce the notions of integral and measure turnpike and highlight the intimate connection of the latter with the notion of strict dissipativity introduced in [99]. Roughly speaking, the measure-turnpike property means that any optimal solution remains most of the time close to an optimal solution of an associated static optimal control problem, except for a sub-interval of time having a bounded Lebesgue measure when the final time goes to infinity. The definitions of measure-turnpike depend on the optimal control problem considered and we refer to [19; 26; 41; 48; 49; 51; 91] for works referring to these notions of measure-turnpike and strict dissipativity.

More generally, the solutions of optimal control problems are not generally reduced to a single one and the turnpike phenomenon is therefore not necessarily limited to staying around a single stationary state. Competition between several turnpikes can be observed (see [84]) and, for some classes of optimal control problems for periodic systems, a turnpike can occur around a periodic trajectory, which is itself considered to be the optimal solution of a periodic optimal control problem (see [86; 92; 100–102]). In [36; 37], the authors introduce the concept of velocity turnpikes for the optimal control of mechanical systems such that a turnpike occurs around a partial steady state. Similarly, a linear turnpike theorem can be found in [90].

The search for turnpike properties is also fruitful in the case of model predictive control (MPC) problems (see e.g., [26; 33–35; 40; 41; 53; 54] and references therein) and for discrete-time problems (e.g., [26; 41; 42; 48; 50–52]). Recently, other turnpike results in the field of deep learning can be found in [30; 39] and in [77] the authors give promising results for observing the turnpike for stochastic optimal control problems.

This thesis is a continuation of the research on the turnpike phenomenon for infinite dimensional optimal control problems and is more precisely related to the field of shape optimization.

1.2 Contributions: shape turnpike

Shape optimization is a special case of optimal control problem where the way to act on a system is to modify its shape with a PDE or ODE constraint

\[
\partial_t y = f(y(t), \omega(t)), \quad h(y(0), y(T)) = 0.
\]

and with various terminal and boundary conditions. Let \(\Omega\) be a domain in \(\mathbb{R}^d\) and a fixed final
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\[
\partial_t y - \Delta y = \chi_\omega \text{ in } \Omega
\]

\[
y_{|\partial \Omega} = 0
\]

\[
\chi_\omega(t) = \begin{cases} 
1 & \text{if } x \in \omega(t) \\
0 & \text{else}
\end{cases}
\]

Shape - source term

\text{Figure 2} – Control of a heat equation by a shape acting as a source term

Time \( T > 0 \), the time-varying shape \( t \rightarrow \omega(t) \) is for almost every \( t \) in \( (0, T) \) a measurable subdomain of \( \Omega \) (viewed as a control, as in [14]), and must be designed to minimize a given cost functional

\[
J_T(\omega) = \frac{1}{T} \int_0^T f^0(y(t), \omega(t)) \, dt + g(y(T), \omega(T)),
\]

where \( y \) is the solution of (3). We refer for instance to the example of the heat equation in Figure 2 where a time-dependent subdomain plays the role of a volume heat source.

Some of the most studied problems in optimal shape design are those of fluid mechanics and structures, which are mostly found in their stationary form (see for example [7] for the optimal shape of a cantilever and [73] for several examples of shape design in fluid dynamics). In addition, the industry has known for a few years the development of new very promising technologies, such as additive manufacturing (or 3D printing) as opposed to subtractive manufacturing for the design of parts and which allows more and more sophisticated structures, by allowing for example changes in topology, which brings a certain excitement. Besides, the development of numerical methods in shape optimization is already a rather difficult issue when dealing with static problems, which requires even more attention to the issue of adding a temporal dimension. For large time horizons, we could get around this difficulty by treating only the stationary case as far as a turnpike phenomenon occurs. From a numerical point of view, two main applications of the turnpike properties are of great interest to us.

First, for control problems considered in a long time horizon, the possibility that the optimal trajectories and controls converge to those of the corresponding steady-state model could justify the idea of treating numerically only the stationary problem. In practice, for a large final time, the actual computation of the control can be very expensive, especially in the nonlinear case, as it requires iterative methods to solve the coupled optimality system combining the forward controlled state equation and the backward adjoint equation. In contrast, the stationary problem does not encounter these difficulties.

Second, this asymptotic behavior can also allow for appropriate initializations for iterative optimization methods to solve the optimality system characterizing the optimal pairs, by choosing the steady-state optimal pairs, which are less costly to compute in a first attempt. For example, it has been shown in [93] that the turnpike property provides a way to successfully initialize direct or indirect (shooting) methods in numerical optimal control, by initializing them with the optimal triple of the associated static problem.

We thus associate to the dynamical problem (4,3) a static optimal shape design problem,
which does not depend on time,

\[
\min_{\omega} f^0(y, \omega), \quad f(y, \omega) = 0. \tag{5}
\]

According to the turnpike phenomenon introduced in Definition 1, one expects that, for \( T \) large enough, an optimal time-varying shape of (4,3) remains most of the time “close” to an optimal stationary shape solution of the static problem (5).

As mentioned in [103], two main ingredients are essential to guarantee the turnpike results. First, the system considered in (3) must verify a controllability property. On the other hand, the cost functional (4) must be sufficiently coercive so that a partial information of the state included in this functional is sufficient to obtain a complete information, which refers to an observability property. Therefore, in accordance with previous turnpike results in [80; 81; 91] we first address the issue of the turnpike phenomenon in shape optimization by looking at a heat type partial differential equation as illustrated in Figure 2. Let \( \Omega \) be a domain in \( \mathbb{R}^d \) and for some target function \( y_d \in L^2(\Omega) \), we introduce the time-varying shape \( t \mapsto \chi_{\omega(t)} \) whose characteristic function \( \chi_{\omega(t)}(\cdot) \) acts as a distributive control on the heat equation

\[
\partial_t y - \Delta y = \chi_{\omega(t)}, \quad y_{|\partial \Omega} = 0, \quad y(0) = y_0, \tag{6}
\]

with the aim of minimizing a quadratic criterion

\[
\frac{1}{2T} \int_0^T \int_{\Omega} (y(t, x) - y_d(x))^2 \, dx \, dt + \int_{\Omega} (y(T, x) - y_d(x))^2 \, dx. \tag{7}
\]

The first observed results seemed very promising and therefore led us to theoretically address in the Chapter 1 the question of minimizing the same quadratic cost function (7) under constraint of a parabolic equation, seen as a generalization of the heat equation (6). For this purpose, we switch to a general second-order elliptic operator with a positive ellipticity constant so that the energy inequalities are verified with final time independent constants. The time-varying admissible shape \( t \mapsto \omega(t) \) is, along time, a measurable subset of \( \Omega \) with maximal measure constraint and verifies:

\[
\text{for a.e. } t \in (0, T), \quad \omega(t) \in \mathcal{U}_L = \{ \omega \subset \Omega \text{ measurable}, \ |\omega| \leq \mathcal{L} \}.
\]

To show existence of solutions, we first perform a relaxation method by switching the characteristic functions \( \chi_{\omega} \) to a function \( a \) with values into \((0, 1)\) so that admissible controls are searched into the larger space

\[
\text{for a.e. } t \in (0, T), \quad a(t) \in \mathcal{U}_L = \left\{ a \in L^\infty(\Omega; [0, 1]), \int_{\Omega} a(x) \, dx \leq M \right\}.
\]

We then prove the existence of solutions \((y_T, a_T)\) of the resulting relaxed optimal control problems and write optimality conditions using Pontryagin’s maximum principle to qualify the optimal control at each time as level-sets of the adjoint variable

\[
\text{for a.e. } t \in (0, T), \exists (s, c) \in \mathbb{R} \times (0, 1), \quad a_T(t) = \chi_{\{p_T(t) > s\}} + c \chi_{\{p_T(t) = s\}}.
\]

Thus, we exhibit some assumptions on the data of the problem such that we notice that the optimal solutions of the relaxed problem are solutions of the starting shape optimization problem insofar as the set \( \{p_T(t) = s\} \) has zero Lebesgue measure.
Regarding the turnpike properties, we conduct the study on the relaxed problem knowing that, under the assumptions made beforehand, the optimal control is the characteristic function of some upper level-set of the adjoint variable. We finally divide our work into two parts by treating the integral and final costs separately.

In the Lagrange case, we introduce the notion of strict dissipativity adapted to our problem and prove that the optimal solution (state and control) satisfies both the measure and integral turnpike properties for the $L^2(\Omega)$-norm, i.e., both states and adjoints $(y_T, p_T)$ and $(\bar{y}, \bar{p})$ of the respective optimal triples of $(DSD)_T$ and $SSD$ verify the following inequality for a positive constant $M$ independent of the final time $T$:

$$\int_0^T \|y_T(t) - \bar{y}\|_{L^2(\Omega)} + \|p_T(t) - \bar{p}\|_{L^2(\Omega)} \, dt \leq M \quad \forall T > 0.$$  

Thus, the larger $T$ is, the more the quantity $\|y_T(t) - \bar{y}\|_{L^2(\Omega)} + \|p_T(t) - \bar{p}\|_{L^2(\Omega)}$ is close to 0 along the time interval. The main arguments of the proof are the use of optimality conditions from Pontryagin's maximum principle for time and stationary problems and energy inequalities with constants that do not depend on the final time.

In the Mayer case, we manage to prove that the Hausdorff distance between the optimal time-varying shape and some stationary shape returned as the upper level-set of the first non-zero mode of the adjoint $p_T$ verifies the following exponential turnpike

$$d_{H}(\omega_T(t), \bar{\omega}) \leq M e^{-\mu(T-t)} \quad \forall t \in (0, T).$$

In short words, the proof relies on a spectral decomposition of the adjoint variable from Pontryagin's maximum principle so that $p_T$ is mostly exponentially close to a stationary function. Since along the time frame, the optimal control $a_T(t)$ is an upper level-set of the adjoint, we manage to quantify the proximity of the time-varying shape to a stationary one using a lemma inspired by [25].

We successively illustrate these results by numerical simulations on the heat equation. Numerical methods in shape optimization are generally applied to stationary problems and the context of time-varying shape optimization problems has raised the need for efficient numerical methods. For the problem we consider, we search for the optimal shape by treating the relaxed problem and observe well the solutions being shapes. Our problem is more broadly part of the field of PDE constrained optimization whose general numerical solving is a difficult issue. We therefore illustrate on several examples in the Chapter 2 how we can perform efficient optimization algorithms in order to propose them as further models.

2 Numerical PDE constrained optimization

2.1 Context and objectives

More generally, engineering problems or more theoretical research problems often lead to optimization problems governed by partial differential equations. Advances in computational capabilities, PDE solvers and optimization algorithms have provided accurate and efficient methods for solving difficult PDE-constrained optimization problems.

When approaching an optimal control problem governed by partial differential equations, as we will show in the illustrative examples provided in this thesis, it is particularly important to
first establish a rigorous mathematical framework in which the problem is well-posed, before deriving and designing appropriate numerical methods to solve it efficiently.

Throughout the Chapter 2, we refer to [60; 69; 89; 94] regarding classical issues on PDE control theory and general optimization. Ways of solving PDEs are numerous, finite differences, finite volumes, spectral, and general Galerkin methods. Here we will specifically focus on PDEs resolutions thanks to the finite element method and we refer to [85] for variational formulations of PDE problems. This chapter can serve as an introduction to numerical PDE optimization provided some basic knowledge is required in numerical computations as well as some basics in the C++ language.

We look at Optimal control problems as optimization problems where the standard decision variables, previously called controls, are acting on the state variables through an ordinary differential equation (ODE) or a partial differential equation (PDE). Within this viewpoint, the control is the input and the resulting state is the output. The optimization problem consists of determining what is the best input, over a class of possible inputs, so that the output satisfies some constraints and minimizes a given criterion.

Most often, the objective function depends on both state and control variables and thus requires, at least from the numerical point of view, to make explicit or to compute the state’s dependence on control (i.e., the input-output mapping of the system). State $y$ and control $u$ are respectively assumed to belong to real Banach spaces $Y$ and $U$. General optimal control problems under consideration in Chapter 2 are written in the abstract form

$$\min_{(y,u) \in Y \times U} J(y,u), \quad e(y,u) = 0, \quad c(y,u) \in K,$$

where $J: Y \times U \to \mathbb{R}$ is the objective function, $e: Y \times U \to Z$ usually stands for some PDE and $c: Y \times U \to K$ defines some additional constraints. Here, $Z$ is a real a Banach space and $K$ is a closed convex set. Well-posedness is assumed, which means that, for every $u \in U$, the equation $e(y,u) = 0$ has a unique solution $y = y(u) \in Y$ so that the reduced cost function

$$\hat{J}(u) = J(y(u), u)$$

can be introduced.

The existence of solutions for somewhat general optimization problems can be a very difficult question; it often relies on functional analysis and compactness arguments. On the other hand, the uniqueness of the solution is often a consequence of the strict convexity of the problem. In the Chapter 2, we are not devoted to report existence or uniqueness problems but to show how to compute numerically in an efficient way a solution whose existence has already been proved or at least assumed. Given an optimal control problem, we will emphasize with several examples the importance of having a rigorous mathematical framework in which the problem is solved, as a guide to finding appropriate ways to discretize the problem and ensure the convergence of the resulting numerical method. Throughout the book, we focus on finite element discretization methods, particularly in 1, 2 or 3 dimensions. We present the software FreeFEM developed in our laboratory, a PDE solver using the finite element method and based on variational formulations with user-friendly and powerful features. We will provide some examples and details on its use and we will also refer to the documentation [36] (also available online) where most of the features are described. As far as optimization strategies are concerned, we use here differentiable methods which require the computation of derivatives of
functions. FreeFEM is flexible enough to allow users to write their own optimization algorithm (e.g. gradient, BFGS, Newton methods), or to plug it into some existing optimization routines. On our side, we focus particularly on the IpOpt routine (see [97]), which is well adapted to large-scale nonlinear optimization problems, and we show how to combine it with FreeFEM. In particular, we will show how IpOpt can be called directly from FreeFEM. Since solving PDEs requires a number of variables that increases with the size of the mesh, we have to deal with a large number of state and control variables (more than a million in the usual problems) as well as many constraints. The options available in IpOpt guarantee a good adaptability and efficiency for general convex and non-convex optimization of large size.

2.2 Contributions

Through several examples, we aim to propose a general methodology to look at an optimal control problem in a discretized version to solve it numerically.

We first focus on very standard examples like the minimization of a quadratic functional subject to a linear elliptic equation

\[
\min J(y, u) = \frac{1}{2} \int_{\Omega} (y(x) - y_d(x))^2 \, dx + \frac{\alpha}{2} \int_{\Omega} u(x)^2 \, dx
\]

subject to \(-\nabla \cdot (a \nabla y) = u \) in \( \Omega \), \( y = 0 \) in \( \partial \Omega \)

and separate the solving according to direct or indirect methods. The first one is based on a complete discretization of the basic optimal control problem (8) and leads to a classical finite dimensional optimization problem whose derivatives of the involved functions are then computed. In this case, we choose whether we consider the discretized PDE as a constraint or as an explicit step in the computation of the cost function and compare the two alternatives. Conversely, following the Pontryagin maximum principle, we write in a second option the optimality conditions in order to express the derivative of the reduced cost function (9) by introducing the adjoint variable. We highlight the advantage of this method over a sensitivity analysis that would require the computation of directional derivatives in each direction of a finite element basis, which is prohibitive. A third method is to bypass the computation of derivatives by means of automatic differentiation via the optimization software AMPL, which is designed to solve general finite-dimensional optimization problems by means of several available solvers (see [44]). It is not usual to observe that direct and indirect methods are equivalent, but this can happen in very particular examples (see [87]). In this perspective, we highlight on a simple example how automatic differentiation can hide a discretized version of the adjoint equation resulting from the Pontryagin maximum principle. Returning to the LQ case, we then compare the convergence curves of the different optimization methods and highlight the scalability of FreeFEM to handle time-dependent problems

\[
\min J(y, u) = \frac{1}{2} \int_0^T \int_{\Omega} (y(x, t) - y_d(x))^2 \, dx \, dt + \frac{\alpha}{2} \int_0^T \int_{\Omega} u(x, t)^2 \, dx \, dt
\]

subject to \( \partial_t y - \nabla \cdot (a \nabla y) = u \) in \((0, T) \times \Omega\), \( y = 0 \) in \((0, T) \times \partial \Omega\), \( y(0) = y_0 \)

with several time discretization choices. We finally expand the range of applications with an example on a semilinear PDE and perform iterative methods for the solving of the state equation (Newton-Raphson and fixed-point algorithm) so that a future user has the main tools available for the numerical solving of a general optimal control problem with FreeFEM.
We continue with a less classical example and underline how FreeFEM is really well suited for shape optimization problems by mesh deformations. We address the question of the optimal shape of a micro-swimmer evolving in a fluid governed by a Stokes PDE in order to maximize its speed in a given direction. The main applications are for example the design of nano-robots for medical purposes inspired by the study of chemotaxis (see for example Figure 3). Here are some works on this topic: in [11], the authors addressed the question of swimming strategies of a three-sphere body with low Reynolds number and, writing the problem in an optimal control framework, proved a global controllability result, i.e. the body can swim in any given direction. More broadly, in [70], the authors focus on an ordinary body immersed in a fluid and look for controllability properties with respect to either small deformations or displacements in a finite number of elementary deformations. For our part, we consider the flagellum as an infinite oscillating curve for which we seek the shape maximizing the fluid velocity. To this end, we give a theoretical framework and a numerical methodology, which can be adapted to other similar problems, by searching for the shape of a periodic moving boundary of a fluid domain \( \Omega \) so that it maximizes the velocity \( u \) of the fluid set in motion at the free surface \( \Sigma_3 \):

\[
\min_{\Sigma_3} - \int_{\Sigma_3} u \cdot \vec{i} \, ds
\]

subject to

\[
\begin{align*}
-\mu \nabla \cdot \varepsilon(u) + \nabla p &= 0 & \text{in } \Omega \\
\text{div}(u) &= 0 & \text{in } \Omega \\
\sigma(u, p) \hat{n} &= 0 & \text{in } \Sigma_3 \\
u &= u_D \left( \begin{array}{c} 0 \\ f \end{array} \right) & \text{in } \Gamma.
\end{align*}
\]

We assimilate the shape of the boundary to the graph of a function \( f \) so that deformations of the boundary shape lead to an inhomogeneous Dirichlet boundary condition, which can be physically interpreted as friction forces. The study is therefore done in the frame of reference of the moving boundary with some specific assumptions on the acceptable boundary shapes in order to write a well-posed optimization problem insofar as the theoretical framework will have a significant influence in choosing a discretization strategy. A sensitivity analysis, which is standard in shape optimization, involves the emergence of the adjoint for the derivative calculation and we finally detail the discretization strategy.
2.3 Applications to shape turnpike

We conclude with Chapter 3 which is devoted to the description of the numerical part of results stated in Chapter 1. We present how we perform time-varying shape optimization and numerically illustrate the turnpike phenomenon. We first focus on the one-dimensional case \( \Omega = [0, L] \) with \( L \) a positive constant:

\[
\min J_T(\omega(\cdot)) = \frac{1}{2T} \int_0^T \int_0^L \left( y(t,x) - y_d(x) \right)^2 \, dx \, dt
\]

subject to:

\[
\begin{aligned}
\partial_t y - \partial_{xx} y &= \chi_{\omega(\cdot)} \quad \forall (t,x) \in (0,T) \times (0,L) \\
y(t,0) = y(t,L) &= 0, \quad \forall t \in (0,T) \\
y(0,x) &= y_0, \quad \forall x \in (0,L).
\end{aligned}
\]

We use the software AMPL with the combination of an implicit Euler scheme in time and finite differences centered in space. The special 1D case allows us to use the solver CPLEX (see [23], CPLEX is free to use, within memory allocation, on the NEOS website) which is normally indicated for solving linear programming problems with integer variables and can be extended to mixed integer quadratic programming. In a higher dimension, we take \( \Omega \) as a subset of \( \mathbb{R}^d \), and with the intention of finding an efficient method to solve the time-dependent problem, we first focus on the stationary case

\[
\min_{\omega \in \mathcal{W}_L^1} \frac{1}{2} \| y - y_d \|_{L^2(\Omega)}^2, \quad -\Delta y = \chi_\omega, \quad y|_{\partial \Omega} = 0,
\]

and search for a fast iterative algorithm. We first perform a level-set method, i.e., we look for the shape \( \omega \) to be the upper level-set of a given function \( \phi \)

\[
\begin{aligned}
\phi(x) < 0 &\iff x \in \omega \\
\phi(x) = 0 &\iff x \in \partial \omega \cap \Omega \\
\phi(x) > 0 &\iff x \in \Omega \setminus \widehat{\omega},
\end{aligned}
\]

and employ a gradient-based algorithm inspired of [43]. We then adapt the framework introduced in Chapter 2 for the linear-quadratic case to a convexified version of the problem (6,7) by replacing the characteristic function \( \chi_\omega \) with a function \( a \in \mathcal{W}_L^1 \). We finally compare the two methods on several design problems of shapes governed by linear elliptic equations. The convexification method seems to us to be more efficient and more easily adaptable to the time dependent problem. We therefore extend this method to the time-dependent problem so that the resulting numerical simulations highlight the phenomenon of shape turnpike, for several examples involving linear parabolic equations. To conclude, we finally bring some numerical results for semi-linear PDEs such as

\[
\min_{\omega \in \mathcal{W}_L^1} \frac{1}{2} \| y - y_d \|_{L^2(\Omega)}^2, \quad -\Delta y + f(y) = \chi_\omega, \quad y|_{\partial \Omega} = 0,
\]

as an opening for further investigations.
Chapter 1

Shape turnpike for linear parabolic PDEs
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Abstract  We introduce and study the turnpike property for time-varying shapes from the perspective of optimal control. We focus here on linear parabolic equations of the second order where the shape acts as a source term and we look for the optimal time-varying shape that minimizes a quadratic criterion. We first establish the existence of optimal solutions under certain appropriate sufficient conditions. We then provide the necessary conditions for optimality in terms of adjoint equations and, using the concept of strict dissipativity, we prove that the state and adjoint satisfy the measure-turnpike property, which means that the extremal time-varying solution remains essentially close to the optimal solution of an associated static problem. We show that the optimal shape enjoys the exponential turnpike property in terms of Hausdorff distance for a quadratic Mayer cost. We illustrate the turnpike phenomenon in optimal design by several numerical simulations.
1.1 Shape turnpike for linear parabolic equation

Throughout the chapter, we denote by:

- $Q \subset \mathbb{R}^d$, $d \geq 1$ and $|Q|$ its Lebesgue measure if $Q$ measurable subset;
- $(p, q)$ the scalar product in $L^2(\Omega)$ of $p, q$ in $L^2(\Omega)$;
- $\|y\|$ the $L^2$-norm of $y \in L^2(\Omega)$;
- $\chi_\omega$ the indicator (or characteristic) function of $\omega \subset \mathbb{R}^d$;
- $d_\omega$ the distance function to the set $\omega \subset \mathbb{R}^d$.

Let $\Omega \subset \mathbb{R}^d$ ($d \geq 1$) be an open bounded Lipschitz domain. We consider the uniformly elliptic second-order differential operator

$$Ay = - \sum_{i,j=1}^d \partial_{x_j} \left( a_{ij}(x) \partial_{x_i} y \right) + \sum_{i=1}^d b_i(x) \partial_{x_i} y + c(x) y$$

with $a_{ij}, b_i \in C^1(\Omega)$, $c \in L^\infty(\Omega)$ with $c \geq 0$. We consider the operator $(A, D(A))$ defined on the domain $D(A)$ encoding Dirichlet conditions $y_{|\partial \Omega} = 0$; when $\Omega$ is $C^2$ or a convex polytop in $\mathbb{R}^2$, we have $D(A) = H_0^1(\Omega) \cap H^2(\Omega)$. The adjoint operator $A^*$ of $A$, also defined on $D(A)$ with homogeneous Dirichlet conditions, is given by

$$A^* v = - \sum_{i,j=1}^d \partial_{x_i} \left( a_{ij}(x) \partial_{x_j} v \right) - \sum_{i=1}^d b_i(x) \partial_{x_i} v + \left( c - \sum_{i=1}^d \partial_{x_i} b_i \right) v$$

and is also uniformly elliptic, see [31, Definition Chapter 6]. The operators $A$ and $A^*$ do not depend on $t$ and have a constant of ellipticity $\theta > 0$ (for $A$ written in non-divergence form), i.e.:

$$\sum_{i,j=1}^d a_{ij}(x) \xi_i \xi_j \geq \theta |\xi|^2 \quad \forall x \in \Omega. \quad (1.1)$$

Moreover, we assume that

$$\theta > \theta_1 \quad (1.2)$$

where $\theta_1$ is the largest root of the polynomial $P(X) = \frac{X^2}{4c_\rho} - \|c\|_{L^\infty(\Omega)} X - \frac{(\sum_{i=1}^d \|b_i\|_{L^\infty(\Omega)})^2}{2}$ with $c_\rho$ the Poincaré constant on $\Omega$. This assumption is used to ensure that an energy inequality is satisfied with constants not depending on the final time $T$. We refer to appendix 1.4 for details.

We assume throughout that $A$ satisfies the classical maximum principle (see [31, Section 6.4]) and that $c^* = c - \sum_{i=1}^d \partial_{x_i} b_i \in C^2(\Omega)$.

Let $(\lambda_j, \phi_j)_{j \in \mathbb{N}}$ be the eigenvalues of $A$ with $(\phi_j)_{j \in \mathbb{N}}$ an orthonormal eigenbasis of $L^2(\Omega)$:

- $\forall j \in \mathbb{N}^*$, $A\phi_j = \lambda_j \phi_j$, $\phi_{j=0} = 0$
- $\forall j \in \mathbb{N}^*$, $j > 1$, $\lambda_1 < \lambda_j < \lambda_{j+1}$, $\lambda_j \to +\infty$.

A typical example satisfying all assumptions above is the Dirichlet Laplacian, which we will consider in our numerical simulations.

We recall that the Hausdorff distance between two compact subsets $K_1, K_2$ of $\mathbb{R}^d$ is defined by

$$d_{\mathcal{H}}(K_1, K_2) = \sup \left\{ \sup_{x \in K_2} d_{K_1}(x), \sup_{x \in K_1} d_{K_2}(x) \right\}.$$
CHAPTER 1. SHAPE TURNPIKE FOR LINEAR PARABOLIC PDES

1.1.1 Setting

Hereafter, we identify any measurable subset \( \omega \) of \( \Omega \) with its characteristic function \( \chi_\omega \). Let \( L \in (0, 1) \). We define the set of admissible shapes

\[
\mathcal{U}_L = \{ \omega \subset \Omega \text{ measurable} \mid |\omega| \leq L|\Omega| \}.
\]

Dynamical optimal shape design problem \((\text{DSD})_T\) Let \( y_0 \in L^2(\Omega) \) and let \( \gamma_1 \geq 0, \gamma_2 \geq 0 \) be arbitrary. We consider the parabolic equation controlled by a (measurable) time-varying map \( t \mapsto \omega(t) \) of subdomains

\[
\partial_t y + Ay = \chi_\omega(\cdot), \quad y|_{\partial \Omega} = 0, \quad y(0) = y_0.
\] (1.3)

Given \( T > 0 \) and \( y_d \in L^2(\Omega) \), we consider the dynamical optimal shape design problem \((\text{DSD})_T\) of determining a measurable path of shapes \( t \mapsto \omega(t) \in \mathcal{U}_L \) that minimizes the cost functional

\[
J_T(\omega(\cdot)) = \frac{\gamma_1}{2T} \int_0^T \|y(t) - y_d\|^2 dt + \frac{\gamma_2}{2} \|y(T) - y_d\|^2
\]

where \( y = y(t, x) \) is the solution of (1.3) corresponding to \( \omega(\cdot) \).

Static optimal shape design problem Besides, for the same target function \( y_d \in L^2(\Omega) \), we consider the following associated static shape design problem:

\[
\min_{\omega \in \mathcal{U}_L} \frac{\gamma_1}{2} \|y - y_d\|^2, \quad Ay = \chi_\omega, \quad y|_{\partial \Omega} = 0.
\] (SSD)

We are going to compare the solutions of \((\text{DSD})_T\) and of \((\text{SSD})\) when \( T \) is large.

1.1.2 Preliminaries

Convexification Given any measurable subset \( \omega \subset \Omega \), we identify \( \omega \) with its characteristic function \( \chi_\omega \in L^\infty(\Omega; [0, 1]) \) and we identify \( \mathcal{U}_L \) with a subset of \( L^\infty(\Omega) \) (as in [10; 82; 83]). Then, the convex closure of \( \mathcal{U}_L \) in \( L^\infty \) weak star topology is

\[
\overline{\mathcal{U}}_L = \left\{ a \in L^\infty(\Omega; [0, 1]) \mid \int_\Omega a(x) \, dx \leq L|\Omega| \right\}
\]

which is also weak star compact. We define the convexified (or relaxed) optimal control problem \((\text{OCP})_T\) of determining a control \( t \mapsto a(t) \in \overline{\mathcal{U}}_L \) minimizing the cost

\[
J_T(a) = \frac{\gamma_1}{2T} \int_0^T \|y(t) - y_d\|^2 dt + \frac{\gamma_2}{2} \|y(T) - y_d\|^2
\]

under the constraints

\[
\partial_t y + Ay = a, \quad y|_{\partial \Omega} = 0, \quad y(0) = y_0.
\] (1.4)

The corresponding convexified static optimization problem is

\[
\min_{a \in \overline{\mathcal{U}}_L} \frac{\gamma_1}{2} \|y - y_d\|^2, \quad Ay = a, \quad y|_{\partial \Omega} = 0.
\] (SOP)
Note that the control $a$ does not appear in the cost functionals of the above convexified control problems. Therefore the resulting optimal control problems are affine with respect to $a$. Once we have proved that an optimal solution $a \in \mathcal{U}_L$ exists, we expect that any such minimizer will be an element of the set of extremal points of the compact convex set $\mathcal{U}_L$, which is exactly the set $\mathcal{U}_L$ (since $\omega$ is identified with its characteristic function $\chi_\omega$). If this is true, then actually $a = \chi_\omega$ with $\omega \in \mathcal{U}_L$. Here, as it is usual in shape optimization, the interest of passing by the convexified problem is to allow us to derive optimality conditions, and thus to characterize the optimal solution. It is anyway not always the case that the minimizer $a$ of the convexified problem is an extremal point of $\mathcal{U}_L$ (i.e., a characteristic function): in this case, we speak of a relaxation phenomenon. Our analysis hereafter follows these guidelines.

Taking a minimizing sequence and by classical arguments of functional analysis (see e.g., [68, Theorem 1.14] and 1.18), (1.6) and (1.8) give for any optimal solution $(\bar{a}, \bar{y})$ of $(OCP)_T$ and of $(SOP)$ (see details in Section 1.2.1).

We underline the following fact: if $a$ and $a_T(t)$, for a.e. $t \in [0, T]$, are characteristic functions of some subsets (meaning that $a = \chi_\omega$ with $\omega \in \mathcal{U}_L$ and for almost every $t$ in $(0, T)$ $a_T(t) = \chi_{\omega_T(t)}$ with $\omega_T(t) \in \mathcal{U}_L$), then actually $t \mapsto \omega_T(t)$ and $\bar{\omega}$ are optimal shapes, solutions respectively of $(DSD)_T$ and of $(SSD)$.

Our next task is to apply necessary optimality conditions to optimal solutions of the convexified problems stated in [69, Chapters 2 and 3] or [67, Chapter 4] and infer from these necessary conditions that, under appropriate assumptions, the optimal controls are indeed characteristic functions.

### Necessary optimality conditions for $(OCP)_T$

According to the Pontryagin maximum principle (see [69, Chapter 3, Theorem 2.1], see also [67]), for any optimal solution $(y_T, a_T)$ of $(OCP)_T$ there exists an adjoint state $p_T \in L^2(0, T; L^2(\Omega))$ such that

\begin{equation}
\begin{aligned}
\partial_t y_T + Ay_T &= a_T, \quad y_T(0) = y_0 \\
\partial_t p_T - A^* p_T &= \gamma_1(y_T - y_d), \quad p_T(0) = 0, \quad p_T(T) = \gamma_2(y_T(T) - y_d) \\
\forall a \in \mathcal{U}_L: \quad (p_T(t), a_T(t) - a) &\geq 0 \quad \text{for a.e. } t \in [0, T].
\end{aligned}
\end{equation}

### Necessary optimality conditions for $(SOP)$

Similarly, applying [69, Chapter 2, Theorem 1.4], for any optimal solution $(\tilde{y}, \tilde{a})$ of $(SOP)$ there exists an adjoint state $\tilde{p} \in L^2(\Omega)$ such that

\begin{equation}
\begin{aligned}
A\tilde{y} &= \tilde{a}, \quad \tilde{y}_{|\partial\Omega} = 0 \\
-A^* \tilde{p} &= \gamma_1(\tilde{y} - y_d), \quad \tilde{p}_{|\partial\Omega} = 0 \\
\forall a \in \mathcal{U}_L: \quad (\tilde{p}, \tilde{a} - a) &\geq 0.
\end{aligned}
\end{equation}

Using the bathtub principle (see e.g., [68, Theorem 1.14] and 1.18), (1.6) and (1.8) give

\begin{equation}
\begin{aligned}
a_T(t) &= \chi_{[p_T(t) > s_2(t)]} + \epsilon_T(t) \chi_{[p_T(t) = s_2(t)]} \\
\bar{a} &= \chi_{[\rho > \tilde{\rho}]} + \tilde{\epsilon} \chi_{[\rho = \tilde{\rho}]}
\end{aligned}
\end{equation}
with, for a.e. \( t \in [0, T] \),

\[
\begin{align*}
C_T(t) &\in L^\infty(\Omega;[0,1]) \text{ and } \bar{c} \in L^\infty(\Omega;[0,1]) \\
s_T(\cdot) &= \inf\{\sigma \in \mathbb{R} \mid \|p_T(\cdot) > \sigma\| \leq L|\Omega|\} \quad (1.11) \\
\bar{s} &= \inf\{\sigma \in \mathbb{R} \mid \|\bar{p} > \sigma\| \leq L|\Omega|\}. \quad (1.12)
\end{align*}
\]

1.1.3 Main results

Existence of optimal shapes Proving existence of optimal shapes, solutions of \((DSD)_T\) and of \((SSD)\), is not an easy task. Indeed, relaxation phenomena may occur, i.e., classical designs in \(\mathcal{U}_L\) may not exist but may develop homogeneization patterns (see [59, Sec. 4.2, Example 4.2.2]). Therefore, some assumptions are required on the target function \(y_d\) to establish existence of optimal shapes. We define:

- \(y^{T,0}\) and \(y^{T,1}\), the solutions of (1.4) corresponding respectively to \(a = 0\) and \(a = 1\);
- \(y^{s,0}\) and \(y^{s,1}\), the solutions of: \(Ay = a, y|_{\partial\Omega} = 0\), corresponding respectively to \(a = 0\) and \(a = 1\);
- \(y^0 = \min\{y^{s,0}, \min_{t \in (0,1)} y^{T,0}(t)\}\) and \(y^1 = \max\{y^{s,1}, \max_{t \in (0,1)} y^{T,1}\}\).

We recall that \(A\) is said to be analytic-hypoelliptic in the open set \(\Omega\) if any solution of \(Au = v\) with \(v\) analytic in \(\Omega\) is also analytic in \(\Omega\). Analytic-hypoellipticity is satisfied for the second-order elliptic operator \(A\) as soon as its coefficients are analytic in \(\Omega\) (for instance it is the case for the Dirichlet Laplacian, without any further assumption, see [74]).

**Theorem 1.1.** We distinguish between Lagrange and Mayer cases.

1. \(\gamma_1 = 0, \gamma_2 = 1\) (Mayer case) : If \(A\) is analytic-hypoelliptic in \(\Omega\) then there exists a unique optimal shape \(\omega_T\), solution of \((DSD)_T\).

2. \(\gamma_1 = 1, \gamma_2 = 0\) (Lagrange case) : Assuming that \(y_0 \in D(A)\) and that \(y_d \in H^2(\Omega)\) :

   (a) If \(y_d < y^0\) or \(y_d > y^1\) then there exist unique optimal shapes \(\bar{\omega}\) and \(\omega_T\), respectively, of \((SSD)\) and of \((DSD)_T\).

   (b) There exists a function \(\beta\) such that if \(Ay_d \leq \beta\), then there exists a unique optimal shape \(\bar{\omega}\), solution of \((SSD)\).

Proofs are given in Section 1.2. To prove existence of optimal shapes, we deal first with the convexified problems \((OCP)_T\) and \((SOP)\) and show existence and uniqueness of solutions. Hereafter, using optimality conditions (1.5)-(1.7) and under the assumptions given in Theorem 1.1 we can write the optimal control as characteristic functions of upper level sets of the adjoint variable. In the static case, for example, one key observation is to note that, if \(\{\hat{p} = \bar{s}\} = 0\), then it follows from (1.10) that the static optimal control \(\bar{a}\) is actually the characteristic function of a shape \(\bar{\omega} \in \mathcal{U}_L\). This proves the existence of an optimal shape.

**Remark 1.2.** Note that in the Mayer case \((\gamma_1 = 0, \gamma_2 > 0)\), \((SSD)\) is reduced to solve \(Ay = \chi_{\omega} \), \(y|_{\partial\Omega} = 0\). There is no criterion to minimize.

**Remark 1.3.** Theorem 1.1 guarantees the uniqueness of an optimal shape. We deduce from the inequality (1.38) in the appendix that we also have the uniqueness of the corresponding state and adjoint state. Thus we have uniqueness for both the dynamic and the static optimal triple.
1.1. Shape turnpike for linear parabolic equation

In what follows, we study the behavior of optimal solutions of \((\text{DSD})_T\) compared to those of \((\text{SSD})\) and give some turnpike properties. In the Lagrange case, inspired by \([80, 81]\) and \([91]\), we first prove that state and adjoint satisfy integral and measure turnpike properties. In the Mayer case, we estimate the Hausdorff distance between dynamical and static optimal shapes and show an exponential turnpike property. We denote by:

- \((y_T, p_T, \omega_T)\) the optimal triple of \((\text{DSD})_T\) and

\[
J_T = \frac{y_1}{2T} \int_0^T \|y_T(t) - y_d\|^2 \, dt + \frac{y_2}{2} \|y_T(T) - y_d\|^2;
\]

- \((\bar{y}, \bar{p}, \bar{\omega})\) the optimal triple of \((\text{SSD})\) and \(\bar{J} = \frac{\bar{y}_1}{2} \|\bar{y} - y_d\|^2\).

**Integral turnpike in the Lagrange case**

**Theorem 1.4.** For \(\gamma_1 = 1, \gamma_2 = 0\) (Lagrange case), there exists \(M > 0\) (independent of the final time \(T\)) such that

\[
\int_0^T \left(\|y_T(t) - \bar{y}\|^2 + \|p_T(t) - \bar{p}\|^2\right) \, dt \leq M \quad \forall T > 0.
\]

**Measure-turnpike in the Lagrange case**

**Definition 1.5.** We say that \((y_T, p_T)\) satisfies the state-adjoint measure-turnpike property if for every \(\varepsilon > 0\) there exists \(\Lambda(\varepsilon) > 0\), independent of \(T\), such that

\[
|P_{\varepsilon, T}| < \Lambda(\varepsilon) \quad \forall T > 0
\]

where \(P_{\varepsilon, T} = \{t \in [0, T] \mid \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| > \varepsilon\}\).

We refer to \([22, 41, 91]\) (and references therein) for similar definitions. Here, \(P_{\varepsilon, T}\) is the set of times along which the time optimal state-adjoint pair \((y_T, p_T)\) remains outside of an \(\varepsilon\)-neighborhood of the static optimal state-adjoint pair \((\bar{y}, \bar{p})\) in \(L^2\) topology.

Recall that a \(\mathcal{K}\)-class function is a continuous monotone increasing function \(\alpha : [0; +\infty) \rightarrow [0; +\infty)\) with \(\alpha(0) = 0\). We now recall the notion of dissipativity (see \([99]\)).

**Definition 1.6.** We say that \((\text{DSD})_T\) is strictly dissipative at an optimal stationary point \((\bar{y}, \bar{\omega})\) of \((\text{SSD})\) with respect to the supply rate function

\[
w(y, \omega) = \frac{1}{2} \|y - y_d\|^2 - \|\bar{y} - y_d\|^2
\]

if there exists a storage function \(S : E \rightarrow \mathbb{R}\) locally bounded and bounded below and a \(\mathcal{K}\)-class function \(\alpha(\cdot)\) such that, for any \(T > 0\) and any \(0 < \tau < T\), the strict dissipation inequality

\[
S(y(\tau)) + \int_0^\tau \alpha(\|y(t) - \bar{y}\|) \, dt \leq S(y(0)) + \int_0^T w(y(t), \omega(t)) \, dt \tag{1.14}
\]

is satisfied for any pair \((y(\cdot), \omega(\cdot))\) solution of \((1.3)\).

**Theorem 1.7.** For \(\gamma_1 = 1, \gamma_2 = 0\) (Lagrange case):

(a) \((\text{DSD})_T\) is strictly dissipative in the sense of Definition 1.6.

(b) The state-adjoint pair \((y_T, p_T)\) satisfies the measure-turnpike property.
Exponential turnpike in the Mayer case  The exponential turnpike property is a stronger property and can be satisfied either by the state, by the adjoint or by the control or even by the three together.

Theorem 1.8. For $\gamma_1 = 0, \gamma_2 = 1$ (Mayer case) : For $\Omega$ with $C^2$ boundary and $c = 0$ there exist $T_0 > 0, M > 0, \mu > 0$ and a shape $\bar{\omega} \in \mathcal{U}_L$ such that, for every $T \geq T_0$,

$$d_{\mathcal{F}}(\omega_T(t), \bar{\omega}) \leq Me^{-\mu(T-t)} \quad \forall t \in (0, T).$$

In the Lagrange case, based on the numerical simulations presented in Section 1.3 and Chapter 3 we conjecture the exponential turnpike property, i.e., given optimal triples $(y_T, p_T, \omega_T)$ and $(\bar{y}, \bar{p}, \bar{\omega})$, there exist $C_1 > 0$ and $C_2 > 0$ independent of $T$ such that

$$\|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{\omega_T(t)} - \chi_{\bar{\omega}}\| \leq C_1(e^{-C_2t} + e^{-C_1(T-t)})$$

for a.e. $t \in [0, T]$.

1.2 Proofs

1.2.1 Proof of Theorem 1.1

We first show existence of an optimal shape, solution for $(OCP)_T$ and similarly for $(SOP)$. We first see that the infimum exists. We take a minimizing sequence $(y_n, a_n) \in L^2(0, T; H^1_0(\Omega)) \times L^\infty(0, T; L^2(\Omega, [0, 1]))$ such that, for $n \in \mathbb{N}$, for a.e. $t \in [0, T]$, $a_n(t) \in \mathcal{W}_L$, the pair $(y_n, a_n)$ satisfies (1.4) and $J_T(a_n) \rightarrow J_T$. The sequence $(a_n)$ is bounded in $L^\infty(0, T; L^2(\Omega, [0, 1]))$, so using (1.38) and (1.39), the sequence $(y_n)$ is bounded in $L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1_0(\Omega))$. We show then, using (1.4), that the sequence $(\frac{\partial y_n}{\partial t})$ is bounded in $L^2(0, T; H^{-1}(\Omega))$. We subtract a sequence still denoted by $(y_n, a_n)$ such that one can find a pair $(y, a) \in L^2(0, T; H^1_0(\Omega)) \times L^\infty(0, T; L^2(\Omega, [0, 1]))$ with

$$y_n \rightarrow y \quad \text{weakly in } L^2(0, T; H^1_0(\Omega))$$

$$\partial_t y_n \rightarrow \partial_t y \quad \text{weakly in } L^2(0, T; H^{-1}(\Omega))$$

$$a_n \rightarrow a \quad \text{weakly* in } L^\infty(0, T; L^2(\Omega, [0, 1])).$$

(1.15)

We deduce that

$$\partial_t y_n + Ay_n - a_n \rightarrow \partial_t y + Ay - a \quad \text{in } \mathcal{D}'((0, T) \times \Omega)$$

$$y_n(0) \rightarrow y(0) \quad \text{weakly in } L^2(\Omega).$$

(1.16)

We get using (1.16) that $(y, a)$ is a weak solution of (1.4). Moreover, since $L^\infty(0, T; L^2(\Omega, [0, 1])) = \left(L^1(0, T; L^2(\Omega, [0, 1]))\right)'$ (see [62, Corollary 1.3.22]) the convergence (1.15) implies that for every $v \in L^1(0, T)$ satisfying $v \geq 0$ and $\|v\|_{L^1(0, T)} = 1$, we have $\int_0^T \left(\int_{\Omega} a(t, x) dx\right) v(t) dt \leq \|v\|_{L^1(0, T)}$. Since the function $f_a$ defined by $f_a(t) = \int_{\Omega} a(t, x) dx$ belongs to $L^\infty(0, T)$, the norm $\|f_a\|_{L^\infty(0, T)}$ is the supremum of $\int_0^T \left(\int_{\Omega} a(t, x) dx\right) v(t) dt$ over the set of all possible $v \in L^1(0, T)$ such that
by the Meyers-Serrins theorem, we get a sequence \(\{y_n\}\) (see \[66, Theorem 3.2\] and from \[32, Theorem 6.3\]). For existence of an optimal shape solution of (1.17) for a.e. \(t \in (0, T)\). This shows that the pair \((y, a)\) is admissible. Since \(H^1(\Omega)\) is compactly embedded in \(L^2(\Omega)\) and by using the Aubin-Lions compactness Lemma (see [15]), we obtain

\[
y_n \rightharpoonup y \quad \text{strongly in } L^2(0, T; L^2(\Omega)).
\]

We get then by weak lower semi-continuity of \(J_T\) and by Fatou Lemma that

\[
J_T(a) \leq \liminf J_T(a_n).
\]

Hence \(a\) is an optimal control for \((\text{OCP})_T\), that we rather denote by \(a_T\) (and \(\bar{a}\) for \((\text{SOP})\)). We next proceed by proving existence of optimal shape designs.

1. We take \(\gamma_1 = 0, \gamma_2 = 1\) (Mayer case). We consider an optimal triple \((y_T, p_T, a_T)\) of \((\text{OCP})_T\). Then it satisfies (1.5) and (1.9). It follows from the properties of the parabolic equation and from the assumption of analytic-hypoellipticity that \(p_T\) is analytic on \((0, T) \times \Omega\) and that all level sets \(\{p_T(t) = a\}\) have zero Lebesgue measure. We conclude that the optimal control \(a_T\) satisfying (1.5)-(1.9) is such that

\[
\text{for a.e. } t \in [0, T] \quad \exists s(t) \in \mathbb{R}, \quad a_T(t, \cdot) = \chi_{\{p_T(t) > s(t)\}}
\]  

(1.17)

i.e., \(a_T(t)\) is a characteristic function. Hence, for a Mayer problem \((\text{DSD})_T\), existence of an optimal shape is proved.

2. In the case \(\gamma_1 = 1, \gamma_2 = 0\) (Lagrange case), we give the proof for the static problem \((\text{SSD})\). We suppose \(y_d < y^0\) (we proceed similarly for \(y_d > y^1\)). Having in mind (1.7) and (1.10), we have \(A\hat{y} = \hat{c}\) on \(\{\hat{p} = \hat{s}\}\). By contradiction, if \(\hat{c} > 1\) on \(\{\hat{p} = \hat{s}\}\), let us consider the solution \(y^*\) of

\[
A \cdot y^* = \bar{a}, \quad y^*|_{\partial \Omega} = 0,
\]

with the control \(\bar{a}\) which is the same as a verifying (1.10) except that \(\hat{c} = 0, \hat{s} = 1\) if \(y_d > y^1\) on \(\{\hat{p} = \hat{s}\}\). We have then \(A(y_\hat{y} - y^*) < 0\) (or \(A(y_\hat{y} - y^*) > 0\) if \(y_d > y^1\)). Then, by the maximum principle (see [31, Section 6.4]) and using the homogenous Dirichlet condition, we get that the maximum (the minimum if \(y_d > y^1\)) of \(y_\hat{y} - y^*\) is reached on the boundary and hence \(y_d \geq y^* \geq y_\hat{y}\) (or \(y_d \leq y^* \geq y_\hat{y}\) if \(y_d > y^1\)). We deduce \(\|y^*-y_d\| \leq \|y_\hat{y} - y_d\|\). This means that \(a^*\) is an optimal control. We conclude by uniqueness.

We use a similar argument thanks to maximum principle for parabolic equations (see [31, Section 7.1.4]) for existence of an optimal shape solution of \((\text{DSD})_T\).

In view of proving the next part of the theorem, we first give a useful Lemma inspired by [66, Theorem 3.2] and from [32, Theorem 6.3].

**Lemma 1.9.** Given any \(p \in [1, +\infty)\) and any \(u \in W^{1,p}(\Omega)\) such that \(|u = 0| > 0\), we have \(\nabla u = 0\) a.e. on \(|u = 0|\).

**Proof of Lemma 1.9.** A proof of a more general result can be found in [66, Theorem 3.2]. For completeness, we give here a short argument. \(Du\) denotes here the weak derivative of \(u\). We need first to show that for \(u \in W^{1,p}(\Omega)\) and for a function \(S \in C^1(\mathbb{R})\) for which there exists \(M > 0\) such that \(\|S\|_{L^\infty(\Omega)} < M\), we have \(S(u) \in W^{1,p}(\Omega)\) and \(DS(u) = S'(u)Du\). To do that, by the Meyers-Serrins theorem, we get a sequence \(u_n \in C^\infty(\Omega) \cap W^{1,p}(\Omega)\) such that \(u_n \rightarrow u\) in \(W^{1,p}(\Omega)\) and \(u_n \rightarrow u\) almost everywhere. We get by the chain rule \(DS(u_n) = S'(u_n)Du_n\) and \(\int_{\Omega} |DS(u_n)|^p dx \leq \|S\|_{L^\infty(\Omega)}^p \|Du_n\|_{L^p(\Omega)}^p\), involving \(S(u_n) \in W^{1,p}(\Omega)\). Since \(S\) is Lipschitz, we have
The first term tends to 0 since $u_n \to u$ in $W^{1,p}(\Omega)$. For the second term, we use that $|S(u_n) - S(u)|^p|Du|^p \to 0$ a.e. and $|S(u_n) - S(u)|^p|Du|^p \leq 2\|S\|_{L^\infty(\Omega)}^p|Du|^p \in L^1(\Omega)$. By the dominated convergence theorem, $\|(S(u_n) - S(u))Du\|_{L^p(\Omega)} \to 0$ which implies that $\|DS(u_n) - S'(u)Du\|_{L^p(\Omega)} \to 0$. Finally $S(u_n) \to S(u)$ in $W^{1,p}(\Omega)$ and $DS(u) = S'(u)Du$. Then, we consider $u^+ = \max(u,0)$ and $u^- = \min(u,0) = -\max(-u,0)$. We define

$$S_\epsilon(s) = \begin{cases} (s^2 + \epsilon^2)^{1/2} - \epsilon & \text{if } s \geq 0 \\ 0 & \text{else.} \end{cases}$$

Note that $\|S_\epsilon\|_{L^\infty(\Omega)} < 1$. We deduce that $DS\epsilon(u) = S_\epsilon'(u)Du$ for every $\epsilon > 0$. For $\phi \in C^\infty_c(\Omega)$ we take the limit of $\int_\Omega S_\epsilon(u)Du \phi \, dx$ when $\epsilon \to 0^+$ to get that

$$Du^+ = \begin{cases} Du & \text{on } \{u > 0\} \\ 0 & \text{on } \{u \leq 0\} \end{cases} \quad \text{and} \quad Du^- = \begin{cases} 0 & \text{on } \{u > 0\} \\ -Du & \text{on } \{u < 0\}. \end{cases}$$

Since $u = u^+ - u^-$, we get $Du = 0$ on $\{u = 0\}$. We can find this Lemma in a weaker form in [32, Theorem 6.3].

2-(b). We assume that $Ay_d \leq \beta$ in $\Omega$ with $\beta = \delta Ac^*$. Having in mind (1.7) and (1.10), we assume by contradiction that $|\{\tilde{p} = \tilde{s}\}| > 0$. Since $A$ and $A^*$ are differential operators, applying $A^*$ to $\tilde{p}$ on $\{\tilde{p} = \tilde{s}\}$, we obtain by Lemma 1.9 that $A^{\ast} \tilde{p} = c^* \tilde{s}$ on $\{\tilde{p} = \tilde{s}\}$. Since $(\tilde{y}, \tilde{p})$ verifies (1.7) we get $y_d - \tilde{y} = c^* \tilde{s}$ on $\{\tilde{p} = \tilde{s}\}$. We apply then $A$ to this equation to get that $Ay_d - \delta Ac^* = Ay = \tilde{a}$ on $\{\tilde{p} = \tilde{s}\}$. Therefore $Ay_d - \delta Ac^* \in (0,1)$ on $\{\tilde{p} = \tilde{s}\}$ which contradicts $Ay_d \leq \beta$. Hence $|\{\tilde{p} = \tilde{s}\}| = 0$ and thus (1.10) implies $\tilde{a} = \chi_{\tilde{a}}$ for some $\tilde{a} \in \mathbb{R}_L$. Existence of solution for (SSD) is proved.

Remark 1.10. Condition in Theorem 1.1.2-(b) is a necessary condition. We can construct example, where $Ay_d \leq \beta$ is not satisfied and where we observe relaxation, which is closely related to the fact $|\{\tilde{p} = \tilde{s}\}| > 0$.

Indeed, we plot on Figure 1.1 the adjoint state $\tilde{p}$ for the static problem in 1D. At the left-hand side, $\tilde{p}$ is assumed to be analytic: in this case, all level sets of $\tilde{p}$ have zero Lebesgue measure (there is no subset of positive measure on which $\tilde{p}$ would remain constant). When $\tilde{p}$ is not analytic and remains constant on a subset of positive measure (see Figure 1.1 in red), we do not have necessarily zero Lebesgue measure level sets, and on $\{\tilde{p} = \tilde{s}\}$, $\tilde{a}$ can take values in $(0,1)$.

The uniqueness of the optimal controls follows from the strict convexity of the cost functions. Indeed, in the dynamic case, whatever $(\gamma_1, \gamma_2) \neq (0,0)$, $J_T$ is strictly convex with respect to the variable $y$. The injectivity of the control-state mapping gives the strict convexity with respect to the variable $a$. Moreover, the uniqueness of $(\tilde{y}, \tilde{p})$ emerges by application of Poincaré’s inequality and the uniqueness of $(y_T, p_T)$ follows from Gronwall’s inequality (1.39) in the Appendix.
1.2. Proofs

Figure 1.1 – Optimal shape design existence: (a) level-sets with zero Lebesgue measure, no relaxation: shape existence; (b) positive measure level-sets, relaxation

1.2.2 Proof of Theorem 1.4

For $\gamma_1 = 1, \gamma_2 = 0$ (Lagrange case), the cost is $J_T(\omega) = \frac{1}{T} \int_0^T \|y(t) - y_d\|^2 \, dt$. We consider the triples $(y_T, p_T, \chi_{\omega_T})$ and $(\tilde{y}, \tilde{p}, \chi_{\tilde{\omega}})$ satisfying the optimality conditions (1.5) and (1.7). Since $\chi_{\omega_T}(t)$ is bounded at each time $t \in [0, T]$ and by application of Gronwall inequality (1.39) in the appendix to $y_T$ and $p_T$ we can find a constant $C > 0$ depending only on $A, y_0, y_d, \Omega, L$ such that

$$\forall T > 0 \quad \|y_T(T)\|^2 \leq C \quad \text{and} \quad \|p_T(0)\|^2 \leq C.$$ 

Setting $\tilde{y} = y_T - \bar{y}, \tilde{p} = p_T - \bar{p}, \tilde{a} = \chi_{\omega_T} - \chi_{\tilde{\omega}}$, we have

$$\begin{align*}
\partial_t \tilde{y} + Ay = \tilde{a}, \quad \tilde{y}|_{\partial \Omega} &= 0, \quad \tilde{y}(0) = y_0 - \bar{y} \quad (1.18) \\
\partial_t \tilde{p} - A^* \tilde{p} &= \tilde{\bar{y}}, \quad \tilde{p}|_{\partial \Omega} &= 0, \quad \tilde{p}(T) = -\bar{p}. \quad (1.19)
\end{align*}$$

First, using (1.5) and (1.7) one has $\{\tilde{p}(t), \tilde{a}(t)\} \geq 0$ for almost every $t \in [0, T]$. Multiplying (1.18) by $\tilde{p}$, (1.19) by $\tilde{y}$ and then adding them, one can use the fact that

$$\begin{align*}
\langle \tilde{y} - y_0, \tilde{p}(0) \rangle - \langle \tilde{y}(T), \tilde{p} \rangle &= \int_0^T (\tilde{p}(t), \tilde{a}(t)) \, dt + \int_0^T \|\tilde{y}(t)\|^2 \, dt.
\end{align*}$$

By the Cauchy-Schwarz inequality we get a new constant $C > 0$ such that

$$\frac{1}{T} \int_0^T \|\tilde{y}(t)\|^2 \, dt + \frac{1}{T} \int_0^T (\tilde{p}(t), \tilde{a}(t)) \, dt \leq \frac{C}{T}.$$ 

The two terms at the left-hand side are positive and using the inequality (1.38) with $\zeta(t) = \tilde{p}(T - t)$, we finally obtain $M > 0$ independent of $T$ such that

$$\frac{1}{T} \int_0^T (\|y_T(t) - \bar{y}\|^2 + \|p_T(t) - \bar{p}\|^2) \, dt \leq \frac{M}{T}.$$
1.2.3 Proof of Theorem 1.7

(a). Strict dissipativity is established thanks to the storage function $S(y) = \{y, \bar{p}\}$ where $\bar{p}$ is the optimal adjoint. Following the Gronwall inequality (1.39) in the appendix, since $\|y(t)\|^2 < M$ for every $t \in [0, T]$ with $M$ independent of final time $T$, the storage function $S$ is locally bounded and bounded below. We next consider an admissible pair $(y(\cdot), \chi_{\omega(\cdot)})$ of (OCP)$_T$, we multiply (1.3) by $\bar{p}$ and or $\tau > 0$, we integrate over $(0, \tau) \times \Omega$ and use optimality conditions of static problem (1.7)-(1.8) combined with integration by parts to write

$$\int_0^\tau (y_t + Ay, \bar{p}) \, dt = \int_0^\tau (\chi_{\omega(t)}, \bar{p}) \, dt \leq \int_0^\tau (\chi_{\omega(t)}, \bar{p}) \, dt$$

and so

$$(y(\tau), \bar{p}) - \int_0^\tau (y(t) - \bar{y}, \bar{y} - y_d) \, dt \leq (y(0), \bar{p}).$$

Noting that $\|y - \bar{y}\|^2 + 2(y - \bar{y}, \bar{y} - y_d) = \|y - y_d\|^2 - \|\bar{y} - y_d\|^2$ we make appear the quantity $\|y(t) - \bar{y}\|^2$ and finally get the strict dissipation inequality (1.14) with respect to the supply rate function $w(y, \omega) = \frac{1}{2} \|y - y_d\|^2 - \|\bar{y} - y_d\|^2$ and with $\alpha(s) = \frac{1}{2} s^2$:

$$(\bar{p}, y(\tau)) + \frac{1}{2} \int_0^\tau \|y(t) - \bar{y}\|^2 \, dt \leq (\bar{p}, y(0)) + \int_0^\tau w(y(t), \omega(t)) \, dt. \tag{1.20}$$

(b). Now we prove that strict dissipativity implies measure-turnpike, by following an argument of [91]. Applying (1.20) to the optimal solution $(y_T, \omega_T)$ at $\tau = T$, we get

$$\frac{1}{T} \int_0^T \|y(t) - \bar{y}\|^2 \, dt \leq J_T - \bar{J} + \frac{(y_T(0) - y_T(T), \bar{p})}{T}.$$

Considering then the solution $y_s$ of (1.3) with $\omega(\cdot) = \bar{\omega}$ and $J_s = \frac{1}{T} \int_0^T \|y_s(t) - y_d\|^2$, we have $J_T - J_s < 0$ and we show that $J_s - \bar{J} \leq \frac{1 - e^{-CT}}{CT}$, then we find $M_1 > 0$ independent of $T$ such that

$$\frac{1}{T} \int_0^T \|y_T(t) - \bar{y}\|^2 \, dt \leq \frac{M_1}{T}. \tag{1.21}$$

Applying (1.38) to $\zeta(\cdot) = p_T(T - \cdot) - \bar{p}$, we get $M_2 > 0$ independent of $T$ such that

$$\frac{1}{T} \int_0^T \|p_T(t) - \bar{p}\|^2 \, dt \leq \frac{M_2}{T} \int_0^T \|y_T(t) - \bar{y}\|^2 \, dt. \tag{1.22}$$

We combine (1.21) and (1.22) to finally get a constant $M > 0$ which does not depend on $T$ such that $\forall \varepsilon > 0$, $|P_{\varepsilon, T}| \leq \frac{M}{\varepsilon^2}$.

1.2.4 Proof of Theorem 1.8

We take $\gamma_1 = 0, \gamma_2 = 1$ (Mayer case). We want to characterize optimal shapes as being the level set of some functions as in [25]. Let $(y_T, p_T, \chi_{\omega_T})$ be an optimal triple, coming from Theorem 1.1.1. Then $\zeta(t, x) = p_T(T - t, x)$ satisfies

$$\partial_t \zeta + A^* \zeta = 0, \quad \zeta_{|\partial \Omega} = 0, \quad \zeta(0) = y_d - y_T(T). \tag{1.23}$$
1.2. Proofs

We write $y_d - y_T(T)$ in the basis $(\phi_j)_{j \in \mathbb{N}^*}$. There exists $(\zeta_j) \in \mathbb{R}^{\mathbb{N}^*}$ such that $y_d - y_T(T) = \sum_{j \geq 1} \zeta_j \phi_j$. We can solve (1.23) and get $p_T(t,x) = \sum_{j \geq 1} \zeta_j \phi_j(x)e^{-\lambda_j(T-t)}$. Using the Gronwall inequality (1.39) in the appendix, there exists $C_1 > 0$ independent of $T$ such that the solution of (1.3) satisfies $\|y_T(t)\|^2 \leq C_1$ for every $t \in (0,T)$. Hence $|\zeta_j|^2 \leq C_1$ for every $j \in \mathbb{N}^*$. Let us consider the index $j_0 = \inf\{j \in \mathbb{N}, \zeta_j \neq 0\}$. Take $\lambda = \lambda_{j_0}$ and $\mu = \lambda_k$ where $k$ is the first index for which $\lambda_k > \lambda$. We define $\Phi_0 = \sum_{\lambda = \lambda_{j_0}} \zeta_j \phi_j$ which is a finite sum of the eigenfunctions associated to the eigenvalue $\lambda_{j_0}$. We write, for every $x \in \Omega$ and every $t \in [0,T]$,

$$|p_T(t,x) - e^{-\lambda(T-t)}\Phi_0(x)| = \left|\sum_{j \geq k} \zeta_j \phi_j(x)e^{-\lambda_j(T-t)}\right| \leq \sum_{j \geq k} |\zeta_j \phi_j(x)| e^{-\lambda_j(T-t)}.$$ 

Since $|\zeta_j|^2 \leq C_1$, $\forall j \in \mathbb{N}^*$, by the Weyl Law and sup-norm estimates for the eigenfunctions of $A$ (see [88, Chapter 3]), we can find $\alpha \in (0,1)$ such that $\alpha \mu > \lambda$ and two constants $C_1, C_2 > 0$ independent of $x$, $t$ and $T$ such that

$$|p_T(t,x) - e^{-\lambda(T-t)}\Phi_0(x)| \leq C_1 e^{-\alpha \mu(T-t)} \sum_{j \geq k} \frac{|\phi_j(x)|}{\lambda_j - \lambda} \leq C_2 e^{-\mu(T-t)}.$$ 

Let $\varepsilon > 0$ be arbitrary. We claim that there exists $C_\varepsilon > 0$ independent of $x$, $t$, $T$ such that, for every $x \in \Omega$,

$$|p_T(t,x) - e^{-\lambda(T-t)}\Phi_0(x)| \leq C_\varepsilon e^{-\alpha \mu(T-t)} \quad \forall t \in (0,T+\varepsilon),$$

$$|p_T(t,x) - e^{-\lambda(T-t)}\Phi_0(x)| \leq C_\varepsilon \quad \forall t \in (T-\varepsilon,T).$$

To conclude we take an arbitrary value for $\varepsilon$ and we write $\mu$ instead of $\alpha \mu$ but always with $\mu > \lambda$ to get

$$\|p_T(t) - e^{-\lambda(T-t)}\Phi_0\|_{L^\infty(\Omega)} \leq C e^{-\mu(T-t)} \quad \forall t \in [0,T]$$

with $C > 0$ not depending on the final time $T$. Using the bathtub principle ([68, Theorem 1.16]) and since $\Phi_0$ is analytic, we introduce $s_0 \in \mathbb{R}$ and the shape $\omega_0 = \{\Phi_0 \geq s_0\} \in \mathcal{U}_L$ such that $\chi_{\omega_0}$ is solution of the auxiliary problem

$$\max_{u \in \mathcal{U}_L} \int_\Omega \Phi_0(x)u(x) \, dx.$$ 

Let $t \in [0,T]$ fixed. For $x \in \omega_0$, we remark that (1.24) implies that $p(t,x) \geq s_0 e^{-\lambda(T-t)} - C^{-\mu(T-t)}$. Reminding the definition of $s_T(t)$ in (1.12) we write

$$\omega_0 \subset \{p(t,x) \geq s_0 e^{-\lambda(T-t)} - C^{-\mu(T-t)}\} \quad |\omega_0| = L|\Omega| \quad \text{and} \quad \{|p_T(t,x) \geq s_T(t)| \leq L|\Omega|\}.$$ 

Hence $s_T(t) \geq s_0 e^{-\lambda(T-t)} - C^{-\mu(T-t)}$. We change the roles of $\omega_0$ and $\omega_T(t)$ to get $s_T(t) \leq s_0 e^{-\lambda(T-t)} + C^{-\mu(T-t)}$ and finally obtain

$$|s_T(t) - e^{-\lambda(T-t)}s_0| \leq C e^{-\mu(T-t)} \quad \forall t \in [0,T].$$

(1.26)
We write \( \Phi = s_0 - \Phi_0, \psi_T(t, x) = s_T(t) - p_T(t, x) \) and \( \psi_0(t, x) = e^{-\lambda(T-t)}\Phi(x) \) and using (1.24) with (1.26), we get a new constant \( C > 0 \) independent of \( T \) such that
\[
\| \psi_T(t, x) - \psi_0(t, x) \|_{L^\infty(\Omega)} \leq C e^{-\mu(T-t)}, \quad \forall t \in [0, T].
\] (1.27)

We now follow arguments of [25] to establish the exponential turnpike property for the control and then for the state by using some information on the control \( \chi_{\alpha t} \). We first remark that for all \( t_1, t_2 \in [0, T], \| \psi_0(t_1, \cdot) \| \leq 0 = \{ \psi_0(t_2, \cdot) \leq 0 = \{ \Phi \leq 0 \}. \) Then we take \( t \in [0, T] \) and we compare the sets \( \{ \psi_0(t, \cdot) \leq 0 \}, \{ \psi_T(t, \cdot) \leq 0 \} \) and \( \{ \psi_0(t, \cdot) + C e^{-\mu(T-t)} \leq 0 \}. \) Thanks to (1.27) we get for every \( t \in [0, T] \)
\[
\begin{align*}
\{ \Phi \leq -C e^{-(\mu-\lambda)(T-t)} \} & \subset \{ \psi_T(t, \cdot) \leq 0 \} \subset \{ \Phi \leq C e^{-(\mu-\lambda)(T-t)} \} \\
\{ \Phi \leq -C e^{-(\mu-\lambda)(T-t)} \} & \subset \{ \psi_0(t, \cdot) \leq 0 \} \subset \{ \Phi \leq C e^{-(\mu-\lambda)(T-t)} \}.
\end{align*}
\] (1.28) (1.29)

We infer from [25, Lemma 2.3] that for every \( t \in [0, T], \)
\[
d_{\mathcal{H}}(\{ \psi_T(t, \cdot) \leq 0 \}, \{ \Phi \leq 0 \}) \leq d_{\mathcal{H}}(\{ \Phi \leq -C e^{-(\mu-\lambda)(T-t)} \}, \{ \Phi \leq C e^{-(\mu-\lambda)(T-t)} \}).
\] (1.30)

To conclude, since \( d_{\mathcal{H}} \) is a distance, we only have to estimate
\[
d_{\mathcal{H}}(\{ \Phi \leq 0 \}, \{ \Phi \leq \pm C e^{-(\mu-\lambda)(T-t)} \}).
\]

**Lemma 1.11.** Let \( f : \Omega \to \mathbb{R} \) be a continuously differentiable function and set \( \Gamma = \{ f = 0 \}. \) Under the assumption \( (S) : \) there exists \( C > 0 \) such that
\[
\| \nabla f(x) \| \geq C \quad \forall x \in \Gamma,
\]
there exist \( \epsilon_0 > 0 \) and \( C_f > 0 \) only depending on \( f \) such that for any \( \epsilon \leq \epsilon_0 \)
\[
d_{\mathcal{H}}(\{ f \leq 0 \}, \{ f \leq \pm \epsilon \}) \leq C_f \epsilon.
\]

**Proof of Lemma 1.11.** We consider \( f \) satisfying \( (S) \) with \( \Gamma = \{ \Phi = 0 \}. \) We assume by contradiction that for every \( \epsilon > 0 \), there exists \( x \in \{ |f| \leq \epsilon \} \) such that \( \| \nabla f(x) \| = 0 \). We take \( \epsilon = \frac{1}{n} \) and we subtract a subsequence \( (x_n) \to x \in \{ |f| \leq 1 \} \) (which is compact). By continuity of \( f \) and of \( \| \nabla f \| \), we have \( x \in \Gamma \) and \( \| f(x) \| = 0 \), which raises contradiction with \( (S) \). Hence we find \( \epsilon_0 > 0 \) such that \( \| \nabla f(x) \| \geq \frac{C}{2} \) for every \( x \in \{ |f| \leq \epsilon \}. \) We apply [20, Corollary 4] (see also [20, Theorem 2]) to get
\[
d_{\mathcal{H}}(\{ f \leq 0 \}, \{ f \leq \pm \epsilon \}) \leq \frac{2}{C} \epsilon.
\]
A more general statement can be found in [20; 25].

We infer that \( \Phi \) satisfies \( (S) \) on \( \| \nabla_x \psi_0(t, x) \| = e^{-\lambda(T-t)} \| \nabla_x \Phi(x) \| \) for \( x \in \Omega. \) We first remark that \( \Phi_0 \) satisfies \( A \Phi_0 = \lambda \Phi_0, \Phi_{0,0} = s_0 \) and that the set \( \Gamma = \{ \Phi_0 = 0 \} \) is compact. Since \( \Omega \) has a \( C^2 \) boundary and \( c = 0 \) the Hopf lemma (see [31, Section 6.4]) gives
\[
x_0 \in \Gamma_0 \implies \| \nabla_x \Phi(x_0) \| = \| \nabla_x \Phi_0(x_0) \| > 0.
\]
Hence there exists $C_0 > 0$ not depending on $t$, $T$ such that for every $x \in \Gamma_0$, $\|\nabla_x \Phi(x_0)\| \geq C_0 > 0$. We take $\nu > 0$, $e^{-\mu \nu} \leq \epsilon_0$. We remark that $e^{-\mu (T-t)} \leq \epsilon_0$, $t \in (0, T - \nu)$ and we use Lemma 1.11 combined with (1.30) to get that, for every $t \in (0, T - \nu)$,

$$d_{\mathcal{H}}(\{\Psi_T(t, \cdot) \leq 0\}, \{\Phi \leq 0\}) \leq C_0 e^{-\mu(T-t)}.$$  

We adapt the constant $C_0$ such that on the compact interval $t \in (T - \nu, T)$ the sets are the same whatever $T \geq T_0 > 0$ may be, to get that, for every $t \in (0, T)$,

$$d_{\mathcal{H}}(\{\Psi_T(t, \cdot) \leq 0\}, \{\Phi \leq 0\}) \leq C_0 e^{-\mu(T-t)}.$$  

We obtain therefore an exponential turnpike property for the control in the sense of the Hausdorff distance

$$d_{\mathcal{H}}(\omega_T(t), \omega_0) \leq C_0 e^{-\mu(T-t)} \quad \forall t \in [0, T].$$  

Here is a possible way to find a further turnpike property on state and adjoint. We could use a similar argument (valid only for convex sets) as in [47, Theorem 1-(a)] : $\|\chi_{\omega_T(t)} - \chi_{\omega_0}\| \leq Cd_{\mathcal{H}}(\omega_T(t), \omega_0)$. Denoting $b_\omega := d_\omega - d_\nu$ the oriented distance, we follow [28, Theorem 4.1-(b)] and [28, Theorem 5.1-(iii)(iv)] and we use the inequality $\|\chi_{\overline{A}_1} - \chi_{\overline{A}_2}\| \leq \|b_{A_1} - b_{A_2}\|_{W^{1,2}(\Omega)} \leq \|b_{A_1} - b_{A_2}\| + \|\nabla b_{A_1} - \nabla b_{A_2}\|$ to try to make the link between $\|\chi_{\omega_T(t)} - \chi_{\omega_0}\|$ and $d_{\mathcal{H}}(\omega_T(t), \omega_0)$. Afterwards, applying Gronwall inequality (1.39), we get

$$\|y(t) - \overline{y}\|_{L^2(\Omega)} \leq C_0 e^{-\frac{\mu+\lambda}{2}(T-t)} \quad \forall t \in (0, T)$$  

with $\overline{y}$ solution of $Ay = \chi_{\omega_0}$, $\overline{y}|_{\partial\Omega} = 0$. Taking $\kappa = \frac{\mu+\lambda}{2} > 0$ and by application of Gronwall inequality (1.39) for the adjoint, we finally get the exponential turnpike property for the state, adjoint and control.

### 1.3 Numerical simulations: optimal shape design for the 2D heat equation

**Mayer Case.** We illustrate the exponential turnpike phenomenon involved in the theorem 1.8 with a simulation in dimension 1. We still focus on the heat equation seen on the domain $\Omega = [-1, 1]$ with a constant final target function $y_d = 0.1$ and try to solve the minimization problem

$$\min J_T(\omega(\cdot)) = \int_{-1}^{1} (y(T, x) - 0.1)^2 \, dx$$

subject to:

$$\begin{cases}
\partial_t y - \partial_{xx} y = \chi_{\omega(\cdot)} & \forall (t, x) \in (0, T) \times (-1, 1) \\
y(0, x) = y_0, & \forall x \in (-1, 1).
\end{cases}$$

We do not concentrate here on how to treat such a problem numerically, which will be presented in Chapter 3. To do so, we use the AMPL software combined with the IpOpt method and plot in Figure 1.2 the shape evolving in time. We try to show that the inequality of the Theorem 1.8 is well verified. At the beginning the optimal shape in time remains stationary until the final
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Figure 1.2 – 1D time-varying shape for Mayer case - $T = 3$

Time $T$ is almost reached. Once $T$ is almost reached, the optimal shape evolves to minimize the final cost. The constant $M$ implied in the Theorem 1.8 is independent of the final time $T$, which we verify by plotting for different values of $T$ the behavior of the error $t \mapsto d_H(\omega_T(t), \bar{\omega})$. We plot the time evolution of the Hausdorff distance between the optimal shape found and the stationary shape $t \mapsto d_H(\omega_T(t), \bar{\omega})$ for several final times $T \in \{1, 3, 5\}$. From one side, we observe

Figure 1.3 – Error between time and static optimal shapes with respect to the Hausdorff distance $t \mapsto d_H(\omega_T(t), \bar{\omega})$ introduced in Theorem 1.8

in Figure 1.3, that the biggest is $T$, the more often is $d_H(\omega_T(t), \bar{\omega})$ near to 0. On the other side, whatever the final time $T$ chosen, the behavior of $t \mapsto d_H(\omega_T(t), \bar{\omega})$ stays unchanged close to the final time $T$. Moreover, close to $T$, the way in which the error quickly leaves the 0 value to reach its final value highlights the exponential character of the turnpike phenomenon, and in the same way for $T$ which takes larger and larger values.
1.3. Numerical simulations: optimal shape design for the 2D heat equation

**Lagrange Case.** Numerical simulations will be detailed in Chapter 3 where several methods are introduced. The one chosen to obtain figures below is based on the numerical solving of PDE constrained optimization problems introduced in Chapter 2. From the time being, we take $\Omega = [-1, 1]^2$, $L = \frac{1}{8}$, $T \in \{1, \ldots, 5\}$, $y_d = \text{Cst} = 0.1$ and $y_0 = 0$. We focus on the heat equation and consider the minimization problem

$$\min_{\omega(t)} \int_0^T \int_{[-1,1]^2} |y(t, x) - 0.1|^2 \, dx \, dt$$

(1.33)

under the constraints

$$\partial_t y - \Delta y = \chi_\omega, \quad y(0, \cdot) = 0, \quad y|_{\partial \Omega} = 0.$$  

(1.34)

We compute numerically a solution by solving the equivalent convexified problem using a direct method in optimal control (see MR2224013). We discretize here with an implicit Euler method in time and with a decomposition on a finite element mesh of $\Omega$ using FreeFEM (see [56]). We finally express the optimal control problem as a quadratic programming problem in finite dimension. We then use the routine IpOpt (see [97]) on a standard office machine. The numerical solution of such problems has been shown to require efficient optimization methods which we present in the next Chapter 2 and whose applications to our problem are later illustrated in the Chapter 3.

We plot on the Figure 1.4 the evolution in time of the optimal shape $t \mapsto \omega(t)$ which appears as a cylinder whose section at time $t$ represents the shape $\omega(t)$. At the beginning ($t = 0$) we notice that the shape concentrates in the middle of $\Omega$ in order to heat up as fast as possible and approach the state $y$ close to $\bar{y}$. Once this is acceptable, the shape is almost stationary for a long time. Finally, since the target $y_d$ is taken here as a constant, the optimal final state $y_T(T)$ must be as flat as possible. Indeed, for $t < T$ and by plotting the state curve, we observe that $y_T(t)$ is much larger in the center of $\Omega$ than near the boundary. Thus, at the final moment, the shape approaches the boundary of $\Omega$ so that $y_T(T)$ becomes larger near it and smaller at the center of $\Omega$. We thus observe that $y_T(T)$ is almost constant in $\Omega$ and very close to $y_d$.

We plot in Figure 1.5 a comparison between the optimal shape at several times (in red) and the optimal static shape (in yellow) and notice the same design when $t = T$. Now, in order to highlight the turnpike phenomenon, we plot the time evolution of the distance between the optimal dynamic triple and the optimal static triple $t \mapsto \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{\omega_T(t)} - \chi_\omega\|$. In the figure 1.6, we notice that this function is most of the time very close to 0 with terminal arcs which seems to be exponential. This behavior leads us to conjecture that the exponential property of the turnpike should be satisfied. We notice on Figures 1.6 and 1.9 that the initial arcs all start from the same point while the final arcs close to the final time do not end at the same point depending on the final time concerned while we expect it to end at the same final point when $T$ is large enough. For the sake of clarity, we represent on Figure 1.7 this error in dimension 1, because we are limited in the number of time steps in dimension 2 (with one hundred time steps, the optimization algorithm would process more than ten million variables). We therefore observe that the endpoints are always identical and conclude that in dimension 2, this difference in the final time could be due to the limited number of time steps in dimension 2 and therefore to a lack of numerical precision in the final time when computing the error between the two optimal triples.
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**Figure 1.4** – Optimal shape’s time evolution cylinder - $T = 2$

(a) | (b) | (c) | (d) | (e) | (f)

**Figure 1.5** – Time optimal shape $T = 5$ - Static shape: (a) $t = 0$; (b) $t = 0.5$; (c) $t \in [1, 4]$; (d) $t = 4.5$; (e) $t = T$; (f) static shape
1.3. Numerical simulations: optimal shape design for the 2D heat equation

**Figure 1.6** – Error between dynamical optimal triple and static one

**Figure 1.7** – Error between dynamical optimal triple and static one (1D)
CHAPTER 1. SHAPE TURNPIKE FOR LINEAR PARABOLIC PDES

Figure 1.8 – Relaxation phenomenon: (a) $t = 0$; (b) $t = 0.5$; (c) $t \in [1, 4]$; (d) $t = 4.5$; (e) $t = T$; (f) static shape

Figure 1.9 – Error between dynamical optimal triple and static one (Relaxation case)

To complete these numerical remarks, we must specify that the existence of optimal forms for $y_d$ seems to be acquired when $y_d$ is convex. We see indeed on Figure 1.5 the existence of the time optimal shape for $y_d$ convex on $\Omega$. In the contrary case, we can sometimes observe a relaxation phenomenon due to the presence of $\bar{c}$ and $c_T(\cdot)$ in the optimality conditions (1.5) - (1.7).

Indeed, we consider the same problem $(OCP)_T$ in 2D with $\Omega = [-1, 1]^2$, $L = \frac{1}{8}$, $T = 5$ and the static one associated $(SOP)$ with the nonconvex function $y_d(x, y) = -\frac{1}{20}(x^2 + y^2 - 2)$.

In Figure 1.8 we see that optimal control $(a_T, \bar{a})$ of $(OCP)_T$ and $(SOP)$ take values in $(0, 1)$ in the middle of $\Omega$, which illustrates that relaxation occurs for some nonconvex $y_d$. Here, $y_d$ was chosen such that $-\Delta y_d \in (0, 1)$. We have tuned the parameter $L$ to observe the relaxation phenomenon, but for same $y_d$ and smaller $L$, optimal solutions may be shapes. We notice that despite the relaxation, turnpike still occurs in Figure 1.9.
1.4 Further comments

Numerical simulations when $\Delta y_d > 0$ lead us to conjecture the existence of an optimal shape for $(DSD)_T$, as we have not yet observed any relaxation phenomenon in this case. The question of existence is nevertheless very difficult and could be proved thanks to arguments like maximal regularity properties and Hölder estimates for solutions of parabolic equations.

Moreover, still on the basis of our simulations and in particular of Figure 1.6, we conjecture the exponential turnpike property.

The work we have presented here concerns the second order parabolic equations and in particular the heat equation. Concerning the Mayer case, we have used in our arguments Weyl’s law, sup-norm estimates of the eigenelements (see [88]) and the analyticity of the solutions (analytic-hypoe-lliptic operator). Nevertheless, concerning the Lagrange case and having in mind [81; 91], it seems reasonable to extend our results to general local parabolic operators which satisfy an energy inequality (1.38) as well as the maximum principle to ensure the existence of solutions, at least for the relaxed problem. However, some results such as the theorem 1.1.2-(b) must be adapted. Moreover, we consider a linear partial differential equation that gives uniqueness of the solution due to the strict convexity of the criterion. On the contrary, if we do not have uniqueness, as in [91], the notion of measure-turnpike seems to be a relevant way to get turnpike results.

Appendix

1.A Energy inequalities

We recall some useful energy inequalities for elliptic operators $A$ defined in Section 1, requisite to study the existence of solutions and turnpike phenomenon. In that aim, we first introduce Poincaré’s inequality

**Theorem 1.12.** Let $\Omega$ be an open bounded subset of $\mathbb{R}^d$ with smooth boundary $\partial \Omega$, then it exists $C_p > 0$ such that, for any $y \in H^1_0(\Omega)$

$$
\|y\|^2_{L^2(\Omega)} \leq C_p \|\nabla y\|^2_{L^2(\Omega)}.
$$

We then prove the following results

**Theorem 1.13.** If $\theta_0 > \theta_1 > 0$ in (1.2), where $\theta_1$ is the largest root of the polynomial $P(X) = \frac{X^2}{4c_p} - \|c\|_{L^\infty(\Omega)} X \left( \sum_{i=1}^d |b_i|_{L^\infty(\Omega)} \right)^2$, we can find $\gamma > 0$ such that and

$$
(Ay,y)_{L^2(\Omega)} \geq \gamma \|y\|^2_{H^1_0(\Omega)} \quad \forall y \in H^1_0(\Omega).
$$

**Proof.** Let $y \in H^1_0(\Omega)$ and write

$$(Ay,y)_{L^2(\Omega)} = \int_{\Omega} \left( \sum_{i,j=1}^d (a_{ij}(x)\partial_{x_i} y \partial_{x_j} y) + \sum_{i=1}^d b_i(x) y \partial_{x_i} y + c(x) y^2 \right) dx$$
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so that, by means of the ellipticity condition (1.1) the following inequality holds
\[
\theta \| \nabla y \|_{L^2(\Omega)}^2 \leq (Ay, y)_{L^2(\Omega)} + \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \int_{\Omega} |y| | \nabla y| \, dx + \| c \|_{L^\infty(\Omega)} \| y \|_{L^2(\Omega)}^2.
\] (1.37)

We introduce a positive parameter \( \varepsilon > 0 \) and write Cauchy’s inequality to delink the term \( |y| | \nabla y| \) in \( \int_{\Omega} |y| | \nabla y| \, dx \) as
\[
\int_{\Omega} |y| | \nabla y| \, dx \leq \varepsilon \int_{\Omega} | \nabla y|^2 \, dx + \frac{1}{4\varepsilon} \int_{\Omega} y^2 \, dx
\]
and introduce it in the previous inequality so that
\[
\left( \theta - \varepsilon \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \right) \| \nabla y \|_{L^2(\Omega)}^2 \leq (Ay, y)_{L^2(\Omega)} + \left( \| c \|_{L^\infty(\Omega)} + \frac{1}{4\varepsilon} \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \right) \| y \|_{L^2(\Omega)}^2.
\]

We almost get (1.36) insofar \( \theta - \varepsilon \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \) must be positive. In that aim, we choose \( \varepsilon = \frac{\theta}{2\sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)}} \) and we decompose the left term \( \| \nabla y \|_{L^2(\Omega)}^2 \) by means of Poincaré's inequality (1.35) so that \( \| \nabla y \|_{L^2(\Omega)}^2 \geq \frac{\theta}{2\sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)}} \| y \|_{L^2(\Omega)}^2 \) to reword (1.37) as
\[
\frac{\theta}{4} \| \nabla y \|_{L^2(\Omega)}^2 \leq (Ay, y)_{L^2(\Omega)} + \left( \| c \|_{L^\infty(\Omega)} + \frac{1}{2\theta} \left( \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \right)^2 - \frac{\theta}{4C_p} \right) \| y \|_{L^2(\Omega)}^2.
\]
It only remains to show that the right term \( \left( \| c \|_{L^\infty(\Omega)} + \frac{1}{2\theta} \left( \sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)} \right)^2 - \frac{\theta}{4C_p} \right) \) is negative. We recognize the quantity \( -\theta P(\theta) \), with \( P \) the polynomial defined in Theorem 1.13 and whose discriminant is strictly positive. Since \( \theta \) verifies \( \theta > \theta_1 \), \( \theta P(\theta) > 0 \) (since \( P(0) < 0 \), we obviously have \( \theta_1 > 0 \)) and thus
\[
(Ay, y)_{L^2(\Omega)} \geq \frac{\theta}{4} \| \nabla y \|_{L^2(\Omega)}^2 + \theta P(\theta) \| y \|_{L^2(\Omega)}^2.
\]
Therefore, we take \( \gamma = \min \left( \frac{\theta}{4}, \theta P(\theta) \right) \) and (1.36) holds. \( \square \)

\textbf{Remark 1.14.} We claim that the condition \( \theta > \theta_1 \) is not optimal since rough inequalities have been used (especially by using Poincaré’s inequality and by putting \( \varepsilon = \frac{\theta}{2\sum_{i=1}^{d} \| b_i \|_{L^\infty(\Omega)}} \) and is most likely refinable.

Theorem 1.13 guarantees the existence of a unique solution of state equation in problem (SOP) by Lax-Milgram Theorem. From Theorem 1.13 follows energy inequalities for parabolic operators in Theorem 1.15.(a) used to show turnpike properties. With the aim to have both existence and energy inequalities for PDE (1.4), we remind the following result based on [31].

\textbf{Theorem 1.15.} Let \( A \) be an elliptic operator verifying the ellipticity condition (1.2) in the framework of Theorem 1.13.

(a) One can find a constant \( C > 0 \), independent of the final time \( T \), such that for any solution \( y \) of (1.4) the following inequality holds
\[
\| y(t) \|_{L^2(\Omega)}^2 + \int_0^t \| y(s) \|_{H^1(\Omega)}^2 \, ds \leq C \left( \| y_0 \|_{L^2(\Omega)}^2 + \int_0^t \| a(s) \|_{L^2(\Omega)}^2 \, ds \right) \quad \forall t \in (0, T).
\] (1.38)
(b) One can find constants $C_1, C_2 > 0$, independent of the final time $T$, such that for any $y \in$ solution of (1.4), we have

$$
\|y(t)\|^2 \leq \|y_0\|^2 e^{-C_1 t} + C_2 \int_0^t e^{-C_1 (t-s)} \|a(s)\|^2 \, ds \quad \forall t \in (0, T).
$$

(1.39)

**Proof.** According to [31, Section 7 - Theorem 5], let $y \in L^2(0, T; H^2(\Omega)) \cap L^\infty(0, T; H_0^1(\Omega))$ such that $\partial_t y \in L^2(0, T; L^2(\Omega))$ be the unique solution of (1.4).

**Remark 1.16.** The proof for such a setting is essentially based on Galerkin’s approximation, by bringing in the complete set of appropriately normalized eigenfunctions of the Dirichlet Laplacian as smooth functions $(\phi_k)_{k \in 1, \infty}$ such that

- $(\phi_i, \phi_j)_{H_0^1(\Omega)} = 0$ if $i \neq j$: orthogonal basis of $H_0^1(\Omega)$,
- $(\phi_i, \phi_j)_{L^2(\Omega)} = \delta_{ij}$: orthonormal basis of $L^2(\Omega)$,

and by decomposing the PDE solution onto the sequential resulting finite dimensional spaces.

We apply [31, Section 5 - Theorem 3] to get that $y \in C(0, T; L^2(\Omega))$ such that the mapping $t \mapsto \|y(t)\|_{L^2(\Omega)}$ is absolutely continuous and its derivative is $\frac{d}{dt} \|y(t)\|_{L^2(\Omega)} = (\partial_t y, y)_{H^{-1}(\Omega), H_0^1(\Omega)}$. Thus, for any $t \in (0, T)$, let multiply (1.4) by $y(t)$ and integrate over $\Omega$ to get

$$
\frac{d}{dt} \|y(t)\|^2_{L^2(\Omega)} + \|Ay(t), y(t)\|_{L^2(\Omega)} = (a(t), y(t))_{L^2(\Omega)} \quad \forall t \in (0, T).
$$

Let us notice that for almost every $t \in (0, T)$, $y(t)$ lies in $H_0^1(\Omega)$ such that, by applying Theorem 1.13 we get

$$(Ay(t), y(t))_{L^2(\Omega)} \geq \gamma \|y(t)\|^2_{H_0^1(\Omega)} \quad \text{a.e. } t \in (0, T),$$

and finally write by means of Cauchy’s inequality with $\epsilon = \frac{\gamma}{2}$

$$
\frac{d}{dt} \|y(s)\|^2_{L^2(\Omega)} + \frac{\gamma}{2} \|y(s)\|^2_{H_0^1(\Omega)} \leq \frac{1}{2\gamma} \|a(s)\|^2_{L^2(\Omega)} \quad \text{a.e. } s \in (0, T),
$$

(1.40)

with $C = \frac{\gamma}{2} > 0$ independent of the final time $T$.

(a). Related to the first part of the Theorem 1.13, we easily integrate (1.40) over $(0, t)$ for every $t \in (0, T)$ such that we finally write

$$
\|y(t)\|^2_{L^2(\Omega)} + \frac{\gamma}{2} \int_0^t \|y(s)\|^2_{H_0^1(\Omega)} \, ds \leq \|y_0\|^2_{L^2(\Omega)} + \frac{1}{2\gamma} \int_0^t \|a(s)\|^2_{L^2(\Omega)} \, ds \quad \forall t \in (0, T).
$$

Thus, (1.38) holds by taking $C = \frac{\max(1, \frac{\beta}{\gamma})}{\min(1, \frac{\gamma}{\beta})}$.

(b). We improve previous inequality by using the following result.

**Lemma 1.17.** Let $\eta : \mathbb{R}^+ \to \mathbb{R}^+$ be an absolutely continuous function such that there exist $C > 0$ and $h : \mathbb{R}^+ \to \mathbb{R}^+$ measurable verifying

$$
\eta'(t) + C \eta(t) \leq h(t) \quad \text{a.e } t \in (0, T).
$$

Thus, one can get the following estimate

$$
\eta(t) \leq \eta(0) e^{-Ct} + \int_0^t e^{-C(s-t)} h(s) \, ds \quad \forall t \in (0, T).
$$
Proof. We introduce the ODE
\[ \eta'(t) + C\eta(t) = \alpha(t), \quad \forall \, t \in (0, T), \]
whose solution by common ordinary differential equations theory reads
\[ \eta(t) = \eta(0)e^{-Ct} + \int_0^t e^{-C(t-s)}\alpha(s) \, ds \quad \forall \, t \in (0, T). \]
Let us then notice that for almost every \( s \) in \((0, T)\), \( \alpha(s) \leq h(s) \) such that, by integrating over \((0, t)\) for any \( t \) in \((0, T)\), we deduce
\[ \eta(t) \leq \eta(0) + \int_0^t e^{-C(t-s)}h(s) \, ds \quad \forall \, t \in (0, T). \]

We then apply the comparison lemma 1.17 to \( \eta: t \mapsto \|y(t)\|_{L^2(\Omega)} \) with \( C = \frac{N}{2} \) and \( h: t \mapsto \frac{1}{2T}\|a(t)\|_{L^2(\Omega)} \) that are well verifying assumptions needed and so that we deduce
\[ \|y(t)\|^2 \leq \|y_0\|^2 e^{-\frac{N}{2}t} + \frac{1}{2T} \int_0^t e^{-\frac{N}{2}(t-s)}\|a(s)\|^2 \, ds \quad \forall \, t \in (0, T), \]
with \( C_1 = \frac{N}{2} > 0 \) and \( C_2 = \frac{1}{2T} > 0 \) independent of the final time \( T \).

1.B Bathtub principle

We remind the following result, in an alternative form than the one stated in [68] that we use to characterize the optimal solutions of relaxed problems involved in Section 1.

**Theorem 1.18.** Let \((\Omega, \Sigma, \mu)\) be a measurable space and a function \( f: \Omega \to \mathbb{R} \) whose any sub-level sets has finite Lebesgue measure \( \mu \{ x \in \Omega, f(x) < t \} \) for all \( t \) in \( \mathbb{R} \). Besides, for \( G \) strictly positive, we introduce the class of measurable functions
\[ \mathcal{C} = \left\{ g: \Omega \to \mathbb{R}, \quad 0 \leq g \leq 1 \text{ and } \int_\Omega g(x)\mu(dx) \leq G \right\}. \]
Thus, the maximization problem
\[ \sup_{g \in \mathcal{C}} \int_\Omega f(x)g(x)\mu(dx) \]
is solved by function of the form
\[ g(x) = \chi_{\{f > s\}}(x) + c\chi_{\{f = s\}}(x) \]
with a level \( s \in \mathbb{R} \) and some constant \( c \in (0, 1) \).
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Proof. We first introduce the sets $\Omega^+ = \{ f > 0 \}$ and $\Omega^0 = \{ f = 0 \}$ and distinguish between cases according to whether $\mu(\Omega^+) \leq G$.

In a first attempt, we assume that $\mu(\Omega^+) \leq G$. Thus, without any effort, we notice that $\int_\Omega f(x)g(x)\mu(dx)$ is going to be maximal when $g(x) = 1$ if $f(x) > 0$ and $g(x) = 0$ when $f(x) < 0$ and its value is $\int_\Omega f(x)\mu(dx)$. Nevertheless, solution is not unique and $g$ can take several value $c \in (0, 1)$ on $\Omega^0$ such that $g = \chi_{\Omega^+} + c\chi_{\Omega^0}$ insofar $\mu(\Omega^+) + c\mu(\Omega^0) \leq G$.

We now assume that $\mu(\Omega^+) > G$. This means that $f$ is positive on a set whose measure is larger than $G$. Therefore, it is intuitive to notice that the constraint $\int_\Omega g(x)\mu(dx) \leq G$ will consequently be saturated such that $\int_\Omega g(x)\mu(dx) = G$. We thus introduce

$$s = \inf \{ t \in \mathbb{R}, \mu(f > t) \leq G \}$$

and the function

$$g(x) = \chi_{\{f > s\}}(x) + c\chi_{\{f = s\}}(x)$$

such that $\mu(f > s) + c\mu(f = s) = G$. Let $h$ be any other function in $\mathcal{E}$ and let us verify that

$$\int_\Omega f(x)g(x)\mu(dx) \geq \int_\Omega f(x)h(x)\mu(dx).$$

We decompose the integral as follows

$$\int_\Omega f(x)(g(x) - h(x))\mu(dx) = \int_{\{f > s\}\cup\{f = s\}\cup\{f > s\}} f(x)(g(x) - h(x))\mu(dx)$$

and notice that

$$g - h \geq 0 \text{ on } \{f > s\} \implies \int_{\{f > s\}} f(x)(g(x) - h(x))\mu(dx) \geq s \int_{\{f > s\}} (g(x) - h(x))\mu(dx)$$

$$g - h \leq 0 \text{ on } \{f < s\} \implies \int_{\{f < s\}} f(x)(g(x) - h(x))\mu(dx) \geq s \int_{\{f < s\}} (g(x) - h(x))\mu(dx)$$

such that

$$\int_\Omega f(x)(g(x) - h(x))\mu(dx) \geq s \int_\Omega (g(x) - h(x))\mu(dx) = sG - s \int_\Omega h(x)\mu(dx) \geq 0.$$  

$\Box$
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In this chapter, we show how the partial differential equation solver FreeFEM can be combined with efficient optimization tools to numerically solve difficult optimal control problems constrained by partial differential equations. As an optimization solver, we use the interior point routine IpOpt and show how it can be branched to FreeFEM as well as to automatic differentiation approaches like AMPL or CasADi. We illustrate the effectiveness of the different methods with several representative examples, ranging from classical linear quadratic problems to the non-trivial problem of the optimal shape of a micro-swimmer in a fluid. We address the issue of choosing direct or indirect methods and explain how automatic differentiation can be an effective alternative. We also show the potential of FreeFEM for mesh management and modification in optimal shape problems.
CHAPTER 2. PDE-CONSTRAINED OPTIMIZATION WITH \textsc{FreeFEM} AND \textsc{IPOPT}

2.1 Preliminaries

2.1.1 The \textsc{FreeFEM} software

\textsc{FreeFEM} (see [56]) is a software developed in C++ to solve PDEs with the finite element method in 1, 2 and 3 dimensions. The meshes are generated thanks to an advanced automatic mesh generator and the choice of the triangular finite element space is so varied that most of the PDEs considered can be quickly solved via the discretization of the associated variational formulation. The documentation contains a complete introduction for a quick start as well as many classical examples such as heat conduction, elasticity system, Navier-Stokes equations. Users who are not familiar with the language are invited to browse the section [3, Learning by examples] where multiple examples will allow to advance step by step. We will see that not only does \textsc{FreeFEM} have a user-friendly interface but also that its syntax is very similar to the mathematical problems considered. Mathematically, the PDE problems considered must be solved in the context of an appropriate variational formulation (see, for example, [85]). Indeed, \textsc{FreeFEM} was developed to reformulate the PDE in its weak form, in order to discretize the resulting variational formulation according to a well suited choice of finite elements. As a first basic example, let us consider the Poisson equation

$$-\Delta y = u \text{ in } \Omega, \quad y \in H^1_0(\Omega),$$

in some domain $\Omega$, for some $u$ in $L^2(\Omega)$. Its variational formulation is:

\begin{equation}
\text{find } y \in H^1_0(\Omega), \quad \int_{\Omega} \nabla y \cdot \nabla v \, dx = \int_{\Omega} uv \, dx \quad \forall v \in H^1_0(\Omega) \tag{2.2}
\end{equation}

i.e.,

\begin{equation}
a(y, v) - b(u, v) = 0, \quad \forall v \in H^1_0(\Omega), \tag{2.3}
\end{equation}

where

$$a(y, v) = (\nabla y, \nabla v)_{L^2(\Omega)}$$

is a continuous and coercive bilinear form and

$$b(u, \cdot) = (u, \cdot)_{L^2(\Omega)}$$

is a continuous linear form, both being defined on the Hilbert space $H^1_0(\Omega)$. The Lax-Milgram theorem guarantees the existence of a weak solution of (2.2).

In order to discretize (2.2), we introduce a triangulation of the domain $\Omega$ (i.e. a mesh) as well as an appropriate finite element space which guarantees that the finite dimensional linear system resulting from the discretization of (2.3) on the basis of the finite element space is well-posed (i.e. invertible).

As an example, we solve (2.1) on a 2D L-shaped domain $\Omega$ (see Figure 2.1). The script \textsc{FreeFEM} for generating the mesh is given in the Code 2.1.
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**Figure 2.1** – Example (2.1): (a) L-mesh; (b) solution $y$ of (2.2) for $u = 1$

border a(t=0,1){x=t; y=0; label=1;};
border b(t=0,0.5){x=1; y=t; label=2;};
border c(t=0,0.5){x=1-t; y=0.5; label=3;};
border d(t=0.5,1){x=0.5; y=t; label=4;};
border e(t=0.5,1){x=1-t; y=1; label=5;};
border g(t=0,1){x=0; y=1-t; label=6;};
mesh Th = buildmesh(a(20) + b(15) + c(15) + d(15) + e(15) + g(20));

**Code 2.1** – Mesh generation with buildmesh

Here, a(20) means that the boundary involved and defined by the border a is split into 20 parts. The finite element space $V_h$ is

$$V_h = \{ v \in H^1(\Omega), \forall K \in T_h, v_{|K} \in P_1 \} = \text{Vect}(\phi_i)_{i \in \{1..n_d\}}$$

where $P_1$ is the space of continuous piecewise linear functions and whose basis is $(\phi_i)$. One of the big advantages of FreeFEM is that the user does not need to code the specificities of the mesh and the finite element functions. This is done automatically by the command **fespace**

The access to the different data of the mesh and the finite element functions is then direct. Moreover, we will see that the use of macros allows to greatly reduce the lines of code to finally have a very purified script. The numerical solution of (2.2) is finally achieved by:

**fespace** Vh(Th,P1);
Vh Y,V,U=1; //finite element functions

macro grad(Y) [dx(Y), dy(Y)]; //macro ended by //

**solve** Poisson(Y,V) = int2d(Th)(grad(Y)'*grad(V)) - int2d(Th)(U*V) + on(1,2,3,4,5,6,Y=0); // $y \in H^1_0(\Omega)$

**plot** (Th,Y); // Figure 2.1

**Code 2.2** – Poisson solution by solving the variational formulation

Instead of solving the variational form (2.2) in a single line of code, we can also define the matrices from the discretization of the bilinear form $a$ and the linear form $b$ in (2.3), and solve the equivalent linear system. We introduce the finite element subspace

$$Y_h = \{ v \in V_h, v_{|\partial \Omega} = 0 \}$$
including the homogeneous Dirichlet boundary condition stated in (2.1) and let us note its basis
\[ \text{Vect}(\phi_i)_{i \in [1..n]} \quad 0 < n < n_d. \]

The stiffness and mass matrices are respectively given by
\[ (A_{h,ij})_{i,j \in [1..n]} = \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx, \quad (M_{h,ij})_{i,j \in [1..n_d]} = \int_{\Omega} \phi_i \phi_j \, dx. \]

The solution of (2.3) discretized by finite elements $P_1$ finally consists in solving the linear system
\[ A_h y_h - M_h u_h = 0. \]

Since the mesh $T_h$ and the finite element space $V_h$ are generated as in Code 2.1, FreeFEM thus only requires the command `varf` to define the matrices $A_h$ and $M_h$. It is not necessary to introduce the space of zero finite elements on the edge $Y_h$ in the code. Indeed, FreeFEM handles the Dirichlet boundary conditions (homogeneous or inhomogeneous) by specifying them directly in the variational formulation.

\begin{verbatim}
Vh Y,V,U=1; // finite element functions

macro grad(Y) [dx(Y),dy(Y)]; //
varf stiffness(Y,V) = int2d(Th)((grad(Y)’*grad(V)) + on(1,2,3,4,5,6,Y=0)); // y \in H_0^1(\Omega)
varf mass(Y,V) = int2d(Th)(Y*V);
matrix Ah = stiffness(Vh,Vh,solver=sparsesolver); // with Dirichlet B.C.
matrix Mh = mass(Vh,Vh,solver=sparsesolver);

Code 2.3 – varf command

Finally, solve Poisson(Y,V) in Code 2.2 is equivalent to solve $A_h y_h = M_h u_h$ via

\begin{verbatim}
V[] = Mh*U[];
Y[] = Ah^-1*V[];
\end{verbatim}

Code 2.4 – Poisson solution with finite element matrices
\end{verbatim}

In both cases, it is not necessary to use the characteristics of the mesh in detail, which greatly facilitates the overall implementation. Although it is very close to writing the variational formulation, the `solve` command is most often not as fast as dealing directly with the matrices which are usually sparse. When only one PDE needs to be solved, the computational time savings may not be obvious, but when in addition an optimal control problem needs to be solved, the optimization process may require many calls to the state and adjoint PDE equations. There is therefore a real advantage to working with sparse matrices as soon as the number of PDEs to be solved increases. In the rest of Section 2.2, we will highlight the advantages of using sparse matrices for calculating derivatives (especially for Jacobian and Hessian matrices). Suppose that the equation (2.1) is a constraint, we now want to minimize the functional $J$, depending on both $y$ and $u$,
\[ J(y, u) = \frac{1}{2} \int_{\Omega} (y - y_d)^2 \, dx + \frac{\alpha}{2} \int_{\Omega} u^2 \, dx, \quad (2.4) \]
whose computation requires solving (2.1) in a first step. Moreover, we will see that computing the derivative of \( J \) with respect to control may require solving the state and adjoint PDEs arising from the necessary first-order optimality conditions, as explained in Section 2.1.2 below.

### 2.1.2 PDE constrained optimization

In differentiable optimization problems, numerical methods are generally based on first order optimality conditions and thus on the computation of derivatives. Let \( W \) be a Banach space, we denote its topological dual by \( W' = \mathcal{L}(W, \mathbb{R}) \) (space of continuous linear functionals on \( W \)) and by

\[
\langle z, w \rangle_{W', W} = z(w) \quad \forall z \in W' \quad \forall w \in W
\]

the dual pairing. Given a linear operator \( A \), its adjoint is denoted by \( A^* \). For the special case of the Hilbert space \( H \), the dual \( H' \) can be directly identified with \( H \) and the dual pairing is equated to the inner product of \( H (\cdot, \cdot)_H \). A differentiable optimization problem is generally written as

\[
\min_{w \in \mathcal{U}_{ad}} J(w) \quad \text{(2.5)}
\]

where \( J : W \to \mathbb{R} \) is Gateaux differentiable and \( \mathcal{U}_{ad} \subset W \) is a nonempty, closed and convex subset. We denote by \( D J \) the (Gateaux) derivative of \( J \). First-order optimality conditions are then written in the following form.

**Theorem 2.1.** Let \( \bar{w} \in W \) be a (local) optimal solution of (2.5). Then

\[
\bar{w} \in \mathcal{U}_{ad}, \quad \langle D J(\bar{w}), w - \bar{w} \rangle_{W', W} \geq 0, \quad \forall w \in \mathcal{U}_{ad}. \quad \text{(2.6)}
\]

Classical differentiable optimization strategies involve the computation of (at least) first-order derivatives. Indeed a Taylor expansion returns at some iterate point \( x_k \)

\[
J(x) = J(x_k) + \langle D J(x_k), x - x_k \rangle_{W', W} + o(\|x - x_k\|_W)
\]

and the next iterate \( x_{k+1} \) is searched so that

\[
f(x_{k+1}) \leq f(x_k)
\]

and thus, assuming that \( x_{k+1} \) is close enough to \( x_k \), so that

\[
\langle D J(x_k), x - x_k \rangle_{W', W} \leq 0.
\]

In the case where \( W = \mathbb{R}^N \), a particular descent direction is usually given by the opposite of the gradient \( -\nabla J(x_k) \) (see Algorithm 1). However, the framework provided by (2.5) and the Theorem 2.1 is rather limited when one has to look at an optimal control problem because the objective function and its derivative are not easy to compute at once. Moreover, such an elementary algorithm will not perform well for large-scale optimization problems involving a PDE constraint. A new framework is therefore needed with the first constraint of decoupling state and control variables. Then, once the existence of solutions is acquired or assumed, the
Algorithm 1 Gradient descent algorithm

 initialization $x_0$, stop criterion $\epsilon$
 while $\|\nabla f(x_k)\| \leq \epsilon$ do
 compute $\alpha_k$ with linear search methods (in the direction $-\nabla f(x_k)$)
 compute $x_{k+1} = x_k - \alpha_k \nabla f(x_k)$
 compute $\nabla f(x_{k+1})$
 end while

computation of the derivatives of the functions involved should be easy and we should be able to move easily to a powerful numerical framework. We therefore write below the general minimization problem of a function $J$ depending on both state and control variables subject to a PDE embedded in the operator $e$ with some additional constraints encoded in $U_{ad}$:

$$\min_{(y,u) \in Y \times U} J(y,u) \text{ subject to } e(y,u) = 0, \quad u \in U_{ad}.$$  \hspace{1cm} (2.7)

Assumption 2.2 below guarantees existence of solutions of (2.7) usually denoted by $(\bar{y},\bar{u})$ in $Y \times U$.

Assumption 2.2.
1. $U_{ad} \subset U$ is nonempty, closed and convex.
2. The mappings

\[ J : Y \times U \rightarrow \mathbb{R} \text{ and } e : Y \times U \rightarrow Z \]

are continuous with $Z$ a Banach space and $Y, U$ reflexive Banach spaces.
3. For every $u \in V$ in a neighborhood $V$ of $U_{ad}$, the state equation

\[ e(y,u) = 0 \]

has a unique solution $y(u) \in Y$ and the mapping

\[ u \in U_{ad} \rightarrow y(u) \in Z \]

is continuous.

4. The mapping

\[ (y,u) \in Y \times U \rightarrow e(y,u) \in Z \]

is weakly continuous.

5. $J$ is sequentially lower semi continuous.

Some additional state constraints can be added by means of a set $Y_{ad} \subset Y$ assumed to be nonempty, convex and closed. We introduce the reduced cost function of the problem (2.7)

\[ u \in U_{ad} \rightarrow \widehat{J}(u) = J(y(u), u) \]

so that (2.7) is reformulated as

\[ \min_{u \in U_{ad}} \widehat{J}(u). \]
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If we want to use the algorithm 1 to compute an optimal solution, we have to compute the derivative of \( \hat{J} \). But this requires to obtain the derivative of the operator \( u \in \mathcal{U}_{ad} \mapsto y(u) \in Y \), which is not explicit. The assumption 2.3 below provides a general framework that ensures the differentiability of the input-output mapping \( u \in \mathcal{U}_{ad} \mapsto y(u) \in Y \) (by the implicit function theorem) and at the same time allows us to compute \( D\hat{J} \), which is necessary to write the first order optimality conditions.

**Assumption 2.3.**

1. \( \mathcal{U}_{ad} \subset U \) is nonempty, closed and convex.
2. The mappings \( J: Y \times U \rightarrow \mathbb{R} \) and \( e: Y \times U \rightarrow Z \) are continuously Fréchet differentiable and \( U, Y, Z \) are Banach spaces.
3. For all \( u \in V \) in a neighborhood \( V \) of \( \mathcal{U}_{ad} \), the state equation

   \[
   e(y, u) = 0
   \]

   has a unique solution \( y(u) \in Y \).
4. The partial derivative

   \[
   \partial_y e(y(u), u) \in \mathcal{L}(Y, Z)
   \]

   has a bounded inverse for all \( u \in V \subset \mathcal{U}_{ad} \).

Applying Theorem 2.1 to \( u \in \mathcal{U}_{ad} \mapsto \hat{J}(u) \), we get the following first-order optimality conditions in terms of the reduced cost function \( \hat{J} \).

**Theorem 2.4.** Under Assumption 2.3, if \( \hat{u} \in \mathcal{U}_{ad} \) is a (local) optimal solution of the reduced problem then

\[
\langle D\hat{J}(\hat{u}), u - \hat{u} \rangle _{U', U} \geq 0 \quad \forall u \in \mathcal{U}_{ad}.
\]

At this step, a direction of descent can be found by following the information provided by the continuous derivative \( D\hat{J} \). Unfortunately, the Theorem 2.4 does not provide an easy way to compute it numerically since, according to the sensitivity analysis developed below, the numerical computation of the derivative of the mapping \( u \in \mathcal{U}_{ad} \mapsto y(u) \in Y \) requires the computation of “too many” directional derivatives.

**Sensitivity approach**

Indeed, let \( s \in \mathcal{U}_{ad} \). We compute \( \hat{J}(u + \epsilon s) \) for \( \epsilon \) small enough. In the setting of Assumption 2.3, the chain rule gives

\[
\langle D\hat{J}(u), s \rangle _{U', U} = \langle \partial_y J(y(u), u), Dy(u)s \rangle _{Y', Y} + \langle \partial_u J(y(u), u), s \rangle _{U', U},
\]

The partial derivatives \( \partial_y J \) and \( \partial_u J \) are easy to compute since \( J \) explicitly depends on \( y \) and \( u \). In contrast, computing \( Dy(u)s \) is related to solving \( e(y, u) = 0 \) and is not immediate. The state constraint

\[
e(y(u), u) = 0
\]
is derivated in the direction \( s \) to make appear \( \delta y_s = Dy(u)s \) as the solution of the new linear PDE

\[
\partial_y e(y(u), u) \delta y_s = -\partial_u e(y(u), u)s.
\] 

(2.9)

The calculation of

\[
\langle D\tilde{J}(u), s \rangle_{U, U}
\]

thus requires to compute the solution \( \delta y_s \) of (2.9) for each direction \( s \). Thus, the differential \( D\tilde{J}(u) \) is numerically difficult to access if \( U \) has a large dimension since it is necessary to compute the directional derivative in each direction of a given basis of the vector space spanned by \( U \). A numerical method based on this sensitivity approach is therefore not feasible in high dimension because it would be too computationally demanding. The same problem is encountered for automatic differentiation in direct mode (as explained in Section 2.1.5), where the Jacobian is not necessarily needed because we generally need a descent direction which is given by the Jacobian applied in a well-chosen direction. On the same principle as automatic differentiation in reverse mode (see [31]), the gradient can be found with much less effort by introducing an adjoint variable.

**Adjoint approach**

Equation (2.8) is equivalently written as

\[
\langle D\tilde{J}(u), s \rangle_{U, U} = \left(Dy(u)^* \partial_y J(y(u), u), s\right)_{U, U} + \left(\partial_u J(y(u), u), s\right)_{U, U}
\]

and thus

\[
D\tilde{J}(u) = Dy(u)^* \partial_y J(y(u), u) + \partial_u J(y(u), u).
\]

Moreover, (2.9) gives

\[
\partial_y e(y(u), u)Dy(u) = -\partial_u e(y(u), u).
\]

(2.10)

It is not required to know the whole matrix \( Dy(u) \) but only the vector

\[
Dy(u)^* \partial_y J(y(u), u).
\]

Item 4 of Assumption 2.3 ensures the existence of the inverse

\[
-\partial_y e(y(u), u)^{-1}
\]

and (2.10) gives

\[
Dy(u) = -\partial_y e(y(u), u)^{-1}\partial_u e(y(u), u)
\]

and

\[
Dy(u)^* \partial_y J(y(u), u) = \left(-\partial_y e(y(u), u)^{-1}\partial_u e(y(u), u)\right)^* \partial_y J(y(u), u)
\]

\[
= -\partial_u e(y(u), u)^* \left(\partial_y e(y(u), u)^*\right)^{-1} \partial_y J(y(u), u).
\]

adjoint - p(u)
The adjoint vector \( p = p(u) \in Z' \) is thus defined as the solution of the linear equation

\[
\partial_y e(y(u), u)^* p = -\partial_y J(y(u), u).
\tag{2.11}
\]

Finally,

\[
D \tilde{J}(u) = \partial_u e(y(u), u)^* p(u) + \partial_u J(y(u), u).
\]

From a numerical point of view, compared to the sensitivity approach which thus requires solving as many PDEs as \( U \) has degrees of freedom to express the derivative of \( \tilde{J} \), the adjoint approach only requires solving the equation of state in (2.7) and the adjoint equation (2.11). This brings a significant advantage in that the resolution of the PDEs requires more time and more computation when the mesh is finer. Thus, the calculation of the first derivative of the objective function of the problem (2.7) at a point \( u \in U_{ad} \) follows the following steps:

1. **S.1** Compute the partial derivatives
   \[
   \partial_y J(y, u), \quad \partial_u J(y, u), \quad \partial_y e(y, u), \quad \partial_u e(y, u),
   \]
   and the adjoint operators
   \[
   \partial_y e(y, u)^*, \quad \partial_u e(y, u)^*.
   \]

2. **S.2** Solve the state equation
   \[
e(y, u) = 0,
   \]
   which gives \( y(u) \) (input-output mapping).

3. **S.3** Solve the adjoint equation
   \[
   \partial_y e(y(u), u)^* p = -\partial_y J(y(u), u),
   \]
   which gives the adjoint \( p = p(u) \).

4. **S.4** Finally, compute
   \[
   D \tilde{J}(u) = \partial_u e(y(u), u)^* p(u) + \partial_u J(y(u), u).
   \]

The adjoint variable \( p \) can be interpreted as the Lagrange multiplier corresponding to the constraint \( e(y, u) = 0 \). The Lagrangian \( L : Y \times U \times Z' \rightarrow \mathbb{R} \) of the problem (2.7) is defined by

\[
L(y, u, p) = J(y, u) + \langle p, e(y, u) \rangle_{Z', Z}.
\]

The partial derivatives of the Lagrangian with respect to the adjoint variable \( p \) and the state variable \( y \) give the equation of state in (2.7) and the adjoint equation (2.11), respectively, while the partial derivative with respect to the control variable \( u \) gives the derivative of the reduced cost function \( \tilde{J} \). Under the assumption 2.3, the Theorem 2.4 is reformulated as follows. This is the Pontryagin maximum principle well known in the control theory of PDEs.
Corollary 2.5. Under Assumption 2.3, let \((\bar{y}, \bar{u}) \in Y \times U\) be an optimal solution of (2.7). Then there exists \(\bar{p} \in Z'\) such that

\[
e(\bar{y}, \bar{u}) = 0, \tag{2.12}
\]

\[
\partial_y e(\bar{y}, \bar{u})^* \bar{p} = -\partial_y J(\bar{y}, \bar{u}), \tag{2.13}
\]

\[
\langle \partial_u J(\bar{y}, \bar{u})^* \bar{p}, u - \bar{u} \rangle_{U', U} \geq 0 \quad \forall u \in U_{ad}, \bar{u} \in U_{ad}. \tag{2.14}
\]

The Lagrangian formulation of the optimality conditions is

\[
\langle q, \partial_p L(\bar{y}, \bar{u}, \bar{p}) \rangle_{Z', Z} = 0 \quad \forall q \in Z', \tag{2.15}
\]

\[
\langle \partial_y L(\bar{y}, \bar{u}, \bar{p}), v \rangle_{Y', Y} = 0 \quad \forall v \in Y, \tag{2.16}
\]

\[
\langle \partial_u L(\bar{y}, \bar{u}, \bar{p}), u - \bar{u} \rangle_{U', U} \geq 0 \quad \forall u \in U_{ad}, \bar{u} \in U_{ad}. \tag{2.17}
\]

The Corollary 2.5 will therefore be used here most often to find the adjoint equation and the derivative of \(\hat{J}\). Note that this requires to identify precisely the spaces involved \(Y, U\) and \(Z\) and the dual pairings must be chosen accordingly. When \(U\) is a Hilbert space, \(D\hat{J}\) can be identified with the gradient \(\nabla \hat{J}(u)\) corresponding to the chosen inner product of \(U\).

Remark 2.6. The Corollary 2.5 provides necessary first-order optimality conditions for an optimization problem constrained by a PDE. Such conditions are known to be sufficient when the problem (2.7) is convex. Otherwise, the sufficient conditions given by the second order optimality conditions (and the Hessian) are necessary to characterize the locally optimal solutions. However, from a numerical point of view, the numerical computation of the Hessian of the Lagrangian can be a heavy operation (the matrix is not necessarily sparse) and is commonly replaced by an approximated matrix (BFGS and quasi-Newton method for instance).

Remark 2.7. The introduction of the adjoint is an efficient way to calculate the derivative of the objective function. The additional control constraints included in the \(U_{ad}\) set can also be handled. However, it is much more difficult to account for potential additional state constraints included in \(Y_{ad}\) in that it may require modifying the adjoint equation to account for these constraints into an equation that is more difficult to solve. In this case, the adjoint method may not be advisable. We will give some alternatives in Chapter 2.

Poisson example

Let \(\Omega\) be an open subset of \(\mathbb{R}^N\) with Lipschitz boundary. We have defined in Section 2.1.1 the problem of minimizing the cost function (2.4) subject to a Poisson PDE with homogeneous Dirichlet boundary condition (2.1), that we reformulate in the framework of (2.7) by introducing the sets \(Y = H^1_0(\Omega)\) and \(U = L^2(\Omega)\). For the moment, we do not consider any additional control constraints included in the set \(U_{ad} \subset U\). We thus denote the cost function and PDE constraints by the functions \(J\) and \(e\) in a weak form:

\[
J : (y, u) \in Y \times U \to \frac{1}{2} \int_\Omega (y - y_d)^2 \, dx + \frac{\alpha}{2} \int_\Omega u^2 \, dx \in \mathbb{R}
\]

\[
e : (y, u) \in Y \times U \to a(y, \cdot) - b(u, \cdot) \in Z
\]
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where \(a\) and \(b\) are the bilinear forms defined by (2.3).Considering the Gelfand triple (see [60, Definition 1.26])

\[ H_0^1(\Omega) \subset L^2(\Omega) \subset H^{-1}(\Omega), \]

\(H^{-1}(\Omega)\) is identified with \(H_0^1(\Omega)\) so that the dual pairing \(\langle \cdot, \cdot \rangle_{Y', Y}\) is compatible with the \(L^2(\Omega)\)-inner product. Since \(U = L^2(\Omega)\), the dual pairing \(\langle \cdot, \cdot \rangle_{U', U}\) is the \(L^2(\Omega)\)-inner product. Finally, we set \(Z = H^{-1}(\Omega) = Y'\) so that the dual pairing \(\langle \cdot, \cdot \rangle_{Z', Z}\) is compatible with the \(L^2(\Omega)\)-inner product. Assumption 2.3 is verified, indeed Items 1. and 2. are straightforward while Items 3. and 4. are due to properties of elliptic operators stated in [31]. For \(p \in Z' = H_0^1(\Omega)\), the Lagrangian is thus given by

\[ L(y, u, p) = \int_{\Omega} \left( \frac{1}{2} (y - y_d)^2 + \frac{a}{2} u^2 + \nabla y \cdot \nabla p - up \right) \, dx. \]

**Remark 2.8.** The identification of the dual pairings involved by the \(L^2(\Omega)\)-inner product gives a Lagrangian that we can later manipulate easily. Nevertheless, this compatibility depends on the sets \(Y\), \(Z\) and \(U\) chosen to verify the 2.3 hypothesis and is not always straightforward.

We finally apply the Corollary 2.5 to express the weak formulation of the adjoint equation and exhibit the variational inequality which gives the first derivative of the reduced cost function \(\hat{f}\) which we then identify with the gradient associated with the \(L^2(\Omega)\)-inner product.

\[ \partial_p L(y, u, p) = 0 \iff \int_{\Omega} (\nabla y \cdot \nabla v - uv) \, dx = 0 \quad \forall v \in H_0^1(\Omega), \]

\[ \partial_y L(y, u, p) = 0 \iff \int_{\Omega} (\nabla p \cdot \nabla v + (y - y_d)v) \, dx = 0 \quad \forall v \in H_0^1(\Omega), \]

\[ \partial_u L(y, u, p) : v \in L^2(\Omega) \rightarrow \int_{\Omega} (au - p)v \, dx, \]

i.e., in the strong form for the \(L^2(\Omega)\)-inner product,

\[ y \in H_0^1(\Omega) \text{ solution of } -\Delta y = u \quad \text{in } \Omega, \]

\[ p \in H_0^1(\Omega) \text{ solution of } \Delta p = y - y_d \quad \text{in } \Omega, \]

\[ D\hat{f}(u) \text{ identified with } \nabla \hat{f}(u) = au - p. \]

**Dirichlet boundary control example**

We focus here on a boundary control problem. We further assume that \(\Omega\) has either a \(C^2\) boundary or is a convex polytope. In the previous example, the variational formulation is written by introducing the set \(Y = H_0^1(\Omega)\) for a homogeneous Dirichlet boundary condition. For Neumann or Robin boundary conditions, we take \(Y = H^1(\Omega)\) instead. For inhomogeneous Dirichlet boundary conditions, the standard variational formulation must be reformulated using some alternatives.

Given \(f \in L^2(\Omega)\), we modify the previous example by adding a Dirichlet boundary condition \(u \in L^2(\partial \Omega)\) so that the new problem is as follows

\[ \min J(y, u) = \frac{1}{2} \int_{\Omega} (y(x) - y_d(x))^2 \, dx + \frac{a}{2} \int_{\partial \Omega} u(x)^2 \, dx \quad (2.18) \]

subject to

\[ \begin{cases} -\Delta y = f & \text{in } \Omega, \\ y = u & \text{in } \partial \Omega. \end{cases} \quad (2.19) \]
We cannot write directly the weak formulation as in the Poisson example. To overcome this difficulty, one possibility may be to first introduce a small parameter $\delta$ so that the Dirichlet boundary condition in (2.19) becomes a Robin boundary condition

$$\delta \partial_n y + y = u \text{ on } \partial \Omega$$

and to write the variational formulation by introducing the space $Y = H^1(\Omega)$. Here, we consider instead the way FreeFEM handles the Dirichlet boundary conditions. Indeed, following [95, Section 10.6], we denote by $A_0 : \mathcal{D}(A_0) \to L^2(\Omega)$ the Dirichlet Laplacian (we have $\mathcal{D}(A_0) = H^1_0(\Omega) \cap H^2(\Omega)$ because of the assumption on $\Omega$) and $\gamma_0, \gamma_1$ respectively the Dirichlet and Neumann traces. We introduce $D$ the Dirichlet map such that for any $u \in L^2(\partial \Omega)$ we can find $Du \in L^2(\Omega)$ so that

$$\Delta Du = 0 \text{ on } \Omega \text{ and } \gamma_0(Du) = Du|_{\partial \Omega} = u$$

(actually, $Du \in C^\infty(\Omega)$ and the operator $D$ is bounded from $L^2(\partial \Omega)$ to $L^2(\Omega)$). Moreover, the adjoint operator of $D$ is

$$D^* = -\gamma_1 A_0^{-1}$$

and for all $v \in L^2(\Omega)$

$$(Du,v)_{L^2(\Omega)} = -(u,\partial_n \phi)_{L^2(\partial \Omega)} \text{ with } A_0 \phi = v.$$ 

We thus seek the solution $y(u)$ of (2.19) in the affine space $H^1_0(\Omega) + Du$ and we define $z \in H^1_0(\Omega) \cap H^2(\Omega)$ the solution of

$$-\Delta z = f \quad \text{in } \Omega$$
$$z = 0 \quad \text{in } \partial \Omega,$$

so that $y = z + Du$ with $z = A_0^{-1} f$, whose variational formulation is the following: find $z \in H^1_0(\Omega)$ such that

$$\int_{\Omega} \nabla z \cdot \nabla v = \int_{\Omega} f v \, dx \quad \forall v \in H^1_0(\Omega).$$

The state space $Y$ has to be defined in order to find a unique weak solution $y \in Y$ of (2.19) when solving the resulting very weak variational formulation

$$\int_{\Omega} -y \Delta u \, dx = \int_{\Omega} f v \, dx - \int_{\Omega} Du \Delta u \, dx \quad \forall v \in H^1_0(\Omega) \cap H^2(\Omega).$$

Since the Dirichlet Laplacian $A_0$ induces an isomorphism from $H^1_0(\Omega) \cap H^2(\Omega)$ to $L^2(\Omega)$ and $A_0^{-1}$ is also selfadjoint in $L^2(\Omega)$, one can take $\phi \in L^2(\Omega)$ such that

$$v = A_0^{-1} \phi$$

and the previous variational formulation is equivalent to:

$$\text{find } y \in Y \text{ s.t. } \int_{\Omega} y \phi \, dx = \int_{\Omega} (A_0^{-1} f) \phi \, dx + \int_{\Omega} Du \phi \, dx \quad \forall \phi \in L^2(\Omega).$$
Therefore, we set \( Y = L^2(\Omega) \), \( U = L^2(\Gamma) \) and \( Z = L^2(\Omega) \) so that

\[
y = z + Du \in L^2(\Omega)
\]
is the unique solution of (2.19) (uniqueness of solution is straightforward by putting \((f, u) = 0\)). Then we define the operator

\[
e(y, u) = y - A^{-1}_0 f - Du
\]
so that Assumption 2.3 is satisfied in that setting and optimality conditions yield the existence of \( \phi \in L^2(\Omega) \) such that

\[
\phi = y_d - y \quad (D^* \phi, v - u)_{L^2(\partial \Omega)} \geq 0 \quad \forall v \in U.
\]

Introducing \( p \in H^1_0(\Omega) \cap H^2(\Omega) \) solution of \( p = A^{-1}_0 \phi \), the adjoint equation now reads

\[
\Delta p = y - y_d \quad \text{in } \Omega
\]

\[
p = 0 \quad \text{in } \partial \Omega,
\]
so that \( D\bar{J}(u) \) is identified with the gradient

\[
\nabla \bar{J}(u) = au + \bar{a}_n p
\]
for the \( L^2(\partial \Omega) \)-inner product.

**Remark 2.9.** If none of the assumptions made on \( \Omega \) hold, we have to modify the trial space functions \( H^1_0(\Omega) \cap H^2(\Omega) \) accordingly, since existence and uniqueness of the solution to the very weak variational formulation relies on the isomorphism \( A_0 \in \mathcal{L}(H^1_0(\Omega) \cap H^2(\Omega), L^2(\Omega)) \). This issue is more generally treated in [95, Section 13].

**Remark 2.10.** From the numerical point of view, \( u \) is usually smooth enough to get that \( y \in H^1(\Omega) \) so that we solve (2.19) in FreeFEM by searching \( y \in \{ w \in H^1(\Omega), w|_{\partial \Omega} = u \} \) verifying

\[
\int_\Omega \nabla y \cdot \nabla v \, dx = \int_\Omega fv \, dx \quad \forall v \in H^1_0(\Omega).
\]

This is numerically carried out by specifying the boundary conditions thanks to the command

```plaintext
on (IndexBoard, Y=U);
```

We mention this inhomogeneous Dirichlet limit problem to highlight the difficulties that can arise with the choice of \( Y, Z \) and \( U \) spaces to theoretically find the adjoint and derivative. From the numerical point of view, although we generally do not need to make these sets explicit since we often assume that all the data involved are sufficiently smooth, a good understanding of the mathematical framework and in particular knowledge of the discretized spaces as well as the inner products is crucial in the calculations.
When we move to the numerical framework and have in mind the algorithm 1, the numerical calculation of the derivative of the objective function involves the adjoint variable that will be found by solving the adjoint equation according to a chosen scheme. Alternatively, one can directly override the adjoint equation and directly derive a discretized version of the optimal control problem. The two approaches are respectively called First Optimize Then Discretize (FOTD) and First Discretize Then Optimize (FDTO).

2.1.3 Optimization and discretization strategies

Given a general optimal control problem, we have given in Section 2.1.2 ways to compute the continuous derivatives of the involved functions. This numerically implies to get a suitable approximation of both functions and their derivatives that allow their numerical computation. Effectiveness of the procedure is directly imputed to handling both discretization and optimization. Given discretization parameters $0 < h < h_0$ and some finite-dimensional discretization spaces families $(Y_h)_{0 < h < h_0}$, $(U_h)_{0 < h < h_0}$, $(Z_h)_{0 < h < h_0}$ and $(\mathcal{Y}_{ad}^h)_{0 < h < h_0}$ of the spaces $Y$, $U$, $Z$ and $\mathcal{Y}_{ad}$, the optimal control problem (2.7) is discretized as

$$\min_{(y_h, u_h) \in Y_h \times U_h} J_h(y_h, u_h) \quad \text{subject to: } e_h(y_h, u_h) = 0, \quad u_h \in \mathcal{Y}_{ad}^h. \quad (2.20)$$

where

$$J_h : Y_h \times U_h \to \mathbb{R} \text{ and } e_h : Y_h \times U_h \to Z$$

are discretized versions of the continuous functions. Without loss of generality, the finite-dimensional spaces $Y_h$ and $U_h$ are identified with $\mathbb{R}^N$, $N \geq 1$. The problem (2.20) is expressed in a finite-dimensional framework and is then numerically solved by means of usual tools (KKT condition, differentiable optimization algorithms) by computing derivatives $J_h$ and $e_h$. This approach is usually called First Discretize Then Optimize (FDTO) or direct method. In contrast, in the First Optimize Then Discretize (FOTD) (or indirect) approach, the first-order optimality condition of the continuous problem (2.7) is first derived by applying Corollary 2.5 such that all functions sets and operators involved are then discretized accordingly

$$e_h(y_h, u_h) = 0, \quad (2.21)$$

$$\left(\partial_y e_h(y_h, u_h)\right)^* p_h = -\partial_y J_h(y_h, u_h), \quad (2.22)$$

$$\left(\partial_u J_h(y_h, u_h) + (\partial_u e_h(y_h, u_h))^* p_h, u - u_h\right)_{U_h} \geq 0, \quad u_h \in \mathcal{Y}_{ad}^h, \quad \forall u \in \mathcal{Y}_{ad}^h. \quad (2.23)$$

Both methods may not be mathematically equivalent since the partial derivatives of the discretized functions $J_h$ and $e_h$ may differ from the discretizations of the partial derivatives $\partial_y e_h$, $\partial_u e_h$, $\partial_y J_h$, $\partial_u J_h$.

Note that the FOTD approach does not give the true numerical derivative of the discretized function (rather obtained with the FDTO approach). This may affect the algorithm’s convergence. To our knowledge, the question of the convergence of optimal solutions of the discretized problem to the solution of the continuous one is a challenging issue that deserves further consideration. In [87], under some appropriate assumptions on optimal control problems in finite dimension, it is proved that direct FDTO and indirect FOTD approaches are mathematically equivalent when the discretization is performed with a symplectic partitioned Runge-Kutta integrator. This reference also contains interesting issues related to automatic differentiation, that we illustrate in Appendix 2.B. Indeed, in this example, when the state equation is
discretized according to an implicit scheme, automatic differentiation in reverse mode hides
an explicit scheme for the adjoint equation. When optimization is made first, we have to pay
a special attention to the choices of discretization for state and adjoint variables. Nevertheless
the freedom of discretization’s choice for the adjoint variable sometimes implies that FOTD
is more relevant since the derivative makes appear the adjoint which is, without state constraints,
usually more regular than the state variable. The adjoint can thus be approximated more ac-
curately thanks to a well-fitting discretization. Conversely, the main advantages of FDTO ap-
proach is its ability to allow the use of large-scale optimization methods, state constraints and
automatic differentiation.

Remark 2.11. In this remark, we mention a general rigorous mathematical framework for dis-
cretizations. Under Assumption 2.3, let \( Y, U \) and \( Z \) be separable Banach spaces. Let \( \tilde{Y} \) be a sepa-
rbale Banach space such that the embedding \( Y \hookrightarrow \tilde{Y} \) is continuous. Given a discretization parameter
\( h \) and a family of finite-dimensional spaces \( (Y_h)_{0 < h < h_0} \) assumed to be uniformly continuously
embedded \( Y_h \hookrightarrow Y \), we assume the existence of projection and injection operators
\[
P_h^Y : \tilde{Y} \rightarrow Y_h \quad \text{and} \quad \tilde{P}_h^Y : Y_h \rightarrow \tilde{Y}
\]
such that
\[
P_h^Y \tilde{P}_h^Y = id_{Y_h}.
\]
The numerical scheme is furthermore assumed to be convergent, i.e.,
\[
\lim_{h \to 0} \| \tilde{P}_h^Y P_h^Y y - y \|_{\tilde{Y}} = 0 \quad \forall y \in Y.
\]
Note that \( \| \tilde{P}_h^Y \|_{\mathcal{L}(Y_h, \tilde{Y})} = 1 \) and, by the Uniform Boundedness Principle, that \( \| P_h^Y \|_{\mathcal{L}(\tilde{Y}, Y_h)} \leq Cst \)
(uniform constant). The same setting is established for \( U \) and \( Z' \). The mappings \( f \) and \( e \) involved in (2.7) are approximated by
\[
J_h : (y_h, u_h) \in Y_h \times U_h \mapsto J(\tilde{P}_h^Y y_h, \tilde{P}_h^U u_h) \in \mathbb{R}
\]
and
\[
e_h : (y_h, u_h) \in Y_h \times U_h \mapsto e(\tilde{P}_h^Y y_h, \tilde{P}_h^U u_h) \in Z.
\]
On the other side, according to the FOTD approach, the functions involved are expressed as
\[
\partial_s e^h(y_h, u_h) = (\tilde{P}_h^Z)^* \partial_s e(\tilde{P}_h^Y y_h, \tilde{P}_h^U u_h) \tilde{P}_h^*
\]
and
\[
\partial_s J^h = \partial_s J(\tilde{P}_h^Y y_h, \tilde{P}_h^U u_h) \tilde{P}_h^*
\]
where \((\#, \ast) = \{(y, Y), (u, U)\}\). Such a framework encompasses most of the usual discretization
strategies (finite differences, finite elements, Galerkin). The particular case of a linear PDE is ad-
dressed in [5].

For the Poisson example (2.1) and having in mind its variational formulation (2.2), we can take
\[
Y = \tilde{Y} = H^1_0(\Omega), \quad U = \tilde{U} = L^2(\Omega), \quad Z' = \tilde{Z}' = H^1_0(\Omega)
\]
so that \( Y \hookrightarrow U \hookrightarrow Z \). The finite element space \( U_h \) consists of \( \mathbb{P}_1 \) Lagrange elements, \( Y_h \) is the
subspace of \( U_h \) such that we have \( 0 \) on the boundary and \( (Z_h)' = Y_h \). Injection operators are thus
induced by the several canonical injections above and projections via the \( L^2(\Omega) \)-inner product.

A general framework for conformal transformations and especially Galerkin discretization
methods in the context of PDE optimization is stated in [64; 65].
2.1.4 The optimization routine IpOpt

IpOpt (for Interior Point Optimizer) is an open source software package for large-scale differentiable optimization problems. First developed in Fortran, the C++ version allows to IpOpt to be more easily interfaced with Matlab, Python, R, Julia, etc. IpOpt is already included (with most of available linear solvers and options) when installing FreeFEM. We just have to call the library by putting in the head of the code the command: load "ff-Ipopt". We previously highlighted the ability of FreeFEM to construct and manage sparse matrices. This is crucial for the optimization processing effectiveness since IpOpt gathers many of the most powerful linear solvers (MUMPS, Pardiso, WSMP, HSL routines). The last and significant asset of IpOpt is its large panel of options (choice of linear solver, multipliers updating, adjustment of line search, BFGS or Newton method, etc). A full description of the interior point method can be found in [97] and options are available at [4, Ipopt Options Tab]. IpOpt is designed to find local solutions of mathematical optimization problems of the form

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad g_L \leq g(x) \leq g_U \\
& \quad x_L \leq x \leq x_U
\end{align*}
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is the objective function and \( g : \mathbb{R}^n \to \mathbb{R}^m \) stands for equality and inequality constraints. Here, \( g_L, g_U \) and \( x_L, x_U \) respectively refer to the lower and upper bounds of constraints and variables. The functions \( f \) and \( g \) can be nonlinear and nonconvex, but are at least assumed to be twice differentiable. With this in mind, we aim to show how to transcribe a PDE optimization problem like (2.30,2.31) to a finite-dimensional optimization problem like (2.24,2.25). Once this transcription has been made, the most usual way to call IpOpt is:

\[
\text{IPOPT}(f, df, d2f, C, jacC, x0, ub=xub, lb=xlb, cub=CUB, clb=CLB, optfile="ipopt.opt");
\]

where \( df \) and \( d2f \) are respectively the gradient (an array) and the Hessian (a matrix in the Triplet Format, hopefully highly sparse) of the objective function; \( C \) includes the constraints \( g \) and \( jacC \) its Jacobian (a matrix in the Triplet Format, hopefully highly sparse too); \( ub \) and \( lb \) are respectively the upper and lower bounds for \( x \), \( cub \) and \( clb \) are the upper and lower bounds of the constraints \( g \), and \( x0 \) is an initialization point; \( optfile="ipopt.opt" \) incorporates all options (maximum number of iteration, convergence tolerance threshold, choice of linear solver and so on). Difficulties for the computation of the Hessian \( d2f \) usually happen (too much memory greedy, needs the inverse of a matrix or slowing down too much the code), which is not disabling. IpOpt offers many options, we can bypass the problem by choosing a quasi-Newton method, which is the default option if IpOpt is called without specifying the Hessian.

\[
\text{IPOPT}(f, df, C, jacC, x0, ub=xub, lb=xlb, cub=CUB, clb=CLB); \quad // \text{no Hessian \to BFGS}
\]

Despite its potential more expensive cost computation, the Newton method is usually converging to an optimal solution with less iterations than a quasi-Newton method. Nevertheless the latter sometimes offers more flexibility. We advise at least to specify the cost function \( f \), the constraints \( C \) and their derivatives \( df \) and \( jacC \), knowing that the more arguments we give, the more efficient IpOpt is expected to be. We refer the reader to [97] to understand the particularities and how IpOpt works.
2.1. Preliminaries

We mention two significant points: first, all IpOpt options are callable from FreeFEM. Second, the data to be given to IpOpt \((f, df, d2f, C, jacC)\) need to respect a precise type: \(df, C, x0, xub, xlb, CUB, CLB\) have to be arrays and the matrices \(d2f\) and \(jacC\) have to be expressed in the Triplet Format for sparse matrices.

As an example, consider the problem in \(\mathbb{R}^2\)

\[
\min_{x \in K} f(x) = x_1 x_2 (1 - x_1 - x_2), \quad \text{with } K = \{(x_1, x_2) \in \mathbb{R}^2 | x_1, x_2 \geq 0, x_1 + x_2 \leq 1\}
\]

which is formulated in the template (2.24,2.25) with

\[
\begin{align*}
\noalign{\hrule}
\min_{x_1, x_2} f(x) &= x_1 x_2 (1 - x_1 - x_2) \\
\text{subject to:} & \quad \begin{cases} 
  g_L \leq g(x) = x_1 + x_2 \leq g_U \\
  x_L \leq x \leq x_U
\end{cases}
\end{align*}
\]

with \(x_L = \begin{bmatrix} 0 \\ 0 \end{bmatrix}\), \(x_U\) large enough, \(g_U = 1\) and \(g_L\) small enough. Derivatives are

\[
\nabla f(x) = \begin{pmatrix} x_2 (1 - 2x_1 - x_2) \\ x_1 (1 - x_1 - 2x_2) \end{pmatrix}, \quad \nabla g(x) = \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \nabla^2 f(x) = \begin{pmatrix} -2x_2 & 1 - 2x_1 - 2x_2 \\ 1 - 2x_1 - 2x_2 & -2x_1 \end{pmatrix}.
\]

Therefore, the cost function is:

```c
func real f(real[int] &X) // returns a real
{
    return X[0] * X[1] * (1 - X[0] - X[1]);
}
```

and its gradient and Hessian are:

```c
func real[int] df(real[int] &X) // returns an array
{
    real[int] dJ(X.n); // size of X
    return dJ;
}
matrix hess; // matrix has to be declared outside
func matrix d2f(real[int] &X) // returns a matrix
{
    hess = [ [ -2 * X[1], 1 - 2 * X[0] - 2 * X[1]],
             [ 1 - 2 * X[0] - 2 * X[1], -2 * X[0] ] ];
    return hess;
}
```

On the other side, the constraint function \(g\) is:

```c
func real[int] C(real[int] &X) // returns an array
{
    real[int] cont(1); // array of size 1
    cont[0] = X[0] + X[1];
    return cont;
}
```

If only \(X[0] + X[1]\) is returned instead of the 1-size array containing this value, IpOpt will return an error. Like the Hessian of \(f\), the Jacobian of \(g\) is:
We finally have to declare lower and upper bounds, an initialization point and then call IpOpt:

```cpp
real[int] start = [1,1]; // Initialization
real[int] Xub = [10000,10000]; // free xu
real[int] Xlb = [0,0]; // xl
real[int] Cub = [0]; // gu with array type
real[int] Clb = [-10000]; // free gl

IPOPT(f,df,d2f,C,jacC,start,ub=Xub,lb=Xlb,clb=Clb,cub=Cub); // no optfile
```

which returns the optimal solution $x = (0.5,0.5)$ in less than 10 iterations. We plot convergence curves in Figure 2.2 for a desired convergence tolerance equal to $10^{-15}$. The output of IpOpt is included in the start variables and returns the optimal solution if it is found and the Lagrange multipliers too. This example can utterly be used as a template for other problems by adapting the formulation inside the functions ($f$, $df$, $d2f$, $C$, jacC). If IpOpt meets any difficulty to converge, or if it ends to a locally infeasible point, adjusting the starting point may sometimes help. In some cases, difficulties may occur when IpOpt requires to compute function derivatives, for instance for nonlinear PDEs or when state constraints are additionally given. An alternative is to compute derivatives by automatic differentiation. We may also implement finite differences but this requires a very accurate approximation that may induce a crippling computation time.

### 2.1.5 Automatic differentiation

The leading principle of automatic differentiation is that a function $f : \mathbb{R}^p \rightarrow \mathbb{R}^q$ given by a sequence of elementary numerical functions whose derivatives are already known can be differentiated by differentiating each line of the code step by step. This allows the chain rule to
be used directly in the code and thus to compute the true derivative of the numerical function. A standard framework consists in considering a function \( f : \mathbb{R}^n \to \mathbb{R} \) thus mentioned in [17; 46] and a succession of calculation steps \((\phi_k, I_k)_{k \in [0..N]} \in E_{k-1}\)

with \( E_{k-1} = \mathcal{C} \cup \mathcal{U}_{k} \cup \mathcal{B}_{k} \) where

\[
\mathcal{C} = \mathbb{R} \times \{0\}, \quad \mathcal{U}_{k} = U \times \{-n \cdots k\}, \quad \mathcal{B}_{k} = B \times \{-n \cdots k\}.
\]

Here, \( U \) is a set whose elements are functions already known and implemented in the language and whose derivatives are still in the set \( U \). Thus, each step of the computation introduces a new variable and calls a known function of \( U \) according to a previous variable or a binary operation between two previous variables. Most of the time, this only allows classical analytic functions that we know how to derive analytically and whose derivatives are indeed combinations of elements of \( U \) (cos and sin for example). The set \( B \) gathers most of the binary operations \(+, -, \times, \div\) \( \subset B \). We now suppose that we can find a finite sequence of operations \((\phi_k, I_k)_{k \in [0..N]}\) such that all intermediate iterates \((x_{-n}, ..., x_{-1}) \in \mathbb{R}^n\) lead to the final iterate \( x_N = f(x_{-n}, ..., x_{-1}) \).

The automatic differentiation will use the chain rule and the knowledge of the derivatives of the functions involved in \( \phi_k \) to compute the final gradient. Two methods can be distinguished. Either the chain rule is applied according to the calls of functions in series line by line from the first line, it is the direct method, or from the last line, it is the reverse method. The first one calculates the Jacobian of the function (so a matrix) while the last one gives the Jacobian applied in a given direction (so an array). The direct method gives directly the Jacobian matrix but is expensive because it is necessary to calculate all the intermediate derivatives which are not necessarily needed for the final direction.

**Direct mode**

We give in the following lines a way to compute the function

\[
f : (u, v) \mapsto \left((u + v)^2 + u \cos(u) \sin(v)\right)^2
\]

as well as its derivative using automatic differentiation in direct mode

---

```python
1 def f(u,v):
2     x = u*cos(u)*sin(v)
3     y = (u+v)**2 + 1
4     return (x+y)**2
```

```python
1 def df(u,v,du,dv):
2     dx = u*sin(u)*du*sin(v)+cos(u)*du*sin(v)
3     + u*sin(u)*cos(v)*dv
4     x = u*cos(u)*sin(v)
5     dy = 2*du*(u+v) + 2*dv*(u+v)
6     y = (u+v)**2 + 1
7     return 2*(x+y)*dx + 2*(x+y)*dy
```

---

Code 2.6 – Automatic differentiation in direct mode

This example shows the complete computation of the matrix \( 1 \times 2 \) which is necessary to compute the derivative in a given direction \((du, dv)\). To obtain the derivative, we must then evaluate
the matrix obtained in each free direction (here (1, 0) and (0, 1)). This makes a complete matrix
to calculate and then evaluate several times. The size of the matrix is not prohibitive in this case
but we can also imagine a function \( f : \mathbb{R}^p \rightarrow \mathbb{R}^q \) with \((p, q)\) very large (which happens when dis-
cretizing the weak form of a PDE). We then have to compute a matrix \( p \times q \) and evaluate it \( p \)
times, which is now disabling. Fortunately, we do not usually need the full Jacobian, but only
the Jacobian applied in a given direction. The reverse mode allows to compute the gradient
without having to evaluate the Jacobian in each free direction. A parallel with the backpropa-
gation method in machine learning is drawn in [18].

Reverse mode

In order to write the adjoint (or reverse) code of a function that we have written numerically
thanks to a given evaluation sequence \((\phi_k, I_k)_{k \in [0..N]}\) and such that

\[
x_N = f(x_{-n}, ..., x_{-1}),
\]

we associate to all intermediate operations

\[
x_i = \phi_i(x_{-n}, ..., x_{i-1})
\]

a quantity \((\lambda_i)_{i \in [-n...N]}\), whose update follows the following rule

\[
\lambda_N = 1, \quad \forall i \in \{-n...N-1\}, \quad \lambda_i = \sum_{k > i} \lambda_k \partial_i \phi_k
\]  \hspace{1cm} (2.26)

The successive quantities \( \lambda_i \) thus depend on all \( \lambda_{i+1...N} \) insofar as \( \phi_k \) implies variables \( x_{j \in [i+1...N]} \).
In practice, if the numerical code is not too long, we can proceed manually and line by line star-
ting from the end of the implementation of the cost function. We then derive the calculation

\[
x_k = \phi_k(x_{-n}, ..., x_{k-1})
\]

by the involved variables \( x_{-n}, ..., x_{k-1} \) and update \( \lambda \) variables following the rule

\[
\lambda_i += \lambda_k \partial_i \phi_k(x_{-n}, ..., x_{k-1}).
\]

We highlight this method on the previous example of the direct mode. We must first rewrite \( f \)
with a sequence of elementary operations and then apply (2.26). However, a more usual way of
doing this is to differentiate each line of the code, from the last line to the first line, with respect
to the variables involved and then update the corresponding adjoining variables.
The reader can see that all operations

\[ x_k = \phi_k(x_{k-1}, \ldots, x_{k-N}) \]

must be computed before the calculation of the quantities \( \lambda_i \) because they are required to update them. The price to pay is to write the code with a well-defined sequence of operations \((\phi_k, I_k)\) and to save all the intermediate variables \((x_1, \ldots, x_{N-1})\), which can be memory heavy if the function \( f \) to be calculated uses a very large number of intermediate variables. It is therefore advisable to have a code that is “optimized”. The generalization to a function with value in \((\mathbb{R}^q, q > 1)\) is done by permuting the quantities \( \lambda \) with \( q \) vectors fixed on the canonical basis.

Let us comment on the direct and reverse modes. The reverse mode is well suited when the function \( f: \mathbb{R}^p \rightarrow \mathbb{R}^q \) to differentiate takes values in \( \mathbb{R}^q \) with \( q \) small and especially when \( p \gg q \). On the contrary, the direct mode is preferred when we differentiate with respect to few variables \((\mathbb{R}^p \text{ with } p \text{ small and moreover when } p \ll q)\). When considering optimal control problems, the choice of discretization can be different for functions and derivatives (indeed, an implicit scheme for the state usually implies an explicit scheme for the adjoint). The automatic differentiation therefore dispenses with this choice because both the direct and reverse methods return the true numerical derivative of the implemented function, and is therefore in line with a purely numerical approach.

A last important point that we would like to address is the close relationship between the inverse mode and the introduction of the adjoint variable in optimal control (see [87]). Let us take the example of the classical problem of controlled predator-prey equations (see [89, Ex. 4.10]),

\[
\begin{aligned}
\min J_T(u, v) &= \frac{1}{2} \int_0^T (x(t) - 1)^2 \, dt, \\
\text{subject to } &\begin{cases}
\dot{x} = x + y + u & x(0) = 1 \\
\dot{y} = x - y + v & y(0) = 1,
\end{cases}
\end{aligned}
\]

we compute the derivative of the numerical implementation of the functional cost (the inverse mode is well suited since \( J: \mathbb{R}^p \rightarrow \mathbb{R} \) with \( p \) large enough) and show that there appears a dis-
cretization of the adjoint equation coming from the Pontryagin maximum principle in finite dimension. The gradient computed by means of automatic differentiation gives a discretized adjoint equation whose implementation is described in Appendix 2.B. Automatic differentiation also allows the calculation of the Hessian, but the resulting matrix is usually not sparse and the optimization process thus becomes less efficient. Furthermore, automatic differentiation is difficult to implement with respect to mesh variations (hence, for general optimal shape design problems), for which the adjoint method will prove more appropriate.

Finally, in this chapter, we have provided most of the tools necessary for us to write a general PDE optimization problem in the form (2.7), to discretize it with well-chosen finite elements, and to numerically find an optimal solution using the interior point method IpOpt. In the following section, by taking several examples, we will show different ways to discretize an optimization problem governed by a partial differential equation.

2.2 Linear quadratic PDE constrained optimization

The first problem we address to illustrate the numerical solution of constrained PDE optimization is the minimization of a quadratic criterion subject to a linear elliptic equation. Some additional constraints are written in a convex set \( \mathcal{U}_{ad} \). The weak formulation of the PDE is introduced in order to have a well adapted framework for its numerical solution as well as the writing of the derivatives and to design an appropriate numerical strategy.

Let \( \Omega \) be a bounded open Lipschitz domain, let \( y_d \) be \( L^2(\Omega) \) and let \( u_a, u_b \) be \( L^\infty(\Omega) \). We look for an optimal solution \( u \in L^2(\Omega) \) of

\[
\min_{u \in \mathcal{U}} f(y, u) = \frac{1}{2} \int_\Omega (y(x) - y_d(x))^2 \, dx + \frac{\alpha}{2} \int_\Omega u(x)^2 \, dx
\]

subject to

\[
\begin{cases}
-\nabla \cdot (a \nabla y) = u & \text{in } \Omega, \\
y = 0 & \text{in } \partial \Omega.
\end{cases}
\]

and \( u_a \leq u \leq u_b \). (2.32)

To formulate (2.30,2.31) in the form of (2.7), the set of admissible controls is defined by

\[ \mathcal{U}_{ad} = \{ u \in L^2(\Omega), u_a \leq u \leq u_b \} \subset U = L^2(\Omega). \]

The variational formulation of (2.31) consists in finding \( y \in H^1_0(\Omega) \) solution of

\[
\int_\Omega a \nabla y \cdot \nabla v \, dx - \int_\Omega uv \, dx = 0 \quad \forall v \in H^1_0(\Omega).
\]

We take \( Y = H^1_0(\Omega) \). The Lax-Milgram Theorem implies that, for any \( u \in \mathcal{U}_{ad} \), there is a unique solution \( y \in H^1_0(\Omega) \) of (2.33). Since \( U = L^2(\Omega) \), the dual pairing is

\[ \langle \cdot, \cdot \rangle_{U^*, U} = \langle \cdot, \cdot \rangle_U. \]

Defining the operators

\[
A \in \mathcal{L} \left( H^1_0(\Omega), H^{-1}(\Omega) \right) \quad \text{s.t.} \quad Ay : v \in H^1_0(\Omega) \mapsto \int_\Omega a \nabla y \cdot \nabla v \, dx,
\]

\[
B \in \mathcal{L} \left( L^2(\Omega) \right) \quad \text{s.t.} \quad Bu : v \in H^1_0(\Omega) \mapsto \int_\Omega uv \, dx,
\]
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the set $Z$ has to be defined so that the operator

$$e : (y, u) \in H_0^1(\Omega) \times L^2(\Omega) \rightarrow Ay - Bu \in Z$$

satisfies Assumption 2.3. The Gelfand triple

$$H_0^1(\Omega) \hookrightarrow L^2(\Omega) = L^2(\Omega)' \hookrightarrow H^{-1}(\Omega)$$

leads to set $Z = H^{-1}(\Omega)$ and the dual pairings $\langle \cdot, \cdot \rangle_{Y',Y}$ and $\langle \cdot, \cdot \rangle_{Z',Z}$ are thus compatible with the $L^2(\Omega)$-inner product. The last items of Assumption 2.3 follow from the Lax-Milgram Theorem (see [60, Lemma 1.8]). We have $A^* = A$ and $B^* = B$ and the adjoint $p$ evolves in $Z' = H_0^1(\Omega)$. The partial derivatives of the functions under consideration are

$$\partial_y f(y, u) = (y - y_d, \cdot)_U$$
$$\partial_u f(y, u) = (\alpha u, \cdot)_U$$
$$\partial_y e(y, u) = A$$
$$\partial_u e(y, u) = -B.$$  \hfill (2.34)

Now, from the numerical point of view, we have two main options: either the state equation $e(y, u) = 0$ is seen as a constraint to be checked and is considered, like the objective function $J$, to depend on both the state and the control $(y, u)$. The optimization is then performed with respect to two optimization variables (state and control), this is option 1; or else, the only optimization variable is the control, and in this case $e(y, u) = 0$ is preliminarily solved to compute $y(u)$ as a function of $u$, in order to express the reduced cost function $\hat{J}(u)$, this is option 2. Options 1 and 2 are also respectively called simultaneous and sequential methods.

<table>
<thead>
<tr>
<th><strong>Option 1</strong></th>
<th>Unknowns $(y, u) \in Y \times U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost : $f(y, u)$</td>
<td></td>
</tr>
<tr>
<td>Constraints : $e(y, u) = 0$ and $(y, u) \in Y_{ad} \times U_{ad}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Option 2</strong></th>
<th>Unknowns $u \in U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost : $f(y(u), u) = \hat{J}(u)$</td>
<td></td>
</tr>
<tr>
<td>Constraints : $u \in U_{ad}$</td>
<td></td>
</tr>
</tbody>
</table>

Option 2 brings up the reduced cost function $\hat{J}$ whose derivatives with respect to the control variable $u$ are computed using the adjoint representation presented in Section 2.1.2. The PDE constraint is thus implicitly contained in the numerical implementation of the reduced cost function. In contrast, Option 1 keeps the cost function dependent on the state and control variables $(y, u)$ and the PDE constraint is an explicit equality constraint. Although option 1 seems more memory greedy, it is generally more efficient, when we can write it, than option 2 because we can more easily compute the Hessian of the cost function as a sparse matrix. Moreover, a notable advantage of option 1 is its ability to handle potential constraints on the state included in $U_{ad}$ whereas the adjoint equation and option 2 are not well suited in this case. This being said, for the numerical part, let $T_h$ be a triangulation of $\Omega$:
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\[ Th = \text{square}(50,50) \quad // \text{we take } \Omega = [0,1]^2, \]

and the finite element space

\[ V_h = \left\{ v \in H^1(\Omega) \mid \forall K \in T_h \, v_{|K} \in \mathbb{P}_1 \right\} = \text{Vect}(\phi_i)_{i \in [1..n_d]}, \]

with \( \mathbb{P}_1 \) elements that guarantee the resulting linear system of (2.31) to be invertible (see [85]).

\[ V_h = \text{fespace}(Th,P1) \quad // \text{with } \mathbb{P}_1 \text{ Lagrange finite elements} \]

\[ \text{nd} = V_h.\text{ndof} \quad // \text{nd degrees of freedom for } V_h \]

Its basis is denoted by \( (\phi_i)_{1 \leq i \leq nd} \) so that the sets \( Y_h, U_h \) and \( \mathcal{U}^h_{\text{ad}} \) are

\[ Y_h = \left\{ v \in V_h, v_{|\partial \Omega} = 0 \right\} = \text{Vect}(\phi_i)_{i \in [1..n]} \quad \text{for } 0 < n < n_d, \]

\[ \mathcal{U}^h_{\text{ad}} = \left\{ u \in V_h, u_a \leq u \leq u_b \right\} \subset U_h = V_h. \]

We introduce \( u_h^a = (u_a, \phi_i)_i \) and \( u_b^h = (u_b, \phi_i)_i \) and the stiffness and mass matrices coming out from the operators \( A \) and \( B \) read

\[ A_{h,ij} = (a \nabla \phi_i, \nabla \phi_j)_{i,j \in [1..n]}^2, \quad M_{h,ij} = (\phi_i, \phi_j)_{i,j \in [1..n]}^2. \]

One can notice that normally \( M_h \) is larger than \( A_h \) because the latter does not take into account the finite element functions which have non-zero values on the boundary. Fortunately, FreeFEM handles the Dirichlet boundary conditions very well so that we can consider numerically that \( Y_h = V_h \) and write the stiffness matrix by specifying the Dirichlet boundary conditions directly in the variational formulation in the Code 2.8. This adds in the matrix \( A_h \) some penalty terms at the indexes related to the boundary elements (see FreeFEM’s website for a detailed explanation on how FreeFEM manages Dirichlet boundary conditions).

\[ \text{Vh Y,V;} \]

\[ \text{varf stiffness(Y,V) = int2d(Th) (grad(Y)'*grad(V))} \]

\[ - \text{on(1,2,3,4,Y=0) } // \text{Homogeneous Dirichlet condition} \]

\[ \text{varf mass(Y,V) = int2d(Th) (Y*V);} \]

\[ \text{matrix Mh = mass(Vh,Vh); } // n_d \times n_d \text{ matrix} \]

\[ \text{matrix Ah = stiffness(Vh,Vh);} \]

Code 2.8 – Finite element matrices involved in (2.30,2.31)

IpOpt needs to calculate the numerical derivatives of the cost and constraint functions. Keeping in mind Section 2.1.3, either the continuous derivatives of the functions are discretized according to a well-chosen scheme, or the functions are discretized first and their derivatives are computed later. In the first case, the advantage is to keep the structure of the continuous problem as long as possible. In the second case, we are able to return the true numerical derivatives.

2.2.1 Derivatives of discretized functions (FDTO)

Here, the problem (2.30,2.31) is first discretized to obtain a usual finite dimensional linear quadratic optimization problem. The mesh, finite element space and matrices were presented in the previous section. Depending on whether option 1 or 2 is chosen, the discretized problem is
2.2. Linear quadratic PDE constrained optimization

Option 1:

\[
\begin{align*}
\min_{(y_h, u_h) \in \mathbb{R}^{2n_d}} & \quad \frac{1}{2} (y_h - y_d^h)^T M_h (y_h - y_d^h) + \frac{\alpha}{2} u_h^T M_h u_h \\
\text{s.t.} & \quad A_h y_h - M_h u_h = 0 \\
& \quad u_d^h \leq u_h \leq u_b^h.
\end{align*}
\] (2.35)

Option 2:

\[
\begin{align*}
\min_{u_h \in \mathbb{R}^{n_d}} & \quad \frac{1}{2} (A_h^{-1} M_h u_h - y_d^h)^T M_h (A_h^{-1} M_h u_h - y_d^h) + \frac{\alpha}{2} u_h^T M_h u_h \\
\text{s.t.} & \quad u_d^h \leq u_h \leq u_b^h.
\end{align*}
\] (2.38)

The matrices \( A_h \) and \( M_h \) have been defined in Code 2.8. They depend on the triangulation \( T_h \). Whatever the choice of optimization variables, the numerical problem is written as

\[
\begin{align*}
\min_X & \quad J(X) \\
\text{s.t.} & \quad C_l b \leq C(X) \leq C_u b \\
& \quad X_l b \leq X \leq X_u b.
\end{align*}
\]

Option 1: 

\[
\begin{align*}
J_h(X) &= \frac{1}{2} (y_h - y_d^h)^T M_h (y_h - y_d^h) + \frac{\alpha}{2} u_h^T M_h u_h \\
C_h(X) &= A_h y_h - M_h u_h \\
\nabla J_h(X) &= (M_h (y_h - y_d^h), \alpha M_h u_h) \\
\nabla C_h(X) &= \begin{pmatrix} A_h & 0_h \\ 0_h & M_h \end{pmatrix} \\
\n\nabla^2 J_h(X) &= \begin{pmatrix} M_h & 0_h \\ 0_h & \alpha M_h \end{pmatrix}.
\end{align*}
\]

Option 2: 

\[
\begin{align*}
J_h(X) &= \frac{1}{2} (A_h^{-1} M_h u_h - y_d^h)^T M_h (A_h^{-1} M_h u_h - y_d^h) + \frac{\alpha}{2} u_h^T M_h u_h \\
\nabla J_h(X) &= M_h A_h^{-1} M_h (A_h^{-1} M_h u_h - y_d^h) + \alpha M_h u_h \\
\nabla^2 J_h(X) &= M_h A_h^{-1} M_h A_h^{-1} M_h + \alpha M_h.
\end{align*}
\]

The functions required by IpOpt are expressed above and must be written in FreeFEM following the model given in Section 2.1.4.

Experience shows that option 1 is, in this case, almost always the best solution. Since PDE constrained optimization uses many variables, the treatment of sparse matrices is a crucial point and is usually the best option in terms of computational speed and memory allocation. Although the number of optimization variables is larger than in option 2, in option 1 we do not have to compute the inverse of the matrix \( A_h \), which would be a heavy task in high dimension. The matrices \( A_h \) and \( M_h \) are sparse while their inverse is not. Although the Hessian is constant in both situations, it is more memory greedy in the second case and involves more computation. Finally, for more complicated equations (such as nonlinear PDEs or time-dependent
problems), it is not trivial that treating both state and control variables simultaneously is more efficient, except when state constraints are added to the problem. The adjoint method fits precisely in an approach where the previous one would not have worked.

2.2.2 Discretization of continuous derivatives (FOTD)

Unlike the previous strategy, here the continuous derivatives of the functions are first computed and then discretized. In this section, the problem (2.30,2.31) is still linear quadratic. Note that when state constraints are added, the adjoint equation can be much more complicated. We focus on the option where only control is the optimization variable and write the continuous problem as follows

\[
\min_{u \in \mathcal{U}_{ad}} J(y(u), u) = \hat{f}(u).
\]

As explained in Section 2.1.2, the adjoint approach facilitates theoretically and numerically the computation of the derivatives of the reduced cost function. The Lagrangian is

\[
L: (y, u, p) \in Y \times U \times Z' \rightarrow \frac{1}{2} (B(y - y_d), y - y_d)_U + \frac{\alpha}{2} (Bu, u)_U + (p, Ay - Bu)_U,
\]

and we follow the steps (S.1, S.2, S.3, S.4). Let \( u \in \mathcal{U}_{ad} \) be an optimal solution.

- **S.1** The partial derivatives of \( J \) and \( e \) have been computed in (2.34). The operators \( A \) and \( B \) are selfadjoint (\( A^* = A \) and \( B^* = B \)). Corollary 2.5 implies that if \( (y, u) \) is solution of (2.30,2.31) then there exists an adjoint \( p \in Z' = H_0^1(\Omega) \) such that

\[
Ay = Bu,
\]

\[
Ap = -B(y - y_d),
\]

\[
(aBu - Bp, u)_U \leq (aBu - Bp, v)_U \quad \forall v \in \mathcal{U}_{ad}
\]

which can be rewritten in the continuous form for \( y \in H_0^1(\Omega) \) and \( p \in H_0^1(\Omega) \)

\[
-\nabla \cdot (a\nabla y) = u \quad \text{in } \Omega
\]

\[
y = 0 \quad \text{in } \partial \Omega,
\]

\[
\nabla \cdot (a\nabla p) = y - y_d \quad \text{in } \Omega
\]

\[
p = 0 \quad \text{in } \partial \Omega,
\]

\[
\int_{\Omega} (au - p)u \, dx \leq \int_{\Omega} (au - p)v \, dx \quad \forall v \in \mathcal{U}_{ad}.
\]

- **S.2** We seek \( y \in H_0^1(\Omega) \) solution of the state equation \( e(y, u) = 0 \)

\[
-\nabla \cdot (a\nabla y) = u \quad \text{in } \Omega
\]

\[
y = 0 \quad \text{in } \partial \Omega,
\]

```fortran
macro state() {
   solve State(Y,V) = int2d(Th) (a*(grad(Y)'*grad(V)))
   - int2d(Th) (U*V)
   + on(1,2,3,4,Y=0); } //
```

Code 2.9 – LQ state equation
2.2. Linear quadratic PDE constrained optimization

which is equivalent to

\[ y_h = A_h^{-1} M_h u_h. \]

• **S.3** We seek \( p \in H^1_0(\Omega) \) solution of the adjoint equation

\[
\nabla \cdot (a \nabla p) = y - y_d \quad \text{in } \Omega \\
p = 0 \quad \text{in } \partial \Omega,
\]

```plaintext
macro adjoint() {
    solve Adjoint(P,Q) = int2d(Th)(a*(grad(P)'*grad(Q))
        + int2d(Th)((Y-Yd)*Q)
        + on(1,2,3,4,P=0); //
}
```

Code 2.10 – LQ adjoint equation

which is equivalent to

\[ p_h = A_h^{-1} M_h (y_d^h - y_h). \]

• **S.4** The first derivative of the reduced cost function is given by

\[
(\hat{\nabla} J(u), q)_{U'} = \int_\Omega (\alpha u - p) q \, dx,
\]

```plaintext
macro interpgrad() {
    solve L2grad(theta,V) = int2d(Th)((alpha*U-P)*V)
        - int2d(Th)(theta*V);
    real[int] dJ = theta[];
}
```

Code 2.11 – LQ gradient’s interpolation

which finally returns \( \alpha u_h - p_h \) for the \( L^2(\Omega) \)-inner product. The previous steps **S.2, S.3, S.4** performed in succession return almost the same gradient as option 2 of the previous FDTO approach by performing the same operations but without the final multiplication by \( M_h \).

We give a brief explanation of the numerical step **S.4**. The real number \( \langle D \hat{\nabla} J(u), q \rangle_{U',U} \) is expressed using the dual pairing \( \langle \cdot, \cdot \rangle_{U',U} \) which here corresponds to the \( L^2(\Omega) \)-inner product and thus brings out the gradient \( \hat{\nabla} J(u) \). As seen in Section 2.1.1, the routine `varf` gives the matrix of a given variational formulation. Thus writing the lines

```plaintext
varf derive(V,Q) = int2d(Th)((alpha*U-P)*Q)
```

is numerically similar to recovering the continuous linear form

\[ q \rightarrow \int_\Omega (\alpha u - p) q \, dx \]

in a well-chosen finite element space basis. Thus \( dJ \) denotes the interpolation of this linear form in this basis of the finite element space. One could of course choose another inner product, whose matrix in the finite element space is \( P_h \), which would not return

\[ \alpha u_h - p_h \]
but rather

\[ P_h^{-1} M_h (\alpha u_h - p_h). \]

This is a crucial point to understand because many problems show the derivative of the reduced cost function in a linear form which must then be interpolated through a good discretization of the space \( U \). Usually, the additional constraints included in \( \mathcal{V}_{\text{ad}} \) are specified in another function \( C \), the so-called constraint function (e.g. \( u \rightarrow C(u) = \int_{\Omega} u(x) \, dx \)). The Jacobian of \( C \) is then required by IpOpt. The only remaining task is to express the cost function and its gradient following the steps (S.2, S.3, S.4) on the triangulation \( T_h \) respectively in the codes 2.12 and 2.13.

```c
func real J(real &X)
{
    U[] = X; // control u
    state;  // returns y solution of (2.9)
    return int2d(Th)((Y-Yd)^2) + alpha*int2d(Th)(U^2);
}

Code 2.12 – LQ cost function
```

```c
func real[int] dJ(real &X)
{
    U[] = X; // state equation (see Code 2.9)
    adjoint; // adjoint equation (see Code 2.10)
    interpgrad; // interpolation of the gradient (see Code 2.11)
    return dJ;
}

Code 2.13 – Derivative of the LQ cost function
```

In the first method, the calculation of the Hessian is rather easy but it requires a matrix inversion. We advise instead to compute the theoretical first order derivatives and to use the BFGS approximation of the Hessian provided by IpOpt.

**Remark 2.12.** The optimality conditions produce a state-adjoint system called extremal system. In finite-dimensional optimal control, the solution of the first-order optimality system can usually be performed by implementing an indirect shooting method (see [89, Chapter 9]), where, if for example the initial and final states are fixed, one has to properly adjust the initial adjoint vector so that, when integrating the extremal with the corresponding initial state and adjoint, the final state matches the desired value. Numerically, the shooting method consists of integrating a differential equation and applying a Newton method. When the optimal control problem is solved in finite dimension and this dimension is not too large, the method is feasible and, when properly initialized to ensure convergence, it provides a very fast and accurate solution. But, in high dimension, it can be extremely difficult to initialize the method correctly. This is particularly the case in PDE optimization where the size of the adjoint variable is related to the size of the mesh. Therefore, most of the time, it is not realistic to ensure the convergence of a shooting method for optimal PDE control problems.
2.2.3 Inhomogeneous Dirichlet boundary conditions

The previous example treated the case of homogeneous Dirichlet conditions, which makes easier the numerical study because the variational formulation can be written on well-identified functional spaces (this is also the case when dealing with Neumann or Robin’s boundary conditions). We now generalize the above numerical approaches to inhomogeneous Dirichlet conditions. Instead of (2.31), we now consider

\[
\begin{align*}
-\nabla \cdot (a \nabla y) &= u & \text{in } \Omega \\
y &= g & \text{in } \partial \Omega,
\end{align*}
\]

(2.39)

where \(g\) is assumed to be smooth enough. The way to numerically manage the boundary condition depends on the choice of either Option 1 or Option 2.

In Option 2, the boundary condition can be immediately reported in the variational formulation so that the numerical state equation becomes:

```cpp
macro state() {
    solve State(Y,V) =
        int2d(Th)(a*(grad(Y)'*grad(V)))
    - int2d(Th)(U*V)
    + on(1,2,3,4,Y=g); // y=g in \partial \Omega
}
```

Code 2.14 – State equation

The adjoint equation remains unchanged but the adjoint is well modified because it still depends on the state.

In contrast, Option 1 requires more work. For homogeneous Dirichlet conditions, the stiffness matrix \(A_h\) introduced in Code 2.8 forces \(y\) to be equal zero on the boundary \(\partial \Omega\) and can only be applied to finite element functions in \(H^1_0(\Omega)\). Since \(y\) now belongs to an affine subset of \(H^1(\Omega)\) and not to \(H^1_0(\Omega)\), the state equation cannot be written as before. The variational formulation of (2.39) is now:

\[
\text{find } y \in H^1(\Omega), \int_{\Omega} a \nabla y \cdot \nabla v \, dx - \int_{\Omega} uv \, dx = 0 \quad \forall \, v \in H^1_0(\Omega).
\]

(2.40)

A numerical trick consists of introducing, using the Dirichlet map \(D\) (see [95, Section 10.6]), the solution \(Dg\) of

\[-\Delta(Dg) = 0 \text{ on } \Omega \text{ and } Dg = g \text{ on } \partial \Omega\]

and its numerical version:

```cpp
Vh Dg;
solve dirmap(u,v) =
    int2d(Th)(grad(Y)'*grad(V))
+ on(1,2,3,4,Y=g);
Dg[] = Y[];
```

Code 2.15 – Dirichlet map

So we look for the solution of (2.39) in the affine space \(H^1_0(\Omega)+Dg\) under the form \(y = z + Dg\). Therefore, finding a solution \(y \in H^1(\Omega)\) of (2.39) is equivalent to finding a solution \(z \in H^1_0(\Omega)\) of
(2.31). The optimization variables are \((z, u)\) and the discretized problem is the following
\[
\min_{(z_h, u_h) \in \mathbb{R}^{n_\alpha}} J_h(z_h, u_h) = \frac{1}{2} \left( z_h + (Dg)_h - y_d^h \right)^T M_h \left( z_h + (Dg)_h - y_d^h \right) + \frac{\alpha}{2} u_h^T M_h u_h
\]
\[
\text{s.t. } \begin{cases} 
A_h z_h - M_h u_h = 0 \\
u_d^h \leq u_h \leq u_b^h.
\end{cases}
\]

The state constraint is unchanged (as well as its Jacobian) while the cost function now involves \(y_h = z_h + (Dg)_h\). Most of the following examples will specify homogeneous Dirichlet conditions but a generalization to inhomogeneous Dirichlet conditions can be made along the lines above.

### 2.2.4 Automatic differentiation alternative

Unless the derivatives are really easy to calculate, it is very advantageous to use automatic differentiation, which allows the numerical derivatives to be calculated at the computer accuracy. As automatic differentiation is not available in FreeFEM (especially when one wants to make a derivation with respect to the mesh points), it is necessary for the moment to export the problem data collected with FreeFEM (mesh data, matrices of the variational forms involved, etc.) into another language which benefits from an automatic differentiation program. In order to keep a user-friendly interface, we propose two practical solutions: either to use the modeling language AMPL, or the Python package CasADi (with free license and callable from Matlab). Finally, for those who are quite familiar with the language C++, we advise to combine directly IpOpt with an automatic differentiation tool C++ (such as CppAD or Adept, see [61]) for more efficiency. In the following, we provide numerical examples that illustrate how to combine FreeFEM with AMPL in the linear quadratic case (2.30, 2.31). The combination with the Python package CasADi is presented in Appendix 2.C. For a given triangulation \(T_h\) and generated with FreeFEM, we store the matrices \(A_h\) and \(M_h\) constructed in the Code 2.8 of Section 2.2 in sparse matrices via the COO (Coordinate) format. The files "A.txt" and "B.txt" are generated via FreeFEM with the command:

```cpp
ofstream fout("Ah.txt");
fout << Ah << endl;
```

AMPL ("A Mathematical Programming Language", see [1; 44]) is a highly developed software for modeling and solving large-scale optimization problems. Like CasADi, the unknown variables must be declared and the objective and constraints must be defined as a nonlinear programming problem. The transcription of AMPL is based on classical logical operators, aggregation functions and sets, while the transcription of CasADi is done more in the framework of matrix calculus. Both handle the sparsity feature of matrices very well. As far as AMPL is concerned, it is necessary to write the problem using appropriate sets (set of indices of the non-zero elements of a matrix for example). A significant advantage of AMPL is the possibility to call several recognized optimization solvers, like Knitro, CPLEX, IpOpt, etc, which can be used free of charge on the server NEOS. The program is usually divided into three files: "file.mod" contains the model, while "file.dat" collects the parameter allocations and "file.run" the successive commands.

The Code 2.16 includes the introduction of variables (lines 12 and 13), parameters (line 1 and lines 6 to 10), minimization of the objective function (line 15) and constraint functions
(lines 19 to 21). Unlike CasADi, we do not use explicit matrix calculus in AMPL, the sum operator on appropriate sets is preferred instead. The parameters $A$ and $M$ represent the sparse matrices $A_h$ and $M_h$ introduced in the Code 2.8. To preserve sparsity, the matrices in AMPL are downloaded from a text file in triplet format (see sparse matrices on the Wikipedia web page for multiple ways to store them). The indices for which $A$ has non-zero values are declared in a two-dimensional set $\text{indexA}$. The parameter $A(\text{indexA})$ depending on this set thus gathers the non-zero values of the matrix $A_h$ (idem for $M_h$). The quadratic cost function is obtained on line 15 of the Code 2.16 by summing over all the indices $(i, j)$ in $\text{indexM}$ and we therefore do not take into account in the sum the indices where $M$ has a null value.

```
1 param m integer >=0;
2 set index = 0..m;
3 set indexA dimen 2;
4 set indexM dimen 2;
5
6 param alpha =0.1;
7 param A{indexA}; # stiffness matrix
8 param M{indexM}; # mass matrix
9 param L{index};
10 param yd; # target
11 var Y{index}; # state
12 var U{index}; # control
13
14 minimize quad: sum{(i,j) in indexM}( 0.5*(Y[i]-yd)*M[i,j]*(Y[j]-yd) + 0.5*alpha*(U[i]*M[i,j]*U[j]));
15
16 subject to PDE{i in index}: sum{(i,j) in indexA}(A[i,j]*Y[j]) - sum{(i,j) in indexM}(M[i,j]*U[j]) = 0;
17
18 subject to lowbound{i in index}: U[i] >= 0;
19 subject to upbound{i in index}: U[i] <=1;
20
21 subject to volume: sum{i in index} U[i]*L[i] == 0.25; # \int_\Omega u(x)dx = 0.25
```

Code 2.16 – AMPL: “file.mod”

This induces a significant gain in computation time. Like all the parameters, the data are assigned in Code 2.17:

```
1 data;

2 param m:= 2600;
3 param: indexA: A:= include A.txt;
4 param: indexM: B:= include B.txt;
5 param yd:= 0.1;
6 read{i in index}(L[i]) < L.txt;
```


AMPL is then called by typing in the terminal the command: ampl file.run
Contingent upon an easy importation of data as in Code 2.39, AMPL stands out for its ability to manage many efficient optimization solvers such as Knitro, CPLEX and so on, which, as already said, can be used for free on NEOS, on which we have to upload the three above files (in order to be uploaded to NEOS, data file must contain parameters allocations stated in file "A.txt", "B.txt" etc, since they cannot be uploaded aside). Python (and Matlab) alternatives are presented in Appendix 2.C.

To conclude this part, we plot in Figure 2.3 the convergence curves of the scaled error respectively associated to the several methods illustrated above. In the case of the Linear-Quadratic problem (2.30, 2.31), we notice that the FDTO method is ten times faster than the FOTD one. AMPL endowed with its own automatic differentiation tool is an entirely acceptable alternative.

![Convergence curves of several methods](image)
2.3 Extension to time-dependent problems

In this section, we show how to deal with a time-dependent optimal control problem, which this time consists in determining $u \in L^2((0, T); L^2(\Omega))$ solution of

$$
\min J(y, u) = \frac{1}{2} \int_0^T \int_{\Omega} (y(x, t) - y_d(x))^2 \, dx \, dt + \frac{\alpha}{2} \int_0^T \int_{\Omega} u(x, t)^2 \, dx \, dt
$$

subject to

$$
\begin{align*}
&y_t - \nabla \cdot (a \nabla y) = u & \text{in } (0, T) \times \Omega \\
y(0) = y^0 & \quad \text{in } (0, T) \times \partial \Omega \\
u_a \leq u \leq u_b
\end{align*}
$$

with $y^0 \in L^2(\Omega)$. For the existence of solutions, we do not treat the question here and refer the reader to [60; 69]. Here we focus on the numerical implementation of such a problem. Several time discretization strategies can be implemented, which can then be combined with the optimization strategies described above. We focus here on option 1, but the other possibilities can be adapted in a similar way to time-dependent problems. We introduce a mesh of the domain where the PDE is written, as in the previous stationary example. The main question is therefore how to deal simultaneously with the temporal and spatial discretizations. A first classical discretization in time is to use an implicit Euler scheme combined (we will prefer most of the time implicit schemes since there is no CFL condition to satisfy) with finite elements $P_1$ in space. A second possibility is to use the ability of the FreeFEM to handle 3D problems by introducing the 3D time-space mesh and to discretize simultaneously in time and space with finite elements $P_1$.

2.3.1 Implicit Euler scheme.

Although an implicit scheme is a bit harder to implement numerically because it requires a matrix inversion, its advantage over explicit schemes is that it does not require any LFC condition. We consider the mesh $T_h$ introduced in Section 2.2 and the matrices $A_h$ and $M_h$. Let $n_t$ be an integer and consider a subdivision

$$
t_0 = 0 < t_1 < \cdots < t_{n_t} = T
$$

of the interval $[0, T]$. We introduce the discrete variables

$$
\bar{Y} = (y_0, \cdots, y_{n_t}) \in \mathbb{R}^{n_t(n_t+1)} \quad \text{and} \quad \bar{U} = (u_0, \cdots, u_{n_t}) \in \mathbb{R}^{n_t(n_t+1)}
$$

(with $y_i, u_i \in \mathbb{R}^{n_d}$ finite element approximations of $y(t_i, \cdot)$ and $u(t_i, \cdot)$) and we discretize the problem (2.41,2.42) as

$$
\min J(\bar{Y}, \bar{U}) = \frac{1}{2} \sum_{k=1}^{n_t} (y_k - y_d^k)^T M_h (y_k - y_d^k) + \frac{\alpha}{2} \sum_{k=1}^{n_t} u_k^T M_h u_k
$$

subject to

$$
\begin{align*}
M_h \frac{y_{k+1} - y_k}{d_t} + A_h y_{k+1} &= M_h u_{k+1}, & \forall k &\in (0, n_t - 1) \\
y_d^0 &= (y^0, \phi_i^0) u, & \forall i &\in \{1, \ldots, n_d\} \\
\sum_{i=1}^{n_d} u_i^k \phi_i &= \sum_{i=1}^{n_d} u_i^{k+1} \phi_i & \forall (k, i) &\in \{0, \ldots, n_t\} \times \{1, \ldots, n_d\}.
\end{align*}
$$
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We simplify the notations by introducing the matrices
\[ A_t = A_h + \frac{1}{\delta t} M_h, \quad M_t = \frac{1}{\delta t} M_h \]
for \( \delta t = \frac{T}{n_t} \) and the sparse matrices
\[
A = \begin{pmatrix}
I_{n_d} & 0_{n_d} & \cdots & 0_{n_d} \\
M_t & A_t & \cdots & \vdots \\
0_{n_d} & \cdots & M_t & A_t
\end{pmatrix}_{n_d(n_t+1) \text{ columns and rows}}
\]
\[
\bar{M} = \begin{pmatrix}
0_{n_d} & 0_{n_d} & \cdots & 0_{n_d} \\
0_{n_d} & M_t & \cdots & \vdots \\
0_{n_d} & \cdots & 0_{n_d} & M_t
\end{pmatrix}
\]
\[ D = \begin{pmatrix}
M_t & 0_{n_d} & \cdots & 0_{n_d} \\
0_{n_d} & M_t & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
0_{n_d} & \cdots & 0_{n_d} & M_t
\end{pmatrix}
\]
(2.45)
to reformulate the optimization problem (2.43,2.44) as the problem of determining \((\bar{Y}, \bar{U})\) ∈ \(\mathbb{R}^{2n_d(n_t+1)}\) solution of
\[
\begin{aligned}
&\min J(\bar{Y}, \bar{U}) = \frac{1}{2}(\bar{Y} - Y_d)^T \bar{D} (\bar{Y} - Y_d) + \frac{\alpha}{2} \bar{U}^T \bar{D} \bar{U} \\
&\text{subject to } \bar{A} \bar{Y} - \bar{M} \bar{U} = \begin{pmatrix}
y_0 \\
0_{n_d n_t}
\end{pmatrix}, \\
&\quad U_a \leq \bar{U} \leq U_b \forall k \in \{0..n_t\}
\end{aligned}
\]
with
\[ U_a = \{(u_a, \phi_i)_i \}_{i \in \{1..n_d\}}, \quad U_b = \{(u_b, \phi_i)_i \}_{i \in \{1..n_d\}}. \]
We thus obtain a finite-dimensional linear quadratic problem
\[
\nabla J(\bar{Y}, \bar{U}) = \begin{pmatrix}\bar{D}(\bar{Y} - Y_d) \\
\alpha \bar{D} \bar{U}\end{pmatrix}, \quad \nabla^2 J(\bar{Y}, \bar{U}) = \begin{pmatrix}\bar{D} & O \\
0 & \alpha \bar{D}\end{pmatrix}, \quad \nabla C(\bar{Y}, \bar{U}) = \begin{pmatrix}A & 0 \\
0 & -\bar{M}\end{pmatrix}.
\]
for which the numerical implementation in FreeFEM now follows the one presented in Section 2.2.1 based on the template introduced in Section 2.1.4.

### 2.3.2 Time discretization with FreeFEM

Another possibility is to exploit the ability of FreeFEM to easily handle multidimensional problems, by considering the time variable as a third variable of the \(z\) space and transforming a 2D (or 1D) problem into a 3D (or 2D) problem. In the example (2.41,2.42), the variational formulation reads as follows for all \(v\) in \(H^1((0, T) \times \Omega)\) such that \(v_{|(0,T)\times\partial\Omega} = 0\):
\[
\int_{(0,T)\times\Omega} (y_t v + a \nabla y \cdot \nabla v) \, dx \, dt = \int_{(0,T)\times\Omega} uv \, dx \, dt
\]
(2.46)
So we build a new mesh of the 3D domain \((0, T) \times \Omega\) on which the PDE evolves. In order to manage the 3D meshes, we use at the beginning of the file the command: `load "msh3"`. Several ways to build a 3D mesh with FreeFEM are possible. We prefer to start from an initial mesh of the \(\Omega\) domain subset of \(\mathbb{R}^2\) which we transform into a mesh of the cylinder \((0, T) \times \Omega\) thanks to the command `buildlayers` which will extend the given mesh along the axis \(z\):
2.3. Extension to time-dependent problems

Figure 2.4 – (a) initial square mesh; (b) 3D mesh with buildlayers

Code 2.19 – 3D mesh cylinder with 2D mesh basis

and a new finite element space

\[ V_h = \left\{ v \in H^1((0, T) \times \Omega), \quad \forall K \in T_h \quad \forall K \in P_1 \right\} \]

(in this case, the temporal discretization performed with a finite element discretization is symmetric). As in the static case, we define the matrix of the variational formulation (2.46):

\[
\text{varf } vA(Y,V) = \text{int3d}(Th)(dz(Y)*V+a*(grad(Y)'*grad(V)))
\]

\[
+\text{on}(2, 3, 4, 5, y=0) \quad \text{// Dirichlet boundary condition}
\]

\[
+\text{on}(6, y=Y0); \quad \text{// initial condition } y^0
\]

\[
\text{matrix } Ah = vA(Vh,Vh,\text{solver}=\text{sparesolver});
\]

We define the matrix of the cost function:

\[
\text{varf } vCost(Y,V) = \text{int3d}(Th)(Y*V);
\]

\[
\text{matrix } Mh = vCost(Vh,Vh,\text{solver}=\text{sparesolver});
\]

Given a mesh of the domain \((0, T) \times \Omega\), we now write the discretized optimal problem as

\[
\min_{(\tilde{Y}, \tilde{U}) \in \mathbb{R}^N} \frac{1}{2} (\tilde{Y} - Y_d)^T M_h (\tilde{Y} - Y_d) + \frac{\alpha}{2} \tilde{U}^T M_h \tilde{U}
\]

\[
\text{s.t. } A_h \tilde{Y} = M_h \tilde{U}
\]

\[
U_a \leq \tilde{U} \leq U_b
\]

where \(N\) is the number of degrees of freedom of the chosen finite element space (taking into account the time dimension), \(U_a\) and \(U_b\) are interpolations on the finite element spaces of functions \(u_a\) and \(u_b\). Here, \(N\) is of the same order as the quantity \(n_d(n_t + 1)\) from the previous section. The gradient and Hessian of the cost function and the Jacobian of the constraint function are thus now easy to compute and the numerical implementation again follows that presented in Section 2.2.1.
When considering linear quadratic optimal control problems, the problems resulting from the different discretization strategies remain general high dimensional linear quadratic optimization problems. Nevertheless, the previous examples can be used as models for other examples, more complicated, but which require upstream an important work on the chosen discretization. When the PDE concerned is linear, we recommend to use option 1. Indeed, keeping the PDE as a linear constraint rather than solving it directly, which requires at least a matrix inversion (the matrix inversion will always take place but the linear solver chosen in IpOpt will do it), will most of the time bring two advantages. First, it is easier to compute the Jacobian of this constraint and it is almost always easier to compute the derivatives of the cost function with respect to the state and control than the derivatives of the reduced cost function, whose Hessian is even harder to compute. Secondly, we keep the sparse feature of the matrices involved in the discrete writing of the problem. Option 2 (use of an adjoint representation) is more suitable when the dependence on the control is more complex and cannot be expressed easily, as in the case of optimal design of a shape, when the control is a shape (see [7; 59]) or for nonlinear problems. Option 1 or Option 2 differ in the choice of the parameterization of the optimal shape to be found. Furthermore, regardless of the approach chosen, time-dependent problems are much more computationally and memory intensive and require careful attention to potential simplifications.

2.4 Optimization under semilinear PDE constraints

Let us now add a nonlinear term to the previous problem. Given \( y_d \in L^2(\Omega) \) and \( u_a, u_b \in L^\infty(\Omega) \), we are still looking for an optimal solution \( u \in L^2(\Omega) \) for the minimization of a quadratic criterion constrained by a semi-linear elliptic equation

\[
\min J(y, u) = \frac{1}{2} \int_\Omega (y(x) - y_d(x))^2 \, dx + \frac{\alpha}{2} \int_\Omega u(x)^2 \, dx
\]

subject to

\[
\begin{cases}
-\nabla \cdot (a \nabla y) + \phi(y) = u & \text{in } \Omega \\
y = 0 & \text{in } \partial \Omega \\
u_a \leq u \leq u_b.
\end{cases}
\tag{2.48}
\]

Following the framework stated in [94, Assumptions 4.2 and 4.3], the function \( \phi : \mathbb{R} \rightarrow \mathbb{R} \)

is a continuous, monotone increasing globally bounded and twice differentiable function. The global boundedness assumption is only used to ensure that \( \phi(y) \in L^2(\Omega) \). In our numerical tests, we choose \( \phi(y) = y^3 \), which is not globally bounded, but Sobolev injections guarantee

\[ H^1(\Omega) \hookrightarrow L^6(\Omega) \]

for \( \Omega \) bounded Lipschitz domain of \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \). Therefore, given any \( u \in L^2(\Omega) \), the PDE (2.48) admits a unique weak solution \( y \in H^1_0(\Omega) \) (see [Remarks on Theorem 4.4]MR2583281). Compared to the equation of state (2.31), the semi-linear PDE is more difficult to solve with the finite element method. We do not have a direct linear variational formulation and therefore there is no way to solve it with a single matrix inversion.
We therefore propose to solve the PDE numerically with iterative fixed point or Newton methods and to use an adjoint representation to compute the derivatives. Let us note here that the adjoint will only need a matrix inversion because the adjoint equation is always linear. Let $T_h$ be the same triangulation of the domain $\Omega$ as before and $V_h$ still denote the finite element space $P_1$. The variational formulation is

$$
\int_{\Omega} a \nabla y \cdot \nabla v \, dx + \int_{\Omega} \phi(y) v \, dx = \int_{\Omega} uv \, dx \quad \forall v \in H^1_0(\Omega).
$$

A first possibility is to use a fixed point algorithm to compute a numerical solution of this variational formulation, whose translation in FreeFEM macros is given in Code 2.20.

**Algorithm 2** Fixed point method for semilinear PDEs

```plaintext
set err = 1
while (err > 10^-10) do
    solve : \forall v \in H^1_0(\Omega), \int_{\Omega} a \nabla z \cdot \nabla v \, dx + \int_{\Omega} \phi(y^{p-1}) v \, dx = \int_{\Omega} uv \, dx
    compute err = \|z - y^{p-1}\|_{L^2(\Omega)}
    set y^p = z
    set p = p + 1.
end while
```

**Code 2.20** – Semilinear state equation with a fixed point method

Another possibility is to implement a Newton-Raphson strategy, consisting in determining $y \in V$ such that $F(y) = 0$ with $F : V \to V$, as done in Algorithm 3. In the context of the problem \((2.47,2.48)\), $F$ is the variational formulation of the state equation \((2.48)\) and we have

$$
F(y) = \int_{\Omega} (a \nabla y \cdot \nabla v + \phi(y) v - uv) \, dx
$$

$$
DF(y)w = \int_{\Omega} (a \nabla w \cdot \nabla v + \phi'(y) w v) \, dx
$$

for some $v \in H^1_0(\Omega)$, and \((2.48)\) is solved in Code 2.21.
Algorithm 3 Newton method

set \( \text{err} = 1 \)
set \( y_0 \) and \( w \) initialized

\( \textbf{while} \ (\text{err} > 10^{-10}) \ \textbf{do} \)
\[ y^p = y^{p-1} - w \]
solve: \( DF(y^p)w = F(y^p) \)
\( \text{err} = \|v\| \)
set \( p = p + 1 \).
\( \textbf{end while} \)

macro semilinearstateNewton()
\[
\begin{align*}
\text{real err=1;}
\forall \ W=0;
\text{while (err>tol) } \{ \\
\quad Y[] &← \ H[]; \quad \text{// } y^{p+1} = y^p - w \\
\quad \text{solve semilinear}(W,V) &← \text{int2d}(Th)(a\cdot\text{grad}(W)\cdot\text{grad}(V)) \quad \text{// } DF(y)w \\
&\quad + \text{int2d}(Th)(3\cdot y^2\cdot W\cdot V) \quad \text{// } \phi(y) = y^3 \\
&\quad \text{- ( }+/ \text{ F(y) )} \\
&\quad \text{int2d}(Th)(a\cdot\text{grad}(Y)\cdot\text{grad}(V) + y^3\cdot V - U\cdot V) \} \\
&\quad \text{on}(1,2,3,4,W=0); \\
\text{err} &← \text{l2norm}(W[]); \quad \text{// } \|w\|_{L^2(\Omega)} \quad \\
\text{\text{// l2norm defined in appendix 2.A}} \\
\} \\
\}
\]

Code 2.21 – Semilinear state equation with Newton method

One may wonder whether it is better to use a fixed point or a Newton method. Newton's algorithm is well known for its fast and very accurate convergence, but on the condition that its initialization needs to be close enough to the solution. The fixed point algorithm is less sensitive to this initialization constraint but at the cost of a slower convergence. A possible solution is to consider a hybrid method which consists in using a fixed point method in the first iterations and then switching to a Newton method when one is close enough to the solution (this is the idea of some global or damped Newton methods). As in Section 2.2, \( Y \) is the set \( H^1_0(\Omega) \) and the set of admissible controls \( \mathcal{U}_{ad} \) is the subset of \( L^2(\Omega) \) given by

\[ \mathcal{U}_{ad} = \{ u \in L^2(\Omega), u_a \leq u \leq u_b \} \subset U = L^2(\Omega), \]

\( Z \) is \( H^{-1}(\Omega) \), the dual of \( H^1_0(\Omega) \), so that Assumption 2.3 is satisfied, and

\[ J(y,u) = \frac{1}{2} \int_{\Omega} (y(x) - y_d(x))^2 \, dx + \frac{\alpha}{2} \int_{\Omega} u(x)^2 \, dx, \]

\[ e(y,u) = Ay + B\phi(y) - Bu. \]

Under [94, Assumptions 4.14], existence of an optimal control \( \bar{u} \in \mathcal{U}_{ad} \) is guaranteed and the optimality conditions stated in Corollary 2.3 give

\[ y \in H^1_0(\Omega) \text{ solution of: } -\nabla \cdot (a\nabla y) + \phi(y) = u \quad \text{in } \Omega, \quad (2.49) \]

\[ p \in H^1_0(\Omega) \text{ solution of: } \nabla \cdot (a\nabla p) - \phi'(y)p = y - y_d \quad \text{in } \Omega, \quad (2.50) \]

\[ u \in \mathcal{U}_{ad} \text{ such that: } (a u - p, v - u_v)_H \geq 0 \quad \forall v \in \mathcal{U}_{ad}. \quad (2.51) \]
Again, like in the example (2.30,2.31), the dual pairing $\langle \cdot, \cdot \rangle_{U'}$ is compatible with the $L^2(\Omega)$-inner product and hence the adjoint representation yields the gradient of the reduced cost function

$$\langle \nabla \tilde{J}(u), v \rangle_U = \int_\Omega (\alpha u - p) v \, dx \quad \forall v \in L^2(\Omega).$$

Although the state equation is nonlinear, the adjoint equation is linear and can thus easily be solved with FreeFEM:

```cpp
macro semilinearadjoint() {
    solve SLAdjoint(P,Q) = int2d(Th)(a*(grad(P)'grad(Q)))
    + int2d(Th)(3*Y^2*P*Q) // phi'(y) = 3y^2
    + int2d(Th)((Y-Yd)*Q)
    + on (1,2,3,4,P=0);
}
```

Code 2.22 – Semilinear adjoint equation

At this stage, it is sufficient to rewrite the cost function and its derivative as in Codes 2.12 and 2.13 by replacing the macros of the previous state and adjoint equations.

In the case of semi-linear equations, it is possible to work with sparse matrices that do not depend on the state and control, provided that we are careful about how to discretize the non-linear term. Therefore, we can override the adjoint calculation by using automatic differentiation by the software AMPL as in Section 2.2.4. In that aim, we still reduce the cost function to the quadratic discretized cost

$$J_h(y_h, u_h) = \frac{1}{2} (y_h - y_d)^T M_h (y_h - y_d) + \frac{\alpha}{2} u_h^T M_h u_h.$$ 

At that point, we decide to approximate the state equation with the following nonlinear equation

$$e_h(y_h, u_h) = A_h y_h + M_h (y_h)^3 - M_h u_h.$$ 

Here, we decide to approximate both $y$ and $y^3$ with finite elements $P_1$. This arbitrary choice is not without consequences since a small approximation error is made when we interpolate $y^3$ with affine functions when it should be approximated with polynomials of degree 3. Nevertheless, since the quadrature formula in the cost function only requires the values of $y$ on the vertices of the mesh, the approximation error is controllable and will be smaller for a finer mesh. This is an arbitrary choice that allows the use of automatic differentiation and greatly simplifies the solution of the equation of state, compared to the iterative methods used above, but with less accuracy. The file "file.mod" is thus modified accordingly:
CHAPTER 2. PDE-CONSTRAINED OPTIMIZATION WITH FREEFEM AND IPOPT

```plaintext
1 param m integer >=0;
2 set index = 0..m;
3 set indexA dimen 2;
4 set indexM dimen 2;
5 param alpha =0.1;
6 param A{indexA}; # stiffness matrix
7 param M{indexM}; # mass matrix
8 param L{index};
9 param yd; # target
10
11 var Y{index}; # state
12 var U{index}; # control
13
14 minimize quad:
15 sum{(i,j) in indexM}( 0.5*(Y[i]-yd)*M[i,j]*(Y[j]-yd) +
16 0.5*alpha*(U[i]*M[i,j]*U[j]));

17 subject to PDE{i in index}:
18 sum{(i,j) in indexA}(A[i,j]*Y[j]) +
19 sum{(i,j) in indexM}(M[i,j]*Y[j]**3) -
20 sum{(i,j) in indexM}(M[i,j]*U[j]) =0;

21 subject to lowbound{i in index}: U[i] >= 0;
22 subject to upbound{i in index}: U[i] <=1;
23
24 subject to volume: sum{i in index} U[i]*L[i] == 0.25; # \int_{\Omega} u(x)\,dx = 0.25
```

Code 2.23 – AMPL: "file.mod" - semilinear case

![Figure 2.5](image.png)

**Figure 2.5** – Convergence curves for semilinear case: (a) objective function; (b) convergence criterion

The convergence curves of the different methods used are shown in Figure 2.5. The different methods converge more or less quickly to the same solution. Here we emphasize the advantages of automatic differentiation over adjoint methods that bypass solving the state’s equation by iteration methods. The convergence of the algorithm is consequently faster and its numerical writing is much easier. Nevertheless, we must pay some attention to the numerical discretization of the cost and state constraint functions.
2.5 Optimal shape design problems

FreeFEM is very well adapted to solve numerically the problems of optimal shape design. It is indeed very user-friendly for solving PDEs, but also for building and modifying meshes. Shape optimization is a vast field and there are many ways to find optimal solutions numerically. It is possible to implement geometric and topological optimization as well as homogenization methods. For the level-set method in FreeFEM, we refer the reader to [8; 9] and to the dedicated web site. This method is related to the solution of an advection equation combined with a gradient descent algorithm (see [43] for an example of an efficient gradient descent algorithm applied to shape optimization). We mention two methods that can be combined with IpOpt.

- **Shape deformation methods**: we look for a way to modify an initial shape to a so-called optimal shape and thus compute the derivatives of the cost and constraint functions using classical shape optimization analysis tools. The command `movemesh` provided by FreeFEM allows us to write an optimal shape design problem in the context of Hadamard boundary variations. The derivatives with respect to the domain and the appropriate deformation vector fields are thus computed to find the next iteration using the `movemesh`. We recommend [59] for an introduction to shape variation strategies.

- **Relaxation methods**: we look for an optimal solution in a larger admissible set containing the classical design sets and expect the solution to be in the starting set of shapes. One of the best known methods is homogenization (see [6; 10]). The optimal solution often presents a gray level instead of being black or white, which underlines the appearance of a relaxation phenomenon.

The example of Section 2.6 below is devoted to the illustration of the first method while we quickly describe the second one since it can be written in the framework of the numerical methods of Section 2.2 by considering a variant of the linear quadratic example (2.30,2.31). Let $\Omega$ be a subset of $\mathbb{R}^2$ and let $y_d \in L^2(\Omega)$ be a target function. The set of admissible controls is

$$
\mathcal{U}_{ad} = \{ \omega \subset \Omega \text{ measurable} , \ |\omega| \leq \omega_0 \}. 
$$

We seek a measurable domain $\omega$ solution of

$$
\min_{\omega \in \mathcal{U}_{ad}} J(y, \omega) = \frac{1}{2} \int_{\Omega} \left( y(x) - y_d(x) \right)^2 \, dx \\
\text{s.t.} \begin{cases} -\Delta y = \chi_{\omega} & \text{in } \Omega \\
y = 0 & \text{in } \partial \Omega. \end{cases}
$$

We refer the reader to [63] for sufficient conditions ensuring existence of solutions. For the numerical solving, we relax the indicator function $\chi_{\omega}$ of $\omega$:
which leads to the problem

\[
\min_{u \in \mathcal{U}_{ad}} J(y, u) = \frac{1}{2} \int_{\Omega} (y(x) - y_d(x))^2 \, dx
\]

\[
\begin{aligned}
-\Delta y &= u & \text{in } \Omega \\
y &= 0 & \text{in } \partial \Omega \\
0 &\leq u \leq 1
\end{aligned}
\]

with

\[
\mathcal{U}_{ad} = \left\{ u \in L^2(\Omega), \ 0 \leq u \leq 1 \text{ and } \int_{\Omega} u(x) \, dx = L|\Omega| \right\}.
\]

We now adapt the example (2.30, 2.31). Shape optimization is thus performed by stipulating upper and lower bound constraints on the control \( u \) in the hope that they will be saturated for the optimal solution (if not, this means that there is relaxation). The generalization of such methods can be found in the \textit{homogenization} method studied in [6]. The optimization solver IpOpt can be used.

\section{Boundary shape optimization}

The examples presented in the previous sections are rather classical and aimed at illustrating several numerical methods and providing numerical templates. In this section, our objective is to highlight other features of FreeFEM on a more difficult example, related to the problem of designing the best possible shape for micro-swimmers in a fluid, in order to direct them in a given direction. At the interface between fluid-structure interaction and control theory, this problem has already been studied in various forms (see [11; 98]). Here, as illustrated in Figure 2.6, we assume that the micro-swimmers have a membrane \( \Gamma \) that oscillates periodically at some fixed frequency to generate fluid motion. To account for the periodicity of the membrane motion, the fluid domain is assumed to be a torus obtained by bending the square along the \( y \) direction so that \( \Sigma_2 \) merges with \( \Sigma_4 \) (torus); the lower boundary \( \Gamma \) is assumed to move at speed \( v_D \) so that viscous forces in \( \Gamma \) will imply fluid motion (see Figure 2.6(b)). For ease of study, we further assume that \( \Gamma \) is the graph of a \( C^2 \) function (no overlap), furthermore satisfying physical constraints on the second derivative. In a more complicated model, overlap could be allowed by modifying the boundary with two-dimensional deformation vector fields.

We perform our study in the reference frame of the moving boundary \( \Gamma \) (velocity \( v_D \)), which will induce the vertical motion of the fluid observed in Figure 2.8.

\subsection{Boundary and domain parametrization}

Let \( \Omega_0 \) denote the initial torus. Given a function

\[
f : [0, 1] \to [0, 1]
\]

such that \( f(0) = f(1) \), we parametrize the bottom boundary as

\[
\Gamma = \{(x, f(x)), x \in [0, 1]\},
\]
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\[ \Sigma_1 = \Gamma \]

\[ \Sigma_2 = \Sigma_4 \]

\[ \Sigma_3 \]

\[ \Sigma_4 \]

\[ = \]

\[ \Omega \]

\[ \text{Figure 2.6 – Fluid domain: (a) initial square; (b) torus after periodization.} \]

so that \( \Omega_0 \) is modified to obtain the fluid domain \( \Omega \) under the action of the vector field

\[ \theta(x, y) = (x, y + (1 - y)f(x)). \]

As for the numerical approach, although the flow problem introduced below is expressed on the modified cylinder \( \Omega \), we discretize the domain with a square mesh such that periodicity will be ensured by considering periodic finite elements. We then introduce a triangulation of \( \Omega \) (see Figure 2.7(b)) by modifying the previous square mesh (see Figure 2.7(a)) under the action of the vector field \( \theta \) thanks to the command `movemesh`. As the control \( f \) are on the 1D boundary, we introduce a one-dimensional mesh of the boundary which will be necessary for the computation of the gradient. Each iteration of the optimization process will involve a modification of both the square mesh and the one-dimensional mesh along \( \Gamma \).

Numerically, in the Code 2.24, we introduce several meshes in addition to the initial square mesh of \( \Omega_0 \) thanks to the command `extract`.

```
Code 2.24 – 1D finite element space and movemesh command

\[
\text{int [int]} \ ll=[1];
\text{mesh} \ Th0 = \text{square}(\text{NX}, \text{NX}+\text{H}, [x, y]+\text{H}); \ // \ initial \ square \ mesh
\text{func} \ fclab = (x>0.999)*2 + (x<0.001)*1; \ // \ Borders \ label
\text{ThL} = \text{extract}(\text{Th0}, \text{refedge}=\text{ll});
\text{ThL} = \text{change}(\text{ThL}, \text{flabel} = \text{fclab}); \ // \ (0,1) \ straight \ mesh \ with \ label \ 1, \ 2
\text{mesh} \ Th = \text{Th0}; \ // \ mesh \ to \ be \ modified \ at \ each \ function \ call \ to \ get \ \Omega
\text{meshL} \ ThC = \text{ThL}; \ // \ mesh \ to \ be \ modified \ at \ each \ function \ call \ to \ get \ \Gamma
```
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Figure 2.7 shows the initial square mesh of $\Omega_0$ and its modification to obtain the mesh of $\Omega$ for a particular function. The reference frame of the moving boundary follows a rectilinear uniform motion with speed $v_D$ in the $x$-direction. Let $u = (u_1, u_2)$ be the velocity of the fluid and let $p$ be the pressure. We consider the Stokes flow equations on the modified domain $\Omega$:

\begin{align*}
-\mu \nabla \cdot \varepsilon(u) + \nabla p &= 0 \quad \text{in } \Omega \\
\text{div}(u) &= 0 \quad \text{in } \Omega \\
\sigma(u, p) \vec{n} &= 0 \quad \text{in } \Sigma_3 \\
u &= \begin{pmatrix} 0 \\ f(x) \end{pmatrix} \quad \text{in } \Gamma
\end{align*}

where $\vec{n}$ is the outer normal vector, $\mu$ is the kinematic viscosity,

$$\varepsilon(u) = \frac{1}{2} (\nabla u + \nabla u^T)$$

is the symmetric gradient of $u$ and

$$\sigma(u, p) = 2\mu\varepsilon(u) - p \text{Id}$$

is the Cauchy stress tensor. Assuming that $f \in H^2(0, 1) \cap H^1_0(0, 1)$, $\Omega$ has at least a $C^{1,1}$ boundary by Sobolev injections. Existence of solutions

$$(u, p) \in H^1(\Omega) \times L^2(\Omega)$$

of the Stokes system (2.52,2.53,2.54,2.55) follows from [21, Theorem IV.5.2]. More details on existence and regularity of solutions in less regular domains can be found in [12; 72].

Remark 2.13. The equation (2.52) stands for the balance law between viscous and pressure forces, while the equation (2.53) stands for the incompressibility of the fluid. We usually add an integral constraint $\int_{\Omega} p(x) \, dx = 0$ on the pressure in order to guarantee the uniqueness of the
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Figure 2.8 – Velocity of Stokes fluid $u$ for $f(x) = 0.1 \sin(3\pi x)$ and $v_D = -1$

Given a given boundary shape $f(x) = 0.1 \sin(3\pi x)$ moving to the right ($v_D = -1$), we plot the corresponding velocity in Figure 2.8. Near the minimum of $f$, we observe that the slope of the $\Gamma$ boundary generates a semblance of a vortex and a fluid velocity that increases with the variation of the slope. The mixed boundary conditions (2.54) and (2.55) are treated in the variational formulation by introducing the state finite element space

$$V = \{(u, p) \in H^1(\Omega)^2 \times L^2(\Omega), \quad u = \left(\begin{array}{c} 0 \\ f' \end{array}\right) \text{ in } \Gamma\},$$

so that $(u, p) \in V$ is a weak solution of the Stokes system if and only if

$$\int_{\Omega} \left( \mu \varepsilon(u) : \varepsilon(v) - q \text{div}(u) - p \text{div}(v) \right) dx = 0 \quad \forall (v, q) \in V_0$$

with the trial functions space

$$V_0 = \{(v, q) \in H^1(\Omega)^2 \times L^2(\Omega), \quad v = 0 \text{ in } \Gamma\}.$$

As in Section 2.1.2, the solution $(u, p)$ belongs to an affine space. The finite element space is chosen such that the discretized linear system corresponding to (2.52,2.53) is invertible. For example, one can choose the Lagrangian elements $P_2$ for the velocity $u$ and the Lagrangian elements $P_1$ for the pressure $p$, which are known to imply an LBB condition (see [45, Chapter 2]) that guarantees this invertibility property. The variational formulation (2.56), whose state and test functions are defined on the modified domain $\Omega$, is solved numerically in a finite element space with periodic boundary conditions via the command

```
fespace Wh(Th, [P2,P2,P1], periodic=[[2,y],[4,y]]); // [u1,u2,p], \Sigma_2 = \Sigma_4.
Wh [u1,u2,p], [v1,v2,q];
```

with the following macros related to the variational formulations.
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macro SGrad(u,v) \[\[[\text{dx}(u),0.5*(\text{dx}(v)+\text{dy}(u))],[0.5*(\text{dx}(v)+\text{dy}(u)),\text{dy}(v)]\]\]  
// \( \varepsilon(u) \)
macro div(u1,u2) (\text{dx}(u1)+\text{dy}(u2)) // \text{div}(u)

to solve (2.52,2.53,2.54,2.55) with the state equation macro stated in Code 2.25.

macro stokes() {  
   // State equation’s macro (2.52,2.53,2.54,2.55)  
   solve Stokes( [u1,u2,p],[v1,v2,q] ) = int2d(Th)( 2*mu*(SGrad(u1,u2):SGrad(v1,v2)) - div(u1,u2)*q )  
   - \text{int2d}(Th)( \text{div}(v1,v2)*p )  
   + \text{on}(1,u1=0,u2=vd*gm)}  
// Code 2.25 – Stokes state equation

The 1D command \( f \in H^2(0,1) \cap H^1(0,1) \) is discretized with one-dimensional finite elements \( P_1 \) thanks to the command \( \text{fm} \). Therefore, its exact numerical derivative \( \text{dx}(f) \) is discretized with finite elements \( P_0 \), i.e. it is piecewise constant. However, the boundary condition \( \text{on}(1,\ u1=0,u2=vd*gm) \) of the Code 2.25 implies that \( u2 \) which is continuous, must be equal to \( gm \) which must therefore be continuous. In an effort to minimize approximation errors, we approximate in the Code 2.26 the initial \( P_0 \) discretization of \( f’ \) using the projection on \( L^2(0,1) \) with \( P_1 \) finite elements.

func real[int] L2regul(real[int] &X)  
{  
   WhL f,g,cdf;  
   f[] = X;  
   solve L2regul(cdf,g) = \text{int1d}(ThL)(cdf*g) // \text{L}^2(\Omega) \text{ projection of } \text{dx}(f) (P_0)  
   - \text{int1d}(ThL)(\text{dx}(f)*g); // with \( P_1 \) elements  
   return cdf[];  
}  
// Code 2.26 – Regularization of \( f’ \) with \( L^2 \) projection with \( P_1 \) finite elements

2.6.2 Shape optimization problem

In Section 2.6, the problem consists in maximizing the velocity of the fluid in the direction \( \vec{\iota} = (1,0) \) with respect to the boundary \( \Gamma \), by considering the cost functional

\[
\hat{J}(f) = - \int_{\Sigma_3} u \cdot \vec{\iota} ds \quad (2.57)
\]

where the pair \((u,p)\) satisfies (2.52,2.53,2.54,2.55). Some additional constraints on \( f \) are added to ensure existence of optimal solutions and also a better convergence of the optimization algorithm. The set \( \mathcal{U}_{ad} \) entails physical constraints:

- The volume constraint \( \int_0^1 f(x) \, dx = 0 \)

implies that the domain \( \Omega \) keeps a constant volume in time. It is formulated numerically by introducing the vector \( \text{Cvol} \) that represents the linear form

\[ g \rightarrow \int_0^1 g(x) \, dx \]
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in the $P_1$ finite element basis:

```plaintext
varf varCvol(f,g) = int1d(ThL) (1*g); // \int_0^1 g(x)\,dx
real[int] Cvol = varCvol(0,WhL);
```

Code 2.27 – Volume constraint

- Bound constraints on the first derivative of $f$

  $$|f'(x)| \leq M_1 \quad \forall x \in (0,1)$$

  ensure existence of optimal solutions. This constraint is numerically carried out by using
  the interpolation matrix of the derivative operator from $P_1$ finite elements to $P_0$ finite
  elements defined in Code 2.29.

- To ensure existence of a solution $(u,p) \in H^1(\Omega) \cap L^2(\Omega)$ of the Stokes system, we assume
  that $f \in H^2(\Omega)$ so that $\Omega$ has a $C^{1,1}$ boundary and $f' \in H^1(0,1)$, and we assume in addition
  that there is a bound constraint on the second derivative of $f$

  $$|f''(x)| \leq M_2 \quad \forall x \in (0,1).$$

  This curvature constraint, which is physical, is important to ensure well-posedness and
  we observe that it induces a better convergence of the optimization algorithm.

The optimization problem (2.52,2.53,2.54,2.55,2.57) is formulated as

$$\min_{f \in \mathcal{U}_{ad}} \tilde{J}(f)$$

where $\mathcal{U}_{ad}$ is the subset of $U = H^2(0,1)$ defined by

$$\mathcal{U}_{ad} = \{ f \in H^2(0,1) \cap H^1_0(0,1), \int_0^1 f(x)\,dx = 0, \quad |f'(x)| \leq M_1, \quad |f''(x)| \leq M_2 \quad \text{for a.e. } x \in (0,1) \}$$

2.6.3 Sensitivity analysis

The function $f$ acts on both the shape of the $\Omega$ domain ($f'$ is involved in the boundary
condition (2.55)) and the solution $(u,p)$ of the Stokes system (2.52,2.53,2.54,2.55). If the $\Omega$
domain were fixed, we could compute the derivative of the reduced cost function directly using
the adjoint representation introduced in Section 2.1.2, but here the shape deformations of $\Gamma$
must also be taken into account. To this end, we revert to a calculus of variations approach and
thus write a sensitivity analysis to express the derivative.

Let $f \in \mathcal{U}_{ad}$, we compute the shape derivative of the reduced cost function in the direction
$g \in U$ by taking $t$ small enough so that $f + tg \in \mathcal{U}_{ad}$. We define

$$\Omega_t = (\text{id} + t\phi)(\Omega)$$

where

$$\phi(x,y) = \begin{cases} 0 & \text{if } y \leq 1 \frac{1-y}{1-f(x)} g(x) \end{cases}$$
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is the vector field deforming $\Omega$ to $\Omega_t$, with respect to the small perturbation $g$. We define the real-valued function

$$F : t \mapsto F(t) = \hat{J}(f + tg)$$

and compute its Fréchet derivative $F'(0)$ which gives the reduced cost function derivative

$$F'(0) = \langle D\hat{J}(f), g \rangle_{U', U}.$$ 

According to usual methods for the computation of derivatives of solution of a PDE with respect to the domain (see [7] and [59, Chapter 5]) we introduce the material derivative $(\tilde{u}, \tilde{p})$ solution of the linearized system

$$\begin{align*}
-\mu \nabla \cdot \varepsilon(\tilde{u}) + \nabla \tilde{p} &= 0 \quad \text{in } \Omega \\
\text{div}(\tilde{u}) &= 0 \quad \text{in } \Omega \\
\sigma(\tilde{u}, \tilde{p}) \tilde{n} &= 0 \quad \text{in } \Sigma_3 \\
\tilde{u} &= v_D \begin{bmatrix} 0 \\ g \end{bmatrix} - \frac{\partial}{\partial n} \left( u - v_D \begin{bmatrix} 0 \\ f \end{bmatrix} \right) \times \phi \cdot \tilde{n} \quad \text{in } \Gamma.
\end{align*}$$

The derivative of the reduced cost function $\hat{J}$ is

$$\langle D\hat{J}(f), g \rangle_{U', U} = \int_{\Sigma_3} \tilde{u} \cdot \tilde{\iota} ds.$$ 

Two terms appear in (2.61), respectively coming from the boundary condition $v_D \begin{bmatrix} 0 \\ g \end{bmatrix}$ and from the domain variation vector field $\phi$ in (2.61). In other words, the first term stands for the variation of $u$ with respect to the boundary condition (2.55), assuming $\Omega$ fixed, while the second one stands for the mesh deformation variation. By (2.61), we thus get $\tilde{u}$ along $\Gamma$, under the influence of both terms, while the knowledge of $\tilde{u}$ along $\Sigma_3$ is required to compute $\langle D\hat{J}(f), g \rangle_{U', U}$.

The adjoint vector $(v, q) \in H^1(\Omega)^2 \times L^2(\Omega)$ is defined as the solution of

$$\begin{align*}
-\mu \nabla \cdot \varepsilon(v) + \nabla q &= 0 \quad \text{in } \Omega \\
\text{div}(v) &= 0 \quad \text{in } \Omega \\
\sigma(v, q) \tilde{n} &= \tilde{I} \quad \text{in } \Sigma_3 \\
v &= 0 \quad \text{in } \Gamma.
\end{align*}$$

**Remark 2.14.** The adjoint system (2.62, 2.63, 2.64, 2.65) is similar to the one we would get from the Stokes problem (2.52, 2.53, 2.54, 2.55) considered on a fixed domain $\Omega$ with a Dirichlet boundary control.

Following the variational formulation (2.56) for the numerical solving of the state equation, we solve in Code 2.28 the adjoint system (2.62, 2.63, 2.64, 2.65).

```
macro adjoint() {
    solve StokesAdjoint( [v1,v2,q],[w1,w2,g] ) = 
        int2d(Th)( 2*mu*(SGrad(v1,v2):SGrad(w1,w2)) - div(w1,w2)*q ) 
        - int2d(Th)( div(v1,v2)*g ) 
        - int1d(Th,3)(w1) // Neumann condition (2.64) 
        + on(1,v1=0,v2=0); // Dirichlet condition (2.65).
} //
```

Code 2.28 – Stokes adjoint system
Using the boundary condition (2.64), we have

\[ \langle D \tilde{f}(f), g \rangle_{U', U} = \int_{\Sigma_3} \tilde{u} \cdot \tilde{v} \, ds = \int_{\Sigma_3} \sigma(v, q) \tilde{n} \cdot \tilde{u} \, ds. \]

The function \( \tilde{u} \) is known along \( \Gamma \) thanks to (2.61), involving the effects of \( f \) on the derivative. To express the derivative with respect to \( f \), we use the adjoint system (2.62, 2.63, 2.64, 2.65), in relationship with the expression of \( \sigma(v, q) \tilde{n} \cdot \tilde{u} \) on \( \Gamma \), and on \( \Sigma_3 \) by making an integration by parts:

\[
\int_{\Omega} (-\mu \nabla \cdot (u + \nabla p)) \cdot w \, dx = \int_{\Omega} \left( \mu \varepsilon(u) : \varepsilon(w) - p \text{div}(w) \right) \, dx - \int_{\Gamma \cup \Sigma_3} \sigma(u, p) \tilde{n} \cdot v \, ds. \quad (2.66)
\]

Applying (2.66) to the solution \((u, p)\) of Stokes system, to the solution \((\tilde{u}, \tilde{p})\) of the linearized system and to the solution \((v, q)\) of the adjoint system, we finally compute the reduced cost function derivative as

\[
\langle D \tilde{f}(f), g \rangle_{U', U} = \int_{\Gamma} \sigma(v, q) \tilde{n} \cdot \left( v_D \begin{pmatrix} 0 \\ g' \end{pmatrix} - \frac{\partial}{\partial n} \left( u - v_D \begin{pmatrix} 0 \\ f' \end{pmatrix} \right) \right) \phi \cdot \tilde{n} \, ds \quad (2.67)
\]

where

\[
\tilde{n} = \frac{1}{(1 + f'^2)^{\frac{1}{2}}} \begin{pmatrix} f' \\ -1 \end{pmatrix}
\]

We identify the linear form (2.67) with a gradient expressed in \( U = H^2(0, 1) \) by finding, for a \( H^2(0, 1) \)-inner product to be defined in accordance with the dual pairing \( \langle \cdot, \cdot \rangle_{U', U} \), the solution \( \rho \in H^2(0, 1) \) of

\[
(p, g)_{H^2(0, 1)} = \int_{\Gamma} (\phi_1(x, y) g'(x) + \phi_2(x, y) g(x)) \, ds \quad \forall g \in H^2(0, 1), \quad (2.68)
\]

with

\[
\phi_1 = v_D \sigma(v, q) \tilde{n} \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \phi_2 = \sigma(v, q) \tilde{n} \cdot \frac{\partial}{\partial n} u - v_D \sigma(v, q) \tilde{n} \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix} \times f'' \tilde{n}_1 \phi \cdot \tilde{n},
\]

where \( \tilde{n}_1 \) is the \( x \)-axis component of \( \tilde{n} \). The above quantities are stored numerically in data types `func`. The state \((u, p)\) and the adjoint \((v, q)\) are discretized with finite elements \( P_2 \times P_1 \) and the control \( f \) is discretized with 1D finite elements \( P_1 \). Since \( f \in H^2(0, 1) \), we do not consider here conformal transformations for \( U \) but rather nonconformal transformations, in agreement with the general mathematical framework given in the remark 2.11. Moreover, \( \phi_1 \) and \( \phi_2 \) are defined on the modified mesh in (2.68) and their finite element approximation in the Code 2.30 is discontinuous since they involve derivatives of \( f \). Therefore, we introduce below several 1D finite element spaces defined respectively on the square and modified meshes \( ThL \) and \( ThC \) to interpolate \( \phi_1 \) and \( \phi_2 \) with finite elements \( P_1 \) on \( (0, 1) \) (see Code 2.30).

```plaintext
fespace WhL(ThL, P1); // F.E. functions on straight mesh: f
fespace PhL(ThL, P0); // F.E. functions on straight mesh: f'
fespace WhC(ThC, P1); // F.E. functions on curve mesh
```

Let us give some details: \( WhL \) is a finite element space used to discretize \( f \) and to write the matrix of the scalar product on \( H^2(0, 1) \) which is required for gradient interpolation; \( PhL \) is
a finite element space through which to compute the first and second derivatives of $f$ which appear in the constraints and are required to compute the resulting matrix of the second order terms involved in the $H^2(0, 1)$-inner product. The matrix corresponding to the first derivative operator is constructed using the operator $\text{dx}$ which thus allows to express the derivative of a finite element function $P_1$ with finite elements $P_0$. For the second derivative, we construct by hand the matrix of jumps of the first order derivatives of the finite element basis $P_1$ $\text{Wh}_L$ (see the Code 2.37 later).

\begin{verbatim}
matrix mDx = interpolate(PhL,WhL,t=0,op=1); // $\partial_x$ operator: $P_1$ to $P_0$
matrix mDxx;
MatJumpofDx(WhL,ThL,mDxx); // returns the jumps of mDx (see Code 2.37)
\end{verbatim}

Code 2.29 – Matrices of first and second derivatives of $f$

Finally, $\text{Wh}_C$ allows us to numerically compute the integral along the curve boundary $\Gamma$ involved in (2.68). In Code 2.30, we compute a regularization of $\phi_1$ and $\phi_2$ by performing a projection onto $L^2(\Omega)$ with $P_1$ finite elements on $(0, 1)$.

\begin{verbatim}
func real[int] L2regulphi(int indexphi)
{
    WhC vC,phiC;
    WhL phiL;
    func phi = (1.0-y)/(1.0-fm);
    func nx = dx(fm)*(1.0+dx(fm)^2)^(-0.5);
    func ny = -1.0*(1.0+dx(fm)^2)^(-0.5);
    if (indexphi == 1) // for $\phi_1$ non continuous
        func phi1 = vdent*sigman(v1,v2,q,nx,ny)'*[0.0,1.0];
        solve l2regulphi(phiC,vC) = int1d(ThC)(phiC*vC) - int1d(ThC)(phi1*vC);
    else (indexphi == 2) // for $\phi_2$ non continuous
        func phi2 = -1.0*phi*ny*sigman(v1,v2,q,nx,ny)'*[dx(u1)*nx+dy(u1)*ny,dx(u2)*nx+dy(u2)*ny]
            +vdent*c2gm*nx*phi*ny*sigman(v1,v2,q,nx,ny)'*[0,1];
        solve l2regulphi(phiC,vC) = int1d(ThC)(phiC*vC) - int1d(ThC)(phi2*vC);
    phiL = phiC;
    return phiL[];
}
\end{verbatim}

Code 2.30 – $L^2$ regularization for $\phi_1$ and $\phi_2$

The macro $\text{sigman}(v1,v2,q,nx,ny)$ stands for the vector $\sigma(v,q)\hat{n}$. This interpolation is necessary because we cannot accurately interpolate the discontinuous approximations of $\phi_1$ and $\phi_2$ defined on $\Gamma$ (given by $\text{phil}$ and $\text{phi2}$ in Code 2.30) with continuous $P_1$ finite elements on $(0, 1)$. Once this regularization is done, the interpolation from $\Gamma$ to $(0, 1)$ is straightforward in FreeFEM by typing $\text{philL} = \text{philC}$. We next compute the gradient based on the $H^2(0, 1)$-inner product chosen with the macro in Code 2.31.
2.6. Boundary shape optimization

```c
macro gradInterp(){
  varf linearform(u,v) = int1d(ThL) (-dx(phi1L)*v + phi2L*v); // (2.67)
  real bdJ = linearform(0,WhL);
  real[int] dJ = MH2^-1*bdJ; // Gradient in $H^2(0,1)$
} //
```

Code 2.31 – Stokes gradient’s interpolation

**Remark 2.15.** Numerically, we observe that the algorithm is converging in a much better way when we compute the gradient by interpolating the linear form (Code 2.31)

\[
(\rho, g)_{H^1(0,1)} = \int_0^1 (-\phi_1^L(x) + \phi_2^L(x))g(x) \, dx \quad \forall g \in H^1(0,1),
\]

versus

\[
(\rho, g)_{H^2(0,1)} = \int_0^1 (\phi_1^L(x)g'(x) + \phi_2^L(x)g(x)) \, dx \quad \forall g \in H^2(0,1),
\]

where $\phi_1^L$ and $\phi_2^L$ are respectively the interpolations of $\phi_1$ and $\phi_2$ with $P_1$ finite elements on $(0,1)$, computed in Code 2.30.

The matrix representing the inner product of $H^2(0,1)$ is constructed below with the matrix representing the inner product of $H^1(0,1)$ and the one giving the jumps of the first order derivatives of the finite element basis (see the Code 2.29)

```c
// $H^2(0,1)$-inner product
varf scalarH1(u,v) = int1d(ThL) (u*v+dx(u)*dx(v));
matrix MH1 = scalarH1(WhL,WhL); // $(\rho, g)_{H^1(0,1)}$
matrix mDxxL = mDxx'*mDxx;
matrix MH2 = MH1 + mDxxL; // $(\rho, g)_{H^2(0,1)}$
set(MH2,solver=sparsolver);
```

Code 2.32 – $H^2(0,1)$-inner product’s construction

**Remark 2.16.** As stated in [27; 73], we may consider a weighted version of the usual $H^2(0,1)$-inner product

\[
(f, g)_{H^2(0,1)} = \int_0^1 (\alpha^2 f'' g'' + f' g' + f g) \, dx,
\]

with $\alpha > 0$ to be tuned depending on the mesh.

2.6.4 Codes and results

We finally write the complete algorithm with the several macros and functions defined above and we first initialize the numerical framework based on Section 2.6 to solve (2.52, 2.53, 2.54, 2.55).
### CHAPTER 2. PDE-CONSTRAINED OPTIMIZATION WITH FREEFEM AND IPOPT

```plaintext
load "msh3"
load "gsl"
load "ff-Ipopt"

bool hotrestart = 1;
verbosity=0;
real HUB = 10.0;  // |f''(x)| ≤ M_2
real CUB = 0.5;  // |f'(x)| ≤ M_1
real XUB = 0.2;
real H = 1;  //
int NX = 25;  // boundary mesh size
real vdent = -1.0;  // boundary's speed

int[int] ll=[1];
mesh Th0 = square(NX,NX*H,[x,y]*H);
func fclab = (x>0.999)*2 + (x<0.001)*1;  // Borders label
meshL ThL = extract(Th0,refedge=ll);
ThL = change(ThL, flabel = fclab);  // (0,1) Straight Mesh with label 1, 2

mesh Th = Th0;
meshL ThC = ThL;  // Curve Mesh for Γ

fespace WhL(ThL,P1);
fespace PhL(ThL,P0);
fespace WhC(ThC,P1);
fespace Wh(Th,[P2,P2,P1],periodic=[[2,y],[4,y]]);

WhL fm,phi1L,phi2L,cgm,gm;
WhL c2gm;

With the macros and functions introduced in previous sections, we are now able to compute a numerical version of the cost function. We first solve the PDE stated in Code 2.25 and then use the velocity \( u \) to compute the cost function (2.57) according to a quadrature formula on the boundary \( Σ_3 \):

```plaintext
func real J(real[int] &X)
{
    fm[] = X;
    Th = movemesh(Th0,[x,fm+y*(H-fm)/H]);
    cgm[] = L2regul(fm[]);  // Code 2.26
    stokes();  // Code 2.25
    return = -int1d(Th,3)(u1);
}
```

Code 2.33 – Cost function for Stokes problem

Besides, we follow the sensitivity analysis made before to compute the derivative of the previous cost function. We saw that it involves both state and adjoint macros defined in Codes 2.25 and 2.28. Thus, we beforehand solve state equation stated in Code 2.25 that returns both the pressure \( p \) and the velocity \( u \) that are needed for the adjoint’s computations via Code 2.28. Once we solved the adjoint’s equation, we proceed to a regularization of the functions involved in the equation (2.67) and finally express the gradient according to the chosen inner-product:
2.6. Boundary shape optimization

```c
func real[int] dJ(real[int] &X)
{
    fm[] = X;
    Th = movemesh(Th0, [x, y] (H-fm)/H)); // Ω0 → Ω
    ThC = movemesh(ThL, [x, y] (H-fm)/H)); // (0,1)→Γ
    cgm[] = L2regul(fm[]); // Code 2.26
    stokes(); // Code 2.25
    adjoint(); // Code 2.28
    phi1L[] = L2phiregul(1); // Code 2.30
    phi2L[] = L2phiregul(2); // Code 2.30
    gradInterp(); // Code 2.31
    return dJ;
}
```

Code 2.34 – Derivative of the cost function for Stokes problem

Before using the gradient interpolation macro written in Code 2.31, we perform a regularization of the functions φ₁ and φ₂ (Code 2.30). The constraint introduced in Section 2.6.2 and its Jacobian are computed with the matrices introduced in Code 2.29 and read:

```c
func real[int] C(real[int] &X)
{
    real[int] cont(1+PhL.ndof+WhL.ndof);
    cont[0] = Cvol'*X; // ∫₀¹ f(x)dx=0
    cont[1:PhL.ndof] = mDx*X; // |f'(x)|≤M₁
    cont(PhL.ndof+1:PhL.ndof+WhL.ndof) = mDxx*X; // |f''(x)|≤M₂
    return cont;
}
```

```c
matrix dc;
func matrix jacC(real[int] &X)
{
    real[int,int] dcc(1,WhL.ndof); dc = 0.0;
    dcc(0,:) = Cvol;
    dc = dcc;
    dc = [[dc],[mDx]];
    dc = [[dc],[mDxx]]; // [volume, |f'|≤M₁, |f''|≤M₂]
    return dc;
}
```

Code 2.35 – Length and curvature constraints of the boundary

In FreeFEM, the possibility use matrices and arrays instead of solving the variational formulation usually guarantees a more efficient algorithm in terms of execution speed and required memory. We wrote most of macros and functions with the explicit formulation for the sake of clarity, but execution is quicker when dealing with matrices. Finally, it remains to call the optimization routine IpOpt:
real[int] start(WhL.ndof);
real[int] xub(WhL.ndof);
real[int] xlb(WhL.ndof);
real[int] cub(1+PhL.ndof+WhL.ndof);
real[int] clb(1+PhL.ndof+WhL.ndof);

// Unknowns bounds
xub = XUB;
xlb = -XUB;
cub(1:PhL.ndof) = CUB;
clb(1:PhL.ndof) = -CUB;
cub(PhL.ndof+1:PhL.ndof+WhL.ndof) = HUB;
clb(PhL.ndof+1:PhL.ndof+WhL.ndof) = -HUB;

xub[0] = 0.0; // f(0) = 0
xlb[0] = 0.0; // f(0) = 0
xub[WhL.ndof-1] = 0; // f(1) = 0
xlb[WhL.ndof-1] = 0; // f(1) = 0
cub[0] = 0.0; // \int_0^1 f(x) dx = 0
clb[0] = 0.0; // \int_0^1 f(x) dx = 0

cub[PhL.ndof+WhL.ndof] = -HUB/alpha;
cub[PhL.ndof+WhL.ndof] = -HUB/alpha;
cub[PhL.ndof+1] = -HUB/alpha;
cub[PhL.ndof+1] = HUB/alpha;

// initialization
WhL X0=0.0125/2*sin(x*pi*2*2);
if (hotrestart){
    start = HOTRESTART(hotrestart);
}

IPOPT(J,dJ,C,jacC,start,lb=xlb,ub=xub,clb=clb,cub=cub,tol=1.e-8);

Code 2.36 – Calling IpOpt in the Stokes problem

The optimal solution returned by IpOpt is plotted in Figure 2.9 for a rough and for a fine mesh.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig2_9a}
\includegraphics[width=0.4\textwidth]{fig2_9b}
\caption{Optimal solution of (2.52, 2.53, 2.54, 2.55, 2.57) for $M_1 = 0.4$ and $M_2 = 5.0$ on: (a) rough mesh; (b) fine mesh.}
\end{figure}
As mentioned above, the constraints on the first and second derivatives of $f$ have been introduced to guarantee well-posedness and a good numerical convergence of the optimization process. As expected, the optimal solution saturates these constraints. Since PDE optimization problems involve a large number of variables, iterations of the algorithm require a larger computational time as the mesh is finer. Having a good initial guess is also important. Hot-restart loops turn out to be effective by providing a better initialization that we refine by first running the algorithm on a rougher mesh and then on a finer one. An interpolation on the finer mesh of the solution obtained on the rough mesh is taken as a new initialization, in order to make the algorithm converge in a better way on the fine mesh. The hot-restart procedure is described in Appendix 2.A.

2.6.5 Further comments

We plot in Figure 2.10 the optimal solutions for various values of $M_2$. We observe that the value of the cost functional at the optimal solution increases when $M_2$ is taken larger and that, as $M_2 \to +\infty$, the sequence of optimal solutions seems to converge to a triangular-shaped function, which may be the optimal solution of the problem when, formally, $M_2 = +\infty$, i.e., $f$ varies in $H^1(0,1)$ instead of $H^2(0,1)$ without any constraint on $f''$. However, although this limit problem seems to be tractable from the numerical point of view, treating it rigorously from the theoretical point of view is much more difficult because existence of solutions of the Stokes problem (2.52, 2.53, 2.54, 2.55) is not guaranteed in $H^1(\Omega) \cap L^2(\Omega)$: it is required to consider other functional spaces (see [12; 72]) and the framework becomes much more complicated. We leave this issue as an open, interesting problem.

![Figure 2.10 – Optimal solution of (2.52,2.53,2.54,2.55,2.57) for $M_1 = 0.4$ and: (a) $M_2 = 2$ and $J \approx 0.07$; (b) $M_2 = 10.0$ and $J \approx 0.16$; (c) $M_2 = 50.0$ and $J \approx 0.19$;](image)

Numerically, we can proceed as follows. Ignoring the second derivatives of $f$ involved in the constraint function $C$ and in Codes 2.31 and 2.32, the control $f$ now varies in the subset of $U = H^1(0,1)$

$$
\mathcal{U}_{ad} = \left\{ f \in H^1_0(0,1), \int_0^1 f(x) \, dx = 0 \text{ and } |f'(x)| \leqslant M_1, \text{ for a.e. } x \in (0,1) \right\}.
$$

The optimal solution returned by IpOpt is plotted in Figure 2.11.
CHAPTER 2. PDE-CONSTRAINED OPTIMIZATION WITH FREEFEM AND IPOPT

FIGURE 2.11 – Solution with no curvature constraint (M_2 = +∞) and J ≈ 0.196

Appendix

2.A Some FreeFEM functions

The $L^2(Ω)$ norm for functions defined on a finite element space $V_h$ is coded as follows:

```cpp
func l2norm(real[int] &X)
{
    // Th, Vh already constructed
    Vh u,v;
    varf varl2norm(u,v) = int2d(Th)(u*v);
    matrix M = varl2norm(Vh,Vh); // better to be constructed outside
    real[int] uu = M*u[ ];
    l2error = sqrt(X'*uu); // = (∫_{Ω}u(x)^2 dx)^{1/2}
    return l2error;
}
```

The macro to build the matrix of jumps of the derivatives of the finite element basis functions is:

```cpp
macro MatJumpofDx(Vh, Th, A)
{
    if (A.n) A.clear;
    matrix Adx(Vh.ndof, Th.nt);
    fespace Ph(Th,P0);
    matrix Dx = interpolate(Ph, Vh, op=1);
    assert(Vh.ndofK==2);
    int nt = Th.nt;
    for(int k=0; k< nt;++k)
    {
        Adx(Vh(k,0),k)=+1;
        Adx(Vh(k,1),k)=-1;
    }
    A = Adx*Dx;
}
```

Code 2.37 – Matrix of derivative’s jumps

Hot-restart requires first to use the option `warm_start_init_point yes` in the IpOpt option file "optfile.opt". It is assumed that the code has already been run so that the files
"Th0old.msh" and "fsol.txt" already exist. Then, it suffices to add the following lines at end of the code:

```
if (hotrestart == 0){
    savemesh(Th0,"Th0old.msh");
    ofstream file("fsol.txt");
    file << X0[];
}
```

The interpolation of a solution or of an initialization function only requires to provide a new mesh ThL and a finite element space WhL with the following routine:

```
func real[int] HOTRESTART(bool &hot)
{
    if (hot){
        WhL Xinit;
        mesh Th00 = readmesh("Th0old.msh"); // Initial mesh
        meshL ThL0 = extract(Th00,refedge=ll); // Straight Mesh for hotrestart
        fespace WhL0(ThL0,P1); WhL0 X00;
        ifstream file("fsol.txt");
        file >> X00[];
    }
    Xinit = X00; // interpolation on the new mesh
    return Xinit[];
}
```

Code 2.38 – Hot restart routine

Ho-restart is very easy to perform in FreeFEM thanks to the facility of interpolating from one given mesh to another one by just typing `ustart=uh1` with `ustart` and `uh1` respectively defined on the meshes Th2 and Th1.

2.B Semi-automatic differentiation and adjoint method

In this section, we show that the adjoint code of the reduced cost functional of the problem (2.29,2.28) implicitly makes appear a discretization of the adjoint equation obtained by the application of the Pontryagin maximum principle (see [89, Chapter 7]):

\[
\begin{bmatrix}
\dot{x}
\
\dot{y}
\end{bmatrix} = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix} + \begin{bmatrix}
u \\
v
\end{bmatrix} \quad \begin{bmatrix} x(0) \\
y(0)
\end{bmatrix} = \begin{bmatrix} 1 \\
1
\end{bmatrix},
\]

(2.69)

\[
\begin{bmatrix}
p \\
q
\end{bmatrix} = \begin{bmatrix}
-1 & -1 \\
-1 & 1
\end{bmatrix} + \begin{bmatrix} x-1 \\
x-1
\end{bmatrix} \quad \begin{bmatrix} p(T) \\
q(T)
\end{bmatrix} = \begin{bmatrix} 0 \\
0
\end{bmatrix},
\]

(2.70)

\[
\int_0^T \left\{ p(u-\phi) + q(v-\psi) \right\} dt \leq 0 \quad \forall (\phi,\psi) \in \mathcal{U}_{ad}.
\]

(2.71)
The variational inequality (2.71) comes from the maximization condition of the Hamiltonian of the optimal control problem and makes appear the duality pairing as the $L^2$-inner product
\[ \left( D\tilde{J}(u)_v, (\phi)_p \right)_{L^2(0,T)} = -\int_0^T (p\phi + q\psi) \, dt \]
involving the derivative of the reduced cost functional, which thus yields its gradient $\nabla \tilde{J}(u)_v = -\begin{bmatrix} p \\ q \end{bmatrix}$. The reduced cost functional $\tilde{J}$ obtained by solving (2.69) is computed thanks to an implicit Euler discretization (with $n$ time steps) with the matrices
\[ A = \begin{pmatrix} 1 - \delta t & -\delta t \\ -\delta t & \delta t + 1 \end{pmatrix}, \quad \text{with} \quad \delta t = \frac{1}{n-1} \]
and
\[ A^{-1} = \frac{1}{1 - 2\delta t^2} \begin{pmatrix} \delta t + 1 & 1 \\ 1 & 1 - \delta t \end{pmatrix} = \mu \begin{pmatrix} a & 1 \\ 1 & b \end{pmatrix} \]
so that (2.69) and (2.70) are respectively discretized according to implicit and explicit schemes as
\[ \forall k \in \{0...n-2\}, \quad \begin{pmatrix} x^{k+1} \\ y^{k+1} \end{pmatrix} = A^{-1} \begin{pmatrix} x^k \\ y^k \end{pmatrix} + \delta t A^{-1} \begin{pmatrix} u^{k+1} \\ v^{k+1} \end{pmatrix}, \quad \begin{pmatrix} x^0 \\ y^0 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad (2.72) \]
\[ \forall k \in \{0...n-2\}, \quad \begin{pmatrix} p^{k+1} \\ q^{k+1} \end{pmatrix} = A \begin{pmatrix} p^k \\ q^k \end{pmatrix} + \delta t \begin{pmatrix} x^k_0 \\ y^k_0 \end{pmatrix}, \quad \begin{pmatrix} p^{n-1} \\ q^{n-1} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \quad (2.73) \]
The cost (2.28) is then computed by discretization according to a rectangle rule:

```python
def J(u,v):
    x[0]=0,y[0]=0,cost=0  # initialization
    a = 1+dt, b = 1-dt
    mu = 1/(1-2*dt**2)
    for k in range(1,n-1):  # dynamic loop
        x[k] = mu*(a*x[k-1]+y[k-1]) + dt*mu*(a*u[k]+v[k])
        y[k] = mu*(x[k-1]+b*y[k-1]) + dt*mu*(u[k]+b*v[k])
        cost+= 0.5*(x[k]-1)**2
    return cost
```

Following the successive steps for adjoint code generation presented in Section 2.1.5, we write the derivative of the previous function obtained by automatic differentiation in reverse mode. To do so, some adjoint variables $l_x, l_y, l_u, l_v, l_c$ are introduced, respectively related to the variables $x, y, u, v, cost$. The key is to range from the final step back to the first steps and to derive the computation line with respect to the variable involved and to finally update the corresponding adjoint variable. For example, the line 8
\[ (y[n-k]=mu*(x[n-k-1]+b*y[n-k-1])+dt*mu*(u[n-k]+b*v[n-k])) \]
will generate lines 23 to 26 for updating the variables
\[ (l_x[n-k-1], l_y[n-k-1], l_u[n-k-1], l_v[n-k-1]) \]
def gradJ(u,v):
    x[0]=0, y[0]=0, cost=0  # initialization
    a = 1+dt, b = 1-dt
    mu = 1/(1-2*dt**2)

    for k in range(1,n-1):  # dynamic loop
        x[k] = mu*(a*x[k-1]+y[k-1]) + dt*mu*(a*u[k]+v[k])
        y[k] = mu*(x[k-1]+b*y[k-1]) + dt*mu*(u[k]+b*v[k])
        cost+= 0.5*(x[k]-1)**2

    lx = 0, ly = 0, lc = 0  # arrays of size n
    lc[n-1] = 1  # reverse mode initialization

    for k in range(1,n-1):
        lc[n-k-1] += lc[n-k]  # line 9: cost[n-k]
        lx[n-k] += lc[n-k]*(x[n-k] - 1)
        ly[n-k] += mu*lx[n-k]  # line 8: y[n-k]
        lu[n-k] += dt*mu*ly[n-k]
        lv[n-k] += dt*b*mu*ly[n-k]
        lu[n-k] += a*mu*lx[n-k]  # line 7: x[n-k]
        ly[n-k] += mu*lx[n-k]
        lu[n-k] += dt*a*mu*lx[n-k]
        lv[n-k] += dt*mu*lx[n-k]

    return lu,lv  # Gradient

Having updated the adjoint variables, we have, for every $k \in \{0..n-2\}$,

$$
\begin{bmatrix}
    l_x \\
    l_y
\end{bmatrix}^k = A^{-1} \begin{bmatrix}
    l_x \\
    l_y
\end{bmatrix}^{k+1} + \begin{bmatrix}
    x_k - 1 \\
    0
\end{bmatrix}
$$

$$
\begin{bmatrix}
    l_u \\
    l_v
\end{bmatrix}^k = \delta t A^{-1} \begin{bmatrix}
    l_x \\
    l_y
\end{bmatrix}^{k+1}
$$

which gives, considering the variables $l_u,l_v$,

$$
\begin{bmatrix}
    l_u \\
    l_v
\end{bmatrix}^k = A^{-1} \begin{bmatrix}
    l_u \\
    l_v
\end{bmatrix}^{k+1} + \delta t A^{-1} \begin{bmatrix}
    x_k - 1 \\
    0
\end{bmatrix} \begin{bmatrix}
    l_u \\
    l_v
\end{bmatrix}^{n-1} = \begin{bmatrix}
    0 \\
    0
\end{bmatrix}
$$

(2.74)

Since $(p_q)^k = -\left(\begin{array}{c}
    l_u \\
    l_v
\end{array}\right)^k$, we recognize an implicit Euler time discretization of (2.70), like for the state equation (2.69) in the backward direction which is to be compared with the explicit discretization (2.73) in forward direction. The derivative of the reduced cost function is therefore expressed as $-\begin{bmatrix}
    p_0, ..., p_{n-1}, q_0, ..., q_{n-1}
\end{bmatrix}$ according to the chosen discretization of the integral in (2.28,2.71).

A Crank-Nicolson scheme could have been chosen in (2.69). This would give a matrix $A$ such that $A^{-1} = A$ and a Crank-Nicolson scheme for (2.70) too. We refer to [87] for a discussion on the relationship of automatic differentiation in reverse mode with derivative computation using adjoint variables, and resulting appropriate choices of discretization schemes.
CHAPTER 2. PDE-CONSTRAINED OPTIMIZATION WITH FREEFEM AND IPOPT

2.C PDE Optimization with Python or Matlab

Section 2.1.5 was devoted to automatic differentiation within AMPL for PDE constrained problems. Possible alternatives are either to write our own adjoint in C++ code by calling routines like CppAD and Adept or to export the problem in Python or Matlab by using the CasADi package. Loading data into Python is done by:

```python
ndof = int(numpy.loadtxt('ndof.txt'))
iA, jA, AM = numpy.loadtxt('A.txt', unpack=1, skiprows=3);
iM, jM, MM = numpy.loadtxt('B.txt', unpack=1, skiprows=3);
ydArray = numpy.loadtxt('target.txt', unpack=1, skiprows=1);
```

Code 2.39 – Sparse matrices importation in Python

The three first lines stand for the characteristics of the matrices and are skipped by using the option skiprows=3 in the numpy.loadtxt command. The optimization package CasADi (see [13]) is then called and the problem is written as a nonlinear programming problem via the toolbox

```python
import casadi as ca
opti = ca.Opti()
```

Declaring the variables is done by using the MX symbolics (assuming that most of operations between multiple sparse-matrix valued objects are allowed) whose description is available on the CasADi website.

```python
A = ca.MX(Ac); # convert sparse matrices above in MX object
M = ca.MX(Mc);
yd = ca.MX(ydArray) # target yd in (2.30)
```

It remains to express the cost and constraint functions. Matrix multiplication $Ax$ is done either by mtimes$(A, x)$ or $A \odot x$ commands. Most of possible operations are described in [2, Docs tab].

```python
opti.minimize( 0.5*(y.T-yd.T) @ M @ (y-yd) + 0.5*alpha*u.T @ M @ u ) # (2.30)
opti.subject_to( A @ y - M @ u == 0.0 ) # PDE constraint function (2.36)
opti.subject_to( opti.bounded(0,Mu,1) ) # Bounds on control $0 \leq u \leq 1$
```

```python
sol = opti.solve()
```

Code 2.40 – CasADi template for LQ PDE Optimization

Computing the Hessian by automatic differentiation is in general too much memory greedy and too long in the execution, and BFGS thus appears as an alternative by using the IpOpt option 'Hessian_approximation': 'limited-memory'. The previous code is written in the setting of Option 1. But Option 2 can also be considered:
u = opti.variable(ndof)  
# only control as variable
us = M @ u
y = solve(A,us)  
# Solve state equation

cost = 0.5*(y.T-yd.T) @ M @ (y-yd) + 0.5*alpha*u.T @ M @ u
F = Function('F',[u],[cost])  
# way to declare u→J(u)

opti.minimize( F(u) )
opti.subject_to( opti.bounded(0,Mu,1) )
Chapter 3

Numerical solving of time-varying shape design problems
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Abstract In this chapter, we illustrate how we perform the numerical solution of the two problems \((DSD)_T\) et \(SSD\). We first focus on the one-dimensional case using the software AMPL combined with CPLEX. Then, in a larger dimension, we first focus on the stationary case and run both level-set method and a convexification method based on the relaxed \((OCP)_T\) problem using the framework introduced in the 2 chapter. We then compare the two algorithms and choose the most efficient one to solve the time dependent problems. Finally, we illustrate the turnpike phenomenon with several examples.
3.1 Numerical shape design for parabolic PDE models

In the Chapter 1, we have been interested in linear parabolic PDEs with distributed control seen as the indicator function of a certain time-varying shape to be optimized in order to minimize a quadratic criterion. In this chapter, we are interested in how to solve it numerically. We recall the introduced dynamic optimal shape design problem which always reads for \( y_0, y_d \in L^2(\Omega) \) arbitrary

\[
\begin{align*}
\min & \quad J_T(\omega(\cdot)) = \frac{1}{2T} \int_0^T \| y(t) - y_d \|^2_{L^2(\Omega)} dt \\
\text{subject to} & \quad \partial_t y + Ay = \chi_{\omega(\cdot)} \quad \forall (t, x) \in (0, T) \times (0, L) \\
& \quad y(t, 0) = y(t, L) = 0 \quad \forall t \in (0, T) \\
& \quad y(0, x) = y_0 \quad \forall x \in (0, L).
\end{align*}
\]

As mentioned earlier, \( A \) always represents a uniformly elliptic second order differential operator with Dirichlet boundary conditions. Homogeneous conditions were considered in the Chapter 1 and inhomogeneous or Robin conditions can be taken instead by following the alternatives outlined in the Chapter 2, in the 2D and 3D cases. We further write its associated stationary optimal shape design problem \((SSD)\)

\[
\begin{align*}
\min & \quad J(\omega) = \frac{1}{2} \| y - y_d \|^2_{L^2(\Omega)} \\
\text{subject to} & \quad Ay = \chi_{\omega}, \quad y\partial\Omega = 0.
\end{align*}
\]

The computation of the cost function is possible provided that we solve the PDE (1.3). We discuss the possibilities of numerical solution of such problems which will then lead us to choose one among those studied. When the dimension is strictly greater than one, we will prefer to use the variational formulation and the finite element approach highlighted in the Chapter FreeFEMchap :PDEffem. Using FreeFEM, we will consider a mesh of the domain \( \Omega \), a finite element space with Lagrangian elements \( P_1 \) and discretize \((SSD)\) according to this triangulation. However, we first present the particular case of dimension 1 where the optimization treatment is performed with the software AMPL. Then, we will present chronologically the different ways that we have privileged concerning the stationary shape optimization problem and their more or less good extensibility to the time dependent problem.

3.1.1 Particular case of dimension 1

We first regard a variant to \((DSD)_T\) by taking the Laplacian in dimension 1 which is no other than to derive twice in space on the segment \((0, L)\)

\[
\begin{align*}
\min & \quad J_T(\omega(\cdot)) = \frac{1}{2T} \int_0^T \int_0^L \left( y(t, x) - y_d(x) \right)^2 dx dt \\
\text{subject to} & \quad \partial_t y - \partial_{xx} y = \chi_{\omega(\cdot)} \quad \forall (t, x) \in (0, T) \times (0, L) \\
& \quad y(t, 0) = y(t, L) = 0 \quad \forall t \in (0, T) \\
& \quad y(0, x) = y_0 \quad \forall x \in (0, L).
\end{align*}
\]

From the numerical point of view, we choose implicit and centered finite differences scheme on uniform subdivision of both segments \((0, L)\) and \((0, T)\) with respectively \(n_x + 1\) and \(n_t + 1\)
points such that following approximation of derivatives read

\[
\partial_t y(t_i, x_j) = \frac{1}{\delta t} (y(t_{i+1}, x_j) - y(t_i, x_j)) \\
\partial_{xx}y(t_i, x_j) = \frac{1}{\delta x^2} (y(t_{i+1}, x_j) - 2y(t_i, x_j) + y(t_i, x_{j-1}))
\]

with \(\delta t = \frac{T}{n_t}\) and \(\delta x = \frac{L}{n_x}\) and lead to finally discretize (3.2) as

\[
\frac{1}{\delta t} (y^{j+1}_i - y^j_i) = \frac{1}{\delta x^2} \left( y^{j+1}_i - 2y^j_i + y^{j+1}_{i-1} \right) + \chi^{i+1}_{\omega, j}, \quad \forall (i, j) \in \{0..n_t - 1\} \times \{1..n_x - 1\},
\]

with \(y^j_i = y(t_j, x_i)\) and \(\chi^j_{\omega, i} = \chi_{\omega}(t_j, x_i)\). Since \(\chi_{\omega(t)}\) takes values into \(\{0, 1\}\) for all \(t \in (0, T)\), we aim to specify that we deal with integer lower than 1 an upper to 0 for the quantities \(\chi^{i+1}_{\omega, j}\). In addition, we discretize the cost function by using trapezoidal formula

\[
\sum_{(i, j) \in \{0..n_t - 1\} \times \{1..n_x - 1\}} (y^j_i - (y_d)_j)^2 + (y^{j+1}_i - (y_d)_j)^2 + (y^{j+1}_i - (y_d)_j)^2 + (y^{j+1}_{i+1} - (y_d)_{j+1})^2.
\]

The optimization process is made through AMPL software endowed with the CPLEX solver (see [23]). CPLEX, which is originally built to solve linear programming problems with either integer- or real variables, is well-performing for mixed-integer quadratic programming so that the variables \(\chi^j_{\omega, i}\) are searched for being either 0 or 1. Moreover, we solve the stationary problem using the same discretization. An alternative could be to deal with the solver IpOpt, which does not handle integer variables but a continuous version of them. We therefore specify to AMPL that the variable takes values in \((0, 1)\) instead, which amounts to reformulating the problem in its relaxed form presented in Chapter 1. We ran both methods and observed the same solution in output, which we expected since the assumptions of the Theorem 1.1 are satisfied. We plot in Figure 3.1 the time-varying optimal shape and the error between the static and optimal triples in time. The final time has been set to \(T = 10\), which is large enough to observe that the time-varying shape is mostly stationary. The error between the two optimal triples leads us to conjecture that an exponential turnpike property should be found theoretically. The ability
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3.1. Numerical shape design for parabolic PDE models

to deal with integer variables in AMPL has greatly facilitated the handling of the \( \chi_{\text{omega}} \) indicator function. When dealing with higher dimensions, we will prefer the finite element methods for PDE constrained optimization introduced in the Chapter 2. We will first treat the stationary problem to illustrate the different numerical approaches used and we will conclude on their possible generalization to the dynamic case. To solve numerically (SSD), two methods can be distinguished: the level-set method combined with a gradient descent algorithm and the convexification method combined with the interior point optimization method IpOpt.

While the level-set method deals directly with deformation fields of shapes, the convexification introduces a more general problem whose solution is supposed to be a shape under the assumptions of the Theorem 1.1.

3.1.2 Level-set method in dimension \( d \geq 2 \)

Let the stationary problem (SSD) read

\[
\min_{\omega \in \Omega} J(\omega), \quad C(\omega) \leq 0.
\]

The optimization procedure here relies on a gradient descent method whose descent direction \( \theta \) is sought in the set \( W^{1,\infty}(\mathbb{R}^2, \mathbb{R}^2) \). A shape sensitivity analysis is first performed by moving an initial shape \( \omega_0 \) by the vector field \( I + \theta \) which is a diffeomorphism of \( \mathbb{R}^2 \) into \( \mathbb{R}^2 \) under the assumption that \( \theta \) is sufficiently "small". The shape derivatives of the cost and constraint functions are thus written in the Fréchet sense by considering the derivative with respect to a real variable of the function \( J(I + t\theta(\omega)) \) when \( t = 0 \) (see [59, Chapter 5]). So we have

\[
J((I + \theta)(\omega)) = J(\omega) + DJ(\omega)(\theta) + o(\theta) \quad \text{with} \quad \lim_{\|\theta\|_{W^{1,\infty}(\mathbb{R}^2)}} \frac{o(\theta)}{\|\theta\|_{W^{1,\infty}(\mathbb{R}^2)}} = 0
\]

with \( DJ(\omega) \) denoting a continuous linear form on \( W^{1,\infty}(\mathbb{R}^2) \). The above shape sensitivity analysis allows us to find a relevant vector field \( \theta \) to decrease the objective function by moving the initial shape \( \omega \) to the new \( (I+\theta)\omega \). In the case of dimensions greater than two, the finite element method is more suitable, both for managing the construction and modification of meshes and for solving PDEs. Thanks to the tools presented in the Chapter 2, we introduce a mesh of the considered domain \( \Omega \) in (SSD) and a finite element space \( P_1 \). A very intuitive but costly procedure would be to directly process the modifications of the mesh with the vector field \( \theta \) found with the help of the previous shape sensitivity analysis. At each iteration, this vector field plays the role of a descent direction and will modify the mesh in such a way that a remeshing of the initial mesh is performed. This can be very expensive, especially in dimension 3. Moreover, we have not put any constraints on the topology of the admissible domains since we are looking for optimal solutions in the domain of measurable sets with a volume constraint. These topology changes are not well handled by deformation methods based on Hadamard boundary variations. Thus a first idea to solve the stationary problem was to proceed to shape deformations thanks to the level-set method. For this purpose, the domain of study \( \Omega \) is a subset of \( \mathbb{R}^d \), for \( d \in \{2, 3\} \) and meshed only once (it can however happen to remesh at some isolated iterations). According to [9], the shape to be optimized and its boundary are respectively considered as the
upper level-set and the level-set of a function defined in $\Omega$.

\[
\begin{aligned}
\phi(x) < 0 & \iff x \in \omega \\
\phi(x) = 0 & \iff x \in \partial \omega \cap \Omega \\
\phi(x) > 0 & \iff x \in \Omega \setminus \bar{\omega}.
\end{aligned}
\] (3.3)

Along the optimization procedure, the shape is going to evolve at the same time as $\phi$ which is governed by a Hamilton-Jacobi equation. At a given iteration and for a vector field $\theta$ beforehand determined, the motion of the shape $\omega$ is determined over an interval $(0, s)$ by the level-set of a function $\phi(t, x)$ defined on $(0, s)$ and solution of

\[
\frac{\partial \phi}{\partial t} + \theta \cdot \nabla \phi = 0, \quad \forall t \in (0, s), x \in \Omega
\]

\[
\phi(0, \cdot) = \phi^0
\] (3.4)

where $\phi^0$ is the level function at the previous iteration and $s$ is an adjustable parameter for the step size depending on the chosen descent direction. The main advantages are the ease of computing the normal $n$ to the shape $\omega$ (which is usually involved in computing the shape derivative) which is rewritten as a function of $\phi$ as $n = \nabla \phi / |\nabla \phi|$ and the ability to keep the mesh constant throughout the optimization procedure. A less intuitive advantage is the easy but still partial treatment of topological changes as mentioned in [96]. The cost and constraint functions denote respectively the distance $L^2$ to the target function $y_d$ and the volume constraint

\[
J(\omega) = \frac{1}{2} \int_{\Omega} (y_\omega - y_d)^2 \, dx \quad C(\omega) = \int_{\omega} 1 \, dx - L|\Omega|
\]

for some $\omega \in \mathcal{M}_L = \{ \omega \subset \Omega \text{ measurable}, |\omega| \leq L|\Omega| \}$ and $y_\omega$ the solution of

\[
Ay = \chi_\omega \text{ in } \Omega, \quad y = 0 \text{ in } \partial \Omega.
\] (3.5)

Following [59], we compute derivatives of cost and constraint functions. Derivative of the volume constraint reads thus

\[
DC(\omega)(\theta) = \int_{\partial \omega} \theta \cdot n \, ds.
\]

When it comes to the derivative of $J$, we use the chain rule and firstly compute the derivative of the application $S : \omega \rightarrow y_\omega$ solution of (3.5) by derivating the variational formulation associated so that $DS(\omega)$ returns for some $\theta$ the solution of the variational formulation

\[
\text{find } z \in H^1_0(\Omega) \text{ such that } : (Az, v)_{L^2(\Omega)} = \int_{\partial \omega} v \theta \cdot n \, ds \quad \forall v \in H^1_0(\Omega).
\]

$DS(\omega)$ is a continuous linear map from $W^{1,\infty}(\mathbb{R}^2, \mathbb{R}^2)$ to $H^1_0(\Omega)$ (it suffices to write the energy inequalities for $z$ as a solution of a PDE on one side on $\omega$ and on the other side on $\Omega \setminus \omega$ and to use the continuity of the trace operator from $W^{1,p}(\mathbb{R}^2)$ to $L^p(\partial \omega)$). The introduction of the adjoint state $p \in H^1_0(\Omega)$ solution of

\[
-\Lambda^* p = y - y_d, \quad \text{in } \Omega \\
p = 0, \quad \text{in } \partial \Omega,
\] (3.6)
allows to finally reword the derivative of the cost function as

$$DJ(\omega)(\theta) = \int_{\partial \omega} p\theta \cdot n \, ds.$$  \hspace{1cm} (3.7)

We first employed an augmented Lagrangian algorithm from [76, Chapter 17] to take into account the volume constraint, combined with a conjugate gradient algorithm. In the first iterations, we observed that the cost function decreases while keeping the volume constraint verified. But, the convergence of the algorithm was mostly unattainable. We even noticed that the cost function started to increase again after a large number of iterations and started to oscillate. We did not pursue this method because we could not make it perform well. There were two explanations: first, the chosen algorithm was too simple and showed some limitations. Secondly, we took as gradient descent

$$\theta = (p + \lambda)n$$

where \(\lambda\) was the penalty constant based on the augmented Lagrangian. However, it is more convenient in shape optimization to proceed with the regularization of the guessed direction of descent before the update of the level-set function \(\phi\) with (3.4). Indeed, the derivative recovered in the equation (3.7) gives values to \(\theta\) only on the \(\partial \omega\) boundary while its knowledge on the whole \(\Omega\) domain is required to move the whole \(\omega\) domain. It is indeed common to introduce a Hilbert \(H\) such that \(H\) subset \(W^{1,\infty}(\mathbb{R}^2, \mathbb{R}^2)\) and to identify the linear form in (3.7) with a well-chosen inner product on \(H\). The Sobolev injection implies that \(H\) is generally assigned to \(H^1(\Omega)\) with the weighted inner product

$$\langle (\theta, \theta')_{H^1(\Omega)} \rangle = \int_{\Omega} (\alpha^2 \nabla \theta : \nabla \theta' + \theta \cdot \theta') \, dx.$$ 

As detailed in the Chapter 2 and following [27; 73] the introduction of such identification problems allows us to define \(\theta\) in the whole domain with certain regularity properties which are numerically relevant insofar as complications during mesh modifications can be avoided. Moreover we obtain a hilbertian structure which allows us to work with the gradient algorithm (as we did with IpOpt in the Chapter 2). The interpolation of \(DJ(\omega)\) and \(DC(\omega)\) is thus done by solving

$$\forall \theta \in H^1(\Omega, \mathbb{R}^2) \quad (\nabla J(\omega), \theta)_{H^1(\Omega, \mathbb{R}^d)} = DJ(\omega)(\theta)$$

$$\forall \theta \in H^1(\Omega, \mathbb{R}^2) \quad (\nabla C(\omega), \theta)_{H^1(\Omega, \mathbb{R}^d)} = DC(\omega)(\theta).$$

At the same time, an advanced and efficient algorithm for general optimization problems with equality constraints and particularly well suited in the context of shape optimization has been developed in [43]. An example of its application to our problem is highlighted in the Algorithm 4.

Having in mind the results illustrated in the Chapter 1, we are not able to answer the existence question when the target function does not verify the required assumptions of the Theorem 1.1. Replacing the volume constraint with a perimeter constraint should allow direct existence of the shape solution of (SSD) and the above algorithm would be particularly well suited to solve it when \(\omega\) lies in the set

$$\mathcal{U}_{PL} = \{\omega \subset \Omega \text{ measurable}, \text{Per}(\omega) \leq M\}.$$

Conversely, when the hypotheses of the Theorem 1.1 are true, it seems relevant to write numerically (SSD) in its convexified formulation (SOP) and to use the tools developed in the Chapter 2 for the general problems of optimization under PDE constraints.
Algorithm 4 Optimal shape design of (SSD) via null space gradient flow method

for \( k = 1 \ldots \text{maxiter} \) do
  1. Solve (3.5) and compute \( J_k = J(\omega_k) \) and \( C_k = C(\omega_k) \)
  2. Solve identifications problem:
     find \( \nabla J_k \) such that
     \[
     \int_{\Omega} (\alpha^2 \nabla \theta : \nabla \theta' + \theta' \cdot \theta' + \theta \cdot \theta') \, dx = \int_{\partial \omega_k} (p_\lambda \theta \cdot n) \, ds \quad \forall \theta \in H^1(\Omega; \mathbb{R}^2)
     \]
     find \( \nabla C_k \) such that
     \[
     \int_{\Omega} (\alpha^2 \nabla \theta : \nabla \theta' + \theta' \cdot \theta' + \theta \cdot \theta') \, dx = \int_{\partial \omega_k} (\theta \cdot n) \, ds \quad \forall \theta \in H^1(\Omega; \mathbb{R}^2)
     \]
  3. Put \( \lambda_k = \text{argmin}_{\lambda \in \mathbb{R}} \| \nabla J_k + \lambda \nabla C_k \|
  4. Compute descent direction:
     \[
     \xi_{J_k} = \nabla J_k + \lambda_k \nabla C_k
     \]
     \[
     \xi_{C_k} = \frac{C_k}{|\nabla C_k|} \nabla C_k
     \]
     \[
     V_k = \alpha f \xi_{J_k} + \alpha C \xi_{C_k}
     \]
  5. Compute the new iterate:
     for \( i = 0 \ldots \text{maxtrial} \) do
       Solve : \( \phi_t + V_k |\nabla \phi| = 0, \quad \phi(0) = \phi_k \)
       \( \phi_{k+1} = \phi(dt) \)
       \( \omega_{k+1} = \{ \phi_{k+1} < 0 \} \)
       if \( \text{merit}_k(\omega_{k+1}) \leq \text{merit}_k(\omega_k), \) with merit function \( \text{merit}_k(\omega) = \alpha f(J(\omega) + \lambda_k C(\omega)) + \frac{\alpha C}{2 |\nabla C|^2} \) then
         exit line search loop and come back to 1.
       else
         \( dt = \frac{dt}{2} \)
       end if
     end for
   end for

3.1.3 Convexification method

In shape optimization, the existence of a solution is most of the time not easily guaranteed and we usually have to compromise. Either the solution shape is sought in a smaller and more compact set (by adding a volume or perimeter constraint, for example), or, conversely, the solution is allowed to be in a larger set by using a relaxation method. While the level-set method deals directly with the deformation of the shape by the \( \phi \) function, the relaxation (or convexification) method converts the initial problem into a convexified optimal control problem whose solution lies in a larger set containing \( \mathcal{U}_L \), which should make it easier to be studied by classical PDE optimal control tools. This is a well-known method in shape optimization which has the double advantage of providing strategies for establishing theoretical results (see Chapter 1 and see [82]) and a mathematical framework for finding numerical solution (see Chapter 2). On our side, we pursue the same convexification as in the Chapter 1. Given any measurable subset \( \omega \), we identify \( \omega \) with its indicator function \( \chi_{\omega} \in L^\infty(\Omega; [0, 1]) \) and, following [10; 82; 83], we identify \( \mathcal{U}_L \) with a subset of \( L^\infty(\Omega) \). Then, the optimal solutions are searched in the convex closure of \( \mathcal{U}_L \) in the weak star topology of \( L^\infty \).

\[ \overline{\mathcal{U}_L} = \left\{ a \in L^\infty(\Omega; [0, 1]) \mid \int_{\Omega} a(x) \, dx \leq \text{L}_|\Omega| \right\} \subset U = L^2(\Omega). \] (3.8)
More generally, we refer to [6] for details on convexification and homogenization methods. We remind the convexified (or relaxed) optimal control problem \((OCP)_T\) as the problem of determining a control \(t \mapsto a(t) \in W_L\) minimizing the cost

\[
J_T(a) = \frac{1}{2T} \int_0^T \|y(t) - y_d\|_{L^2(\Omega)}^2 \, dt
\]

under the dynamical constraints

\[
\partial_t y + Ay = a, \quad y|_{\partial\Omega} = 0, \quad y(0) = y_0.
\] (3.9)

The corresponding convexified static optimization \((SOP)\) problem still reads

\[
\min_{a \in W_L} \frac{1}{2} \|y - y_d\|_{L^2(\Omega)}^2, \quad Ay = a, \quad y|_{\partial\Omega} = 0.
\] (SOP)

We have seen in the Chapter 1 that, under the assumptions of the Theorem 1.1, the solving of \((OCP)_T\) and of \((SOP)\) implies that the optimal solutions of these convexified problems are upper level-sets of the adjoint state and are thus shapes which are the optimal solution to within a zero measure domain, respectively of \((DSO)_T\) and of \((SSD)\). When the assumptions of the Theorem 1.1 are not satisfied, a relaxation phenomenon can be observed, namely that it can happen that the optimal solution of \((OCP)_T\) or of \((SOP)\) is not the characteristic function of a certain subset, insofar as it takes values in \((0,1)\) on a subset of positive measure. In the Section 3.1.4, we give an example of a target function \(y_d\) such that the optimal solution \(\bar{a}\) of \((SOP)\) is not 0 or 1 everywhere.

We then generate a mesh \(T_h\) of \(\Omega\), that as with the level-set method will not be modified during the optimization process. Control \(a\) and state \(y\) are discretized according to \(P_1\) finite elements and matrices of the variational formulation are built such that numerical problems are reworded according to the Option 1 of FDTO method stated in Chapter 2. Let denote \((\phi_i)_{1 \leq i \leq n_d}\) the \(P_1\) finite elements basis where \(n_d\) is the size of the finite element space (for \(P_1\)-Lagrange elements), \(n_d\) is the number of vertices) such that both discretization of state and control variables respectively lie in \(Y_h\), \(V_h^h \subset \subset U_h\) where

\[
V_h = \left\{ v \in H^1(\Omega), \quad \forall K \in T_h, \quad v|_K \in P_1 \right\} = \text{Vect}(\phi_i)_{i \in [1..n_d]},
\]

\[
Y_h = \{ v \in V_h, \quad v|_{\partial\Omega} = 0 \} = \text{Vect}(\phi_i)_{i \in [1..n]}, \quad \text{for } 0 < n < n_d,
\]

\[
\Phi_{ad} = \{ u \in V_h, \quad u_a^h \leq u \leq u_b^h \} \subset U_h = V_h.
\]

We introduce the matrices involved in the cost computation and the PDE constraint discretization

\[
A_{(i,j) \in [1..n_d]^2} = (A\phi_i, \phi_j)_{L^2(\Omega)}, \quad M_{(i,j) \in [1..n]^2} = (\phi_i, \phi_j)_{L^2(\Omega)}, \quad L_{v, l \in [1..n_d]} = (\phi_i, l)_{L^2(\Omega)}.
\] (3.10)

The stiffness matrix is a \(n \times n\) matrix that is filled in a \(n_d \times n_d\) matrix by stipulating a penalization term on boundary vertices indexes to force homogeneous Dirichlet boundary conditions. The generalization to the case of non homogeneous case is treated in Chapter 2. We finally write \((SOP)\) as

\[
\min_{(Y,U) \in \mathbb{R}^{n_d}} (Y - Y_d)^T M(Y - Y_d), \quad AY = MU, \quad L_{v}^T U \leq L|_{\Omega} | \quad 0 \leq U \leq 1
\] (3.11)
When it comes for the time case \((OCP)_T\), we use an implicit Euler scheme with \(n_t\) steps and build the same matrices (2.45) as in Chapter 2 to rewrite \((OCP)_T\) as
\[
\min_{(Y,U) \in \mathbb{R}^{2n_t}} \langle Y - Y_d, D(Y - Y_d) \rangle, \quad AY = MU, \quad L^T U_i \leq L|\Omega|, \quad 0 \leq U_i \leq 1 \quad \forall i \in \{1, \cdots, N_t\}.
\]

The state variable \(Y\) is seen here as an optimization variable (referring to Option 1 in Chapter 2) and avoids us to explicitly solve the state equations involved in (3.9) and \((SOP)\) and associated adjoint equations mentioned in Chapter 2. The discretized convexified problems are linear quadratic optimization problems with inequality and equality constraints. It is then easy to compute the derivatives of the various functions involved. We implement them as well as their derivatives and we call the optimization routine \(IpOpt\) via \(FreeFEM\) following the template illustrated in Chapter 2. We thus plot in Figure 3.2 optimal shapes obtained with the both level-set and convexification methods for the stationary case on a mesh including 28800 triangles and 14641 vertices. Stationary solutions are very similar unlike the effectiveness of both procedures.

### 3.1.4 Discussion : comparison of implemented methods

With the aim in mind to solve the optimal time-varying shape design \((DSD)_T\), we proceed to a comparison of level-set and convexification methods on several stationary examples of the following form
\[
\min_{\omega} \frac{1}{2} \| y - y_d \|^2, \quad Ay = \chi_\omega, \quad y|_{\partial \Omega} = 0, \quad |\omega| \leq L|\Omega|
\]
for various elliptic operators \(A\) defined in the Chapter 1, spaces \(\Omega\) and target functions \(y_d\). This will allow us to put forward an efficient procedure for the dynamic case, which is more delicate. Moreover, this comparison brings us some knowledge about the numerical behavior of the two procedures when the limiting cases are treated. Indeed, we want to observe what happens both when the target function does not verify the assumptions of the Theorem 1.1 and also when the operator \(A\) does not have a strictly positive ellipticity constant \(\theta\). Finally, the 3D case is also of interest since the computation time and the memory allocation will increase significantly with the size of the optimization variables.
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![Figure 3.3 – Optimal static solution: (a) Convexification method; (b) Level-set method.](image)

**Example 1:** \( \Omega = [-1,1]^2 \), \( y_d = 0.1 \) and \( A = -\Delta \)

Represented on Figure 3.2, the function \( y_d \) satisfies well the assumptions of the Theorem 1.1. The numerical solutions obtained with the level-set and convexification algorithms are very similar. Although the level-set method guarantees that the solution is a shape in case of convergence, the convexification method seems here to be faster and requires less iterations. This may be due to two things: first, the convexification method is known to be a very efficient and robust optimization method and we have furthermore implemented the Hessian of the cost function, while in the level-set method we only perform a gradient descent algorithm without Hessian or approximation of it.

**Example 2:** \( \Omega = [-1,1]^2 \), \( y_d = 2-x^2+y^2/20 \) and \( A = -\Delta \)

The target function \( y_d \) is here set so that the assumptions of the Theorem 1.1 are not satisfied. As already observed in the numerical simulations of Chapter 1, a relaxation phenomenon occurs. On the Figure 3.3(a) we can see that the optimal solution \( \bar{a} \) takes values in \((0,1)\). On the contrary, the level-set method gives back to a form. This leads us to think that the assumptions made in the Theorem 1.1 can potentially be weakened. The search for an optimal solution by means of a level-set function does not allow the solution to take values in \((0,1)\). Thus, the existence of an optimal shape of the problems \((SSD)\) et \((DSD)\) may be possible under weaker assumptions than those described in the Chapter 1. Nevertheless, the two numerical solutions remain quite similar, in that the sets where the convexified solution and the level-set solution take the value 1 coincide.

**Example 3:** \( \Omega = [-1,1]^2 \), \( y_d = 0.1 \) and \( A \) a second-order operator

The target function is again in the lines of Theorem 1.1 and several second-order operators \( A \) are this time examined. We expect to observe various behavior according to whether the ellipticity constant is \( \theta > 0 \), \( \theta = 0 \) or \( \theta < 0 \). When it comes to the turnpike property, if the operator \( A \) is no more uniformly elliptic, we won't be able to write energy inequality stated in Appendix 1.4 that are necessary for the turnpike results stated in Chapter 1. On Figure 3.4, we take, successively:
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**Figure 3.4** – Optimal static solution: (a) $\theta > 0$: Convexification method; (b) $\theta > 0$: Level-set method; (c) $\theta = 0$: Convexification method; (d) $\theta = 0$: Level-set method; (e) $\theta < 0$: Convexification method; (f) $\theta < 0$: Level-set method.
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**Figure 3.5** – Optimal static shape 3D: (a) Convexification method; (b) Level-set method.

- \( Ay = -\partial_{11} y - \partial_{22} y - 0.5\partial_{12} y - 0.5\partial_{21} y \) and \( \theta > 0 \)
- \( Ay = -\partial_{11} y - \partial_{22} y - \partial_{12} y - \partial_{21} y \) and \( \theta = 0 \)
- \( Ay = -\partial_{11} y - \partial_{22} y - 1.5\partial_{12} y - 1.5\partial_{21} y \) and \( \theta < 0 \)

When \( \theta > 0 \), both methods are giving back the same solution. When \( \theta = 0 \), the level-set solution is similar to the convexified one but is slightly more regular. Indeed, the convexification method allows a wider variety panel of solutions since (SOP) is solved in \( L^\infty(\Omega; (0,1)) \) while the level-set method forces the solution to keep some regularity properties insofar we modify step by step an initial regular shape through successive regular enough vector fields. Finally, when \( \theta < 0 \), the level-set algorithm does not even converge and convexification gives back a shape solution without discernible structure.

**Example 4** : \( \Omega = [-1,1]^3 \), \( y_d = 0.025 \) and \( A = -\Delta \)

*FreeFEM* is also well-indicated to solve PDEs in 3D. Tools developed in Chapter 2 are easily generalizable by loading the appropriate environment. Mesh generation is a bit more different but stays user-friendly. It is interesting to observe what can happen in 3D where topology modifications are more varied than in 2D. Except for mesh generation, the previously described methods are unchanged. Of course, in 3D the time required to see the algorithm converge is much larger insofar it is directly due to the time required to solve a PDE in 3D. Moreover, since the time computation is going to be larger, it will be decisive in the choice of the more effective method for the time-varying shape design problem. A last one example was the one of taking a target function solution of

\[
-\Delta y_d = a_d \text{ in } \Omega, \quad y_d = 0 \text{ in } \partial \Omega,
\]

with \( a_d \in L^\infty(\Omega; (0,1)) \) such that \( a_d \) satisfies the volume constraint \( \int_{\Omega} a_d(x) \, dx \leq L(|\Omega|) \). Convexification should return \( a_d \) as the optimal solution and we are interested in the one returned by the level-set method. Let \( \Omega = [-1,1]^2 \) and \( a_d = 1/4(xy + 1) \). Figure 3.6(a) describes the optimal solution returned by means of relaxation and which coincides well with the graph of \( a_d \). Moreover, the shapes returned by the level-set with several initialization level-set functions are
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Figure 3.6 – Inverse problem - optimal solution: (a) Convexification method; (b) Level-set method with $\phi^0 = a_d$; (c) Level-set method with $\phi^0 = (x^2 + y^2 - 0.1)(x^2 + y^2 - 0.4)$.

again concentrated where the values of $a_d$ are the largest. We stopped the algorithm when the convergence criterion was around $10^{-4}$ and the objective function around $10^{-5}$. Convergence may not be attainable since we normally expect to find almost $J = 0$.

Moreover, this example highlights a drawback of the level-set method which admits a strong dependence of the topology of the returned optimal shape on the one resulting from the initialization level-set function. We store in the Table 3.1 some comparative data of the two procedures in order to justify our choice for the next simulations. We compare the total computation time, the processing time, the number of iterations, the violation constraints, and the convergence criterion. We first deduce that under the assumptions of the Theorem 1.1 both methods obtain the same solution with less efficiency from the level-set method. Outside this scenario, the convexification remains unchanged in terms of its performance while the other method decreases in terms of convergence speed. Moreover, in order to deal with a time-varying shape and thus to add at least thirty times more degrees of freedom, the computation time of the level-set method is prohibitive compared to the convexified method. This is explained by the use of a Newton algorithm and the power of the interior point method combined with the PDEffem method already highlighted in the Chapter 2.
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<table>
<thead>
<tr>
<th>Problem</th>
<th>Level-set</th>
<th>Convexification</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D no relaxation</td>
<td>iter = 90</td>
<td>iter = 21</td>
</tr>
<tr>
<td></td>
<td>$J = 0.0074$</td>
<td>$J = 0.0071$</td>
</tr>
<tr>
<td></td>
<td>$C \approx 10^{-4}$</td>
<td>$C \approx 10^{-31}$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla J</td>
</tr>
<tr>
<td></td>
<td>$t_{cpu} \approx 90s$</td>
<td>$t_{cpu} \approx 6s$</td>
</tr>
<tr>
<td>2D relaxation</td>
<td>iter = 135</td>
<td>iter = 21</td>
</tr>
<tr>
<td></td>
<td>$J = 0.00098$</td>
<td>$J = 0.00097$</td>
</tr>
<tr>
<td></td>
<td>$C \approx 10^{-4}$</td>
<td>$C \approx 10^{-17}$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla J</td>
</tr>
<tr>
<td></td>
<td>$t_{cpu} \approx 115s$</td>
<td>$t_{cpu} \approx 6s$</td>
</tr>
<tr>
<td>Elliptic case</td>
<td>iter = 300</td>
<td>iter = 23</td>
</tr>
<tr>
<td></td>
<td>$J = 0.00697$</td>
<td>$J = 0.00697$</td>
</tr>
<tr>
<td></td>
<td>$C \approx 10^{-6}$</td>
<td>$C \approx 10^{-17}$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla J</td>
</tr>
<tr>
<td></td>
<td>$t_{cpu} \approx 250s$</td>
<td>$t_{cpu} \approx 3s$</td>
</tr>
<tr>
<td>3D</td>
<td>iter = 90</td>
<td>iter = 21</td>
</tr>
<tr>
<td></td>
<td>$J = 0.0262$</td>
<td>$J = 0.026$</td>
</tr>
<tr>
<td></td>
<td>$C \approx 10^{-5}$</td>
<td>$C \approx 10^{-31}$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla J</td>
</tr>
<tr>
<td></td>
<td>$t_{cpu} \approx 6000s$</td>
<td>$t_{cpu} \approx 2850s$</td>
</tr>
</tbody>
</table>

Table 3.1 – Level-set and convexification methods comparison
3.2 Numerical examples illustrating the turnpike phenomenon

In accordance with the comparative section above, we will focus in the following on the combination of FreeFEM and IpOpt based on the tools described in the Chapter 2 to solve time-varying optimal shape design problems. Our main objectives are on the one hand to highlight the turnpike phenomenon on several examples and on the other hand to deduce some perspectives for further research on the theoretical results elaborated in the Chapter 1. We first give numerical simulations for different domains, target functions \( y_d \) and operators \( A \) in the framework of the Theorem 1.1. The operator \( A \) is discretized according to the associated variational formulation and its matrix representation on a mesh of about 15000 vertices. We carry out the time discretization by means of an implicit Euler scheme with 35 time steps such that the convexification problem \((OCP)_T\) of \((DSD)_T\) is numerically equivalent to the solution of the quadratic problem (3.12) with \( \bar{A}, \bar{M} \) and \( \bar{D} \) defined as in (2.45) based on the matrices \( A, B \) and \( L \) defined in (3.10) and this with nearly 1000000 variables. The computation time is about half a day to obtain a solution with a small enough tolerance of convergence. Indeed, if the termination criterion is too large, we observe that the output is a relaxed function. We force the algorithm to go further in the optimization process by decreasing the convergence criterion of the tolerance in order to observe the optimal solution as a shape evolving in time. However, this results in a higher computation time. Once the solutions are found, they are exported in vtk format to be visualized with the free software Paraview. Illustrative examples are

- **Example 1**: \( \Omega = [-1, 1]^2 \), \( y_d = 0.1 \) and \( Au = -\Delta u \) on Figure 3.7
- **Example 2**: \( \Omega = [-1, 1]^2 \), \( y_d = \frac{1}{26}(xy + 1) \) and \( Au = -\Delta u \) on Figure 3.9
- **Example 3**: \( \Omega = \) half-stadium, \( y_d = \frac{1}{26}(xy + 1) \) and \( Au = -\Delta u \) on Figure 3.10
- **Example 4**: \( \Omega = [-1, 1]^3 \), \( y_d = 0.025 \) and \( Au = -\Delta \) on Figure 3.11
- **Example 5**: \( \Omega = [-1, 1]^2 \), \( y_d = \frac{1}{26}(2\sin(2(x^2 + y^2)) + 1) \) and \( Au = -\partial_x((x - y)^2\partial_x u) - \partial_y((x + y)^2\partial_y u) \) on Figure 3.12.

We plot on all the examples the cylinder of the time evolution of the shape and the behavior of the shape at certain times. In addition, we also plot the optimal stationary shape of the associated stationary problem \((SOP)\) to compare it to the shape in the middle of the time interval.

To observe the phenomenon of exponential turnpike, we plot the error between both optimal triples \( t \rightarrow \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{\omega_T(t)} - \chi_{\bar{\omega}}\| \) for different final times \( T \) on the Figure 3.8. The larger the final time \( T \) is, the more often the residual between the two optimal triples is close to 0. The behavior of the residual function is typical of the exponential turnpike and is in line with our conjecture that this phenomenon could be shown theoretically. Moreover, we observe that most of the time, the dynamic optimal shape remains very close to the static shape. These numerical observations seem to hold systematically under the assumptions made in the Theorem 1.1. The turnpike phenomenon occurs even when we observe a relaxation as long as \( \theta > 0 \). On the contrary, if \( \theta \leq 0 \) we have no guarantee to write energy inequalities with a constant independent of the final time (see Appendix 1A), and the turnpike phenomenon is not guaranteed. In conclusion, these numerical simulations make two key points: first, the numerical turnpike results lead us to believe that an exponential turnpike property for state, adjoint, and control should appear. Nevertheless, we must ask ourselves if the behavior of the error \( t \rightarrow \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{\omega_T(t)} - \chi_{\bar{\omega}}\| \) is a numerical effect that should occur only for the discretized problem or if it can be generalized to the continuous problem. The second
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Figure 3.7 – Time-varying optimal shape: (a) Time shape; (b) \( t = 0 \); (c) \( t = 0.5 \); (d) \( t \in (0.5, 1.5) \); (e) \( t = 1.5 \); (f) \( t = T \); (g) Static shape.

Theorem 1.1 establishes the existence of a stationary shape as a solution of \((SOP)\) when assumptions are made on the target function. For the time-varying shape obtained for our several examples, we expect the same assumption to imply the existence of a time-varying shape as a solution of \((DSD)_T\). So far, we have tried to adapt the proof of the stationary case without success. We have found a similar strategy in the literature for stationary problems in [57] but the case of time-dependent solutions seems a more difficult issue to tackle.

Figure 3.8 – \( t \mapsto \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{src}(t) - \bar{\chi}\|\) for \( T \in \{1, 3, 5\}\)
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FIGURE 3.9 – (a) Time shape; (b) $t = 0$; (c) $t = 0.5$; (d) $t \in (0.5, 1.5)$; (e) $t = 1.5$; (f) $t = T$; (g) Static shape.

FIGURE 3.10 – (a) Time shape; (b) $t = 0$; (c) $t = 0.5$; (d) $t \in (0.5, 1.5)$; (e) $t = 1.5$; (f) $t = T$; (g) Static shape.
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**Figure 3.11** – Time shape: (a) $t = 0$; (b) $t = 0.1$; (c) $t \in [0.1, 0.9]$; (d) $t = 0.9$; (e) $t = T = 1$; (f) Static shape.

**Figure 3.12** – (a) Time shape; (b) $t = 0$; (c) $t = 0.5$; (d) $t \in (0.5, 1.5)$; (e) $t = 1.5$; (f) $t = T$; (g) Static shape.
3.3 Further prospects

As we have said, the question of the existence of a time-varying shape and the manifestation of an exponential turnpike property remains open. Other properties could be established such as the geometric characteristics of the optimal solutions with respect to the initial data.

3.3.1 Symmetries of solutions

On the basis of our numerical examples, we conjecture that if \( \Omega \), the operator \( A \) and the target function \( y_d \) share the same symmetry properties, then optimal solutions \( \tilde{\omega} \) and \( \omega_{T'}(\cdot) \) share as well the same symmetry properties. For instance, Figure 3.13(a) highlights four axes of symmetry \((x = 0, y = 0, y = x, y = -x)\), Figure 3.13(b) two axes \((y = x, y = -x)\) and Figure 3.13(c) shows up a central symmetry property (of center \((0, 0)\) and with angle \(\pi\)).

![Figure 3.13 – Symmetries of static optimal shapes](image)

3.3.2 Numerical extension to semilinear PDEs

An extension of both numerical and theoretical results is possible when dealing with semilinear PDEs such as

\[
\partial_t y + Ay + f(y) = \chi_{\omega}, \quad y_{|\partial \Omega} = 0, \quad y(0) = y_0.
\]

Some examples already exist in the literature, for instance in [58] where the authors are interested in semilinear shape optimization problems and whose existence proofs involve shape optimization problems close to the one we treat in (3.13). The assumptions of our theorem must be modified accordingly and some constraints on the function \( f \) must be introduced following the general framework for the existence of optimal control problems governed by a semilinear equation stated in [60; 94]. The results already stated on the turnpike phenomenon for the semi-linear equations [55; 79; 80] go in the direction that its research in the context of shape optimization is promising. For our part, we provide below several numerical simulations as a possible guarantee that the topic is worth addressing. We always relax the function \( \chi_{\omega} \) with \( \alpha \) taking values in \((0, 1)\) and use the convexification approach combining IpOpt and FreeFEM for the numerical solution. We can no longer discretize it with a linear quadratic
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**Figure 3.14** – Semilinear static optimal designs: (a) \( f(y) = y(1 - y^2) \exp(y) \sin(y) \); (b) \( f(y) = (y + 0.4)^3 \); (c) \( f(y) = \frac{1}{y^2} \).

**Figure 3.15** – Semilinear optimal designs: (a) Dynamical optimal shape; (b) \( t \rightarrow \|y_T(t) - \bar{y}\| + \|p_T(t) - \bar{p}\| + \|\chi_{\omega_T}(t) - \chi_{\bar{\omega}}\| \).

This optimization problem such as (3.11) and (3.12) since the PDE is not linear anymore. Instead, we use a fixed point method as described in the Chapter 2. We present on Figure 3.14 some examples of stationary solutions for several \( f \)-functions and for an operator \( A = -\Delta \) and a target function \( y_d \) verifying the assumptions of the Theorem 1.1. We observe that no relaxation occurs and that the optimal solutions are quite similar to the solutions obtained in the linear case. Some additional examples with a less classical function \( f \) should be considered to be more convincing. Moreover, we still observe the turnpike phenomenon for the optimal design of the shape in 1D. We take \( \Omega = [0,2] \), \( A \) the Dirichlet Laplacian, \( y_d = 0.1 \) and \( T = 10 \). We plot on the Figure 3.15 the dynamic optimal shape and we observe that it remains stationary most of the time (which corresponds to the solution of the corresponding static optimal shape problem). Moreover, we plot the error between the two optimal triples and we always observe a semblance of exponential turnpike phenomenon.
Conclusion and perspectives

In summary, in the Chapter 1 we address the issue of the turnpike phenomenon in shape optimization which has never been studied before and which we have called "shape turnpike". We focus more specifically on linear parabolic models controlled by domains evolving with time and acting as a source term seen as the characteristic function of this domain, whose optimum is sought to minimize a quadratic criterion with functions Mayer and Lagrange. Based on a relaxation of the initial problem, we manage to determine under certain assumptions the existence and uniqueness of the optimal shapes. Moreover, when we treat only a terminal cost, we show that the Hausdorff distance between the time-varying optimal shape and a stationary shape to be specified verifies an exponential turnpike property, i.e. the time-varying shape is, most of the time, exponentially close to that stationary shape in the sense of the Hausdorff distance. Moreover, when we consider an integral functional, we show that the state and adjoint variables resulting from the application of the Pontryagin maximum principle verify both the measure and the integral turnpike properties in the sense of the $L^2$ norm. Moreover, we perform some numerical experiments in the Chapter 3 which strongly urge us to pursue the research of this phenomenon in two main directions:

- in the Lagrange case and under the assumptions of the 1.1 theorem, we are convinced that the existence of an optimal time-varying shape can be proved. The stationary case shows some required properties of the target function and we prove the existence through the regularity properties of the state and adjoint variables. For the time-dependent case with an integral cost, the existence could be proved thanks to arguments coming from the maximum regularity properties and Hölder estimates for the solutions of parabolic equations. Indeed, we need regularities on the solutions in time to be able to apply the same arguments as in the stationary case.

- Moreover, the same numerical simulations provide strong motivation to continue the search for an exponential turnpike property for the two optimal triples of $(DSD)_T$ and $(SSD)$ under the assumptions of the Theorem 1.1. In the Mayer case and following [47], if we can transpose the exponential turnpike property of the Hausdorff distance to the symmetric difference sense, the state and adjoint turnpike properties follow directly from the energy inequalities in the Appendix 1.A. More broadly, based on what we observe numerically, we expect the state and the adjoint to remain exponentially close to the stationary state and adjoint, and the time-varying shape to approach exponentially the stationary shape in the sense of symmetric difference.

As an open question, we draw attention to the fact that the existence of solutions of $(DSD)_T$ and $(SSD)$ is much easier if we replace the volume constraint by a perimeter constraint since this adds some compactness properties on the minimizing sequences that one takes when one
wants to show the existence of solutions. But in this case, we have to find alternatives to writing
the optimality conditions to characterize the solutions in order to exhibit turnpike properties.
Indeed, with a relaxation method in mind, the bathtub principle no longer seems appropriate
to characterize optimal control as upper level-sets and according to the tools illustrated in the
Chapter 2. The mathematical framework might require the introduction of BV functions to cha-
"racterize the controls. This is therefore a more challenging but still attractive issue. Moreover,
we have performed numerical simulations for semi-linear parabolic models which are in line
with the generalization of our results stated in the Chapter 1. The assumptions of the Theorem
1.1 must be adapted accordingly and the existence of the optimal shape seems to be a more dif-
ficult problem. We can take inspiration from [58] where the authors look for an optimal shape
with a measurement constraint that minimizes a Dirichlet type energy involving the solution of
a semi-linear elliptic PDE. By means of a relaxation method, they manage to prove the existence
of optimal shapes.

Even more generally, the turnpike phenomenon could be studied in the context of shape
optimization for other PDE models. Still in the case of parabolic models, we could move to the
case of boundary control (see [54] for a turnpike result with parabolic models), i.e., finding an
optimal shape of the boundary of a domain such that a parabolic equation is verified inside
in order to minimize a quadratic criterion. In the following, we present a possible industrial
application. According to the results already stated in previous works, the case of PDE models
similar to the wave equation also seems promising.

In Chapter 2, we highlighted the power of the partial differential solver FreeFEM when
connected to the interior point method IpOpt to solve difficult optimal control problems. We
focus on several examples that can serve as models. On a linear quadratic example, we present
four solution methods that are divided into direct and indirect methods. We emphasize the
greater efficiency of direct approaches for linear quadratic problems in that a Newton algo-
rithm can be used. Nevertheless, indirect methods, which require the solution of the adjoint
equation, are most often more suitable for nonlinear and shape design problems. Moreover,
we carry out automatic differentiation methods via the optimization software AMPL having
previously discretized the problem with FreeFEM (let us digress here; it would be convenient
to connect FreeFEM with a renamed automatic differentiation software such as Adept or
CppAD in order to automate the computation of the derivatives directly in FreeFEM). Finally,
we underline the good adaptability of FreeFEM to deal with shape optimization and mesh
modifications on the last, non-trivial problem of determining the optimal shapes of micro-
swimmers in a fluid. For this purpose, we model the fluid domain by a torus and we search
for the optimal shape of the lower boundary so that the fluid velocity is maximal in a given
direction. We add some additional constraints on the first and second order derivatives of the
admissible shape boundary in order to easily obtain an appropriate mathematical framework
for the numerical discretization. We finally plot the optimal solutions on several examples and
notice that the optimal solution “tends” to a triangular shaped solution when the bounds on
the second order derivatives constraint are larger. We therefore suggest as an open question to
approach the limit problem by removing the constraints on the second derivatives, which is
very well done numerically but nevertheless requires a much more complicated mathematical
framework from the theoretical point of view. In addition, it might be interesting to allow the
boundary shape to overlap via general 2D deformation vector fields with perimeter constraints
on the boundary. Finally, regarding the special case of shape optimization and the class of ho-
mogenization methods, it would be very interesting to observe the effectiveness of FreeFEM combined with IpOpt on the classical example of minimizing the compliance of a cantilever and on other structural optimization problems.

To continue with the micro-swimmer example, we assume that the boundary moves at a fixed velocity so that we are dealing with a stationary Stokes PDE. It might be interesting to make the velocity time dependent and introduce a time dependent Stokes equation (or even Navier-Stokes). Depending on what we observed in the stationary case and with the periodicity properties of the problem, we could expect to observe a periodic turnpike phenomenon, i.e. the time-optimal boundary of the micro-swimmers would give rise to a recurrent pattern which could be the optimal shape of the stationary Stokes (or Navier-Stokes) problem. The velocity can also denote a control variable so that in the middle of the trajectory we expect it to remain close to an optimal stationary velocity. Such a theoretical result seems quite complicated but the numerical part, based on the tools illustrated in the Chapter 2, seems more accessible at first.

We have other examples of very challenging problems for numerical simulations such as solving dynamic shape design problems for partial differential equations that play a role in fluid mechanics. We draw on recent literature and some papers on wave-maker’s optimization (see [24; 75]). We introduce a shallow water equation into a channel so that the shape of the bottom changes the free surface and the fluid velocity. It is natural to ask what happens if we consider a wave-maker whose shape can evolve in time. Our study is based on a kinetic interpretation of the shallow water equations (see [16; 78]), which brings up a new variable verifying a linear kinetic equation with additional nonlinear constraints on the state. Having in mind the numerical solution of optimal control problems governed by a nonlinear PDE, the possibility of switching to a linear PDE by adding constraints on the state seems promising to us and would deserve to be further studied. As observed in the Chapter 2, the resulting adjoint equation implies multipliers associated with the additional constraints and direct methods would then be more suitable. Second, industrial applications to this time-varying shape optimization problem of a wave generator arising from it would be straightforward.

Throughout the Chapter 3, we discuss more precisely the numerical solution of $(\text{DSD})$ and $\text{SSD}$. We first focus on the question in 1D so that the problem can be discretized with finite differences in space and an implicit Euler scheme in time. We point out the possibility of doing optimal shape design with the software AMPL which handles binary variables very well using the solver CPLEX. It could be interesting to generalize the call to CPLEX in higher dimensions. We then compare the convexification and level-set methods on stationary problems so that the convexified method seems more relevant in our case. Nevertheless, the level-set method can converge even if we are not in the lines of the Theorem 1.1. This leads us to think that the existence of optimal shapes can occur for weaker assumptions than those made in the Chapter 1. We then propose several numerical simulations and focus mainly on those in dimension 2 since the combination of 3D finite elements with a temporal discretization brought an already large number of variables and thus limited computation time and memory allocation. We could facilitate the study of the turnpike phenomenon in the optimization of 3D shapes by using parallel methods, based on the symmetry properties of the solutions and the domain decomposition methods.

We note that, from a numerical point of view, there is a significant advantage to observing the turnpike phenomenon since we can design stationary rather than time-dependent solu-
tions and thus solve stationary optimization problems instead of time-varying problems which are much more expensive in terms of computation time and memory allocation. Stationary solutions remain a good approximation. Indeed, the idea of replacing the time-dependent optimal control problem by the stationary one is often used in practical applications without really checking the occurrence of a turnpike phenomenon. This is even more the case in the design of shapes where optimization techniques can be quite limited when dealing with time dependent shapes. Indeed, we present a more applied question of the applications of the turnpike based on the results observed on the heat equation with distributive control. Let us imagine for example the practical example of a room heated by an underfloor heating system divided into several cells that can be activated or not independently of the others. Let us further imagine that it is a given temperature outside and that Dirichlet (or Robin) boundary conditions are set on the walls so that a room temperature of about twenty degrees is desired throughout the day. One possible strategy might be to turn on all the cells until the ideal temperature is reached, then turn them off, bringing the temperature down far from the desired one and iterate. Of course, it is expected that the more you move from an active to an inactive position, the more energy you consume. In other words, this strategy is not at all optimal from an energy consumption point of view. Assuming that we observe the turnpike property, we expect that most of the time during the day only a few cells are activated in order to stay around twenty degrees for example. This means that the other cells, which can be expensive and energy intensive, are less useful than expected. Finding the best location for the cells within the limits of the available pieces can be seen as a problem of designing optimal shapes, whose turnpike behavior would allow us to locate them only where they would have the maximum efficiency.
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