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Abstract

La complexité est une notion importante en informatique, aussi bien pour 1’étude des programmes que
pour des questions théoriques. Pour un programme ou un algorithme, la complexité correspond au nom-
bre de ressources nécessaires pour calculer une sortie sur une entrée donnée, ce qui informe alors de son
efficacité. En pratique, deux ressources sont principalement étudiées: le temps et 1'espace. L’analyse
statique de ces ressources est couramment appelée [’analyse de complexité. Pour ce qui est des questions
théoriques, le point central est ’étude des classes de complexité, dans lesquelles les problemes sont re-
groupés selon la complexité du meilleur programme qui peut les résoudre. Dans cette these, nous étudions
des méthodes basées sur les systemes de types a tailles pour la complexité en temps, en particulier pour
I’analyse des processus du w-calcul, un modele basé sur les communications pour les calculs paralleles.
L’idée centrale des types a tailles est de tracer la taille des valeurs d’un programme et d’utiliser cette
information pour controler la récursion et en déduire des bornes de complexité en temps.

Dans la premiere partie de cette these, nous nous intéressons a une approche théorique de la com-
plexité, dans le cadre de la complexité computationnelle implicite (ICC). L’objectif de 'ICC est de
caractériser des classes de complexité en utilisant la logique ou les types, généralement sans donner de
bornes explicites. Cela permet en particulier une compréhension plus profonde des ces classes. Plusieurs
méthodes ont été développées pour la complexité en temps. Une approche principale vient de la logique
linéaire, en utilisant des versions restreintes de la modalité ”!” | qui contréle la duplication. On peut citer
en premiere instance la logique linéaire light, qui caractérise les calculs en temps polynomial. Une autre
approche, illustrée par les types non-size increasing ou encore les types a tailles évoqués plus haut, est de
se concentrer sur la taille des valeurs. Ces deux approches ont des défauts. La premiere approche induit
une faible expressivité intentionnelle: certains programmes naturels en temps polynomial ne sont pas ty-
pables. Pour la seconde approche, elle est essentiellement linéaire, donc elle ne permet pas en particulier
une utilisation non-linéaire des arguments d’ordres supérieurs. Dans cette theése, nous surmontons ces
contraintes en combinant les deux approches dans un systéeme de type commun. Le langage que nous
utilisons est un A-calcul avec des types de données et un itérateur: un variant du systéeme T de Godel.
Nous élaborons un systeme de type pour ce langage qui autorise des arguments fonctionnels non-linéaires
avec une expressivité intentionnelle vraisemblablement correcte. Notre approche se base sur la logique
linéaire élémentaire (ELL) combinée avec un systéme de types & tailles linéaires. Nous discutons de
I'expressivité de ce systeéme de type, appelé sEAL, et nous prouvons qu’il donne une caractérisation des
classes de complexité FPTIME et 2k-FEXPTIME, pour £ > 0.

Dans la seconde partie de cette these, nous étudions ’analyse de complexité avec des types. Cette
approche pour analyser la complexité des programmes est un sujet de recherche important, en particulier
pour les langages fonctionnels dans lesquels la notion de composition est essentielle. Parmi toutes les
approches possibles, nous nous intéressons aux types a tailles. Nous explorons comment utiliser ces
types pour 'analyse de complexité parallele dans le m-calcul. Deux notions de complexités en temps sont
étudiées: le temps de calcul total sans aucune parallélisation (le travail), et le temps de calcul avec une
parallélisation maximale (la profondeur). Nous définissons des sémantiques opérationnelles pour refléter
ces deux notions. La seconde sémantique est particulierement importante car elle donne des preuves
plus simple que d’autres notions apparentées a la profondeur. Nous présentons deux systeémes de types
similaires a partir duquel on peut extraire une borne de complexité sur un processus. Ces systémes sont
inspirés a la fois par les types a tailles et les types entrée/sortie du w-calcul, auxquels on ajoute des
informations temporelles. Cependant, cette extension des types a tailles fonctionnels pour I'analyse de
profondeur a une expressivité limitée, en particulier en présence de certains comportements concurrents
comme les sémaphores. Dans le but d’avoir une analyse plus expressive, nous élaborons un systeme de
type qui repose sur le concept des usages, utilisés originalement pour ’analyse des deadlocks.
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Abstract

Complexity is an important notion in computer science, both for the study of programs and
theoretical problems. For a program or an algorithm, complexity corresponds to the amount
of resources it needs to compute its output on a given input, indicating information about the
efficiency. In practice, two resources are mainly studied: time and space. The static study of this
is called complexity analysis. As for problems, the focus is on the study of complexity classes,
where problems are regrouped depending on the complexity of the best program that can solve
this problem. In this thesis, we study methods based on sized type systems for time complexity,
especially for the analysis of processes in the m-calculus, considered as a communication-based
model for parallel computation. The main idea of sized types is to track the size of values in a
program, and to use this information to control recursion and deduce time complexity bounds.

In the first part of this thesis, we focus on a theoretical approach of complexity, following the
lines of implicit computational complexity (ICC). The goal of ICC is to characterize complexity
classes by means of logics or types, generally without explicit bounds. This allows in particular
for a deeper understanding of complexity classes. Several methods have been proposed to
characterize time complexity classes. One approach comes from linear logic and restricted
versions of its -modality controlling duplication. The first instance of this is light linear logic
for polynomial time computation. Another approach, illustrated by non-size increasing types or
the sized types defined before, is to focus on the sizes of values. However, both approaches suffer
from limitations. The first one has a limited intensional expressivity, that is to say some natural
polynomial time programs are not typable. Concerning the second approach, it is essentially
linear, more precisely it does not allow for a non-linear use of higher-order arguments. In this
thesis, we incorporate both approaches into a common type system, to overcome their respective
constraints. The source language we consider is a A-calculus with data-types and iteration, a
variant of Godel’s system T. We design a type system for this language allowing non-linear
functional arguments, with a seemingly good intensional expressivity. Our approach relies on
elementary linear logic (ELL), combined with a system of linear sized types. We discuss the
expressivity of this new type system, called sEAL, and prove that it gives a characterization of
the complexity classes FPTIME and 2k-FEXPTIME, for k£ > 0.

In the second part of this thesis, we study complexity analysis with types. Type systems
as a technique to analyse programs have been extensively studied, especially for functional pro-
gramming languages where composition is essential. Among all the approaches for this, we focus
on sized types. We explore how to extend those types to the analysis of parallel complexity
in the m-calculus. Two notions of time complexity are studied: the total computation time
without parallelism (work) and the computation time under maximal parallelism (span). We
define operational semantics to capture those two notions. The semantics for span is particu-
larly important, as it allows for simpler proof methods than related notions. We present then
two similar type systems from which one can extract a complexity bound on a process, inspired
both by sized types and input/output types, with additional temporal information about com-
munications. However, this extension of functional sized types for span analysis has limited
expressivity, especially in presence of concurrent behaviours such as semaphores. Aiming for
a more expressive analysis, we design a type system which builds on the concepts of usages,
originally used for deadlock-freedom analysis.
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Chapter 1

Introduction

1.1 Introduction en Francais

Contexte

Une question simple d’apparence mais intéressante en informatique est la comparaison des
programmes: donnés deux programmes qui calculent la méme fonction, est-ce que I'un est
plus efficace que 'autre 7 Une fagon simple de faire cette comparaison serait de choisir un
langage de programmation, d’implémenter ces deux programmes, de les lancer tous les deux
sur une batterie de tests et de mesurer dynamiquement la consommation de ressource de ces
différentes exécutions. Toutefois, cette méthode dépend de certains détails bas-niveaux comme
le matériel utilisé ou encore le choix de I'implémentation, et ce n’est pas faisable en pratique
si les programmes sont trop demandant en ressources, ou encore s’ils ne terminent pas. Ainsi,
pour pouvoir comparer des programmes de fagons théoriques, on préférait utiliser une méthode
statique, telle que [’analyse de complexité. Le but de ’analyse de complexité est, sur un pro-
gramme donné, d’approximer les ressources nécessaires pour calculer la sortie pour une entrée
quelconque. Habituellement, les ressources que ’on considere sont [’espace et le temps. La
complexité en espace correspond a I'espace mémoire dont le programme a besoin pour calculer
et la complexité en temps correspond au temps d’exécution du programme. Celle-ci se base
usuellement sur une notion abstraite du temps (par exemple, une multiplication arithmétique
= une unité de temps) afin de simplifier le raisonnement. Tout comme ’analyse de terminaison
des programmes, ’analyse de complexité est indécidable, mais cela reste cependant un probléeme
intéressant et difficile.

En pratique, pour un langage donné, afin de faire une analyse de complexité en temps on doit
d’abord décider comment abstraire la notion de temps et différents choix sont possibles selon le
langage. Par exemple, pour un langage fonctionnel abstrait comme une extension du A-calcul,
on pourrait prendre pour unité de temps une étape de réduction, ou encore le temps d’exécution
sur une machine abstraite. Si un programme interagit avec un réseau, on pourrait étre intéressé
par le nombre d’acces réseau, car c’est une opération couteuse en pratique. De méme, selon les
effets d’un langage, on pourrait s’intéresser a différentes notions de complexité. Par exemple,
dans un langage non-déterministe, on pourrait choisir la complexité dans le pire cas, ou selon
une stratégie de réduction spécifique. En présence de programmes randomisés, on pourrait
s’intéresser a l'espérance de la complexité, ou encore la probabilité de satisfaire une borne de
complexité spécifique. En présence de parallélisme, on pourrait considérer la complexité totale
séquentielle, appelé le travail, ou encore d’autres notions de complexité parallele...

Pour des programmes paralleles, une notion intéressante par exemple est la complexité
avec un nombre p de processeurs, ce qui veut dire intuitivement que p calculs peuvent étre



fait en simultanés en parallele, ce qui peut correspondre a la complexité en pratique d’un
programme lancé sur un systeme multicoeur. D’un point de vue plus théorique, on pourrait
considérer un nombre infini de processeurs, ce qui donne la complexité sous 1'hypothese de
parallélisme maximal, ce qu'on appelle usuellement la profondeur. La profondeur n’est pas
en général atteignable en pratique, mais elle a un intérét théorique puisqu’un résultat assez
connu [55] dit qu’a partir du travail w et de la profondeur s d’un programme dans une certaine
classe, on peut en déduire une borne sur le temps d’exécution en pratique avec p processeurs, en
O(max(w/p), s). Intuitivement, la profondeur nous dit & quel point il est efficace de lancer un
programme en paralléle, et une analyse de profondeur pourrait étre complétée avec une analyse
du nombre de processeurs nécessaires pour atteindre celle-ci.

L’analyse de complexité des programme a été largement étudiée, et de nombreuses approches
ont été explorées pour permettre cette analyse. Parmi toutes ces différentes approches, une qui
nous intérésse particulierement est I'utilisation des systémes de types. De fagon générale, un
systeme de type est une fagon d’abstraire un programme afin de garantir certaines propriétés
sur celui-ci, de telle maniere qu'un programme typé ne peut pas aller mal. Une analyse par
systeme de type a des avantages intéressants comparées a d’autre approches, vu qu’elle induit
une certaine compositionnalité et une certaine modularité. En effet, un systeme de type consiste
usuellement en un ensemble de regles qui correspondent aux constructeurs du langage, et donc
I’analyse d’un programme en entier se base sur 'analyse de tout les sous-programmes, analyse
qui peut ensuite étre réutilisée dans des contextes différents. Cette approche est particulierement
utile pour les langage avec une notion de composition intégrée, comme les langages fonctionnels
pour lesquels I’analyse de complexité doit prendre en compte la composition et la réutilisation
des fonctions. Une fois qu’un systeme de type est élaboré pour une propriété spécifique d’un lan-
gage, deux questions principales surviennent: la vérification de types et 'inférence de types. La
vérification de types consiste en, donnés un programme et une dérivation de typage candidate,
vérifier automatiquement que cette dérivation de type est correcte. Pour la propriété associée,
cela correspond a vérifier un certificat. L’inférence de type consiste en, donné un programme,
trouver automatiquement une dérivation de type pour ce programme. Pour la propriété as-
sociée, cela correspond a vérifier automatiquement si un programme satisfait cette propriété.
L’inférence de types est donc plus difficile que la vérification de types, et il y a usuellement
une contrepartie pour les systémes de type: plus un systéme est expressif (plus il peut typer
de programmes), plus il est difficile de vérifier un type ou de l'inférer. Dans le cas partic-
ulier de 'analyse de complexité, le but est, a partir d’une dérivation de type d’un programme,
d’extraire une borne sur la complexité. Ainsi, la vérification de types nous donne un certificat
de complexité et I'inférence de type nous donne une analyse automatique de complexité.

De facon duale a I'analyse de complexité, pour laquelle on regarde la complexité d’un pro-
gramme donné, il y a la théorie de le complexité, dans laquelle on utilise des modeles machines
(comme les machines de Turing) pour étudier la complexité des problemes. Un objectif principal
de la théorie de la complexité est de définir des classes robustes de problemes ou de fonctions
avec une certaine borne de complexité, comme P, NP ou encore PSPACE. Tout comme ’analyse
de complexité, la théorie de la complexité prend aussi en compte les effets, avec par exemple
des classes probabilistes comme BPP, ou encore des classes paralleles avec la complexité de
circuit. Elaborer des langages qui correspondent & une classe de complexité peut aussi étre une
approche intéressante pour étudier la complexité des programmes. En effet, si apres une analyse
de complexité, un programme ne satisfait pas la borne désirée, par exemple polynomiale, il n’est
pas facile de trouver exactement ou est le probleme. Ainsi, une idée alternative pourrait étre
d’écrire directement le programme dans un langage ol tous les programmes ont, par construc-
tion, une complexité polynomiale. Cette idée de caractériser des classes de complexité avec des
systemes de types ou des logiques est une notion centrale de la complexité computationnelle



implicite (ICC). Ces caractérisations donnent en général une forme rudimentaire d’analyse de
complexité: si un programme peut étre typé, alors il satisfait une certaine borne de complexité.
Cependant, en pratique, méme si un systéme de type est assez expressif pour représenter par
exemple les machines de Turing polynomiales (ce qu’on appelle couramment [’ezpressivité ex-
tensionnelle), cela ne veut pas dire que tous les programmes en temps polynomial peuvent étre
typés, et il peut étre difficile d’écrire des programmes bien typables pour ce systeme. Ainsi, en
plus de cette expressivité extensionnelle, pour l'analyse de complexité on s’intéresserait plutot
a lexpressivité intentionnelle, c’est-a-dire ’ensemble des programmes vraiment typables. Il est
important de noter que pour 'lCC, 'objectif peut aussi étre philosophique: en donnant des
caractérisations de classes de complexité, en particulier quand il n’y a pas de bornes explicites,
on peut alors mieux comprendre ce que contient intuitivement une classe de complexité.

Dans cette these, nous considérons tout d’abord une approche ICC, en utilisant des types
a tailles [67], et ensuite nous nous intéresserons a l’analyse de complexité des programmes
paralleles écrit dans un calcul de processus concurrent, le w-calcul [90]. Mais tout d’abord, nous
allons donner quelque contextes pour les méthodes introduites plus haut.

Etat de l’art

L’analyse de complexité a été grandement étudiée en informatique, pour différents types de
langages et avec différentes méthodes. Dans les langages impératifs, une approche possible
est de voir la complexité comme la valeur particuliere d’une variable globale d’un programme.
Ainsi, on peut analyser la complexité avec des méthodes d’analyses de variables, comme par
exemple 'interprétation abstraite [27], I’exécutions symbolique [71], I’étude des invariants, des
pré-conditions et de la logique de Hoare, par exemple pour des programmes randomisés [24] 25
70, 87]. Pour les programmes paralléles, selon la topologie du systéme, on peut s’intéresser aux
graphes de flots de controles [3] ou encore au rely-guarantee reasoning [4]. ..

De son coté, 'utilisation des systemes de types n’est bien str pas limité a ’analyse de
complexité, et plusieurs propriétés peuvent étre capturées par des systemes de types. On peut
citer par exemples les types intersections, principalement pour la terminaison des programmes
[26] [39], 40], 22]. Pour les programmes fonctionnels, on peut citer les types raffinés [49], pour
lesquels intuitivement les types de données sont associés a des formules logiques, ce qui permet
de dériver des propriétés de stretés, de secret ou de continuité. [18, 19} 1].

Pour ce qui est des programmes paralleles, les propriétés de stiretés avec des systemes de
types ont été largement étudiées, avec par exemple la terminaison [46, [44], le progres et ’absence
de deadlock, avec par exemple les types comportementaux [50], les types intersections [2§], les
usages [72], [77, [75], [91] ou encore les types de sessions [47, (66, [53].

Pour l'analyse de complexité par systeme de types, ici aussi plusieurs approches ont été
étudiées selon le langage choisi. Certaines de ses approches ont des liens avec des travaux
de I'ICC. Par exemple, avec le systéme non-size increasing d’Hofmann [61], & partir duquel la
lanalyse de complexité amortie par type a été dérivée [62), (63, 68], ce qui a été ensuite largement
exploré pour les programmes d’ordres supérieurs [56, [57), (58| 65], les programmes probabilistes
[69] et les programmes paralleles [59, B7]. Une autre approche, basée sur les types a tailles
[67], ou I'idée centrale est de tracer la taille des valeurs des programmes, a donné des résultats
intéressants pour les langages fonctionnels [9] 29, [6, [79], les programmes probabilistes [30] et les
programmes paralleles [51]

L’analyse de complexité pour les programmes paralleles par des types a aussi été étudiée
avec d’autre paradigmes de typages, comme les usages [72], les types comportemantaux [80], et
les types de sessions [36, [38], 21], 23].

Dans l'approche duale d’ICC, on peut trouver plusieurs méthodes. Dans les premieres
caractérisations des fonctions polynomiales en temps |20, 81, 82], une approche par exemple est
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la récursion stire (ou encore le tiering par extension), ce qui a donné plusieurs caractérisations du
temps polynomial dans différents contextes [60, 33, [86] et aussi pour des programmes paralléles
[54, [84l, [45]. Une autre ligne principale de recherche, initiée par la logique linéaire light de
Girard [52], sont les systémes & niveaux inspirés de la logique linéaire, ou la duplication est
controlée par la modalité ”!”. Ansi, restreindre cette modalité peut donner des bornes de
complexité sur I’élimination des coupures. Cela a par exemple permit de définir des langages
polynomiaux [52} 1], 85 [I7, [78] et aussi des langanges exponentiels ou élémentaires [8], 52} [34)
16]. Une fois encore, cette approche a été utilisée pour des travaux récents sur les programmes
paralleles [48] [31] 83]. Pour finir, tracer la taille des valeurs dans les programmes et restreindre
la récursion en conséquence peut aussi donner des caractérisations de certains comportements,
comme les programmes non-size increasing mentionnés plus haut [61], on encore les programmes
qui terminent [67), 29, [32].

Motivations

Dans la premiere partie de cette these, nous adressons un probléme de ’approche par logique
linéaire de 'ICC. Pour un langage comme la logique linéaire light [52], une facon de prouver la
caractérisation de FP (fonctions en temps polynomial) est d’abord de montrer que toutes les
exécutions de la logique linéaire light (élimination des coupures) terminent en temps polynomial,
et inversement que toutes les fonctions en temps polynomial sont représentables dans cette
logique. Ceci est fait habituellement en montrant I’expressivité extensionnelle: un encodage des
machines de Turing polynomiales. En revanche, cela ne prend pas bien en compte I'expressivité
intentionnelle de la logique, c’est-a-dire I’ensemble des programmes qui peuvent effectivement
étre typés par cette logique. En général, les approches par niveaux se comportent bien avec les
fonctions d’ordres supérieurs, mais la facon de controler la récursion est souvent trop restrictive,
et donc beaucoup de programmes naturels ne peuvent en fait pas s’écrire dans ces logiques. Un
exemple typique est le tri par insertion, qui est évidemment polynomial en temps mais qui a
besoin de deux boucles itératives, une sur la liste initiale, et pour chaque élément, une itération
pour pouvoir insérer ’élément au bon endroit dans la liste finale. Ces itérations, ou le calcul
n‘augmente pas la taille de la sortie par rapport a l’entrée, ne sont pas bien gérées par les
systemes a niveaux. Cependant, les approches par tailles se comportent bien avec ce type de
programmes, par exemple le systéme non-size increasing [61] était motivé par ces exemples.
En revanche, les approches par tailles ont aussi leurs inconvénients, en particulier pour les
fonctions d’ordre supérieurs qui peuvent souvent étre utilisés qu’une seule et unique fois. Afin
de surmonter ce problemes d’expressivité intentionnelle des systémes a niveaux, nous élaborons
dans la premiere partie de cette thése un systeme de type avec a la fois des tailles et des modalités
de la logique linéaire pour obtenir des caractérisations de classes de complexité. La récursion
pour les programmes peut soit étre controlée par la modalité ”!” de la logique linéaire, soit par
des tailles, ce qui donne plus de flexibilité.

Dans la seconde partie de cette these, nous nous intéressons a ’analyse de complexité.
Comme expliqué précédemment, ’approche des types a tailles a donnée plusieurs résultats
intéressants pour les langages fonctionnels d’ordre supérieurs. Cependant, les applications aux
programmes paralleles n’ont pas été tres explorées, en particulier pour le w-calcul. Le w-calcul
est un langage de processus basé sur les communications dans lequel des valeurs peuvent étre
envoyés par des canaux. Ce calcul permet aussi la création dynamique de nouveau noms de
canaux, et des communiquer ces noms de canaux, ce qui en fait un langage particulierement
expressif. Il est par exemple assez expressif pour représenter des programmes fonctionnels. Cela
veut dire en particulier que ’analyse de complexité pour le m-calcul n’est pas triviale, et il est
intéressant d’étudier si un systéme de type a tailles typique pour un langage fonctionnel peut
s’étendre au m-calcul. De plus, dans ce calcul, plusieurs notions de complexité peuvent étre

4



étudiées, et donc plusieurs systemes de types peuvent étre proposés. Une notion plutdt simple
de complexité est le travail, le temps de calcul total d’'un processus. Une notion alternative,
plus spécifique aux langages paralleles est la profondeur, qui correspond a la complexité sous
I’hypothese de parallélisme maximal: les communications sur des canaux peuvent se faire simul-
tanément. Cette seconde notion de complexité, aussi appelée complexité paralléle, a été définie
de plusieurs fagon dans la littérature. Une premiere approche est le progres maximal, qui dit
intuitivement qu’a chaque étape, on fait toutes les communications qui sont disponibles. Cela
permet en effet de définit une sorte de complexité parallele, mais a cause de cette définition,
une course apparait dans le calul: quand il y a un choix non-déterministe pour une communi-
cation, la plus rapide est toujours déclenchée. Cela peut étre intéressant en pratique, mais en
théorie certains chemins de réductions sont bloqués, ce qui peut étre insatisfaisant. Une autre
notion de complexité qui prend en compte entierement ce non-déterminisme est la complexité
causale, introduite dans [41], 42} [43] et récemment utilisée dans [45]. Cette notion de complexité
se comporte bien, mais elle peut étre difficile d’utilisation comme elle se base sur ’analyse des
traces, avec une relation de causalité. Il peut donc étre intéressant de donner une présentation
alternative de la profondeur, facile d’utilisation afin d’avoir des preuves plus simples. Dans
la seconde partie de cette these, nous nous intéressons au travail et a la profondeur, et nous
proposons un cadre pour ’analyse de complexité dans le 7-calcul.

Notre approche

Dans cette theése, notre approche se base sur les types a tailles [67, 29]. L’idée centrale des
types a tailles est de tracer la taille des types de données dans un programme. C’est une
approche intéressante pour I'analyse de complexité car elle permet la compositionnalité. En
effet, supposons données deux fonctions f et g, pour lesquelles nous connaissons une borne de
complexité en temps sur les entrées de tailles n, Cr(n) et Cg(n). Peut-on en déduire une borne
sur la complexité de fog 7 Avec seulement ces informations, le mieux que l’on puisse faire
est de supposer, par définition, que la taille de g(n) est plus petite que Cy(n) et donc que la
complexité totale sur une entrée de taille n est d’abord de calculer g(n) (C4(n)), et ensuite
de calculer f(g(n)) (Ct(Cy(n))). Cette borne n’est pas tres satisfaisante, en effet si g est, par
exemple, une fonction qui n’augmente pas la taille de son entrée mais en temps quadratique,
alors on obtient une borne en O(n*) au lieu de O(n?). Ainsi, connaitre la taille de la sortie de
g est nécessaire pour avoir une borne de complexité plus précise. De plus, controler la taille
des valeurs peut aussi aider a controler le nombre de boucles dans un programme, ou le nombre
d’appels récursifs & une fonction (en particulier avec une induction structurelle). C’est pourquoi
les types a tailles peuvent étre intéressants pour ’analyse de complexité.

Dans cette these, nous allons donner deux types de résultats. Dans la premiere partie, nous
avons une approche ICC de la complexité, ou nous donnons des caractérisations de classes de
complexité grace a un langage équipé d’un systeme de type. Ainsi, notre cible principale est le
langage en entier, donnant une borne de complexité générique pour n’importe quel programme
qui peut étre écrit dans celui-ci. Dans la seconde partie, nous avons une approche d’analyse
de complexité, ou 'objectif est d’élaborer des systemes de types a partir desquels ont peut
dériver une borne (précise) sur la complexité d’un programme typé. Donc la cible n’est plus le
langage en entier mais une analyse de complexité précise de chaque programme, cas par cas.
Toutefois, pour ces deux résultats, il y a des similarités, et en particulier il y a un théoreme de
correction a prouver, disant que la borne de complexité donnée par le systeme de type est bien
correcte. Dans notre approche, ce théoréeme de correction est toujours prouvé avec la méme
méthodologie: nous montrons que le systeme de type satisfait la réduction du sujet, ce qui
veut dire qu’évaluer un programme ne change pas son type. Comme nous nous intéressons a la
complexité, la réduction du sujet doit aussi satisfaire des propriétés quantitatives: si une étape



de réduction M — N décroit la complexité totale du programme, alors la borne dérivée pour
le typage de N doit étre plus petite que la borne dérivée pour le typage de M.

Comme expliquée précédemment, dans la premiere partie de cette thése, nous considérons
une approche ICC de la complexité. Notre but est de donner des caractérisations de classes
de complexité, ou la récursion peut étre controlée soit par la modalité de logique linéaire ! soit
par des tailles. Dans ce travail, nous utilisons la logique linéaire élémentaire (ELL) [52] [34],
que 'on associe avec des types a tailles inspirés de [9]. La logique linéaire élémentaire est
intuitivement la logique linéaire sans la co-unit (IA — A) et la co-multiplication (A —o!lA).
Avec ces modifications, la profondeur d’un type, c’est-a-dire le nombre de ! au dessus d’un type,
devient une informations importante pour 'analyse de complexité. Par exemple, avec un type
W pour les mots, alors dans le type des fonctions des mots vers les mots 'W —o!*W, plus k
est grand, plus la fonction dispose de ressources. En particulier, il est montré dans [§] qu’en

présence de type récursifs, cela correspond a la classe de complexité k-FEXPTIME (fonctions
__apoly(n)
de complexité 22 , ou k est la hauteur de cette tour d’exponentielle). Afin d’améliorer la

faible expressivité intentionnelle de ELL, nous ajoutons dans le type W —o!W quelques fonctions
polynomiales du premier-ordre, obtenues grace a un systeme de types a tailles. Nous montrons
alors qu’avec cette extension, le systeme de type donne une caractérisation de PTIME et 2k-
EXPTIME, encore une fois selon la profondeur de la sortie, avec une expressivité intentionnelle
vraisemblablement meilleure et sans avoir besoin de types récursifs.

Dans la seconde partie de cette these, nous nous intéressons a I'analyse de complexité dans le
m-calcul. Nous présentons sur un langage fonctionnel un cadre uniforme pour les types a tailles,
inspiré par [0l 29], que nous modifions afin de capturer différentes notions de complexité dans le
m-calcul: le travail et la profondeur. Cette approche se base sur des expressions entiéres afin de
décrire les tailles des types de données. Par exemple, un entier n pourrait avoir un type Nat[/, J],
indiquant ainsi que cette entier satisfait I < n < J, ou I et J sont des expressions entieres.
De plus, nous utilisons une sorte de polymorphisme sur les tailles pour les fonctions récursives.
Par exemple, une fonction qui n’augmente pas la taille de son entrée pourrait étre typée avec
Vi, Nat[0, 7] — Nat[0,¢]. Cette approche, a laquelle on ajoute des informations supplémentaires
de complexité, est suffisante aussi bien pour le langage fonctionnel que pour le travail dans le
m-calcul.

Cependant, pour ’analyse de la profondeur, I’extension n’est pas si simple. Tout d’abord,
afin de simplifier les preuves, nous donnons une présentation de la profondeur, notion similaire
a la complexité causale, avec une sémantique petit pas simple, ce qui permet encore une fois
au théoreme de correction d’étre prouvé par réduction du sujet. Ensuite, nous enrichissons les
types a taille avec des informations de temps, inspirés par [36]. Ces informations temporelles
sont nécessaires pour pouvoir traiter la synchronisation des canaux, qui peuvent communiquer
simultanément dans une analyse de profondeur. Dans une premiere approche, nous nous basons
sur un systéme de type entrée/sortie [90]. Si cette approche semble assez expressive pour les
programmes paralleles, elle ne permet pas ’analyse de quelques comportements concurrents
comme les sémaphores. Ainsi, afin de prendre en compte ceux-ci, nous élaborons dans une
seconde approche un systeme de type avec usages [72] enrichis avec des tailles pour 'analyse de
complexité, en collaboration avec Naoki Kobayashi (Université de Tokyo).

Plan

Dans le Chapitre [2, nous décrivons le calcul basé sur la logique linéaire élémentaire avec taille,
et nous donnons le théoreme de caractérisation. Dans le Chapitre [3| nous décrivons un cadre
pour les types a tailles sur un langage fonctionnel, que nous allons utiliser dans le reste de la
these. Nous donnons également une méthode de preuve pour le théoreme de correction. Dans



le Chapitre [l nous présentons d’abords quelques définitions préliminaires sur le m-calcul et
quelques paradigmes de typages que nous utilisons dans cette these. Puis, de la Section
jusqu’a la fin de la thése, nous décrivons nos contributions pour ’analyse de complexité dans
le m-calcul, avec un systéme de type pour le travail, la définition de la profondeur et le systeme
de type entrée/sortie pour la profondeur, suivi de celui avec les usages.

1.2 English Introduction

Context

A simple yet challenging question in computer science is the comparison of programs: given two
programs computing the same function, is one more efficient than the other? A simple way to do
this comparison could be to choose a programming language, implement the two programs, let
them run both on multiple inputs and then measure dynamically the resource consumption of
those executions. This method however depends on some low-level details such as the hardware
or the choice of implementation, and it is not feasible if a program consumes too many resources,
or if, for example, it does not terminate. Thus, in order to compare programs theoretically, one
may prefer to use a static method such as complexity analysis. The goal of complexity analysis
is, given a program, to statically approximate the resources it needs to compute its output on
a given input. The usual resources that are considered are space and time. Space complexity
corresponds to the amount of memory space required to run the program, and time complexity
corresponds to the execution time of the program. Usually, the analysis of time complexity
relies on abstracting the notion of time (for example, an arithmetic multiplication = one unit
of time...). Such as the analysis of termination, complexity analysis is undecidable, however, it
remains an interesting and challenging problem.

In practice, given a language or an abstract programming language, for time complexity
analysis one first needs to abstract the notion of time to carry the analysis, and different choices
are possible depending on the language. For example, in a functional abstract language such as
an extension of A-calculus, one could take as a time unit a reduction step, or computation time
on an abstract machine. If a program interacts with a network, one may be interested in the
number of network accesses, as it could be a costly operation in practice. Also, depending on
the effects in a language, one could be interested in different notions of complexity. For instance,
in a non-deterministic setting, one could choose the worst-case complexity or the complexity
under a specific reduction strategy, in presence of probabilities, one could consider expected
time complexity or the probability of satisfying a specific complexity bound, in presence of
parallelism, one could examine the total sequential complexity, usually called work, or other
notions of parallel complexity...

For parallel programs, an interesting notion for instance could be the complexity with p
processors, meaning intuitively that p computations can be done simultaneously in parallel,
which can correspond to the practical complexity of a program that runs on a multicore system.
In a more theoretical point of view, one could consider an infinite number of processors, which
would give the complexity under maximal parallelism, usually called span. The span is in general
not feasible in practice, however it has some theoretical interest since a well-known result [55]
says that from the work w and the span s of a program in a certain class, one can derive a bound
on the execution time with p processors, in O(max(w/p), s). Intuitively, the span gives some
information about how efficient it would be run the program in parallel, and a span analysis
could be completed with an analysis of how many processors are needed to obtain the span.

Complexity analysis of programs has been extensively studied, and several approaches have
been explored to carry the analysis. Among all the different approaches, one that interests



us particularly is the type systems approach. Usually, a type system is a way to abstract
programs in order to guarantee some properties, such that typed programs cannot go wrong. A
type system analysis has some interesting benefits compared to other approaches, as it allows
for compositionality and modularity. Indeed, generally a type system consists in a set of rules
corresponding to simple constructors of the language, thus the analysis of the whole program
relies on the analysis of all the subprograms, which can then be reused in different contexts.
This approach is especially useful for systems with a built-in notion of composition, such as
functional languages, where complexity analysis must take into account the composition and
the reusability of functions. Once a type system is designed for a specific property of a language,
two main questions arise: type-checking and type inference. Type-checking consists in, given a
program and a candidate typing derivation for this program, verifying automatically that this
type derivation is correct. For the examined property, this corresponds to checking a certificate
for this property. Type inference consists in, given a program, finding automatically a type
derivation for this program. For the inspected property, this corresponds to automatically
verifying if a program satisfies the property. Type inference is thus harder than type checking
and usually, there is a kind of trade-off for type systems: the more expressive the type system
(the more programs it can type), the more complex it is to type-check a program or to infer
its type. In the particular case of complexity analysis, the goal is, from a typing derivation
of a program, to extract a bound on its complexity. Thus, type-checking gives a complexity
certificate, and type inference gives automatic complexity analysis.

Dually to complexity analysis, where given a program, one looks at the complexity of this
program, there is computational complexity theory, where one uses machine models (originally
Turing machines) to talk about complexity of problems. One goal of computational complexity
theory is to define robust classes of problems, or functions, with some complexity bound, such as
P, NP or PSPACE. As for complexity analysis, computational complexity theory also considers
some effects, with for example probabilistic classes such as BPP, or parallel classes with circuit
complexity. Designing languages corresponding to a complexity class can also be an interesting
approach when studying complexity of programs. Indeed, if after some complexity analysis, a
program does not have the desired complexity, for example polynomial time, it is not direct to
pinpoint specifically where the problem is. An alternative could be to directly try to write the
program in a language where every program has, by construction, polynomial time complexity.
This idea of characterizing complexity classes with type systems or logics is a central notion
of implicit computational complexity (ICC). Those characterizations of complexity classes may
also provide a rudimentary form of complexity analysis: if a program can be typed, it satisfies
in particular some complexity bound. However, in practice, even if a type system is expressive
enough to encode for example polynomial time Turing machines (we call this the extensional
completeness), it does not mean all polynomial time programs can be typed, and it may not be
easy to actually write well-typed programs for this type system. Thus, in addition to extensional
completeness, for complexity analysis one may want to study intensional expressivity, i.e. the
set of actually typable programs. Moreover, in ICC, the goal may also be philosophical: by
giving characterizations of complexity classes, especially when there is no explicit complexity
bound, one could have a better understanding of what contains a complexity class.

In this thesis, we first consider an ICC approach, using sized types [67], and then we focus on
complexity analysis of parallel programs, written in a concurrent process calculus, the 7-calculus
[90]. But first, let us provide some background on the methods introduced above.

State of the art

Complexity analysis has been largely studied in computer science, for different kinds of lan-
guages, and with different methods. In imperative programming languages, an approach is to



see complexity as the particular value of a global variable of the program, and so, one can carry
complexity analysis by using methods for the analysis of variables, with for example abstract
interpretation [27], symbolic execution [71], invariants, weakest pre-condition and Hoare logic,
also useful in presence of probabilities [24] 25| [70, 87]. As for parallel programs, depending on
the topology of system, one could do flow graph analysis [3] or rely-guarantee reasoning [4]...

The use of type systems is of course not limited to complexity analysis, as several prop-
erties can be enforced by type systems. There are for instance intersection types, mainly for
characterizing termination of programs [26, 39, [40], 22]. For functional programs, an interesting
approach is refinement types [49], where intuitively data-types are associated with formulas,
allowing to derive many safety properties, or even privacy or continuity [18] 19, [1].

Concerning parallel programs, safety properties with type systems have been largely studied,
such as termination [46] 44], deadlock-freedom or progress, with for example behavioural types
[50], intersection types [28], usages [72, [77, [75], [91] or session types [47, 66} [53].

As for complexity analysis by type systems, several approaches have been studied depending
on the chosen language. Some of those approaches have a link with work on ICC. For example,
from the non-size increasing system of Hofmann [61], the type-based amortized cost analysis was
derived [62, [63], 68], which was then largely explored for higher order programs [56, 57, 58| [65],
probabilistic programs [69] and for parallel programs [59, [37]. Another approach, based on
sized types [67], where the main idea is to track the values of sizes in programs, has led to
interesting results for functional programs [9, 29, [6 [79], for probabilistic programs [30] and
parallel programs [51]

Complexity analysis of parallel programs by types has also been studied with some other
type paradigms, such as usages [72], behavioural types [80], session types [36] B8] and multiparty
session types [21], 23].

In the dual reasoning approach of ICC, we can find several approaches. In the early char-
acterizations of poly-time functions [20], 81} 82], one approach is for instance safe recursion (or
tiering by extension), which led to several characterizations of polynomial time in different con-
texts [60} 33, B6] and for parallel programs [54], 84, [45]. Another main line of research, initiated
with Girard’s light linear logic [52], are the level-based systems inspired by linear logic, where
duplication is controlled by the ! modality, and so restraining this modality can lead to complex-
ity bounds on cut elimination. This for example led to polytime languages [52] [11], [85] 17, [7§],
and exponential and elementary languages [8, 52, 34 [16]. Again, this approach was also used
on recent work for parallel programs [48] [31) [83]. Finally, the approach of tracking sizes in pro-
grams, and restrict recursions, can also give characterizations of complexity classes, such as the
non-size increasing programs mentioned above [61], or simply terminating programs [67, 29] [32].

Mbotivations

In the first part of this thesis, we address a problem of the linear logic approach to ICC. For a
language such as light linear logic [52], the way to prove a characterization of FP (polynomial
time functions) is to first show that all executions of light linear logic (cut-elimination) terminate
in polynomial time, and conversely, that all polynomial time functions can be represented in this
logic. This is usually done by showing the extensional completeness: an encoding of polynomial
time input/output Turing machines. However, this does not account well for the intensional
expressivity of the logic, i.e. the set of programs that can effectively be typed by this logic.
Generally, level-based approaches behave well with higher-order functions, but the way recursion
is controlled is often too restrictive, and thus many commons programs are in fact not expressible
in those logics. A typical example is the insertion sort, which is obviously a polynomial time
algorithm but needs two iterative loops, one iteration that ranges over the initial list, and for
each element, an iteration to insert it in the final list. Those kinds of iterations, where in fact



the computation does not increase the size of the input, is not handled well by level-based
systems. Nevertheless, the sized-based approach behaves well with this category of programs,
for example the non-size increasing type system [61] was motivated by those examples. However,
size-based approaches also have their limitations, especially with higher-order functions as it is
often assumed that programs are linear, i.e. all higher-order functions can be used at most once.
In order to tackle this problem of intensional expressivity of level-based systems, we design in
the first part of this thesis a type system with both sizes and linear logic modalities to obtain
characterizations of complexity classes, where recursion can be either controlled by the linear
logic modality ! or by sizes, thereby giving more flexibility.

In the second part of this thesis, we focus on complexity analysis. As explained before, the
sized types approach led to many interesting results in higher-order functional languages. Still,
the applications to parallel languages have not been explored yet, especially for m-calculus. The
m-calculus is a communication-based process language where values can be sent on channels.
This calculus also allows for dynamic creation of channel names and name-passing, which makes
it a particularly expressive language. It is for example expressive enough to encode some
functional programs. Thus, this means complexity analysis in w-calculus is not trivial, and it is
interesting to study if a typical sized type system for a functional language could be extended
to m-calculus. Moreover, in this calculus several notions of complexity could make sense, and
thus several type systems can be proposed corresponding to different notions of complexity. A
simple notion of complexity is the work, the total computation time of a process. An alternative
notion, and more specific to parallel languages, is the span, corresponding to complexity under
maximal parallelism: communications on channels can happen simultaneously. This second
notion of complexity, also called parallel complexity, has been defined in various ways in the
literature. A first approach is mazimal progress, stating intuitively that at each step, we trigger
all communications that are available. This indeed defines a notion of maximal parallelism.
Although, because of this, a notion of race appears in the calculus: when there is a choice for
a communication, the faster one is always triggered, and the slower one never happens. This
could be interesting in practice, but it theoretically blocks some reduction paths, which can be
unsatisfactory. Another notion of complexity that accounts for full non-determinism is causal
complexity, introduced in [41, 42, [43] and recently used in [45]. This notion of complexity
behaves well, but it may not be easy to work with, as it relies on the analysis of traces, with
a causality relation. Thus, it could be interesting to give an alternative presentation of span,
easy to work with in order to have simpler proofs. In the second part of this thesis, we will
focus on both work and span, and propose a sized types framework for complexity analysis in
the m-calculus.

Our approach

In this thesis, our approach relies on sized types [67, 29]. The basic idea of sized types is to track
sizes of data-types in a program. This is an interesting approach for complexity analysis as it
allows for compositionality. Indeed, suppose given two functions f and g, for which we know
some time complexity bound on inputs of size n, C(n) and Cy(n). Can we derive a bound on
the complexity of f o ¢g? With only this information, the best we can assume is, by definition,
that the size of g(n) is smaller than Cy(n), and so the total complexity on an input of size
n is first computing g(n) (Cy(n)), and then computing f(g(n)), (Cr(Cy(n))). This bound is
unsatisfactory, indeed if g is, for example a non-size increasing function in quadratic time, and
f is also in quadratic time, then we obtain a bound in O(n*) instead of O(n?). Thus, knowing
the size of the output of g is necessary to have precise complexity bounds. Moreover, controlling
the size of values can also help controlling the number of loops in a program, or the number of
recursive calls to a function (especially with structural induction). That is why sized types can
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be a good start for complexity analysis.

In this thesis, we will give two kinds of results. In the first part, we focus on an ICC
approach of complexity, where we give a characterization of complexity classes by a language
equipped with a type system. Thus, we focus on the language as a whole, giving a generic
complexity bound for any programs that can be written in it. In the second part, we have a
complexity analysis approach, where the goal is to design type systems from which one can
derive a (precise) bound on the complexity of the typed program. So, the focus is no longer on
the language as a whole, but on a precise complexity analysis for each program, case by case.
Nevertheless, for both results, there are some similarities, and in particular there is a soundness
theorem to prove, stating that the complexity bound given by the type system is indeed correct.
In our approach, this soundness theorem is always proved with the same methodology: we show
that the type system satisfies subject reduction, that is to say evaluating a program does not
change the type of this program. As we focus on complexity, subject reduction must also satisfy
some quantitative properties: if a reduction step M — N decreases the overall complexity of
a program, then the bound derived from the typing for N should be smaller than the bound
derived from the typing for M.

As stated before, in the first part of this thesis we consider an ICC approach to complexity.
Our goal is to give a characterization of complexity classes, where recursion can be either
controlled with the linear logic modality !, or with sizes. In this work, we use for the level-based
system the elementary linear logic (ELL) [52, 34], combined with sized types inspired from
[9]. Elementary linear logic is intuitively linear logic without the co-unit (1A — A) and the
co-multiplication (14 —!!A). With these modifications, the depth of a type, that is to say the
number of | above a type, becomes a relevant information for complexity analysis. For example,
with a type W for words, then in the type of functions from words to words !W —o!*W, the
greater k is, the more computational power the function can have. In particular, it is shown
in [8] that with recursive type, this corresponds to the k-EXPTIME complexity class (function

__gpoly(n)
of complexity 22 , where k is the height of this tower of exponentials). In order to

improve the poor intensional expressivity of ELL, we add in the type !W —o!W some first-order
polynomial functions, obtained with a sized type system. We then show that with this extension,
the type system gives a characterization of PTIME and 2k-EXPTIME, again depending on the
depth of the output, with a seemingly better intensional expressivity.

In the second part of this thesis, we focus on complexity analysis of the w-calculus. We
present on a functional language a uniform framework for sized types, inspired by [0, 29], that
we modify to capture different notions of complexity in the m-calculus, namely work and span.
This approach relies on integers expressions in order to describe sizes of data-types. For example,
an integer n could be given a type Nat[/, J], stating that this integer satisfies I < n < J, where
I and J are integer expressions. Moreover, we use some kind of polymorphism on sizes to
handle recursive functions. For example, a non-size increasing function could be typed with
Vi, Nat[0,7] — Nat[0,]. This approach, equipped with additional complexity information, is
sufficient for both functional languages and work.

However, for the analysis of span in the w-calculus, the extension is not as simple. First,
in order to simplify the proofs, we give a presentation of span, similar to a kind of causal
complexity, described by a simple small-step semantics, allowing again the soundness theorem
to be proved by subject reduction. Then, we enrich sized-types with time information, inspired
by [36]. This time information is necessary to handle synchronization of channels, that can
communicate simultaneously in a span analysis. In a first approach, we rely on an input/output
type system [90]. If this approach seems expressive enough for parallel programs, it cannot
handle some concurrent behaviours, such as semaphore. Thus, in order to account for those,
we design in a second approach a usage type system [72] with sizes for complexity analysis, in
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collaboration with Naoki Kobayashi (University of Tokyo).

Outline

In Chapter [2| we describe the calculus based on elementary linear logic with sizes, and we give
the characterization theorem. In Chapter |3 we describe a sized type framework for a functional
language, that we will use throughout the thesis. We also give the proof methodology for the
soundness theorem. In Chapter [4, we first give some preliminaries on 7-calculus and some type
systems paradigms that we use in this thesis, and from Section to the end, we describe our
contributions for complexity analysis in w-calculus, with a type system for work, the definition
of span and the input/output type system for span, followed by the usage type system for span.
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Chapter 2

Combining Linear Logic and Sized
Types for Implicit Complexity

The light logic approach for characterizing complexity classes, initiated by Girard [52], led to
many interesting results for implicit computational complexity. This approach relies on the
Curry-Howard correspondence, stating the link between proofs and programs. Thus, from a
logic such as (intuitionistic) linear logic, we can derive a programming language where a proof
corresponds to a program, and cut-elimination corresponds to reduction. In linear logic in
particular, a focus is given on resource consumption: a formula can be used exactly once in a
proof, and both duplication and erasure of formulas are controlled by modalities (”!” and its
dual 77”). With the Curry-Howard correspondence, those modalities could also control erasure
and duplication of resources, which is useful to carry a complexity analysis.

In particular, Girard’s approach for characterizing complexity classes consists in restraining
the power of the ! modality, controlling duplication, and thus restraining the overall complexity
of the logic. Several logics have been derived in this way, such as light linear logic [62] and soft
linear logic 78] for polynomial time, and elementary linear logic [52] [34] for elementary time.

As stated before however, those logics suffer from poor intensional expressivity: even if
all functions of the complexity class can be represented, the actual set of programs that are
expressible is not large enough, and the languages derived from the logic do not allow to write
programs in a natural way. For light linear logic, a functional language with recursive definitions
and pattern-matching has been designed [11]. This language satisfied the expected polytime
complexity bound, however the proof was rather tedious and did not seem robust enough to
support other extensions of the language. A similar question could be asked for elementary
linear logic: is the characterization robust enough to support extensions/enrichments?

To answer this question, we show that enriching the usual type W — W from words to
words of elementary linear logic by some polynomial time functions leads to characterizations
of the complexity classes 2k-EXPTIME, for k > 0, where k corresponds to the depth of the
output : W —o!¥*+1Bool.

An advantage of this characterization is that, depending on how the polynomial-time first-
order functions are defined, it can give a language in which it is easier to write programs,
compared to usual elementary linear logic. Thus, we choose for this language a linear A-calculus
with primitive recursion and sized types, called s¢T. This language is inspired by [9], and we
restrict sizes to polynomials to enforce polynomial time complexity. Note that this choice is a
bit arbitrary, as the results could be adapted for other polynomial-time languages. The overall
enriched elementary linear calculus corresponds to the usual elementary linear logic, equipped
with an additional specific constructor in order to use a first-order function of s¢T. We call this
new language sEAL.
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As the goal of this chapter is the characterization of complexity classes, we are not interested
in deriving precise and practical complexity bounds for programs, our only consideration is that
those complexity bounds must correspond to the complexity class. Because of this, the sized
types we use in this chapter differ from the sized types we will use for complexity analysis,
where precise bounds are desired.

The bounds we derive are over-approximations of the number of reduction steps to reach
a normal form, where we define a weight on a program from a typing, and we show that this
weight strictly decreases in a reduction step. The polynomial weight for s¢T is inspired by [9]
and then the elementary weight for SEAL is inspired by [83]. After showing this soundness
theorem, we proceed to illustrate the expressivity of the type system on some examples, and
we show how to encode Turing machines in this language, leading to the characterization of
complexity classes. Those results have been published in [12] [13].

2.1 A Polynomial Time Language with Sizes: s/T

We present s¢T (for sized linear system T) which is a linear A-calculus with constructors for
base types and a constructor for high-order primitive recursion. Types are enriched with a
polynomial index describing the size of the value represented by a term, and this index imposes
a restriction on recursions. With this, we are able to derive a weight on terms in order to control
the number of reduction steps.

2.1.1 Syntax, Semantics and Type System

Definition 2.1.1. The set of terms and values of s¢T are defined by the following grammars:

tus=z| A et|tu|tQu|letz®@y=tinu|0|s(t)|ifn(t,u) | itern(V,t)
‘ € ’ s;i(t) ‘ ifw(to,tl,u) ’ iterw(Vg,Vl,t) ’ tt ‘ ff ’ if(t,u)

VWe=z|det | VoW |0|s(V)|iftn(V,W) | itern(V, W)
€] (V) | 1£w(V, Vi, W) | iteru(Vo, Vi, W) | vt | ££ | i£(V, V)

with i € {0,1}.

We define free variables and free occurrences as usual, and we work up to a-renaming. Here,
we choose the alphabet {0, 1} for simplification, but we could have taken any finite alphabet ¥
and in this case, the constructors ifw and iterw would need a term for each letter.

The definitions of those constructors will be more explicit with their reduction rules and their
types. For intuition, the constructor ifn(¢,¢’) defines a function on integers that does a pattern
matching on its input, and the constructor itern(V,t) is such that itern(V,t) n —* V" ¢, if n
is the coding of the integer n, that is s™(0).

Definition 2.1.2 (Substitution). For an object t with a notion of free variable and substitution
we write t{t'/x} the term t in which free occurrences of x have been replaced by t'.

Base reductions in s¢T are given by the rules described in Figure Note that in the iterw
rule, the order in which we apply the iterated functions is the reverse of the one for iterators
we see usually. In particular, it does not correspond to the reduction defined in [9]. Those base
reductions can be applied in contexts C defined by the following grammar:

C=[1Ct|VC|C@t|taC|letz®y=Cint|s(C)|ifn(C,t) | ifn(V,C) | itern(V,C)
| s:(C) | ifw(C,t,u) | ifw(t, C,u) | ifw(V, W, C) | iterw(Vy, V4, C) | if(C,t) | if(¢, C).
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if(V,W)tt —V Azet) V. —t{V/x}
if(V,W)ff —W |letz@y=VeoWint —t{V/z}{W/y}
(VW) 0 — W iEn(V,V) s(W) —V W
itern(V,W)0 — W itern(V, V') s(W) — itern(V,V V') W
itw(Vo, Vi, W) e —W | ifw(Vo, Vi, V') si(W) —V; W
iterw(Vo,Vi,W)e — W | iterw(Vo,V1,V’) s;(W) — iterw(Vp,V1,V; V) W

Figure 2.1: Base Reduction Rules for s/T.

We introduce the system of linear types with sizes. First, base types are given by the
following grammar:

U:=W!|N|B IJ:=i|neN"|I+J|I-J

N* is the set of non-zero integers. I represents an index and ¢ represents an index variable. We
define for indices the notions of occurrences of a variable in the usual way, and we work up to
renaming of variables. We also define the substitution of a variable in an index in the usual way.
Then, we can generalize substitution to types, for example N'{J/a} = N/{//2}, The intended
meaning is that closed values of type N’ (resp. W/) will be integers (resp. words) of size (resp.
length) at most /. Usually, we use a finite set of index variables ¢ in indexes.

Definition 2.1.3 (Order on indices). For two indices I and J, we say that I < J if for any
valuation p: o — N* we have I, < J, where 1, is I where all index variables have been replaced
by their value in p, thus I, is a non-zero integer. We also consider that if I < J and J < I then
I =J (i.e. we take the quotient set for the equivalence relation). Remark that by definition of
indices, we always have 1 < 1.

For two indices I and J, we say that I < J if for any valuation p, we have I, < J,. This is
not equivalent to I < J and I # J, as we can see with i <1i-j.

For example, we have i+1 < 2.4, i+j - i = (j+1) - i and i+1 < i+j+k. Here we only consider
polynomial indices. This is a severe restriction w.r.t. usual indices, that we will use later
and that can be found in [79, 9], in which indices can use any set of functions along with a
semantic interpretation. But in the present setting this is sufficient because we only want sfT
to characterize polynomial time computation.

Definition 2.1.4. Types are given by the grammar:
D,EJF.=U|D—-FE|D®E.

The subtyping order C on those types is described in Figure This definition allows for
example the subtyping NIt o W2 C N —o W3? meaning that a function taking an integer
of size smaller than i+1 and returning a word of size at most 2i can also be seen as a function
taking an integer of size smaller than ¢ and returning a word of size at most 3i.

Definition 2.1.5 (Variable Contexts). Variables contexts are denoted I', with the shape I =
x1:D1,...,2p: Dy,. We say that I' C IV when T' and I have exactly the same variables, and
for x: D inT and x: D" in IV we have D T D’. Ground variables contexts, denoted dI,
are variables contexts in which all types are base types. We write I' = I',dD to denote the
decomposition of T' into a ground variable context dI' and a variable context T in which types
are non-base types. This allows us to decompose a context into his duplicable variables dI' and
the non-duplicable ones. For a variable context without base type, we denote I' =T'1,T's when I’
1s the concatenation of I't and 'y, and I'1 and I'y do not have any common variables.
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I1<J 1<J

BEB NIENJ WIEWI
ECD D'CF DCFE D' CF
D—-oD'CE-—F DD CEQFE

Figure 2.2: Subtyping Rules.

We denote proofs as # < I' ¢ : D and we define an index w(w) called the weight for such
a proof. The idea is that the weight will be an upper-bound for the number of reduction steps
of t. Note that since w(m) is an index, this bound can depend on some index variables. As the
goal of this section is to ensure that the language is polynomial, we do not pay attention to the
precision of this upper bound, we only need it to be polynomial. The rules for those proofs are
described by Figure Here are some remarks:

e Observe that this system enforces a linear usage of variables of non-base types, this can
be seen for instance in binary rules, such as application, where non-base variables (those
in I, T”) do not occur both in ¢ and u.

e In the rule for itern and iterw described in Figure the index variable 7 must be a
fresh variable. Then dI' -V : D — D{i+1/i} means intuitively that for any index J, we
have dI' F V : D{J/i} — D{J+1/i}. This will be formalized in Lemma Also, we
need some monotonicity with respect to i (expressed here by the condition £ C E{i+1/i}),
as it is essential for subtyping (see Lemma . Note that in this definition, D is not
necessarily monotonous, but it must be a subtype of a monotonous type E. This gives
us more freedom on the type D than directly asking for monotonicity. Finally, linearity
in this rule is expressed by the impossibility to use higher-order variables in the iterated
function, contrary to other notions of linearity for system T [5].

Examples in s/T

For the sake of conciseness, we may write from now on Az,y, 2.t instead of Ax.\y.\z.t.

Other iterators Using a function reversing a word rev, that one could construct easily, we
can define an iterator on words doing operations in the usual order. We denote this iterator
with Riterw. Formally it is defined by:

Riterw(Vp, Vi,t) := Aw.iterw(Vp, V1,t) (rev w).

We have Riterw(Vp, Vi, W) wowy ... w, =" Vi Vi, (-++ (Vip,, W)--+)).

We also show that for integers we can construct an iterator rec(V,t) with:
rec(Vit) n ="V n-1 (Vn-2(.. (V0t)...))
and such that the following rule is derivable.

DCE  EB{/}CF E C E{i+1/i}
dl' =V :D —o Nt — D{i+1/i} I,dI't: D{1/i}
[,dl Frec(V,t): NI — F
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DCE

e:DbFx: FE

c<ilyz:DFit: FE

'kEXet:D—oFE
cxaldl'Ft: E— D r<al’,dl Fu: E

I,I",dl' -t u:D
cxaldl'+t:D TalV,dl Fu: E

ILIM,dlFt@u:DRFE
c<aldlz:D,y: EFu:F

r<aT,dTFt:D®E

ILLIV,d'Flet z®@y=tinu: F

'0:Nf

J+1<T c<alFt:N/

Ik s(t): N

o<, dl'+t:Nf — D T’ dl'Fu:D

[,T,dl' - ifn(t,u) : NT — D

DCE  E{IJi}CF
o <dl'FV:D —o D{i+1/i}

E T E{i+1/i}
Tal,dl'Ft: D{1/i}

I,dl Fitern(V,t): N — F
J+1<1I oAl kHt: W/
T'Fsi(t): W!

Vi, o AT, dTFt; : W — D

T, dl Fu:D

Iy, Do, IV, dD & ifu(ty, ta,u) : W — D

DCE  E{I/i}CF
Vi,o; 1dT' F Vi : D —o D{i+1/i}

E C E{i+1/i}
r<al,dl +t: D{1/i}

I,dr Fiterw(Vo, Vi,t) W/ — F

I'Htt:B

'H£ff:B

c<aldl'+t: D ralV,dU Fu:D

L' T,dl - if(t,u): B — D

w(m) = w(o1)tw(o2)+w(T)+1

w(m) = w(T)+I - (w(o1)+w(o2)+1){1/i}

Figure 2.3: Type system for s/T.
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We first give a term that takes a pair with an object = of type D and an integer n and returns
the pair (V n x,n+1):

tstep ;= Ar.let c®@n=rin (V n z) ® s(n).

We have dT  tge, : (D ® NY) —o (D{i+1/i} ® N*T1). Thus, we can iterate on this term using
itern and this gives us the desired iterator:

rec(V,t) := An.let x ® m = (itern(tsep,t ® 0) n) in x.

This constructor can be defined likewise for words.

Addition for unary integers In order to give an example of weight, we define the addition
for unary integers in s¢T. It is represented by:

add := Az.itern(Ay.s(y),z) : N —o N7 —o N/,

The typing derivation is:

NH‘i C NH’Z’
T+i+1 < T+i+1 @ : NIy NI g NITE
x: NIy NITE | g(y) - NITiTL NI C NIt
1 m <z N E \y.s(y) : NITE —o NIHiFL 7o <dx: NI F gz NITL
y-s(y

z:N! + itern(\y.s(y),z) : N/ — NIT/
mo <+ Fadd: N/ — N7 —o NIT/

where (1) is NIti © NI NITE O NI NITE © NITFL) that s the conditions imposed
by the iteration rule. We have w(m) = 2 and w(my) = 1. Thus, the final weight is w(m) =
14+(14+J - (241)) = 3J+2.

Multiplication for unary integers We also sketch the multiplication in s¢T. The multipli-
cation can be represented by:

mult := \z.itern(\y.add z y,0) : N/ — N/ —o NI/
and the typing derivation is:
z:NLy:N%add z y: NZ-at!
m <z :N - Ayadd x y: N'@ — N%{at1/a} mo<dxz:NTEFO: N

x:NT I itern()\y.add = 3,0) : N/ — N/
7o < - Fmult : N — N/ — NI/

With the previous weight for add, we obtain w(m) = 3 - - a+5. We also have w(m) = 1.
Thus, we can compute the final weight:

w(m) = 14w(me)+J - (w(m)+1){J/a} = 31J?+6.J+2.

Note that this way of doing multiplication is not optimal as we iterate on the largest number
during the addition. However, this is a good example for the weight, so we presented this version
of multiplication instead of a better one.
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Addition on binary integers Now, we define some terms working on integers written in
binary, with type W/, as we will use them later in order to describe our term for SAT (see
Section . First, we can define an addition on binary integers in s¢/T with a control on
the number of bits. More precisely, we can give a term Cadd : N/ — W/t — W/2 — W/
such that Cadd n w; wy outputs the least significant n bits of the sum wi+ws. For example,
Cadd 3 101 110 = 011, and Cadd 5 101 110 = 01011. This will usually be used with a n greater
than the expected number of bits, the idea being that those extra 0 can be useful for some other
programs. The term follows the usual algorithm for addition: the result is computed bit by bit
starting from the right, and we keep track of the carry.

Unary integers to binary integers We define a term CUnToBi : N/ —o N¥ — W/ such that
on the input n,n/, this term computes the least n significant bits of the representation of n’ in
binary:

CUnToBi = An.itern(Aw.Cadd n w (si(€)),Cadd n € ¢).

Binary integers to unary integers We would like a way to compute the unary integer
corresponding to a given binary integer. However, this function is exponential in the size of
its input, so it should have intuitively the type WY —o N2’. As we cannot do exponentiation
on indices, it is impossible to write such a function in s¢T. Nevertheless, given an additional
information bounding the size of this unary word, we can give a term CBiToUn : N/ — WY — N/
such that on an input n,w this term computes the minimum between n and the unary repre-
sentation of w. What is important in this type is the discarding of J. In order to do that, we
first define a term min : N/ —o N7/ —o NZ. As N7 is the type of integers of size smaller than I, we
have indeed that the minimum between an integer of size smaller than I and an integer of size
smaller than J is smaller than I. It is not a precise bound but it is sufficient for its incoming
use. The idea to construct min is to use the following term:

tstep := Ar.let n@m =7 in ifn(Am’.s(n) @ m',n @ 0) m.

The term t., takes a pair of integers (n, m) and if m = 0, it does nothing, otherwise it returns
(n+1,m-1). We can derive the typing - - tstep : (N @ N7) —o (N1 © N7). Thus, we can iterate
on this term, and if we iterate n times starting from the pair (0,n’) we indeed compute the
minimum between n and n/':

min = An,n’.let m @ m' = (itern(tsiep, 0 ® 1) n) in m.
Now that we have the term min, we can define the following term:

CBiToUn = An.iterw(An/min n (mult n’ 2), M/ min n (s(mult n’ 2)),0).

2.1.2 Subject Reduction and Soundness
Index Variable Substitution and Subtyping

In order to prove the subject reduction for s¢T and that the weight is a bound on the number
of reduction steps of a term, we give some intermediate lemmas.

First, we show that typed values are linked to normal forms. In particular, this theorem
shows that a value of type N is indeed of the form s(s(...(s(0))...)). From this it follows that
in this call-by-value calculus, when an argument is of type N, it is the encoding of an integer.

Lemma 2.1.1. Let t be a term in sCT, if t is closed and has a typing derivation =1t : D then t
is in normal form if and only if t is a value V.
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Proof. First, we prove by induction on values V that if V is closed and has a typing derivation
then V is in normal form. We only show some cases and the others are easily deducible from
those cases.

o If V = Ax.t then V is in normal form since in the definition of contexts for reductions, we
cannot reduce under a A-abstraction.

o f V=Vy® V). Vis closed so are Vj and V;. Moreover, V has a typing derivation, so it
must end with the introduction of tensor rule, and we deduce that Vj and V; have also
a typing derivation. So by induction hypothesis, Vj and V7 are in normal form. Then V'
has no base reduction possible, and no contexts reductions since V; and V; are is normal
form, so V is also in normal form.

e If V =0 then V is in normal form.

Now for the other implication, we prove that if a closed typed term is in normal form then
it is a value. We prove that by induction on terms, again we only detail some interesting cases.

o If t := ty t1. Suppose, by absurd, that ¢ is a closed typed normal term. Since ¢ has a
typing derivation, we know that ¢y and t; are also closed typed terms. By definition of
contexts in which we can apply reductions, g is normal, and so by induction hypothesis, ¢g
is a value. Again, by definition of contexts, ¢; is normal, and so by induction hypothesis,
t1 is a value. So tg is a value with an arrow type D — E. By looking at the definition
of values, either tg is a A-abstraction, or it is one of the functional constructors like ifn.
If ¢y is a A-abstraction, as t; is a value, we could apply the usual S-rule, so this is not
possible because t is in normal form. If ¢y is ifn(V, V'), as ¢; is a value of type N, it is the
encoding of an integer, and so ¢ is not normal since we could apply one of the ifn rules.
All the other cases work in the same way, and we deduce that ¢ cannot be in normal form.

o If t:=1et z®y =ty in t;. Suppose that t is a closed typed normal term. Since t has
a typing derivation, we know that ¢y has also a typing derivation, and ¢y is closed. By
definition of contexts, ¢y is in normal form and so by induction hypothesis, g is a value.
to has a tensor type D ® E, by definition of values, tg is of the form V ® W, this is absurd
since in this case ¢t would not be normal. And so, we deduce that ¢ cannot be a normal
term.

O]

We now give a list of intermediate lemmas for which we do not always detail the proofs if
they are immediate.

Lemma 2.1.2 (Weakening). Let A, T be disjoint typing contexts, and m <I'+t : D. Then, we
have a proof ©" AT, At t: D with w(m) = w(n’).

Lemma 2.1.3 (Index substitution). Let I be an indezx.
1. Let Jy, Ja be indices such that Jy < Jo then Ji{I/i} < Jo{I/i}.
2. Let Jy, Jy be indices such that Jy < Jo then Ji{I/i} < J2{I/i}.
3. Let D, D’ be types such that D T D' then D{I/i} T D'{1/i}.

4. If <D t:D then n{l/i} <T{I/i} Ft: D{I/i}.
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5. w(r{l/i}) = w(m){I/i}.

Proof. Point 1 and Point 2 are by definition of < and <, then Point 3 is a direct induction on
types using Point 1 for base types. Point 4 and Point 5 are proved by induction on 7:

e In the case of s or s;, we use Point 1.
e In the axiom rule, we use Point 3.
e Then, the only interesting cases are iterations. We show here the iteration for integers.

Suppose that we have the following proof:

DCE  ECE{j+l/j} E{J/j}EF
c<1dl'FV:D — D{j+1/j}  r<T,dl't:D{1/j}
I,dl Fitern(V,t) : N/ — F

<

With w(m) = w(r)+J - (w(o)+1){J/j}. We want to prove that w{I/i} < T'{I/i} F
itern(V,t) : N7/ — F{I/i}.

By induction hypothesis and Point 3 of Lemma we have

D{l/iy E B{I/iy  B{l/i} £ B{j+1/jHI/i} E{J/iHI/i} E F{I/i}
o{I/i} <dl{I/i} =V : D{I/i} — D{j+1/j}{I/i} T{I/i} QT{I/i},d0{I/i} - t: D{1/5}{I/i}

By using the fact that j must be a fresh variable in I', dI', J and F', we can suppose, by
renaming, that j does not occur in I. Then, we obtain:

D{1/i} C E{1/i} E{1/i} © E{1/i}{j+1/5} E{1/iY{J{1/i}/b} T F{I/i}
o{l/i} adl{I/i} -V : D{I/i} — D{I/i}{j+1/j} r{l/i} «T{1/d},dr{1/i} -t : D{I/i}{1/4}
T{I/i},dU{I/i}  itern(V,t) : NJU/1 o F{I/i}

w{I/i}<

with weight w(n{l/i}) = J{I/i}+w(T){I/i}+J{I/i} - w(o){I/i}{J{I/i}/b}.
And so w(n{l/i}) = w(m){I/i}.

Lemma 2.1.4 (Monotonic index substitution). Take Ji, Jy such that J; < Js.
1. Let I be an index, then I{.J1/i} < I{Ja/i}.
2. For any proof m, w(n{J1/i}) < w(w{J2/i}).

3. Let E be a type. If E T E{i+1/i} then E{J1/i} T E{Jy/i} and if E{i+1/i} T E then
E{Jy/i} C E{J1/i}.

Proof. Point 1 can be proved by induction on indices, and then Point 2 is just a particular case
of Point 1, by Lemma Point 3 is proved by induction on the type E. Let us first show an
intermediate lemma:

Lemma 2.1.5. Let I be an index. If an index variables i has at least one occurrence in I then
we have I < I{i+1/i}.
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By induction on I. On the base case, I = ¢ so obviously ¢ < i+1. In the inductive case
I = Ji+Jo, if i has at least one occurrence in I, then ¢ has at least one occurrence in J;
or in Jo. If ¢ appears in J; and Jo, by induction hypothesis we have J; < Ji{i+1/i} and
Jo < Jo{i+1/i}. So, we obtain directly I < I{i+1/i}. If i appears in J; and not in Js, then
we have J; < Ji{i+1/i} and Jo = Jo{i+1/i}. Thus, we obtain I < I{i+1/i}. The last case is
symmetric. The case of the multiplication is similar to the one for addition, using the fact that
all indices are at least 1 so multiplication conserves the strict ordering.

Now we can prove Point 3 of Lemma by induction on E.

e Suppose that F is a base type. The boolean case is direct, so we suppose that E = N/
(the case for words is similar). By Point 1 of Lemma we have I{J;/i} < I{Jy/i}.
This concludes the first case. Now, suppose that E{i+1/i} T E. By definition, this
means [{i+1/i} < I. By Lemma ¢ have no occurrence in I. Thus, we have directly
I{Jy/i} < I{J1/i}, and so E{J2/i} T E{J;/i}.

e If E = D — D'. Suppose that £ C E{i+1/i}. By definition, D’ C D'{i+1/i} and
D{i+1/i} C D. By induction hypothesis, we have D'{.J;/i} T D'{Jy/i} and D{Jy/i} C
D{Jy/i}. Thus, we obtain E{J;/i} C E{J2/i}. The other case E{i+1/i} C E is similar.

e The case for E = D ® D’ is direct by induction hypothesis.

O

Lemma 2.1.6 (Typing Base Values). If r<T',dl' =V : U then we have a proof #’ <dl' =V : U
with w(m) = w(n’). Moreover, w(r') < 1.

Indeed, the only rules we can use to type values of base type are the axiom rule with a
variable in dI" or the rules for base constructors on integers, words or boolean such as 0 or s.

Another important lemma is the one for subtyping, it shows that we do not need an explicit
rule for subtyping and subtyping does not harm the upper bound derived from typing. Moreover,
this lemma is important in order to substitute variables, since the axiom rule allows subtyping.

Lemma 2.1.7 (Subtyping). If 7 <T ¢ : D then for all ', D" such that D T D' and T' C T,
we have a proof ' <"+t : D" with w(n’) < w(7).

Proof. This can be proved by induction on 7. The only interesting cases are for iterations. We
only detail the case of iteration for integers. Suppose that we have

DCE EB{Ji}CF EC E{i/i+1}
o <QdlFV:D —o D{i+1/i}  7<T,dl Ft:D{1/i}
I,dl' - itern(V,t) : NI — F
with w(m) = w(T)+1 - (w(o)+1){I/i}. Let T',dI”,I’, ' be such that N/ — F C N/ — F’
and IV, dI” C T, dI". By definition, we have F' C F’ and I’ < I. By induction hypothesis we have
o' <dl"+V :D — D{i+1/i} and 7/ <I”,dl" - t: D{1/i} with w(0’) < w(o) and w(7") < w(7).
We give then the following proof =’

<

DCE E{I/i}CF E C E{i/i+1}
o' <dl" -V :D — D{it+1/i} 7 Q' dl"+t:D{1/i}
[,dl + itern(V,t) : NI' —o F

'
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with w(n’) = w(7)+I" - (w(o’)+1){I'/i}. Indeed, by Point 3 of Lemma we have
E{I'/i} T E{I/i}. Thus, by transitivity, we have E{I'/i} C E{I/i} C F T F’. Moreover,
w(n") <w(m) since w(7’) < w(r), I' < I, and:

(w(e)+D{I'/i} < (w(o")+1){1/i} < (w(0)+1){1/i}

by Point 1 of Lemma for the first inequality, and since w(o’) < w(o), we get the second
inequality by Point 1 of Lemma [2.1.3 O

Term Substitution Lemma

In order to prove the subject reduction of the calculus, we examine what happens during a
substitution of a value in a term. There are two cases, first the substitution of variables with
base types, that is to say duplicable variables, and then the substitution of variables with a
non-base type for which the type system imposes linearity.

Lemma 2.1.8 (Value Substitution). Suppose that 1 <T'1,dl,x : E+t: D and o <T9,dl'
V : E, then we have a proof @' < T'1,Ty,dl’ - t{V/x} : D. Moreover, if E is a base type then
w(r') < w(w). Otherwise, w(n') < w(m)+w(o).

Proof. This is proved by induction on 7. For the base type case, we use Lemma to show
that I'y can be ignored, and then as dI' is duplicable, the proof is rather direct. For the non-base
case, in multiplicative rules such as application and if, the property holds by the fact that x
only appears in one of the premises, and so w(o) appears only once in the total weight. O

Subject Reduction and Upper Bound

We can now express the subject-reduction of the calculus and the fact that the weight of a proof
strictly decreases during a reduction.

Theorem 2.1.1. Suppose that 7 <T' +ty : D and ty — t1, then there is a proof 7/ T 1ty : D
such that w(r") < w(r).

Proof. By induction. We first consider the base-reduction case. Some cases are trivial and we
will not develop them. Indeed the if-rules can be proved with weakening (Lemma [2.1.2]).

o If to = (\z.t)V, and t; = t{V/x}, we have a proof:

n<1y,dlx: E-t: D
<]F1,dF|—)\:U.t:E—OD o<l d'FV: FE
I',T9,dl'+ (Az.t)V : D

with w(7) = w(o)+1+w(7).

Then by using the value substitution lemma (Lemma [2.1.8) with 7 and o, we obtain a
proof ©" < T'1,Ty,dl’ F t{V/z} : D. Moreover, we have w(7’) < w(m)+w(c) < w(7). This
concludes this case.

e lftg=letz®@y=V®V, int and t; = t{Vo/x}{Vi/y}, we can conclude this case by
using twice Lemma [2.1.8

o If to = itern(V,V’) 0 and t; = V’. We have a proof:
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o1{1/i} €9dU F V : D{1/i} — D{i+1/i}{1/i} o2 <T,dU F V' D{1/i}
(1) o1{i+1/i} <dl' =V : D{i+1/i} — D{i+1/i}{i+1/i}  T,dU+V V' : D{i+1/i}{1/i}
I,dT Fitern(V,V V'): N7 - F

where (1) is:

D{a+1/a} C E{a+1/a} E{a+l/a} C E{at+1/a}{a+1/a} E{a+tl/a}{J/a} = E{J+1/a} E E{I/a} C F

Figure 2.4: A derivation for itern(V,V V).

DCE  ECE{it+l1/i} E{I/i}C F
01 <dl' =V : D — D{i+1/i} oo <A, dl' V' D{1/i}
Py I,dlFitern(V,V'): N/ — F IV, dl'F0: N/
-

[,I',dl + itern(V,V') 0: F

with w(7) = IHtw(o2)+] - w(o1){I/a} > 1+w(o2).

We have D{1/i} C E{1/i} C E{I/i} C F by Lemma and Lemma since
1 < I. So, by subtyping and weakening (Lemma [2.1.7 and Lemma [2.1.2)), we have a proof
o AT, IV dl'F V' : F with w(o}) < w(og) < w(T).

This concludes this case. The proof for the rule iterw with € follows the same pattern.

o If tg = itern(V,V’) s(W) and t; = itern(V,V V') W. We have a proof:

DCE E C E{it+1/i} E{I/i}C F
o1 <dl FV : D — D{i+1/4} o2 T, dl V' D{1/i} 7T, dl =W N/ JH1 <1
4 I,dl' - itern(V, V') :N! — F I',dl' - s(W) : N
-

I,T',dl F itern(V, V') s(W) : F

with w(7) = w(m)++w(o2)+] - w(o){1/i}.

We can construct a proof 7 for itern(V,V V’). The proof is described in Figure
This gives us a proof for #;.

7 <aT,dl - itern(V,V V') : N/ — F 7 <V, dl W : N/
LT, dl - itern(V,V VYW : F

T

with w(r’) = w(r)+J+w (o) tw (o) {1/i}+T - w(oy){itl /it {J /).

And we have w(7') < w(m)+J4w(o2)+(J+1) - w(or){J+1/i} so, since J+1 < I, we have
w(t") < w(m)++w(o2)+] - w(o){I/i} = w(r).

The rules for iterw in the cases sy and s; follow the same pattern.

Now we need to verify that a reduction under context strictly decreases the weight. This
can be proved directly by structural induction on contexts. O

As the indices can only define polynomials, the weight of a sequent can only be a polynomial
on the index variables. And so, in s¢T, we can only define terms that work in time polynomial
in the size of their inputs.
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Polynomial indices and Degree

For the following section on the elementary affine logic, we need to define a notion of degree of
indices and make clear some properties of this notion.

Definition 2.1.6. The indices can be seen as multi-variables polynomials, and we can define
the degree of an index I by induction on I.

e Vn € N*,d(n) =0. e For an index variable i, d(i) = 1.
o d(I+J) = max(d(I),d(J)). e d(I-J)=d(I)+d(J]).

This definition of degree is essential for the control of reductions in SEAL, that we present
in the following section. We obtain the following property for degree.

Theorem 2.1.2 (Degree). For all indices I and J, the following properties are verified:
1. For all non-zero integer k, we have I{k/i} < k%D . 1{1/i}.
2. If I < J then d(I) < d(J).

Proof. The first point is proved by induction on I. For the second point, let us first show the
following lemma:;:

Lemma 2.1.9. Let I be an index with at most one index variable i. Then, we have i) <1<
I{1/i} - D),

This is proved directly by induction on indices, and it uses the fact that the constant integers
in indices are non-zero, the image of a variable in a valuation is non-zero and an index is always
positive.

Now, we prove our theorem by contraposition. Given I,J such that d(I) > d(J), we
construct two new indices called I’ and J’ that are I and J in which we replaced all variables
by a new fresh variable i. The degree stays the same, and we have, by Lemma [2.1.9

AT <A < 1 and J' <) {1},
If we replace ¢ by k = (J'{1/i}+1) (which is a non-zero integer), we obtain:
I'{k/i} > k¥t and J'{k/i} < k%D . (k-1).

And so we have I'{k/i} > J'{k/i}. We deduce that we have a valuation p that sends all
variables of I and J to k such that I, > J,, so we do not have I < J. By contraposition, we
obtain Point 2 of Theorem 2.1.2 O

This second point shows that our notion of degree is well-defined w.r.t. the equivalence
relation between indices.

2.2 Elementary Affine Logic and Sizes

2.2.1 An Elementary Affine Lambda Calculus

We work on an elementary affine lambda calculus based on [83] without multithreading and
side-effects, that we present here. In this calculus, any sequence of reduction terminates in
” ‘77

elementary time. The keystone of this proof is the use of the modality ”!”, called bang, inspired
by linear logic. As in linear logic, there are restrictions for the duplication of variables in this
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(Lin Ax) (Glob Ax)

Le:T|Avrz:T NAz:Trz:T
T,z:T|AFM:U T|AFM:U—-T TI'|AFN:U

A
I‘|AFA$.M:T—0U() LTV |AFMN:T

(App)

JAFM:T TAFM: T  T'|Az:[T|FN:U _

y (! Intro) ; (! Elim)
I'|AYAJFIM o IT LIV |Abletlt=Min N: U
FA+-M:T a freshin I') A 'NAFM:Va.T

(V Intro) (V Elim)

I'NAFM:Va.T D'|AFM:T{U/a}

Figure 2.5: Type system for the EAL-calculus.

calculus. Moreover, the bang has a more limited use than in linear logic, this limitation gives
birth to the notion of depth. This notion is crucial to derive the elementary bound on this
calculus. To describe formally this calculus, we follow the presentation from [83] and we encode
the usual restrictions in a type system.

Definition 2.2.1. The set of terms is given by the grammar:
M,N:=x|Xe.M | M N |!M |let lx = M in N.

The constructor 1let !z = M in N binds the variable x in N. We define as usual the notion
of free variables, free occurrences and substitution.

Definition 2.2.2. The semantic of this calculus is given by the rules:
(Ax.M) N — M{N/z} let !z =IM in N — N{M/x}
Those rules can be applied in any context.

We add to this calculus a polymorphic type system that also restrains the possible terms
we can write. Types are given by the grammar:

TU:=a|T —U|IT|Va.T.

Definition 2.2.3 (Typing Contexts). Linear variables contexts are denoted I, with the shape
IF'=ax1:T,...,2n : T,. Wewrite'y,'s the disjoint union between I'y and I's. Global variables
contexts are denoted A, with the shape A =x1 : Th, ..., 2y : Toyyr 2 [T7], -y ym : [T1,]. We say
that [T] is a discharged type, as we could see in light linear logic [52, [92]. A global variable
context k1 : Th, ... xn  Tnyyn : [T4), - Ym ¢ [T),] may sometimes be denoted by A, [A']. In this
case, we consider that A =x1:Th,...,xn: T and A =y : T}, ..., ym : T},.

Typing judgments have the shape I' | A+ M : T. The intended meaning is that variables
in I' are used linearly in M while variables in A can be used non-linearly in M.

The rules are given in Figure Observe that all the rules are multiplicative for I' and,
seen from bottom to top, the ”!Intro” rule erases linear contexts, non-discharged types and
transforms discharged types into usual types. With this, we can see that some restrictions
appear in a typed term. First, in Ax.M, x occurs at most once in M, and moreover, there is no
”! Intro” rule below the axiom rule for z. Then, in let !z = M in M’, z can be used several
times in M’, but there is exactly one ”! Intro” rule below each axiom rule for z. For example,
with this type system, we can not type terms like Ax.lz, Af,z.f (f x), let lz = M in z or
let lz = M in !lx.
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With this type system, we obtain as a consequence of the results exposed in [83] that any
sequence of reductions of a typed term terminates in elementary time. This proof relies on the
notion of depth linked with the modality ”!” and a measure on terms bounding the number of
reductions for this term. We will adapt those two notions in the following part on sEAL, but
for now, let us present some terms and encoding in this EAL-calculus.

Examples of Terms in EAL and Church Integers
First, a useful term fonct : Vo, o/.!(a —o o) —olav —ola:
fonct := Af,z.let lg = f in let ly =z in I(g y).

We sketch the typing derivation for this term.

Jgi(a—oad)y:akgy:a

zla| g:[(a — )] F zla Jg:[(a—a)],y:[a] Fi(g y):la’

filla—od) |+ filla—a') zla|g:[(a — )] Flet ly =z in (g y):!a’

flla—oa'),z:la| -+ let lg = f in let ly = x in !(g y):!a’

flla—oa’) | -F Az.let lg= f in let ly = z in !(g y):!la —ola’

- | - F fonct:!(a —o ') —olar —ola’

-]+ fonct : Vo' l(a — a’) —olar —ola

| -k fonct : Va, o’ (o —o @) —olax —ola
This term allows application under a bang. Indeed, the following reduction can be derived:
fonct |IM IN —* let lg =IM in let ly =IN in (g y) =*(M N)

Unary integers can be encoded in this calculus as Church integers, with N = Va.!l(aw — o) —o
(o —o ). For example, 3 is represented by the term:

3=MAflet!lg=fin!(Az.g (g (g z))) : N.
And we can represent addition and multiplication with type N —o N —o N:
add = An,m, f.let |f = f in let lg=n!f in let !h=m !f" in !(A\z.h (g x)).
mult = An,m, f.1let lg = f in n(m lg).
And finally, one can also define an iterator using integers:
iter = Af,z,n.fonct (n f) x : Va.!l(a — a) —olav —o N —ola

with iter IM IM' n —*I(M" M').

Intensional Expressivity

Those examples show that this calculus suffers from limitations. First, we need to work with
Church integers, because of a lack of data structures. Furthermore, we need to be careful with
the modality, and this can be sometimes a bit tricky, as one can observe with the addition.
And finally if we want to do an iteration, we are forced to work with types with bangs. This
implies that each time we need to use an iteration, we are forced to add a bang in the final type.
Typically, this prevents from iterating a function which has itself been defined by iteration.
It has been proved that polynomial and exponential complexity classes can be characterized
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in a variant of this calculus with recursive types [10]. For example, with a type for words W
and booleans B we have that !W —o!!B characterizes polynomial time computation. However,
because of the restrictions mentioned above, some natural polynomial time programs cannot be
typed with the type W —o!!B. We say that this calculus has a limited intensional expressivity.
One goal of this chapter is to try to lessen this problem, and for that, we now present an enriched
version of this calculus, SEAL, using the language sfT.

2.2.2 EAL enriched with sizes: sEAL

In order to solve improve the intensional expressivity of this calculus, we enrich it with con-
structors for integers, words and booleans, and some iterators on those types following the usual
constraint on iteration in elementary affine logic (EAL). Then, based on the fact that the proof
of correctness in [83] is robust enough to support functions computable in polynomial time with
type N — N (Remark will explain this in detail), we enrich EAL with the polynomial time
calculus defined previously. We call this new language sEAL (EAL with sizes). More precisely,
we add the possibility to use first-order s¢T terms in this calculus in order to work on those
base types, particularly we can then do controlled iterations for those types. We then adapt the
measure used in [83] to sEAL to find an upper-bound on the number of reductions for a term.
Let us first give some notations on vectors.

Definition 2.2.4 (Vectors). In the following we will work with vectors of N for noe
N. We introduce here some notations on those vectors. We usually denote wvectors by pu =
(1(0), .., uln).

When there is no ambiguity with the value of n, for 0 < k < n, we note 1y, for the vector
w with p(k) =1 and Vi,0 < i < n,i # k,u(i) = 0. We extend this notation for k > n. In this
case, 1} is the zero-vector.

Let po, 1 € N"TL We write pg < p1 when ¥i,0 < i < n, puo(i) < pi(i). We also write
1o Ziex 1 for the lexicographic order on vectors. B

For k € N, when there is no ambiguity with the value of n, we write k the vector p such that
Vi,0 <i<n,u(i)==k.

Then, the concatenation of two wvectors is denoted by (uo, 1), the pointwise addition by
potp1 and the scalar product by k - p.

Terms and Reductions

Terms of sEAL are defined by the following grammar:

M,N =z | XxM|MN|IM|letlt=Min N|M®N |let z®y=M in N
10| s(M)|ifn(M,N) | iterh(M,N) |tt|£f |if(M,N)
| €| si(M) | ifw(My, My, N) | iteriy (Mo, M1, N) | [Azy, ... x1.8)(My, ..., M,)

with i € {0,1}.

Note that the ¢ used in [Ax, ...z1.t](Mi,..., M,) refers to terms defined in s¢T. This nota-
tion means that we call the function ¢ defined in s¢T with arguments M, ..., M,,. Moreover,
n can be any integer, even zero. Constructors for iterations directly follow from the ones we
can usually define in EAL for Church integers or Church words, as we could see in the previous
section on EAL. As usual, we work up to a-isomorphism and we do not explicit the renaming
of variables. As before, for words, the choice of the alphabet ¥ = {0, 1} is arbitrary, we could
have chosen any finite alphabet.
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(M.M)N — M{N/z} let lx =IM in N — N{M/z}
letz®@y=M@M in N — N{M/z}{M'/y} ifn(M,N)0 — N
ifn(M,M') s(N) — M N itery(!M,IN)n —!(M™ N)
ifw(Mo,Ml,N) e — N ifW(Mo,Ml,M/) Sl(N) %Ml N
iteryy(IMo,!M1,IN) w —!(M¥ N) if(M,N)tt — M
if(M,N) ff — N if t — ¢ insfT then [t]() — [¢']()

[)\Ltn . 1’1.t](M1, ey Mn,l,y) [)\xn,1 .. .xl.t{y/xn}}(Ml, ey Mnfl)

Figure 2.6: Base rules for sEAL.

Definition 2.2.5 (Base type values). We note v for base type values, defined by the grammar:

v:=0]|s(v)|e|si(v) | tt|£f

with i € {0,1}.
In particular, if n is an integer and w is a binary word, we note n for the base value s™(0),
and w = wy - - - wy, for the base value sy, (.. .Sy, (€)...). We also define the size |v| of v.

0] = [el = [et] = [££[ =1 |s(v)] = |si(v)] = 1+]4

We may use the following notation for terms.

Definition 2.2.6 (Iterated Applications). For terms M, M’ and an integer n, we write M"™ M’
to denote n applications of M to M'. In particular, MOM' = M'. We also define for a word w,
gien terms M, for all letter a, MW M'. This is defined by induction on words with MM’ = M’
and M®' M’ = M, (M™ M').

Base reductions are defined by the rules given in Figure Note that for some of these
rules, for example the last one, v can denote either the s¢T term or the sEAL term.
Contexts are defined by:

Cu=[|C|CN|MC|C|letlz=CinN|letle=MinC|CRN|M&C
|let z®@y=Cin N |let 2 ®y =M in C | s(C) | ifn(C, N) | ifn(M,C)
| itery(C, N) | itery(M,C) | if(C,N) | if(M,C) | s;(C) | ifw(C, M, N)
| ifw(My,C, N) | ifu(My, My, C) | iteriy(C, My, N) | iteriy (Mo, C, N)
| itery (Mo, M1,C) | Ao ... 21 t)(My, ..., Mj_1,C, M1y, ..., M,).
with i € {0,1} and j € {1,...,n}.

The reductions can be extended to any context, and so we have M — M’ if there is a context
C and a base reduction My — M| such that M = C[My] and M’ = C[M{]. In order to work

with s¢T, we use the three last rules and contexts: from the term [Ax,, ...z1.t](My,..., M,),
we could start by reducing the term M,, to obtain [Ax,, ...x1.t](Mi,..., My_1,v), then use the
second last reduction rule to obtain [Axy—1...x1.t{v/x,}|(Mi,..., My_1), and repeat n times

to obtain a term of the form [t'](). We can then reduce this term ¢ to a normal form v in s¢T
and we obtain in sEAL the term [v](). Finally, with the last rule we obtain the value v. Note
that this order for the reduction is not mandatory as contexts do not impose to always start by
reducing M,,.
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Figure 2.7: Type and measure for generic constructors in sEAL.

Types

Types are usual types for intuitionistic linear logic enriched with some base types for booleans,
integers and words.

A:=B|N|W T,U,S:=a|A|T —-U|IT|TRU |Va.T
A type A is called a base type. The type for words W depends on the choice of the alphabet X.

Definition 2.2.7 (Contexts and Type System). Linear variables contexts are denoted I' and
global variables contexts are denoted A. They are defined in the same way as in the previous
part on the EAL-calculus. Typing judgments have the usual shape of dual contexts judgments
7| A M :T. For such a proof m, and i € N, we define a weight w;(m) € N.

Definition 2.2.8 (Measure and Depth). For all integers k and n, we use the notation uk(r) =
(wWi(7), ... wn(T)), with the convention that if k > n, then pk(r) is the empty vector. We
write ji,(7) to denote the vector ul(r). In the definitions given in the type system, instead of
defining wi(m) for all i, we define py(m) for all n, from which one can recover the weights. We
will often call py(7) the measure of the proof m. The depth of a proof @ (or a typed term),
denoted depth(r), is the greatest integer i such that w;(w) # 0. It is always defined for any
proof.

The idea behind the definition of measure is to show that with a reduction step, this measure
strictly decreases for the lexicographic order and we can control the growing of the weights. The

rules are given on Figure Figure 2.8 and Figure
The rules given in Figure represent the usual constructors in EAL. Those rules impose

some restrictions on the use of variables similar to the ones described in the previous section

30



T

R

Tl

R

]

T

T

T

T

R

T|AFO:N pin () =14

c<aT |AFM:N

T|AFs(M):N () = pn ()41

c<dT |[AFM:N—T  7<aI'|AFN:T

n\T) = na+n7-+]]-
I,I |AFifa(M,N):N =T n(m) = pn (@) pn (7)o

oc<AT|AFM: (T —T) TV |ARN:IT

n () = pn(0)+pn (7)+1
I, | AF iterk(M, N): N —oIT pin () = pin () Hin (7)o

P|AFe:W n(m) =14

o<l |AFM:W

T AFsi(M):W Hn(m) = pin(0)F1a

Vi,o; <y | A M, :W — T Tl |AFN:T
| | () = i (01) 41t (02) e (7)1

Fl,FQ,F/ | A"ifW(Mo,Ml,N)ZW—OT
Vi,o; <Al | A M;: (T — T) < |AFN: T

n(7m) = pn(01)+pn(02)+un (7)+1o
[y, T2, I | A F iterly (M, N) : W —olT Hn(T) = pin (1) +pn (02) Fhn (T)

F|AFtt:B fin () = Ta

T|AFff:B pn () = 1a

o<l |AFM:T TV |ARN:T

n = MUn n 1
i [T |A+if(M,N):B =T () = pn (@) (7)o
Figure 2.8: Type and measure for constructors on base types in sEAL.
LSSk 0Ty |AF Mp:Ar 7 AW m A U
™

DTy, T | AR Mg o 2] (M, ..., My) : type(U)

() = 3% i) 1)) Lo () D1/} (b1 1y
where I = ind(U) and {j1,...,/i} = Var(w(r)) U Var(I).

on classical EAL. Observe that the constructors for base type values such as 0 and s given in
Figure influence the weight only in position one and not zero like the others constructors.

Figure 2.9: Typing rule and measure for the s¢T call in sEAL.

As a consequence, if you take for example a proof of - - v : W, then this proof has depth 1.
For the rule given by Figure we first introduce some notations.

Definition 2.2.9 (Base Types in s¢T and sEAL). For a base type A of SEAL and an index I,

we define a base type AD) in s(T:

Reciprocally, for a base type U in s{T, we define a type in SEAL type(U) and an index
ind(U).

BD:=B N =N wD.=w!

e type(B) := B and ind(B) = 1.

e type(N’) := N and ind(N') = I.
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e type(W!) := W and ind(W!) = 1I.

Note that we associate the index 1 to B since boolean values are either tt or £f, thus values
of size 1.

The premise for ¢ is a proof 7 in s¢T. In this proof, we add on each non-boolean base type
A; an index variable a;. This proof 7 must yield a base type U, and this converts to a base type
in sEAL. Moreover, the previous section gives us a weight w(7) for this proof in s¢T.

Let us now comment on the definition of p, (7). First, Var(I) is a notation for the set of
variables in I. Then, at position 0 in the weight, we put k times the degree of w(7) and ind(U).
Indeed, as one could see in the incoming definition of Red (Definition or more informally
in Remark having £ times the degree at position 0 allows the future k substitution of
T1,...,T by their actual value. Then, as this term outputs a base type, and as base types have
their size at position 1 in the weight, we add at position 1 an expression that will allow us to
bound the number of reductions in s¢T and the size of the output. Furthermore, remark that
when k£ = 0, the term [¢]() influences only the weight at position 1, such as constructors for base

types.

2.2.3 Subject Reduction and Measure

In this section, we show that we can bound the number of reduction steps of a typed term
using the measure. This is done by first showing that a reduction preserves some properties
on the measure, and then by giving an explicit integer bound that will strictly decrease after
a reduction. This proof is inspired by the methodology of [83]. The relation Red defined in
the following is a generalization of the usual requirements exposed in elementary linear logic in
order to control reductions.

Let us first express that type variables can be substituted.

Lemma 2.2.1 (Substitution of Type Variables). Suppose that 1 <T' | A+ M : T. Then, for
every type variable o and for every type U, we can derive a proof m{U/a}<T'{U/a} | A{U/a} F
M : T{U/a} with Vn, pn (1) = pn(7{U/a}).

Proof. By induction on 7. All cases are straightforward, we just need to be a bit careful with
the renaming of variables for the introduction of V and choose the good instantiation for the
elimination of V. O

Let us then express substitution lemmas for sEAL. There are 3 cases to consider: linear
variables, discharged global variables and non-discharged global variables.

Lemma 2.2.2 (Linear Substitution). Suppose that m 9Ty, : T" | A+ M : T and 0 < Ty |
A+ M : T, then, we have a proof ©’ < T1,Ts | A b M{M'/x} : T. Moreover, for all n,

pin (') < pn ()41 (0).

Proof. The proof comes from the fact that rules are multiplicative for I' and so z only appears
in one of the premises for each rule. Thus, the proof ¢ is used only once in the new proof /. [

Lemma 2.2.3 (General Substitution). Suppose that # T | Ajz : T'+ M : T and o < - |
A+ M : T and the number of occurrences of x in M is less than K, then we have a proof
AU | A M{M'/z}:T. Moreover, for all n, p,(7') < pn(m)+K - (o).

Proof. This time, the non-linearity of the variable x induces a duplication of the proof o, that
is why the measure p, (o) is also duplicated. O
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Lemma 2.2.4 (Discharged Substitution). If 7 < T | AJ[Al,z : [T'] - M : T and 0 < - |
A F M T then we have a proof ©' < T | A'J[A] v M{M'/z} : T. Moreover, for all n,

pin(7') < (wo(), (i (m) 41 (7) - in—1(0))).-

Proof. The proof of this lemma relies directly on Lemma Indeed, a variable with a
discharged type can be used only after crossing a (!-Intro) rule and then the upper bound on

tn(7") comes from the previous lemma since the number of occurrences of x in M is less than
wi (7). O

Next, let us give two important definitions, t, and Red, in order to derive the upper bound
on the number of reduction steps in sEAL.

Definition 2.2.10 (Tower of Functions). We define a family of tower functions to(x1,...,2y)
on vectors of integers by induction on n, where we assume o > 1 and x; > 2 for all i: to() =0

and ta(3317-~-7$n) — (a_xn)Qta(m ,,,,, Tp_1) fOTTL > 1.
o 23(1
For example, t,(3,4,5) = (504)2(4 " Note that ta(x1,...,xy) is a polynomial function
in z, (if z1,...,z,—1 are fixed) and a tower of exponential of height 2n for z; (if z9,...,z,

are fixed). This function gives us a bound on the measure of a given proof. However, it is
not convenient to work with, so we give a sufficient condition on two vectors p and p’ to have

ta(W) < talp).

Definition 2.2.11 (Red). We define a relation on vectors denoted Red. Intuitively, we want
Red(u, 1) to express that a proof of measure p has been reduced to a proof of measure u'. Let
w,p € Nt We have Red(p, 1) if and only if the following conditions are satisfied:

1. u>2and @ > 2.

2. 1 <iex p: there exists 0 <ig < n, p = (Wo,--.,wn) and i’ = (Wo, - -, Wig—1, Wy, -, W),
with wi, > wj .

3. There eristsd e N1 < d < (wio—wgo) such that for all j > iy, we have w} < wj-(wioﬂ)d*l.
The first condition with 5, that can also be seen in the definition of ¢,, makes calculation
easier, since with this condition, exponentials and multiplications conserve the strict order

between integers. This does not harm the proof, since we can simply add 2 to each vector we
will consider. For an example of two vectors in relation, we have Red((2,5, 3,2),(2,2,25,15)):

e (2,5,3,2) > (2,2,2,2) and (2,2,25,15) > (2,2,2,2).
o (2,2,25,15) <jex (2,5,3,2), with i = 1.

o If we take d = 3, we have indeed 1 < d < 5 — 2. Moreover, we have 25 < 3 - 32 = 27 and
15<2-32=18.

One can see on this example that Red(u, ') indicates that p' <j; p and the components
of the vector y’ are not ”too big” compared to .
We can then connect those two definitions:

Theorem 2.2.1. Let pi, ' € N*T1 and o > n, a > 1. If we have Red(, jt') then to (1) < ta ().

In order to prove this theorem, we first give some properties on t, and Red. The proofs are
often only calculation.
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Lemma 2.2.5. If p < p/ then to(p) < to(u).
This is just a simple consequence of the fact that the exponentiation is monotonic.

Lemma 2.2.6 (Shift). Let k € N*. Let u = (wo, ..., k-wi—1,w;,...wy) and i’ = (wo, . ..,wi—1, k-
Wiy wp). Then to(u') < to(p).

Proof. Let us define po = (wo, ..., w;i—2).

k>1s0k< 22k_1_1, then

k—1_ k-1 .
k-w; <w-22 < (wi)2 since w; > 2. So,
ta(HO)
(a-(k=1)-w;_1)?
a-k-w < (cz-wi)2
ta(ro) sta(pg) sta(kg)
(w;_1)? (e (k=1)-w;_1) olaw;_q)

(o k- w;)? ' < (- w;)? 2 ! and so,

2(a‘k'wz>1>2ta(u0>

ta(po, (i1, k- w;)) < (@ - w;)

We can now obtain t, (1) < to(p) by monotonicity of exponential. O

= ta(po, (k- wi—1,wy)).

Lemma 2.2.7. If2 < ;i < p then Red(u, jt').
Proof. Take d =1 and the proof is simple. O
Lemma 2.2.8. If Red(u, i) then for all gy, we have Red(u+po, 1'+10)-

Proof. The conditions 1 and 2 for Red(u+uo, t'+1o) are given by the hypothesis Red(u, it').
We keep the notations wj,wé», 19, d.

1 <d < wjy —wj, s0 1 <d < (wigtpolio)) — (wiy+Ho(io))-
Let 5 > ip, we have:
Witpo(§) < wj - (wig41)™  Ha0(F) < (wi+po(5)) - (Wigt1+H0(io+1))
since w; 17 > 1. g
We now want to prove Theorem [2.2.1]

Proof. Suppose Red(p, i1'). Using the notations from the definition of Red, we have:

©> (wo, ..., Wi +d, Wi 41, - - - ,wn) and we have
/ / d—1 d—1
w < (wo, - - - y Wig—1, Wi Wi+ (Wioﬂ) yeeeyWn ot (wi0+1) )-
Let us call pp = (wo, ..., wWig—1)-

a-d>1s0a-d< 2% then,

. a-d
as wy 41 > 2, we have (w;,+1)" d < (wig+1)* " so,

(ko)

ta
(a-d)?
2 and so

o-d
- (wip41)" < (o wipeq)
; ota(ro) ; wata(ro)
(wfy) 2(a~(d+wio))

)*7)? < (@ wipt1)

(a- (Wio-l—l
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ta(Wos - - -y Wig—1, Wiy » (wioﬂ)a'd) < ta(wo, - - -, Wig—1, Wiy +d, Wi 41)-

By Lemma since w; 141 - (wi0_|_1)(”_i0)(d_1) < (wiy+1)™?, and by monotonicity of the expo-
nential, we obtain:

—ip)(d—1
ta(wo,. .. ,wio_l,wgo,wioﬂ . (wi0+1)(" io)d=1) ywn) < ta(wo,. .. ,wz'~0+d, Wig41s- -+ Wn)-

Using several times the shift lemma (Lemma [2.2.6)), we obtain:

d—1 d—1
ta(Wos - - - s Wig—1, Wiy Wig+1 * (@Wig+1) " s v s Wi - (Wig11) ) < talwo, - . wi +d, Wi 41, - - - s wWn).
Again by Lemma we obtain to (') < to(p). O

To sum up, this theorem shows that if we want to ensure that a certain integer defined with
to strictly decreases for a reduction, it is sufficient to work with the relation Red.

Finally, we need to consider rules for polymorphism. Because of the V elimination and
introduction rules, our type system is not syntax directed. However, we can prove that for some
terms, namely introduction terms, we can ”"recover” syntax directed rules.

Definition 2.2.12. A term M;nso is said to be an introduction term if it has one of those
form:

Az M !\M | M &N |0]|s(M)|ifn(M,N)|itery(M,N) | tt | £f
| if (M, N) | €| si(M) | ifu(Mo, M1, N) | iteriy (Mo, My, N).

To each such term we can associate a typing rule, for instance to Ax.M the rule (—o), to M
the rule (1) etc. Note that these rules correspond to introduction rules and rules for base type
constructors.

For the sake of simplicity, we introduce a notation for list of objects. Let us write T to
denote a sequence 11, ...,T, of types, and Va.T to denote the type Vay ...Va,. T when T does
not begin with a quantifier. We can now present the generation lemma.

Lemma 2.2.9 (Generation lemma). Let Mino be an introduction term. Let 7 be a typing
7T | A b Mo : Ya.T, where type variables in & are fresh in T' and A. Let T' be an
instantiation of a. Let (R) denote the rule associated to Mintro and n its number of premises.
Then there exist type derivations ), ..., such that if ' is the derivation obtained by applying
the rule (R) to m, ..., 7, we have:

o ' is a typing of conclusion © AT | A+ Mintro : T{f’/&'}.

e For all integer k, pug(7') = pp(m).

For example, if 7<T" | A+ Az.M : Va.(T — U), then for any sequence of type T’ with same
length as &, such that variables in & are not free in 77, we have a proof <,z T {T"/a} |
AF M : U{T"/a} with for all k, () = px(})+10.

So for each possible shape for M0, we can state this lemma more formally just by looking
at the associated typing rule. Observe that for terms like 0, this lemma only states that the
measure of the proof is exactly 1;.

Proof. This is proved by induction on 7 <" | A = M;po : Ya.T'. Observe that for a given Mo
there are only 3 possibles rules: introduction and elimination of V and the rule (R) associated
to the form of M;,tro.
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e Rule (R). This case is trivial, this is exactly the definition of the generation lemma, with
a = (). Observe that for this case, it is important to consider only introduction terms,
otherwise there is no reason that a = ().

e Elimination of V. Suppose we have the proof

7D ‘ A+ Miniro : Voo Na. T
T | AF Mingro : V. T{T} /oo }

<

By definition, we have VEk, up(m) = pr(7). By renaming, ap and variables in a are not
free in T{}. Take a sequence of type T” with same length as &, then (7{},7”) has the same
length as (ap, @), thus we can conclude directly by induction hypothesis and using the
fact that Yk, pg(m) = pr(7).

e Introduction of V. Suppose we have the proof

Tl | AF Miptro : Va.T' ap fresh in I" and A
r | AF Mint’ro : V(Oz(), &)T

T

By definition, we have Vk, ux(w) = uxr(7). Take a sequence of type (Té,f’). Let (R)
denote the rule associated to M;no and n its number of premises. By induction hy-
pothesis, there exist type derivations 7, ..., such that if 7’ is the derivation obtained
by applying the rule (R) to 7,...,7m,, we have 7’ < T | A b Mpiro : T{T"/&} and
Vk, pi(7') = pg(m). By Lemma we can instantiate ag by T{ in 7{,..., 7, and we
obtain proofs 77,..., 7 such that, if we denote 7’ the derivation obtained by applying
the rule (R) to #{,..., 7, we have 7" <T' | A+ Mintro : T{(Té,f’)/(ao,&)}. Moreover,

for all k, pi(7") = pup() = pg(r).
U

We can now state the subject reduction of SEAL and we show that the measure allows us
to construct a bound on the number of reductions.

Theorem 2.2.2. Let 7 <<T' | A+ My : T and My — M. Let o be an integer equal or greater
than the depth of 7. Then there is a proof 7/ AT | A & My : T such that Red (o (7)+2, pa(7)+2).
Moreover, the depth of T’ is smaller than the depth of T.

Intuitively, with Lemma [2.2.9] for some terms, we can do as if the typing rules were syntax
directed. Then, the proof uses the substitution lemmas (Lemma and Lemma for
reductions in which substitution appears. For the others constructors, one can see that the
measure given in the type system for sEAL is following this idea of the relation Red. For
example, in [Axy, ... x1.t)(M1,..., Mp_1,0) = [Axp_1...21.{u/xp (M, ..., M,_1), the degree
that appears at position 0 is here to compensate the growing of the measure at position 1.
Formally, the proof proceeds as follows.

Proof. To begin with, we show that we can consider that the first rule of 7 is not an elimination
or an introduction of quantification.

Lemma 2.2.10. Let 7 <<I'| A+ My : T be a proof that does not start with an introduction or
elimination of quantifier, and My — My. Let « be an integer equal or greater than the depth of
7. Then there is a proof 7 AT | A+ My : T such that Red(pa(7)+2, pia(1)+2). Moreover, the
depth of T’ is smaller than the depth of T.
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Suppose that we proved Lemma [2.2.10] We can then prove Theorem [2.2.2] by induction on

e If 7 does not start with an introduction or elimination of quantification, by Lemma [2.2.10
we can conclude this case.

o If 7is:

o<l |AFMy:T a fresh in T', A
I'|AF My:Va.T

with (1) = p(o). By induction hypothesis with o, there is a proof o' <T' | A My : T
such that Red(pa(0)+2, pa(c’)+2). Moreover, the depth of ¢’ is smaller than the depth
of 0.

We can construct the proof 7’:

o <T|AFM:T a fresh in T, A
T |AF M, :Va.T

And we have p(7") = u(o’). We can conclude this case. The case of elimination of V is
similar.

Now, we prove Lemma [2.2.10] We first consider base reductions without contexts. With
the generation lemma (Lemma [2.2.9)), the case for the if-constructors are straightforward, it is
a simple consequence of Lemma, We detail the other cases:

o If My = (Ae.M)M' and My = M{M’/x}, we have a proof:

Ty, z: T |AFM:T
ql"1|A|—)\:U.M:T’—oT o<l |AFM T
[, 05 [AF A\eM)M - T

The double line corresponds to the generation lemma (Lemma [2.2.9). We will use this
notation everywhere in the proof.

Vn € N, pin(7) = pin(0)+pn ()42 - Lo.

The proof 7/ <1T'1,Ts | AF M{M'/x} : T is given by Lemma As a consequence, we
have:

Vn € N, 15 (1) < pin (1) +120(0) 50, VY € N, pn(7") < pn (7).

Then, it is still true for n = a > depth(7) and the depth of 7’ is smaller than the depth
of 7. Moreover, by Lemma we obtain directly that Red(uq (7)+2, pa(7')+2).

o If My =1let lx =IM' in M and My = M{M'/z} then we have a proof:
ca- | AFM T

- Ty | A [A] M T 7l | A [A 2 [T|FM:T
I, Do | A [A] Flet e =IM' in M : T
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Vn € N, pun (1) = pin(7)+(2, pin—1(0)).
By Lemma [2.2.4] we obtain a proof 7’ <y | A/, [A] - M{M'/z} : T, with:
¥n € N, (1) < (wo (), (ptn (M) +w1(7) - ptn—1(0)))-

By weakening we have 7/ < T'1,Ty | A, [A] H M{M'/x} : T. By the precedent upper-
bound, we obtain depth(r') < depth(r). Moreover, wy(7) — wo(7’') > 2, and so for @ >
depth(t) > 0, we have fio(7") <jex ta(7). Finally, for o > j > 0, we have:

wj(1')+2 < wj(m)+wi (7) - wj1(0)+2.
wi (T)42 < (wj(m)+wj-1(0)42) - (wi(m) +wo(0)+2).
w; (142 < (wj(7)42) - (w1 (7)+2).
And so we have indeed Red(fia(T)+2, i (7')4+2).

e If Mp=1letz®@y=M®M' in N and My = N{M/xz}{M'/y}, we have a proof:

o<l |AFM:T oAV |AFM T
LUV AFMOM :TT ral x:T)y: T |AFN:T"
LI'T" |AFlet 2 Qy=M @M in N : T”

T

Vn € N, pn (1) = pn (1) +1n (o) +pn (0')+2 - L.

Using twice Lemma we obtain a proof 7/ < I, I",T” | A+ N{M/x}{M' )y} :T"
with:

Vi € N, pn(7') < pin (1) +pn(0) 4 an (07) < i (7).
So depth(7') < depth(7) and for a > depth(7), pta(7') < pa(7). By Lemma we have
Red(io(7) 3, 1o(7')43).

o If My = itery(IM,!M’) k and My =!(M*M’), then we have a proof:

o1 < |AFM:T—T o< |AFM:T
Iy | ALVAJHIM (T — T) Ty | A A HIM T
[0, Ty | A [A] F iterl (IM,IM') : N —oIT o<l | A [AlFE:N
7

T, 12,15 | A [A] F iterk (IM, M)k T

Vn €N, /~Ln(7-) = Mn(0)+(4)Mn—l(al)‘l'ﬂn—l(o'Q))-
Also note that Vn € N, u, (o) = (k+1) - 1. We can construct 7'

o1 <-|AFM:T —-T o< |AFM:T

o1 <-|AFM:T —T A MEIM T
AR MM T
Fl,FQ,F3 | A/, [A] }_'(MkM/) AT

'
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Vn € N, Mn(T/) =k-11+(1,k - pp—1(01)+pin—1(02)).

We can see that depth(r') < depth(r). Furthermore, wo(7) — wo(7') > 2, so for a >
depth(T) > 0, we have o (7") <jex fta (7). We have wy (7/)+2 < (w1 (7)+2)?, indeed:

k- (14+wo (o)) +wo(02)+2 < (k+14wo (o1 )+wol(o2)+2)2.
For 1 < j < a, wj(7")+2 < (wj(7)+2) (w1 (7)+2). Indeed:
k- wj1(o1)twj—1(02)+2 < (wj—1(01)+wj-1(02)+2) (k+1+wo(o1)+wo(02)+2).

We can conclude Red(jia(7)+2, fta(7')+2). The proof for the rule iter}y follows the same
pattern.

If My = [Mvg...zt)(M{,...,M{_,,v) and My = [Azg_q...z1.t{v/xp}|(M],..., M]_,),
then we have the following proof.

V1<L<(k—1),00 Ty | AF Mj: Ay o<l | At v: Ag 7r<1xk:A§j’”'),...,x1:A(lil)l—ngt:U

7]
Oy, . Tr | A [Azg .oz 2] (MY, ..., M],_, ) : type(U)

Note that, with the generation lemma (Lemma , the proof ¢ induces that v is
either an actual integer m, an actual word w or an actual boolean tt or £f. Moreover,
Vn € N, pup(0o) = [/ - 1 and

k—1

Vi € N, pin(7) = Y (o) +lo]- Litk(d(w(m)+1)+1) - Lo+((w(m)+D){1/j1} - {1/} +1) - 1y
=1

where ind(U) = I and {ji,...,5i} = Var(I) U Var(w(w)). From the proof m, we can
construct by Lemma [2.1.3| a proof

m{|u|/ik} < xp A,(Jyl),mﬁ_l : A,(jfil), ce, T Agil) FtU{|v]/ik}
Furthermore, we can construct a proof ¢/ <1 - gt v: A',f'. By Lemma [2.1.8
Qg s AV ATV F e/} U{Jul /i)
and w(n") < w(m){|v|/ir}. We can now construct the proof 7':

(i—1)

V1< < (k-1),00 Ty | AF M) : Ay w Qapy AT e AV b t{u/ay) U lul /i)
DTk Taye e Drn [AF gy oz t{n/ae (M1, ..., M) ) type(U)

7'

Let us denote {j{,...,j;} = Var(I) U Var(w(m)) U Var(w(n’)).
Vn € N, pn(7') = I:z;lMn(UZ)Jr(k—l)(d(w(ﬂ')+1{|v|/ik})+1)'10+((w(7f/)+1{|v|/ik}){1/j{} {1/ }+1) - 1o
With this, we can first see that depth(7’) < depth(r). Moreover, by Theorem from
the inequality w(7')+I{|v|/ix} < (I+w(m)){|v|/ix}, we have:

d(w (") +I{]vl/ir}) < d((T+w(m){lvl/ir}) < d(I+w(r)).
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By Theorem ET3}, (I+w(m){lal/ik} < [t - (Tteo(m)){1/it}.

So, (T+w(m){|ol/ix}{1/71, -, g} < [T (Trw(m) {141, - )

by Lemma (the substitution for iy is either one of the j’ by definition, or irrelevant
if 7, does not appear in the indices). Now from those results, we have, Vn € N:

S

-1
pn(7) < (o) +(k = 1)(d(w(m)+1)+1) - To+(|o| T (T (m){1/51, - - g 1)1
1

~
Il

Now we can prove Red(fia (7)+2, fia(7')+2):
By the precedent bound, wo(7) — wo(7') > d(w(mw)+I)+1. Then:

e

-1
wi ()42 <> wi(e)+H WD (Trw(m) {1/, g 43,

~
= |
| =

1
wi (742 < (Y wi (o) ol (@@ D{1/41, . ., g} +3) M@ TDIL

~
I

1
wi(T)42 < (w1 (7)42) - (wi (r)+2) 4T,

And for 1 < j < a,

k—1
wj(1")+2 < ij(ai)-l—Q = wj(1)4+2 < (wj(7)+2) (wy (7)+2) AT,
=1

This proves Red(jiq (T)+§, o (T /)+§)-
If My = [to]() and My = [t1]() with tg — ¢; in s¢T. We have a proof:

T<l-bFgrty: U
I'[ At [to]() : type(U)

7]

Vi € N, ia(7) = (H@(@+D{1/j1, o 3i}) - 1

where ind(U) = I and {ji1,...,5;} = Var(/) U Var(w(w)). By Theorem the main
theorem of s¢T, we have a proof /' <« Fgr ¢ : U with w(n’) < w(w). So we can construct
the following proof.

7T,<~|—ngt1:U
L[ AF [t]() : type(U)

'«

Let us denote {j{,...,/;} all the index variables in I, w(7) and w(n’).
Vn € N, un(7') = (I+(w(@)+D{1/51, -, gy }) - 1.

We directly see that the depth does not increase. Remark that the depth of 7 is greater
than 1 in this case.

We have by Lemma .13 (w(n')+){1/41,...,j,} < (w(m@)+D){1/41,.... 5}
And so, for o > depth(r) > 1, jia(7') < pa(7), and so we have Red(pia(7)+2, pia(7')+2).

Remark that as opposed to all the precedent cases, uo(7) and po(7') are equal, and so
we need to look at position 1 to see that the measure strictly decreases. This remark is
essential in the proof of Lemma [2.4.1
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o If My = [v]() and M; = v. The fact that My can be typed by 7 indicates that v is either
an actual integer, a word or a boolean. With this remark, the typing 7" of M is just the
usual typing for those values. Moreover, we know the weight in s¢T and the measure in
sEAL for the typing proof of a value, in s¢T the weight is 0 and in SEAL the measure is
|| - 1;. Furthermore, if 7 <9+ g v : U, then we know that |y < ind(U). With this,
we have p, (1) = (1+1{1/Var(I)}) - 11 and p,(7’) = |y| - 1;. By Lemma we have
lu| < I{1/Var(I)} and so for n > 1, pun(7") < pin(7). This gives us Red(pa (7)+2, tia (7')42).
And the fact that the depth does not increase is direct.

Remark that as the precedent case, we need to look at position 1 to see that the measure
strictly decreases.

Now we need to work on the reductions under a context. For this we work by induction
on contexts, and what we have done previously is the base case. For any inductive case of
context except the ! case, the proof is straightforward, it is a direct application of the induction
hypothesis.

When the context has the form C' =!C’, the notion of depth is crucial. Indeed, suppose
M — M', My ='M and M; =!M’'. With the proof 7 for My, we obtain a proof 7 for M,
this gives us by induction hypothesis a proof 7’ for M’, and this gives us a proof 7 for Mj.
Moreover,

Vn € N, pn(7) = (1, pp—1(m)) and pin(7') = (1, prn-1(7"))-
As depth(n") < depth(m) we have:
depth(t") = depth(n')+1 < depth(n)+1 = depth(r).
And for a > depth(7), then (o — 1) > depth(m). By induction hypothesis, we have
Red(fta—1(m)+2, a1 (7')+2)

From this, we can easily deduce

Red(pa(7)+2, pa(7')+2)
Remark that this proof shows that if we had

Red(pin ()42, pn (7')+2)

we obtain N N
Red (g (T)42, 1 (7')42)

This remark is important for the proof of Lemma [2.4.1 ]
From Theorem and Theorem [2.2.1} we can easily deduce:

Theorem 2.2.3. Let 1 <T' | A+ M : T. Denote o = mazx(depth(m),1), then to(pa(n)+2) is a
bound on the number of reductions from M.

Remark 2.2.1. As explained in the beginning of Section|2.2, we show informally that the proof
of correctness in [83] is robust enough to support the addition of polynomial time functions in the
type N — N. This is a generic enrichment of FAL that does not describe the layer computing
polynomial time function.

We work in the classical FAL calculus described in Section |2.4.  For any function f from
integers to integers, we define a new constructor f in the classical EAL-calculus, and a new
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reduction rule f n — f(n), saying that f applied to the Church encoding of the integer n
is reduced to the Church encoding of the integer f(n). We consider a cost to this reduction,
depending on the integer n and the function f, that we call C¢(n). We consider that this
constructor f has type N — N.

If this function f is a polynomial time computable function, we can bound the cost function
C¢(n) by a polynomial function (n+2)? for a certain d, and we can also bound the size of f(n)
by the cost, and so f(n) < (n+2)%. The proof of correctness relies on a measure y on terms,
and as in the present work, this measure yields a bound by computing t, () (see Section or
183))-

Now if we look at the reduction rule, if we call u(f) the measure for f, we go from the
measure ji( f)+(1,n+1) to (0, (n+2)?). In order to take in consideration the cost of the reduction,
we add it in the measure. Thus, we consider that in the right part of the reduction, we have the
measure (0,2(n+2)?). If we define pu(f) = (d, 1), this reduction follows the relation Red defined
in Section[2.3. Thus, as in the present work, we can prove that EAL enriched with constructors
for polynomial functions characterizes 2k-EXP.

2.3 Examples of Programs for sEAL

Simple Examples in sEAL

We give some examples of terms in sEAL, first some terms we can usually see for the elementary
affine logic, and then we give the term for computing tower of exponentials.

Some general results and notations on sEAL

e For base types A we have the coercion A —!A. For example, for words, we have
coercy, w —* lw, with:

coerc, = iteriy ({(Aw'.so(w')), |(Aw'.s1(w')), l€).

e We write Az ® y.M for the term Az.let x @ y = z in M.

Polynomials and Tower of Exponentials in sEAL Recall that we defined polynomials
in s¢/T. With this we can define polynomials in sEAL with type N — N using the s¢T call.
Moreover, using the iteration in SEAL, we can define a tower of exponentials.

We can compute the function k — 22" in SEAL with type N —oIN.

n:N|-Fn:N o <dxy: N* g mult oq oq : N*T*
n:N|-F[Az;mult z; z1](n) : N
7w <] AnAzypmult 21 21](n) : N — N
|- I(n Az mult 21 21](n)) ¢ (N — N) |- 12: IN
|- F exp = iterf (M. [Azy.mult 21 21](n),!2) : N —IN

itery(IAn.[Azp.mult z1 z1](n),'2) k —*1((An.[Azp.mult 21 21](n))F 2) —>*!(22k).

For an example of measure, for the subproof 7, we have depth(m) = 1. From Section m
we can deduce the weight for o: w(o) = 4+6a;+3a3. We can then deduce:

p(m) = (14141 - (d(w(o)+ay - a1)+1), 1+(w(o)+as - a1){1/a1}) = (6, 15).
If we define 2§ = x and 27 +1 = 22k, with the use of polynomials, we can represent the

)

function n — 25,6(” for all £ > 0 and polynomial P with a term of type N —o!¥N.
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2.3.1 Testing Satisfiability of a Propositional Formula

We sketch here the construction of a term for deciding the SAT problem.

The term for SAT has type N ® W —!B and given a formula in conjunctive normal form
encoded in the type N ® W, it checks its satisfiability. The modality in front of the output !B
shows that we used a non-polynomial computation, or more precisely an iteration in sSEAL, as
expected of a term for satisfiability.

We encode formulas in conjunctive normal form in the type N® W, representing the number
of distinct variables in the formula and the encoding of the formula by a word on the alphabet
¥ ={0,1,#,|}. A literal is represented by the number of the corresponding variable written in
binary and the first bit determines if the literal is positive or negative. Then # and | are used
as separator for literals and clauses.

For example, the formula (x1 V2oV x2) A (23 VTo VTT) A (T2 V xo VT3) could be represented
by 4 ® |[#1014100#110|#111#0004001|#0104#1004011.

Intermediate terms in s/T

For the sake of simplicity, we sometimes omit to describe all terms in ifw or iterw, especially
for the letters # and |, when they are not important. First, we can easily define a term
occ, : W/ —o N’ that gives the number of occurrences of a € ¥ in a word. We can also describe
a term that gives the n'” bit (from the right) of a binary word as a boolean n*® : W/ — N’ — B,
And finally, we have a term Extract, : W/ — W/ @ W/ that separates a word w = wgaw; in
wo ® wy such that w; does not contain any a. This function will allow us to extract the last
clause/literal of a word representing a formula.

A valuation is represented by a binary word with a length equal to the number of variables,
such that the n'® bit of the word represents the boolean associated to the nt" variable. To
begin with, we define the term LittoBool : N/ —o W/ — WX — B such that given the number
of variables, a valuation and the encoding of a literal, this term yields the boolean value that
the valuation assigns to the literal. This term is described in Figure [2.10

We then define a term ClausetoBool : N/ —o W7/ — WX —o B such that, given the number
of variables, a valuation and a word representing a clause, this term outputs the truth value of
this clause using the valuation. The definition is given in Figure With this we can check
if a clause is true given a certain valuation. We can define in the same way a term for the
truth value of a formula FormulatoBool : N/ —o W/ — WX —o B. It is the same definition as
ClausetoBool, where we replace "or” by "and” and "LitttoBool” by ”"ClausetoBool”.

Testing all different valuations

Now that we have FormulatoBool, all we have to do is to test this term with all possible
valuations. If n is the number of variables, all possible valuations are described by all the
binary integers from 0 to 2™ — 1. Thus, intuitively, given the number of variables n and the
formula wy, we want to compute:

2n—1
\/ FormulatoBool n v Wi.
v=0

In order to do this, we use the constructor for iteration defined in Section [2.1.1}
recVt)yn=>"Vn—-1(Vn-2(.. (V0t)...))

. We can then give the term for SAT as described in Figure 2.10]

43



LittoBool= An,v,l. ifw( Al’. nth v (CBToUn n 1) ,Al’. not (nth v (CBiToUn n 7)) ,ff) I

ClausetoBool= An,v,c. let w®b = itern(
A @b, let wo®@wi = Extracty w in wy ® (or b’ (LitttoBool n v wi))
¢ @ ff

) (occy ¢) in b

SAT=E Mn @ w. let !lr = 1iter!n (
'(Ang ®ny. succ(ng) ® [double](ny))
SO0 ® 1)
) nin let !wy = coerc win !( let n®exp = r in
[An, exp,ws. rec(Av,b. or b (FormulatoBool n (CUnToBi n v) wy),ff) exp](n,ezp,wy))

QBF= W ® ¢ ® f. FormulatoBool (length v) v f

QBF = W R@n®exp®qQ f. rec(
Av’,b. (andor ¢) b (QBFy (conc v (CUnToBi n v’)) ® (not ¢q) ® f) ,q
) exp

SubSune Awg . Riterw(
A ®r. let wg®@wy = Extract) win wp ® r
w7, let wo ® wy = Extract] w in wy ® (Binaryadd r wi)
,ws ® sg(epsilon)
)
SolvSubSume= M ® wg. let !r = (exp [occ)] ® coerc)(ws) ® (coerc k) in
'An,w, k. rec(Av,b or b (equal k& (SubSum w (CUnToBi (occ| w) v))),ff) n](r)

Figure 2.10: Examples in sEAL.

The first iteration computes both 2" and a copy of n. This technique is important as it
shows that the linearity of sEAL for base variables is not too constraining for the iteration.
Then, the second iteration in s¢T computes the big "or” given previously. Note that we need
to be cautious about how to write integers, the number of variables n and exp (the integer
representing 2") are given in unary, but we need the valuation in binary. And with that we
have SAT : N ® W —o!B.

Defining a s/T term for QBF}

Now we consider the following Q) BF}, problem, with k being a fixed non-negative integer. Take
a formula:

Qkxna Tn—1y--- 7l‘ik71+1' Qk—lxik,laxik,171) s 7‘Tik,2+1 R leilyxilfla .. $0¢

The formula ¢ is a propositional formula in conjunctive normal form on the variables from
xo to Ty, and Q; € {V, 3} are alternating quantifiers. That means that if )1 is V then Q2 must
be 3 and then ()3 must be V and so on. Here the variables are ordered for simplification. It can
always be done by renaming. And now we have to answer if this formula is true. This can be
solved in our enriched EAL calculus.

First, let us talk about the encoding of such a formula. With those ordered variables, a
representation of such a formula can be a term of type Ny ® Np_1 ® - - ® N1 ® B® W. For all
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i with 1 < ¢ < k, N; represents the number of variables between the quantifiers ); and @Q;_1.
The boolean represents the quantifier QQ%, with the convention V = tt. And finally, the formula
¢ is encoded in a word as previously. This is not a canonical representation of a formula, but
for any good encoding of a (QBF}, formula we should be able to extract this information with
a sfT term, so for simplification, we directly take this encoding. For example, with £ = 2, the
formula:

Vs, ro.dzq, :L‘o.(:b‘l V xgV .%'2) VAN (.%'3 VoV 1‘71) A (.%'72 VoV 1‘73)

is represented by:

2®2® tt ® |[#101#1004110]#111#0004001|#01041004011.

Now we define by induction on k a s¢T term called QBFj for k a non-negative integer. We
give to this term the type:

QBF : WX @ N* @ N* @ - - @ NIt @ N”' @ B @ WE?2 — B.

One can see a similitude with the representation of a SAT formula. But we add some arguments.
First, the argument w, of type WX is a valuation on free variables of the Q BFj, formula. Then
we are given for each quantifier two integers n; and exp; of type N’s and N7, with n; being the
number of variables between the quantifiers @; and @;_1, and exp; = 2™¢. Finally, the boolean
represents the quantifier Q) and W2 is a formula on variables from z to Ty 4. g Hength(wy)—1-

QBF has almost already been defined. See Figure for the exact term.

Now, let us describe the term for QBF;. One can observe that it is close to the s¢T term SAT.
First, we have andor : B — B — B = if(and, or). We also write conc : W/ — W/ —o W/T/
the term for concatenation of words. With that we can define QBF; as explained in Figure [2.10
So, contrary to SAT, we do not always do a big ”or” on the results of QBFy but we do either a big
7and” if the quantifier Q% is V, or a big ”or” if the quantifier is 3, as one can observe with the
use of andor. And when we call QBF, we have to update the current valuation w, and we have
to alternate the quantifier. Now with this intuition, we can deduce the general term for QBF;
using QBF}, and then we can also deduce the sEAL term that just computes the arguments of
the s¢T term QBFj (with only one ”!” as we only need to compute exponentials) and uses this
function. And so, we obtain a term solving Q BF} with type Ny @ Ng_1®---@N; R BW —!B.

2.3.2 Solving the Subset Sum Problem

We give here another example of solving an NP-Complete problem. Given a goal integer k € N
and a set S of integers, is there a subset S’ C S such that Y  n = k? We explain how we could

nes’
solve this problem in our calculus. We represent the SUBSFET SUM problem by two words,
k written as a binary integer and a word of the form [nq|ns|...|nm, with the integers written

in binary, representing the set S. In order to solve this problem, we can first define a s¢T term
equal : W/ — WY/ — B that verifies if two binary integers are equal. Note that this is not
exactly the equality on words because of the possible extra zeros at the beginning. Then, we
can define a term SubSum : W/ — WY — W/ such that, given the word wg representing the
set S and a binary word wg,, with a length equal to the cardinality of S, this term computes
the sum of all the elements of the subset represented by ws,p, since this word can be seen as
a function from S to {0,1}. See Figure for the term. We obtain a type W'/ for the
output because we iterate at most J times a function for binary addition which can be given
a type W — W/ — W@l Note that to define this function, we use Extract| defined
previously. Then, we can solve the SUBSET SUM problem in the same way as SAT in the
term SolvSubSum. The notation (f ® g)(x), when f and g are functions defined by iterators,

45



stands for the function defined by iteration on a couple, where the first projection will compute
f and the second one g, such as before in SAT. And so, we obtain a term of type W ® W —!B.
We could also construct a term that gives us the subset corresponding to the goal, by changing
the type in the iteration rec from N — B —o B to N® — (B ® W!) —o (B ®@ W'), W/ being the
type of the argument w.

2.4 Complexity Results: Characterization of 2k-EXP and 2k-
FEXP

Now that we have proved Theorem we have obtained a bound on the number of reduction
steps from a term in sEAL. More precisely, this bound shows that between two consecutive
weights w; 11 and w;, there is a difference of 2 in the height of the tower of exponentials. This
will allow us to give a characterization of the classes 2k-EXP for & > 0, and each modality ”!” in
the type of a term will induce a difference of 2 in the height of the tower of exponentials. With
exactly the same method, we also have a characterization of the classes 2k-FEXP for k > 0.

Restricted Reductions and Values

First, we show that the previous bound on the number of reductions steps in Theorem [2.2.3] can
be improved. Indeed, if we restrict the possible reductions, we obtain a more precise bound.

Definition 2.4.1 (Reductions up to a Certain Depth). For i € N, we define the i-reductions,
that we note —;:

o Vi>1,[t]() =i [t']() if t = t' in s{T. Moreover, [v]() —; v.

For the other base reductions M — M’, we have Vi € N, M —; M’.

For alli € N, if M —; M’ then M — 1 |M’.

For all others constructors for contexts, the index i stays the same. For example with the
application, we have for all i € N, if M —; M’ then M N —; M’ N.

Now, we can find a more precise measure to bound the number of i-reductions.

Lemma 2.4.1. Leti € N, 7T | A t My T and My —; My. Then there is a proof
7T <AT | A My : T such that Red(u;(7)+2, pi(7")+2).

The proof of this lemma is very similar to the proof of Theorem the details are
expressed in the proof of Theorem We can then deduce the following theorem using
previous results on the relation Red.

Theorem 2.4.1. Let 1 <T | A+ M : T and o = max(i,1). Then to(pi(m)+2) is a bound on
the number of i-reductions from M.

Let us now give an over approximation of the set of closed normal terms for i-reductions,
that we call i-values.

Definition 2.4.2 (Values Associated to Restricted Reductions). We define for alli € N, closed
i-values V* by the following grammar.

VYi=M
Vi > 1, V= e M |V Vi@V 0] s(V | itn(VE, VY | itery(VE, Vi)
| et | ££ [ 12V, VY) | €| sa(V7) | ifw(Vy, Vi, V5) | dtery (Vi V/, V3)
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We can then prove the following lemma:

Lemma 2.4.2. Let M be a term. If M is closed and has a typing derivation then, for alli € N,
if M is normal for i-reductions then M is an i-value V.

The proof is very similar to the one of Lemma Note that we do not have the converse,
an i-value is not a normal form for i-reductions. However, we do not need the converse to obtain
the complexity results, we are only interested in base type closed i-values with ¢ > 1. That is
why 0-values and non-closed term, such as M in Ax.M, are so generic.

From the previous results, we now have that, from a typed term M, we can reach the
normal form for i-reductions for M in less than #;(u;(7)+2) reductions, and this normal form is
an i-value.

A Characterization of 2k-EXP

Now, we sketch how the type IW —o!*T1B can characterize the class 2k-EXP for k > 0. Recall

that 27 is defined by 2§ = z and 2 41 = 2%. The class k-EXP is the class of problems solvable
(n)

by a Turing machine that works in time Qi on an entry of size n, where p is a polynomial. First
we show that the number of reductions for such a term is bounded by a tower of exponentials
of height 2k.

Lemma 2.4.3. Let 7 <1« | - -t !W —o!*T1B. Let w be a word of size |w|. We can compute the
result of t \w in less than a 2k-exponential tower in |w).

Proof. Observe that the result of this computation is of type "B, and a (k+2)-value of type
I*H1B is exactly of the form *T1tt or I*T1££. So it is enough to only consider (k+2)-reductions
to compute the result, by Lemma The measure p, of t 1w is py, = pp(m)+2-Lo+|w|-1s. By
Theoremwe can bound the number of reductions from ¢ lw by tk+2(uk+2+§). By definition,
in t49(tpt012), we can see that the weight at position 2, where the size of w appears, is at
height 2k. O

Now we have to prove that we can simulate a Turing-machine in our calculus. This proof is
usual in implicit complexity [10} 8]. Formally, we want to show the following lemma.

Lemma 2.4.4. Let k be an integer. Let T M be a Turing machine on binary words such that,
for an input word w, TM works in time 2§]§|w|), where P is a polynomial function. Then, T M

can be simulated in sEAL by a term of type W —o!FT1B.

The first thing we prove is the existence of a term in s¢T to simulate n steps of a deterministic
Turing-machine on a word w. Suppose given two variables w : W' and n : N», we note Conf;
the type Wivti @ B @ Wiwti @ B?, with ¢ an integer and B? being ¢ tensors of booleans. This
type represents a configuration on a Turing machine after j steps, with B? coding the state,
and then wy ® x ® w represents the tape, with z being the head, wg represents the reverse of
the word before j, and w; represents the word after z. We then define some terms in s¢T that
work with this encoding. First we have a term init such that w : W* n : N - init : Conf;
and init computes the initial configuration of the Turing machine. Then, we have a term step
with - = step : Conf; —o Confj;; that computes the result of the transition function from a
configuration to the next one, and finally we have a term final with - F final : Conf; — B
verifying if the final configuration is accepted or not. More precisely, this is given by:

e Given an initial state s of size ¢, we can code this state in a term s : B4, Then we pose:

init = e ® (ifw(\w' .£ff @ W', ' tt @ W', ff @ €) w) @ s.
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e Given for each state s of size ¢ and boolean b a transition function of the shape 6(b,s) C
{left,right, stay} x {0,1} x {0,1}9, we can construct the term step:

step=Ac.let 2 ® bRy ® s = c in (caseqt1(tpatt,. .., t1q+1)) (b® ).

The term case is a notation for a sequence of conditionals on the tensor of booleans of
type B@tD) in this case b®s. For a given boolean b and a state s, we define t;55 according
to d(b, s). For example, if §(b, s) = (left, ', s"), we define:

thgs = (ifw(Aw.w @ ££, \w.w @ tt,e @ ££) ) @ sy (y) ® 5.

e Given for states of size ¢ a function accept : B¢ — B (constructed with case,), we can
construct the term final:

final = Ac.let 2®b®y ® s = ¢ in accept(s).

Now, suppose given a one-tape deterministic Turing machine 7'M on binary words such that
for words w, T'M works in time 2;(“”'). As usual, we suppose that T'M has an infinite tape,
this means that on an input w, the Turing-machine can read outside the bound of w and in
this case, it reads a 0. We can compute a term in SEAL ¢y such that - | - F t7py (W —olkt1B
and on an input lw, the term reduces to the term !*T1p with b = tt if w is accepted by T'M,
and b = £f otherwise. For this, we show how to decompose the work in order to construct this

term.
1. We duplicate the word given in input.

2. With one of those words, we compute the length of the word, and we keep the other one
as a copy.

3. Now that we have the length, we can compute 25]5‘1”')' So we obtain lw®!FTln with n
representing 2;(‘1”‘). By using the coercion, we obtain Ik ly@!* Ty, We can then give

this word and this integer as an input for a s¢T program using the s¢T-call of sEAL.

4. In s¢T, by using the previously defined term init with the word w : W and the integer
n : N, we obtain a configuration C; of type Conf; representing the initial tape of the
Turing machine.

5. By iterating n times (using the constructor itern) the term - - step : Conf; —o Confiy, ,
from C, we obtain a term of type Conf; . By definition, this term is a representation of
the tape of the Turing machine after n steps, that is to say at the end of the computation.

6. Finally, with the term final we can extract the result of the computation as a boolean
in sfT.

7. As the word and the integer we used in the s¢T-call had the type *"TTW@IFTIN, we obtain
in SEAL the result of the computation as a boolean of type k1B,

In conclusion, we can simulate T'M by a term of type !W —olkT1B,
With this, using Lemma [2.4.3] we obtain the following theorem.

Theorem 2.4.2. Terms of type W —o!* 1B characterize the class 2k-EXP.
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As explained previously, this theorem can be expanded for the classes 2k-FEXP, that is the
class of functions from words to words that can be computed by a one-tape Turing machine with
a running time bounded by 212’,9“)') on a word w. For more precise definitions of such classes, see
[10]. This characterization uses the same proof, replacing W —olk 1B with IW —olFT1W.

Let us now briefly compare this result for sEAL with the situation for EAL. Recall that
in EAL with recursive types, we can characterize k-EXP with the type W —o!*T2B [8]. The
difference can be explained by the fact that in EAL, in the type N — N we only have polynomials
of degree 1 (polynomials in general have the type !N —o!N), whereas in our case, polynomials
have the type N — N.

To sum up, we showed in this chapter that from a type W — W with enough polynomial
time functions, the bang modality from elementary linear logic leads to a characterization of
2k-FEXPTIME in the type !W —o!**11//. We believe there should be more elegant presentation
of this result, but the idea in itself of combining a rather expressive language with linear logic
modalities can be of interest, since being able to characterizing a specific complexity class can
lead to characterizations of other classes.

In the following, we will focus on complexity analysis of programs, instead of characteriza-
tions of complexity classes. So, not only we want some complexity bounds on programs, but we
want those bounds to be as precise as possible. We thus define a framework, relying on sized
types, where sizes are far more expressive that the one of s¢T, in order to carry this complexity
analysis.
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Chapter 3

Complexity in a Functional
Language with Sized Types

In this chapter, we present a simple functional language, with data-types and fixpoints, for
which we give a sized type system for complexity analysis. This sized type system is inspired
both by [6] and [29], and it relies mainly on polymorphic use of integer variables and explicit
annotations for complexity and sizes in types. Moreover, the language we define uses an explicit
tick constructor, which will be our abstraction of complexity: a tick accounts for one unit of
time, and all other constructors are considered to take zero unit of time. This allows for a more
flexible notion of complexity, and we can recover usual notions as a special case. For example,
the number of reduction steps could be recovered by adding a tick after a function call or a
pattern matching.

The goal of this chapter is to present this sized-type system first in the usual context of a
functional language, with all the notations we use to write sizes. This type system will later be
adapted for parallel complexity. Then, we present a proof of soundness: the type system gives
a bound that is indeed greater than the number of tick that we can see during a reduction.
The methodology for this proof will also be used throughout the thesis. First, we prove some
structure lemmas on the type system, then some usual substitution lemmas, showing that
variables are well-behaved. Finally, the main theorem is subject reduction, showing that typing
is preserved by reduction, and that the complexity derived from a typing behaves accordingly.

3.1 A simple functional language with sizes

3.1.1 Syntax and Semantics

The language we consider for this chapter is a A-calculus with data-types, pattern matching and
fix point for functions. In order to account for complexity, we will also use a tick constructor
to indicate which parts of the term should count for the reduction cost in a program. By a
slight abuse of language, we call this language PCF, as the features are globally the same, even
if the syntax does not respect the usual syntax of PCF.

Definition 3.1.1. The sets of terms and values are given by the following grammars:
M,N:=z|Xe.M | M N | (M,N) |m M |m M| tix fo = M |tick.M
| 0 ‘ s(M) | match M {0~ Np;; s(x) — Na}
V,W =gz | Ae.M | (V, W) | 0] s(V)
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AN M)V —g M[z :=V] i (V1, Vo) =0 V;

(fix fo = M)V =9 Mz :=V][f = (fix fz = M)] tick. M —1 M

match 0 {0 +— Ny;; s(z) — No} —o Vg

M —, N
match s(V) {0 — Ni;; s(x) = No} —o No[z := V] C[M] =, C[N]

Figure 3.1: Semantics for PCF

So, we have standard lambda calculus, constructors for integers with a pattern-matching,
pairs and projections, the tick constructor as the only source of complexity, and fix fx = M
which is a function defined recursively, so in M both x and f are free variables. We only have
integers as data-types, but this is merely for the sake of simplicity, the type system could
be extended to other data-types, as long as the pattern-matching rule is well-defined. See
Remark B.1.3] for more details.

As usual in a functional language, we may use the notation let x = M in N to denote the
term (Ax.N) M. We also use (A{z,y).N) to denote (Az.let x = 7 z in let y = my z in N), and
similarly for fix f (x,y) = M. Finally, we use n when n is an integer to denote s(s(---s(0)))
with n calls to successor.

We then define a call-by-value semantics for this language. It is described by a set of base
rules and a contextual rule. We also annotate rules by their complexity, where any standard rule
has complexity 0 and removing a tick has complexity one. The rules are given in Figure (3.1
We use the notation M [z := N| to denote the term M in which the free variable x has been
replaced by N.

Definition 3.1.2. The contexts are defined by the following grammar:
C=[|Mc|cv]|©M]|MC)|mC|s(C)|match C {0 Ni;; s(z) — Na}

The important points of this semantics is that first it is call-by-value, so for the complexity
it means that if we have a tick in an argument, then it is reduced before being used as an
argument. This avoids in particular duplication and erasure of a tick by a function call. For
the function defined by fixpoint, we only unfold this fixpoint in an actual call to this function.
This avoids unnecessary unfolding. In this sense, the fixpoint constructor in this language differs
from the usual fixpoint operator in PCF. Still, it behaves as expected, as shown in the following
example:

Example 3.1.1 (Reduction with Fixpoint). Consider the term M :
fix f x = tickmatch z {0+— 0;; s(y) — f y}
Then:

(M 1) —¢ tickmatch 1 {0+ 0;; s(y) — M y} —1match 1 {0~ 0;; s(y) —» M y}
—0(M 0) —¢ tickmatch 0 {0+ 0;; s(y) — M y} —1match 0 {0 0;; s(y) — M y}
—00

Then, we easily define the complexity of a term.
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Definition 3.1.3 (Complexity of a Term). The complexity of a reduction M —; N, where =7
is the reflexive and transitive closure of (—o U —1) is defined as the sum of the cost through
this reduction. Then, the complexity of a term M is defined as the maximal complexity over all
reductions from M. This complexity could potentially be infinite.

So on the previous example, the complexity is then 2, as expected. Let us look at another
example.

Example 3.1.2 (Fibonacci). We can define the Fibonnaci function, where we count the number
of calls, with the following terms:

ADD := fix add (z,y) = match z {0+ y;; s(z’) — s(add (x',y))}
FIB :=fix fibx = tickmatchz {0~ 0;; s(2') = match 2’ {0~ 1;; s(2”) — add (fib 2/, fib 2")}}

Then, the complexity of (FIB n) is given by F(n) where

FO)=F(1)=1 F(n+2) = 1+F(n+1) + F(n)

3.1.2 Sized Types

We now focus on a typing system for this functional language, such that we can extract a bound
on the complexity of a program from a typing derivation. We give a presentation of sized types
inspired by [6]. This type system will be close to the base we use for the m-calculus, and we
present it to illustrate the interest of a sized type system. With regard to [6], there are some
differences to notice. We choose a more generic form of arrow types, not well-suited for type
inference but that generalizes the canonical types of [6]. Moreover, we annotate explicitly types
with complexity, but we explain in Remark [3.1.2] that this is in fact not a big difference with
regard to [6]. And finally, we choose a presentation of sizes adapted to this thesis, and inspired
by [29].

As the previous type system described in Section this system relies on the definition of
indices to keep track of the size of values in a process.

Definition 3.1.4. The set of indices for natural numbers is given by the following grammar.
LK =i,k | f(I1,...,1,)

The variables i,j,k are called index variables. The set of index variables is denoted V. The
symbol f is an element of a given set of function symbols containing addition and multiplication.
We also assume that we have the subtraction as a function symbol, with n—-m = 0 when m > n.
Each function symbol f of arity ar(f) comes with an interpretation [f] : N*(f) - N.

Given an index valuation p : V — N, we extend the interpretation of function symbols to
indices, noted [I], with:

[[Z]]p - p(Z) [[f(lla <o 7Iar(f))]]l7 = [[f]] ([[Ilﬂm T [[Iar(f)]]ﬁ)
In an index I, the substitution of the occurrences of i in I by J is denoted I{.J/i}.

Definition 3.1.5 (Constraints on Indices). Let o C V be a set of index variables. A constraint
C on ¢ is an expression with the shape I <1 J where I and J are indices with free variables in
¢ and <1 denotes a binary relation on integers. Usually, we take <1 € {<,<,=,#}. Finite set
of constraints are denoted ®.
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For a set ¢ C V, we say that a valuation p: ¢ — N satisfies a constraint I 1 .J on ¢, noted
p EI>1J when [I], > [J], holds. Similarly, p E ® holds when p F C for all C' € ®. Likewise,
we note ¢; & F C when for all valuations p on ¢ such that p E ® we have p F C. Notice that the
order < in a context ; ® is not total in general, for example (i, 7);- ¥ ¢ < ij and (i,7);- ¥ ij < i.

Remark 3.1.1 (More Complex Indices). This definition of indices allows any usual function
to be defined, but it does not allow some more complex indices that are used for example in [29].
For example, we cannot define

>

0<:i<I

where, if we call ¢ the set of index variables in I and J without i, and we have p : ¢ — N,

1,
[D . 1o = i)
0<i<I =0

A usual way to add this kind of indices is to explicitly put them in the definitions, or we could
alternatively consider higher-order interpretation of indices, where for example the pair of this
index J and the index variable i would be interpreted as the higher order function of type N — N

defined by
[[(J7Z)]]p(n) = [[‘”]p[zﬁn}
For the sake of simplicity, we keep here the simple interpretation of functions.

We now define the sized type system by enriching usual base types with sizes, and by adding
some polymorphism and complexity information in an arrow type.

Definition 3.1.6 (Types). The set of types is given by the following grammar:

T,S:=Nat[I,J] | T x S |Vi.T = S

Intuitively, an integer n of type Nat[I, J] satisfies I <n < J. A function of type ViT =k S
is of type T{I/i} = k(i S {I/i} for any sequence I of indices, and K is the complexity of a
call to this function. The important point is that it can express a complexity which depends on
the size, for example a linear time function from integer to integers that doubles the size of its
input could be typed with Vi.Nat[0, ;] =; Nat[0, 2i]. We will use Nat[/] to denote the singleton
type Nat[, I]. We only consider well-defined intervals, so in order to use the interval [I, J] in a
context ¢; ® we must have ;& = I < J.

Let us give some notations that will be used throughout the thesis before giving formal rules.

Definition 3.1.7 (Notations for Contexts). From now on, when we write (p,1), it is always
assumed that i ¢ . So, for example in Figure in the rule for arrow, it is implicit that i
are fresh index variables. Note that this can always be done by renaming.

Similarly, for a context I' = x1 : 11, ...,z : Ty, when we write I',x : T, then it is assumed
that x is not already in T

However, for the set of constraints, we write ®,1 >1J to denote the set U{I x J}, without
any assumption on whether this union s disjoint.

With those types comes a simple notion of subtyping. Intuitively, subtyping allows to take
a larger bound on the size of an input, and a smaller bound on an input. This is described by
Figure A subtyping judgement has the shape p; ® =T C T’, where the free index variables
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o;@ET>T o;dEJ<J o ®ETCCT o;dFSCY
0@ F Nat[Z, J] C Nat[Z’, J'] o OFTXxSCT x &

(0,1);@FT'CT  (p,1);PEK <K  (p1);®FSCS
P Vi T =5 SCViT = S

Figure 3.2: Subtyping Rules for PCF with Sizes

of T, T', ® should be included in . In this thesis, almost all relations depend on a context
p; @, and ¢ always describes the set of usable free index variables, and ® a set of constraints
on . A way to understand the rule for subtyping is just to reason about set inclusion. The
set of integers between I and J is included in the set of integers between I’ and J' if I < I’
and J < J'. A function from T to S with complexity bounded by K is included in the set of
function from a smaller set T”, to a greater set S’. And if K < K’, then the complexity of this
function is indeed bounded by K.

We can extend this subtyping relation to contexts, so given I' = x; : T1,...2, : T, and
IM=ua1:T7,...,2,:T), we say that ;@ FT CIVif ;@ FT; C T/ for all 1 <i <n.

A typing judgement has the shape ¢; ®;I' - M : T'< K, with the meaning that under the
constraints @, then M has type T in the typing context I', and K is a bound on the complexity
of M. The typing rules are detailed in Figure |3.3

(@,z);Q;F,x:Tl—M:SGK
Lp;@;F")\LE.MZVF{.TjK S<0

;oD THx:T<0

©:®; T FM:ViT =k S<K; ©;®; T+ N :T{I/i} 1K
©:;®;TFM N:S{I/i} <« Ki+Ko+K{I/i}

;& I'FM:TaK; ;O TEN:SaK> ;O 'FM:Ty xTe< K
0;®;TH(M,N): T x S<Kqi+ K> ;O Tkm M:T, <K

(0, 1);®; 0, T, f:ViT = SFM:SaK ;& THM:T<K

oo T Ffix fo = M:ViT =k S<0 ;@I - tick M : T < K+1

©;®; ' M :Nat[l, J]< K
©; ®; T F s(M) : Nat[I+1, J+1] < K

©; ;T 0: Nat[0,0] < 0

@;®; Tk M :Nat[l,J]<K"  ¢;(®,I<0);TFN :T<aK ¢;(®,J>1);T,z:Nat[I-1,J-1]F No:T< K

©; ®;T Fmatch M {0+ Ny;; s(x) = No}: TaK'+K

o; &' FM:T <K' o ®FTCTY o ®FT' CT 0 dF K <K
;& 'FM:TaK

Figure 3.3: Sized Typing Rules for PCF

In this typing system, we observe that all values are given complexity 0, this is expected as
a value is in normal form so has indeed complexity 0. The rule we should explain is the one for
application. In order to call the function M, we first need to instantiate the variables in i by
actual indices. Once this is done, the complexity of M N is the complexity of reducing N to
a value Vy (K3), then reducing M to a value Vs (K1) and finally the complexity of reducing
Vs applied to Vi, which is given by the complexity of the arrow type.

Let us give an example of typing, with the Fibonacci function described in Example [3.1.2

Example 3.1.3 (Typing of Fibonacci Function). The typing for ADD is given in Figure
and the one for FIB is described in Figure[3.5. In this example, and in the following ones, we
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;i > 1; T2’ - Nat[i-1] F (2, y) : Nat[i-1] x Nat[j] <0
;1 > 1; 02" - Nat[i-1] - add (z',y) : Nat[(i-1)+5] <0
(1,7);i <OF j =itj @;i > ;1,2 : Nat[i-1] F add (2, y) : Nat[(i+5)-1] <0
;9 < 0;T F y: Nat[i+5] <0 ;i > 1;T, 2"« Nat[i-1] F s(add (2/,y)) : Nat[i+j] <0
(4,7); ;- Nat[d], y : Nat[j], add : T+ Fmatch = {0 — y;; s(2’) — s(add (z',y))} : Nat[i+j] <0
;- fix add (z,y) = match x {0+ y;; s(z') — s(add (2, y))}: T4 <0

Figure 3.4: Typing for ADD in PCF

@; ®;T F fib o’ : Nat[Fib(i-1)] < F(i-1) @; ®; T F fib x” : Nat[Fib(i-2)] < F(i-2)
@; &;T F (fib o', fib 2”) : Nat[Fib(i-1)] x Nat[Fib(i-2)] < F(i-1)+F (i-2)

©; ®; 2 : Nat[i], 2’ : Nat[i-1], 2" : Nat[i-2], fib: Ty = ADD (fib o', fib x'’) : Nat[Fib(i-1)+Fib(i-2)] < F(i-1)+F (i)

i;(¢ > 1,4-1 > 1); 2 : Nat[d], 2’ : Nat[i-1], 2" : Nat[i-2], fib: Ty = ADD (fib a’, fib ') : Nat[Fib(i)] < F(i)-1

i34 > 1;2 : Nat[é], 2 : Nat[i-1], fib: T¢ F match o’ {0 — 1;; s(z”) — ---} : Nat[Fib(¢)] < F(i)-1
4552 : Nat[d], fib: Ty Fmatch « {0 — 0;; s(z’) — match &’ {0 — 1;; s(z’) — ---}}: Nat[Fib(i)] <« F(i)-1

i; ;2 : Nat[é], fib: Ty F tickmatch 2 {0 — 0;; s(z’) = match 2’ {0 — 1;; s(z”) — ---}} : Nat[Fib(i)] < F'(¢)

e fix fibx = tickmatch z {0+ 0;; s(z’) — match 2’ {0 — 1;; s(z”) — ADD (fib «’, fib 2”")}} : T§ <0

Figure 3.5: Typing for FIB in PCF

may omit some easy premises, we represent a subtyping rule by a double line, without precising
the constraints when they are obvious, and we may automatically rename contexts in order to
gain some space. For this example, we denote by T'y and Ty the types

T, :=V(i,7).Nat[i] x Nat[j] =¢ Nat[i+/] Ty := Vi.Nat[i] = p(;) Nat[Fib(i)]

where I is the function described in Example and Fib is the index function representing
the Fibonacci function.

Remark 3.1.2 (About Explicit Complexity in Types). Contrary to the sized types literature,
we add explicitly complezity in types. One may think that this makes the type system too
complicated, but we show informally that this is in fact equivalent to types with only sizes.
Indeed, it is well-known that for an imperative language, complexity can just be computed as the
size of a global variable that we increment through the computation. For a functional language,
we can do the same thing with a simple state monad, where we choose Nat for the state space.
This is in fact what is done in [6]. In our case, the tick constructor would then correspond to
incrementing this state, and the complexity K in an arrow type corresponds to the difference on
the size of this state between output and input, and so in this sense, complexity is just the size
of one particular state that we follow through the computation.

Remark 3.1.3 (Pattern Matching for Other Data-Types). We only presented the pattern
matching for integers in this section. The pattern matching for words can easily be found as an
extension of the one for integers, and the one for lists will be given formally in a later section,
in Figure[{.11]. If we want to consider algebraic-data types, then pattern matching will be more
complex. For example, consider the case of trees. For a tree, we may want two informations
about both size and depth, and so a type of the shape Tr[ly, J4][Ls, Js], where intuitively, a tree
of this type had a depth between Ig and Jg and a size between Is and Js. Then, the pattern
matching rule would be, with ' = p,i,4,j,7':

O (@, < 4 i < g Jg > 1, 1s < 1hiti!, 14jtg’ < Jo);Tya: Trlla-1, Jg-11[i, 4],y : Trlla-1, Ja-1][i', 5] F Na : T K
¢; ®; ' Fmatch M {Leaf — Ni;;Node(z,y) — No}: T < K'+K
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with the two additional premises:
(1) & T M:Telly, Jallls, Jo] < K

(2) ¢ (2,13<0,Is<0);TFN :T<K

Even if the rule seems complez, the reasoning is natural: we do not know the size of the subtree,
but we do know a bound on their sum, as we have a bound on the size of the initial tree. So,
we take arbitrary bounds for the sizes of the subtree, and we add a constraint on the sum. Note
that in the case where we impose ' = j' = 0, we have in the constraints Iy < 1+i < 145 < Jg,
which can be written equivalently with (I,—1 < i < j < Jg-1,Js > 1), and we have the same
constraints as depth. Also, we emphasize the fact that, by definition of p, the index variables
1,1, 4,7 must not appear in T nor K, and so the type and the complexity cannot depend on the
actual sizes of the subtrees as they are unknown.

3.1.3 Soundness by Subject Reduction

The fact that K is indeed a bound on the complexity of a term in a judgement should not be
surprising given the type system. In this section, we give a proof method to show formally this
complexity bound, and we will see that this methodology is reused in this thesis for all the
complexity type systems. The idea is to prove soundness of the type system (K is indeed a
bound on the complexity) with a subject reduction theorem, stating that typing is somewhat
preserved through a reduction step.

Structure Lemmas

The first lemmas we usually show are the structure lemmas. Their proofs are often direct, but
they are useful to simplify the soundness proof.

Lemma 3.1.1 (Weakening). Let o, ¢’ be disjoint set of index variables, ® be a set of constraints
on ¢, ®' a set of constraints on (¢,¢"), and T' and T" be contexts on disjoint set of variables.
Then, we have:

1. If o;® E C then (p,¢); (®, ) E C
2. If ;@ =T ES then (¢,¢'); (9, ) FTC S
3. If ;& T F M :TaK then (,¢); (9, ®);,T' - M: T <K

The proof proceeds by induction, Point 1 is a direct consequence of the definition of p; ® E C,
and then Point 2 is by induction on the subtyping rules, and Point 3 is by induction on the
typing rules, using Point 2 when needed. Overall, there is nothing difficult with this proof.
Then, we have the opposite of weakening.

Lemma 3.1.2 (Strengthening). Let ¢ be a set of index variables, ® a set of constraints on ¢
and C' a constraint on ¢ such that o; ® F C. Then, we have:

1. If p;(®,C) E C' then p; ® = C’
2. If p;(®,C)F T C S then o; @ +-TC S

3. If ;(®,C); T, TV = M : T <4 K and the variables in T are not free in M, then ¢;®;T
M:T<K

Again, the proofs are straightforward.
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Substitution Lemmas

Then, we are interested in substitution lemmas. In this type system, we can substitute both
index variables and terms variables, so this gives two substitution lemmas.

Lemma 3.1.3 (Index Substitution). Let ¢ be a set of index variables and i ¢ ¢. Let J be an
index with free variables in ¢. Then,

1 [1{J/i}p = U pjies1,)-

2. If (p,1); @ E C then p; ®{J/i} E C{J/i}.

3. If (p,1); =T C U then p; ®{J/i} - T{J/i} T U{J/i}.

4. If (,4); @; T = M : T < K then o; ®{J/i}; T{J/i} - M :T{J/i} < K{J/i}.

Again, this lemma is proved by successive inductions. Note that from the previous lemmas,
we can easily deduce the following lemma, that may be useful:

Lemma 3.1.4 (Name Preserving Index Substitution). Let ¢ be a set of index variables with
i € ¢, and J an index with free variables in p. If p; &;T'F M : T < K then ¢; ®{J/i};T{J/i} F
M :T{J/i} <«K{J]/i}.

Proof. The proof uses renaming and weakening. Let us call ¢’ = ¢/{i}. So, from (¢’,4); ®; T+
M : T < K, we have, by weakening (Lemma [3.1.1)), (¢/,4,4');®; T = M : T < K. Let us call J’
equal to J but the index variable 7 is renamed with /. Then, we have, by index substitution,
(¢ i), o{J )i};T{J )i} = M : T{J'/i} « K{J'/i}. And then, again by renaming i’ by i, we
obtain (¢',1); ®{J/i}; T{J/i} - M : T{J/i} <« K{J/i}. O

Then, we have substitution for terms, or more precisely for values since the reduction rules
only substitute terms variables by values:

Lemma 3.1.5 (Value Substitution). If o; ®;T,z: S+ M :T<K and ;®;T -V :S<K’, then
;O T'F Mz :=V]:T<K.

Proof. The important point for this lemma, is that K’ is not used in the final derivation, this
is because we can prove the following lemma:

Lemma 3.1.6 (Complexity of Values). If o;®;T' -V : S< K’ then there is a typing p; ®;T
V:.:5«0

This can easily be proved by induction on the typing derivation: the only rule that can
increase the complexity of a value is the subtyping rule.

Once this lemma is proved, the proof of Lemma is done by induction on the typing
derivation for M. The main point is that the axiom rule

;P Tz SEx: 5«0
can then directly be replaced by the derivation for ¢; ®; 'V : §<0. ]
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Subject Reduction

Finally, we prove subject reduction, and then we will directly obtain the soundness theorem.
Theorem 3.1.1 (Subject Reduction). If o; ®&;T'F M : T < K then:

1. If M =9 N, we have p; ;' N: T K

2. If M —1 N, we have ¢; ;T = N : T <K' with p;® F K'+1 < K.

Proof. We proceed by induction on M — N. The first thing to notice is that the only non
syntax-directed rule of the type system is the subtyping rule, and we can always suppose that
there is exactly one subtyping rule between each other rules, by transitivity and reflexivity of
subtyping. Moreover, if the typing ¢; ®; ' = M :T<K starts with a subtyping rule and M —q N,
then we can mimic exactly the same rule for N, thus we can ignore this first subtyping rule in
this case, as in Lemma So, formally, we will prove the following lemma:

Lemma 3.1.7 (Subject Reduction). If 7 is a derivation of p; ®;T'F M : T < K then:

1. If M —q N, and the bottom rule of w is not a subtyping rule, then, we have p;®;1' F
N:T<K

2. If M —1 N, we have o;®; T+ N : T <K' with o;® F K'+1 < K.

And, from this lemma, we can easily obtain Theorem Indeed, given M —¢ N and a
derivation w of p; ®; ' M : T'< K, with the shape

o; oIV EM:T <K' 0T CTY o ®FT'ET 0;PF K <K
o; O M TaK

Then, as ¢; ®;T" = M : T' 9 K’ does not start with a subtyping rule, we can apply Lemma
and obtain ¢; ®;I" = N : T/ < K’'. Thus, we can give the proof:

o; o IVEN:T' <K' ;T CTY T CET 0;PFK' <K
;& THEFN:T<K
And this derivation has the same conclusion as the original one, so this concludes Theorem [3.1.1]
So, let us know show Lemma [3.1.

e Case (A\x.M) V —o Mz := V]. Then, the typing has the shape:

1Ty,
((p,Z);(I);A,:c:T’ FM:S"<K'
©: DA F (Ao M) :VilT = §'<0 (1) Iy,
©;®; 0 F (Az.M):Vi.T =g S<K; 0;®: T FV:T{I/i} <K,

©;®; T F (Ae.M) V:S{I/i} < Ky + Ky + K{I/i}

where (1) is N N
o, PFTCA ;P FVI.T =k S'CVI.T =i S

The subtyping condition on the arrow type gives us

(pii);®FTET  (p30);® R K' <K (p;1);®F 5 CS
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so, using the subtyping rule, we can obtain from IIy; a derivation of (p,7);®; T,z : T F
M :S< K. Then, by the index substitution lemma (Lemma , we obtain a derivation
of

@; ®{I/iy;D{I/i},x:T{I/i} - M :S{I/i} a K{I/i}

If we look where the index variables in i can be free, we can refine this judgement by
;0 T, T{I/i} v M : S{I/i} « K{I/i}
We can then use the value substitution lemma (Lemma with Iy to obtain
;& T F Mz :=V]: S{I/i} «K{I]i}
We can then conclude this case by subtyping.

Case 7; (V1,V2) —o V;. Then, the typing has the shape:

H1 HQ
o; O ARV T <Ky ;O A Vo : T < Ky
(p;(I);AI— <V1,‘/2> :Tll XTQIQKH-KQ (1)

;&0 (V1, Vo) : Th x To < K
0; & T -y (Vi, Vo) 1 T; < K

where (1) is
QO,(I)FFEA (p,(I)I—T{XTQIETQXTQ ;P F Ki+Ke < K

With a subtyping rule, we obtain immediately for both ¢ = 1 and ¢ = 2 that ¢; ®;T" I
Vi:T; <K, as K; < K1+K9 < K. This concludes this case.

Case (fix fox = M)V —¢ M[z:=V][f := (fix f * = M)]. Then the typing has the
shape:

115
(cp,;);q);A,x:T’,f:V?T’ = S'FM:S <K'
O; O AFfix fo = M:ViT =5 8 <0 (1) Iy
©;®; Tk fix foz = M:Vi.T =g S<K; ;0T FV :T{I/i} 1Ky

;O T F (fix fo = M) V:S{f/7}<K1+K2+K{T/€}

where (1) is N N
V;dFTCA 0;® VT =5 ' CVIT =K S

First, we have a derivation of (gp,ﬁz'v);fb;é,x ST VAT =g S'F M: S <K' and a
derivation of p; ®; A+ fix fx = M :Vi.T' =k S’ <0, so by Lemma we obtain a

derivation of _
(0,1);®; A 2T = M[f:=(fix fox = M)]: 5 <K’

The subtyping condition on the arrow type gives us
(p:;1); T CT (p;1); P FK' <K (p;1);®FS'C S
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so, using the subtyping rule, we can obtain a derivation of
(,0);®;T,x:THM[f:=(fix fz = M)]:SaK
Then, by the index substitution lemma (Lemma , we obtain a derivation of
©;®: 0, T{I/i}F M[f := (fix fx = M)]: S{I/i} < K{I/i}
We then use the value substitution lemma (Lemma with IIy to obtain
;@0 M[f = (fix f o = M)|[z:=V]:S{I/i} <«K{I/i}
We can then conclude this case by subtyping.

Case tick.M —1 M. Then, the typing has the shape:

1Ty,
O; O AFM:T <K'
;P A tick. M : T a K'+1 p;@FTCA ;T CET 0;PFEK'+1 <K
;P tick M :T< K

Then, with subtyping from II;; we can obtain ¢; ®;T' = M : T < K’ and this concludes this
case.

Case match 0 {0 +— Ni;; s(z) — N2} —¢ Ni. Then, the typing has the shape:

»; ®; A F0:Nat[0,0] <0 ¢;® T C A;Nat[0,0] C Nat[Z, J] I,
@;®; T F0:Nat[l, J]< K’ (@, I <0);'FNi:T<K
»; ®; T Fmatch 0 {0 — Ni;; s(z) — No}: T K'+K

By definition of subtyping, we obtain directly that p; ® £ I < 0. So, by Lemma [4.5.9| on
II;, we obtain ¢; ®; '+ Ny : T'< K and this concludes this case.

Case match s(V) {0 — Ni;; s(x) — Na} —¢ Na[z := V]. Then, the typing has the
shape:

11y
@;®; ARV Nat[I', J]a K"
©;®; A s(V):Nat[l', J]<a K" (1) I,
@;®; T F s(V): Nat[l,J]< K’ ©; (®,J >1);T,x: Nat[[-1,J-1]F No: T < K

©; ®;T Fmatch s(V) {0 — Ni;; s(z) = No}: T<K'+K
where (1) is
o, ®FTCA ©; ® F Nat[I'+1, J'+1] C Nat[I, J] ;0 F K" <K'

In particular, we have ¢;® £ I < I'+1 and ¢;® F J'+1 < J. From this, we obtain
o;@FEI-1<TI', p;®FJ>1and p;®F J < J-1. So, we have by subtyping from ITy:

©;®; T FV:Nat[I-1,J-1] < K’
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so by Lemma ©; (®,J > 1);I'F Nafz :=V]: T <K, and finally by strengthening we
obtain ¢; ®; ' Na[z := V] : T < K and this concludes this case.

The methodology for pattern-matching is very simple, we only need to show that the
actual predecessor indeed satisfies the assumption we took on predecessors, and that the
constraints are satisfied. With this methodology, we can adapt the soundness proof for
other data-types, and it also works for the rule described in Remark using index
substitution to replace 4,7, 7, 7/ by the actual bounds given in the typing.

e Case C[M] — C[N] when M — N. This case can be done by induction on the grammar
for C, all cases are straightforward.

O
Finally, from Theorem we deduce the following theorem.

Theorem 3.1.2 (Soundness). If p;&; '+ M : T < K, and M has complexity n, then we have
©; @ E K >n. In particular, for any p: @ — N such that p E ®, we have [K], > n.

Notice that this theorem talks about open terms (with variables). However, our notion of
complexity does not behave well with open terms. For example match z {0 — Ni;; s(z) — Na}
is in normal form for a variable z. However, a typing of this term would give a non-zero
complexity, as it would assume that x is an actual integer. So, the complexity bound should be
understood as a bound on all possible closed terms obtainable from a well-typed substitution
of the open term. Formally, we have the following corollary:

Corollary 3.1.1 (Complexity and Open Terms). If ¢;®;T',7 : THM:T« K, then for any
sequence of values V' such that p; ®; T V:T<0, K is a bound on the complezity of M|z := V.

This is easily proved using Theorem and Lemma [3.1.5

So, we showed that the type system defined in this chapter indeed gives a bound on the
complexity, which should have been expected with the way this type system is defined. More-
over, as stated before, the soundness result could be extended to other data-types, such as lists,
words or trees. An other possible extension would be to consider refinement types [49], in which
base types have the shape Nat{a | ¢(«)}, where ¢(a) is a formula on «. In this case, sized types
could be recovered by considering formulas of the shape I < o < J, but depending on the set
of formulas one could express more interesting properties. In particular, such a type system is
used in [7] for probabilistic complexity analysis, and the similitude with our type system can
be seen especially on the pattern matching rule.

In the following, we adapt the sized type system for parallel complexity analysis.
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Chapter 4

Complexity in Pi-calculus

In this chapter, we focus on parallel complexity analysis in the w-calculus, with sized types. A
first observation is that for the work analysis of the m-calculus, corresponding to the sequential
computation time of a process, the constructors for parallelism should not have important
consequences for the way complexity is managed, and indeed we show that an adaptation of
the previous type system can directly give interesting results for the work. This adaptation
uses in particular the usual input/output type system of the m-calculus, in order to manage
subtyping. As the type system for work will be close to the usual sized type systems for
functional languages, methods developed for functional languages on those type systems can be
adapted for work-analysis of m-calculus, especially the type inference procedure of [6].

As for parallel complexity analysis, we define a notion of span for m-calculus, correspond-
ing to complexity under maximal parallelism. This notion of span is defined by a small-step
semantics where processes are annotated with the number of tick they saw. For this notion,
we give two type systems. The first one is adapted from the type system for work, with time
annotations that are useful for span analysis, as in [36]. Those results on work and span analysis
with sized types have been published in [14]. However, this adaption leads to some limitations
for the type system, especially in presence of some concurrent behaviours such as semaphores.

In the last section, we thus present a type system with usages, a type system paradigm
originally used for deadlock-freedom [77]. This type system comes from joint work with Naoki
Kobayashi, and it relies on a new way to manage time annotations in usages, specifically designed
for complexity analysis. This type system, although more complex than the previous one, seems
more expressive, and it can in particular handle semaphores.

4.1 The Pi-calculus : Preliminaries

In this work, we consider the 7-calculus as a model of parallelism and concurrent systems. he
main points of m-calculus are that processes can be composed in parallel, communications be-
tween processes happen with the use of channels, and channel names can be created dynamically,
so the topology can change at runtime.

Several presentations of the m-calculus exist in the literature, so we detail here the presen-
tation we chose for this thesis. Moreover, we give some usual definitions useful for this thesis,
and we present the two type systems we rely on for complexity analysis: input/output types
and usages.
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4.1.1 Syntax and Standard Semantics

We present here a classical syntax for the synchronous 7-calculus. More details about m-calculus
and variants of the syntax can be found in [90]. The sets of variables, expressions and processes
are defined by the following grammar.

v::x,y,z’a,b,c e::fu|Q‘s(e)|H|e::e'
P,Q:=0|(P|Q)|'a@®.P|a@®.P|a@.P|va)P
‘matche{Qr—)P;; s(x) — Q} |matche {[] = P;; xy— Q}

We use z,y, z as meta-variables for integer variables, and a, b, ¢ as those for channel names.
The notation v stands for a sequence of variables vy, v9, ..., vx. Similarly, € denotes a sequence
of expressions. We work up to a-renaming, and we write P[v := €| to denote the substitution
of € for the free variables v in P. For the sake of simplicity, we consider only integers and lists
as base types in the following, but the results can be generalized to other data-types, as in
Section Moreover, we consider very simple expressions with only base constructors, but we
could enrich the set of expressions with functions (such as addition on integers) and still obtain
the soundness. Indeed, the core of our proof lies in the parallel constructors, and the set of
expressions has little impact on the theoretical results.

Intuitively, P | @ stands for the parallel composition of P and (. The process a(v).P
represents an input: it stands for the reception on the channel a of a tuple of values identified
by the variables v in the continuation P. The process la(v).P is a replicated version of a(v).P, it
behaves like an infinite number of a(v).P in parallel. The process a(€).P represents an output:
it sends a sequence of expressions on the channel a, and continues as P. A process (va)P
dynamically creates a new channel name a and then proceeds as P. We also have standard
pattern matching on data types.

We now describe the standard semantics for this calculus. The first step is to define a
congruence relation = on those processes. It is defined as the least congruence containing:

plo=pr PlR=Q[P PIQIR=/F|Q)I|R

(va)(vb)P = (vb)(va)P (va)(P | Q) = (va)P | @ (when a is not free in Q)

Note that the last rule can always be applied from right to left by a-renaming. Also, one
can see that contrary to usual congruence relation for the m-calculus, we do not consider the
rule for replication (P = !P | P) as it will be captured by the semantics, and a-conversion is
not taken as an explicit rule in the congruence. By associativity, we will often write parallel
composition for any number of processes and not only two. Another way to see this congruence
relation is that, up to congruence, a process is entirely described by a set of channel names and
a multiset of guarded processes. Formally, we give the following definition.

Definition 4.1.1 (Guarded Processes and Canonical Form). A process G is guarded if it has
one of the following shapes:

G = la(v).P ‘ a(v).P | a(e).P ‘ tick.P ‘ match e {0 — P;; s(z) — Q} | matche {[|— P;; z =y — Q}

We say that a process is in canonical form if it has the form (va)(G1 | --- | Gyn) with Gy,...,Gp
guarded processes.

Formally, we now show that all processes have a somewhat unique canonical form, as in [76].

Lemma 4.1.1 (Existence of Canonical Form). For any process P, there is a Q) in canonical
form such that P = Q.
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Proof. Le us suppose that, by renaming, all the introductions of new variables have different
names and that they also differ from the free variables already in P. We can then proceed by
induction on the structure of P. The only interesting case is for parallel composition. Suppose
that

P=@a)(Pi|---|P) Q=h(@Q || Qu)
With Py, ..., Py, Q1,...,Qn guarded processes. Then, by hypothesis on the name of variables,
we have a and b disjoint and a is not free in @), as well as b is not free in P. So, we obtain

PlQ=wa)wb)(P| [P Qil-|Qm)

O
Lemma 4.1.2 (Uniqueness of Canonical Form). If
Wa)(Pr | - | Pa) = (h)(Q1 | -+ | Qm)
with Py, ..., Pp,Q1,...,Qm guarded processes, then m =n and a is a permutation ofg. More-

over, for some permutation QY,..., Q. of Q1,...,Qn, we have P; = Q) for all i.

Proof. Recall that a-renaming is not a rule of =. Let us define a set name of channel variables
and a multiset gp of guarded processes.

0) = 0 and gp(0) = 0.

(

e name(P | Q) = name(P) ][ name(Q) and gp(P | @) = gp(P)+gp(Q)-
(
(

® name

e name(P) = () and gp(P) = [P], when P is guarded.

® name

(va)P) = name(P) [ [{a} and gp((va)P) = gp(P).

where || denotes the usual disjoint union, + denotes the usual union of multisets and [P] denotes
the multiset corresponding to the singleton P with multiplicity 1. Then, we can easily show the
following lemma by definition of the congruence relation.

Lemma 4.1.3. If P = @ then name(P) = name(Q). Moreover, if gp(P) = [Py,...,P,] and

gp(Q) = [Q1,...,Qm] , then m = n and for some permutation Qy,...,Q., of Q1,...,Qn, we
have P; = Q) for all i.

Finally, Lemma is a direct consequence of Lemma O

We now define the usual reduction relation for the w-calculus, that we denote P — Q. It
is defined by the rules given in Figure Remark that substitution should be well-defined in
order to do some reduction steps: channel names must be substituted by other channel names
and base type variables can be substituted by any expression except channel names. However,
when we will consider typed processes, this will always yield well-defined substitutions.

Let us give some examples of process that should be of interest in the following. As a first
example, we show a way to encode a usual functional program in m-calculus. In order to do
this, we use replicated input to encode functions, and we use a return channel for the output.

Example 4.1.1 (Map). Given a channel f representing a function F such that f{y,a) returns
F(y) on the channel a, we can write the "map” function in our calculus as described in Fig-
ure[{.9. The main idea for this kind of encoding is to use the dynamic creation of names v to
create the return channel before calling o function, and then to use this channel to obtain back
the result of this call.
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la(v).P | a(e) —!a(v).P | P[v:=¢€] a(v).P | a(é) — P[v:=¢€]
match 0 {0 — P;; s(z) —» Q} = P match s(e) {0 — P;; s(z) —» Q} = Qz :=¢€]
match [[{[|—» P;; z:y— Q} = P matcheze {[|— P;; . my— Q} = Qz,y :=e,¢€]
P—Q P—Q P=P P —=Q Q=Q
P|R—=Q|R (va)P — (va)Q P—Q

Figure 4.1: Standard Reduction Rules

lmap(z, f,a). match(z) {
[J= ala) 5 B
} yuax— (vd)(ve)(f(y,b)y | map{xy,f,c) | b(2).c(x2).a{z:x2))

Figure 4.2: The Map Function

Example 4.1.2 (Fibonacci). As another simple example, we take a representation of the Fi-
bonacci function in w-calculus. This is described by Figure [{.5, where both servers add and fib
are put in parallel.

This example is a simple interesting example to compare the sequential complexity (work)
and the complexity under maximal parallelism (span). Indeed, we would like the work to be
exponential in n and the span to be linear, since all recursive calls can be done in parallel.

4.1.2 Input/Output Types

Several typing paradigms have been proposed for the m-calculus, see [90] or [73] for a survey. As
we saw in Section with a sized type system, we want to have a subtyping relation, as this
allows for more flexibility. In the w-calculus, the simplest type system that allows subtyping
is the input/output type system [88]. The idea is to give to a channel some capabilities. For
example, a channel with only the input capability can only be used to receive message. A channel
with both input and output capabilities can be used to both receive and send messages. Let us
explain intuitively why this distinction between input and output is important for subtyping.

Recall that in Section we saw that T' C U means that the set of values typed with T' is
a subset of the values typed with U. So, if we consider, for the sake of the example, a type Nat
for integers, and a type Real for real numbers, then we have Nat C Real. Another way to see
this is that in any program where a value v is used as a real, then it is safe to feed an integer to
this program. So, if T'C U, then in a program that uses a value of type U, it is safe to consider
that this value has type T instead.

Let us apply the same reasoning for channels. Consider a channel a used to receive messages,
in a process a(v).P. Let us suppose that the process uses the channel a as a channel working
with real numbers. Then, v is used as a real number in P, so it is safe to use a value v of type
Nat instead. So overall, it is safe to assume this input is done on a value of type Nat. So, for
an input channel, we should have : in(Nat) C in(Real).

Now, let us look at a channel a used to send a message, in a process a(e).P. Let suppose that
the process uses the channel a as a channel working with integers. Then, the message e sent on
this channel is an integer. In particular, it is also a real number. So, it is safe to assume that
all messages sent on this channel are real numbers, and we should have out(Real) C out(Nat).

If we look at the variance of the subtyping relation, for an input channel we have covariance,
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ladd(n,m, a). match(n) {
0 — alm ;;
} s(p) = (vb) (add(p.m?b) | b(q). a(s(a)))
Ifib(n,a). match(n) {
0 — a(0) ;;
s(m) +— match(m) {
0 — a(l) ;;
N s(p) = (vb)(ve) (fib{mb) | fib(p,c) | c(z).b(y). add(z,y,a))
Figure 4.3: The Fibonacci Function
TCU UCT _ _ ~ R
BCB cn(T) C cn(D) ch(T) C in(T) ch(T) C out(T)
TCU UCT TCT T CT
in(T) C in(D) out(T) C out(U) TeT”

Figure 4.4: Subtyping Rules

and for an output channel we have contravariance. Then, a channel with both capabilities should
have invariance. That is why it is important to make a distinction between input channel and
output channel, as they do not behave the same way with subtyping.

We now formally state this in a type system. The sets of base types and types are given by
the following grammars.

B:=Nat|List(B) T :=B|cu(T) | in(T) | out(T)

A channel of type in(f) is used only as an input, with messages of type TV, similarly for
out(7") but for output. And a channel of type ch(7T') can be used both as an input and as an
output.

When a type T is not a base type, we call it a channel type. Then, we define a subtyping
relation on those types, expressed by the rules of Figure As stated above, we have indeed
covariance for input, contravariance for output and invariance for channels. We also use an
explicit transitivity rule, but it is in fact not needed as it could be replaced by an exhaustive
set of rules. The transitivity is only used to first remove a capability, and then do subtyping
according to the variance of the remaining capability.

We can now define typing for expressions and processes. This is expressed by the rules of
Figure and Figure We use the notation T' F ¢: T for a sequence of typing judgements

for expressions in the tuple €.

v: T el S — I'-e: Nat —

TFo:T I'0: Nat F}—s(e):Nat FI‘[]LIST.(B)

I'Fe:B ke : List(B) AFe:U TCA UCT
I'ke e :List(B) I'kFe:T

Figure 4.5: Typing Rules for Expressions
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o P T+HQ Fta:in(T) T,5:T+HP
r=prPjQ T Ha(?).P
I'ta:in(T) o:THP Tt a:out(T) r-e:T r=pP Ia:THP
I'Fa(?).P I +a(e).P 't (va)P
AFP rcA I'Fe: Nat r=pP I z:Natk Q@
r-rp I' - match e {0 — P;; s(z) — Q}
't e: List(B) r-p [,z:B,y:List(B) FQ
I'Fmatche{[]—~ P;; z::y— Q}

Figure 4.6: Input/Output Typing Rules for Processes

So, in the following, for the first two type systems of Section and Section we will
use input/output types and then define the subtyping relation accordingly.

4.1.3 An Introduction to Usages

In the last typing system of this thesis, of Section we will consider usages, another typing
paradigm of m-calculus usually used for deadlock-freedom analysis [75] [72), [77]. The main idea
of usages is to type a channel with a simple abstract program describing the behaviour of this
channel independently of other channels, and then to analyse the property of this abstract
program to try to obtain a property on the initial process.

In this section, we describe briefly and informally a usage type system, namely a simple
version of the one in [72], to analyse deadlock-freedom.

The basic idea is to define usages by the following grammar:

U:=0|InU|0utU| (U | Us)

So, basically, a usage is a very simple parallel program, with In that can communicate with
Out. The idea is then to type a channel by a program describing its behaviour. For example,
in the process

a() | b()-a() | b()
we would then give the respective usages U, and Uy, to a and b:

Ug=1In|Out |0 Up=0] In | Out

As the process can be modified with a congruence relation, it seems then natural to also take a
congruence relation for usages. We can thus simply take

Ulo=U U |V=VI|U (U|V)|W=U|{V|W)

mimicking the congruence relation for the w-calculus.
And then, if we look at subject reduction, we see that

a() | b0)-a() | b() = a() | a()

so, even if the usage of a stays the same, the usage of b has been changed to U] = 0. But this
is not a problem, since U} is in fact obtained by one reduction step from Uy, with the intuition
that In.U | Out.V — (U | V). So, we can define a semantics for usages, and then a reduction
step of a process induces a reduction step in one of the usages.
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However, such simple usages are not useful in practice. Indeed, consider the process

a().b() | b().a()

The usages of channels in this process are exactly U, and U, defined above. However, the
previous process was perfectly fine but this one is deadlocked, so we must be able to differentiate
them. In order to do that, time annotations are introduced.

Formally, the set of usages is in fact defined by the following grammar:

U:=0|Inlo.U | Outl.U | (U | V) tot. € Noo = NU{o0}

Those time indications on usages should be seen as a kind of assume-guarantee reasoning. In
[72], the usage InﬁZ.U describes a channel that will be used for input, and then used according
to U. The two time annotations ¢, and . are called the obligation and the capacity respectively.
The obligation ¢, indicates a guarantee that if the channel is indeed used for input, then the
input will become ready before £, time units. The capacity t. indicates the assumption that an
output will be provided before t. time units once the input is ready. We have a similar meaning
for Out;?.U. In [72], a unit of time corresponds to the time of one communication between an
input and an output. Informally, we then say that a usage is reliable if the associated assume-
guarantee reasoning is correct. So, for example, In} | Out} is reliable, because if we look at the
input, the capacity says that the environment should provide an output within one unit of time,
and this is correct since the obligation of the output is 1. However, the usage In{ | Out% is not
reliable, as the assumption on the capacity 1 of the input is incorrect. Note that this reliability
should always be true during a computation, so it should also be verified after any number of
reduction steps.
Let us come back the example given before:

a() | b0).af) | b()
The usage Uy should have the shape:
Up = Inl° | Outls

Let us look at obligations. Both the input and the output are ready immediately, so we can
take t, = t,, = 0. Then, for the input, we have a guarantee that the output is ready in 0 unit of
time, so we can take t. = 0, and similarly, we have ¢/, = 0. So, we have

Uy = Ing | Out)

Then, for U,, we have also a shape, with unknown ¢, t,, ., t.:
t i
Uy = Iny | Outy’

Again, the input is ready immediately, so t, = 0. For the output, we need to wait for the input
of b, so t/, = 1. Then, we obtain by symmetry ¢. = 1 and ¢, = 0. So,

U, = In{ | Out}

Now, let us come back to

a().b() | b().a()
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and consider the usages:
tl 2 t3 td
J— o o p— o o
U, = In, | Out,s Uy = Ing | Out,g

Let us examine the usage U,. We have easily t = 0, because the input is immediately ready.
For 2, we observe that in order for the output of a to be ready, the input on b must be reduced.
Looking at the usage of b, we can say that t2 > ¢2 4 1, since > gives a bound on the time b need
to synchronize, and this synchronization counts for one time unit. Moreover, in order to have a
reliable usage, the capacity should verify ¢3 > t2. Then by symmetry, as the output for b needs
to wait for the input on a, we have t2 > t! 4+ 1. Again, by reliability, it must be the case that
tL > 12. So, we have:
> 1>tt 1>ttt r2>2 42

And we obtain t2 = co. In the end, we therefore obtain the usages:
U, = In, | Out Up = In% | Out®®

stating that, in fact, the output on a and b will never be ready, and thus we have indeed a
deadlock.

Finally, in a usage type system, a subusage relation is defined: similarly to subtyping, we
need some flexibility on usages. As a simple example, if a channel is typed with the usage Int, ,
then in particular, it must be ready before ¢/ unit of time, so if t < t,, it is also ready before
t, unit of time. Moreover, if it is typed under the assumption that the context will provide
something within ¢/, unit of time, then in particular, under the assumption that the context will
provide something faster, within ¢, unit of time where t. < t., the typing should still be safe.
So, we obtain:

To summarize, if we read this relation from right to left, it is safe for the typing to weaken the
guarantee and to strengthen the assumption.
So, to sum up the main points of usages:

1. Usages are defined as simple parallel programs, with time annotations. Those programs
come with a congruence relation.

2. A semantics is then defined for usages, allowing input and output to communicate.

3. A notion of reliable usages is defined, where a usage is reliable if the assume-guarantee
reasoning is always sound, even after some reduction steps.

4. A subusage relation must also be defined, to have some flexibility. This subusage relation
is also very important for soundness.

Note that there is a choice to be made in a usage type system. One can enrich usages with
choice, or replication. Then, depending on the meaning one want to give to time annotations,
reliability would be defined differently. Similarly, the semantics and the subusage relation can
differ depending on the way time annotations are used. In the literature, usages have been
mainly used for deadlock-freedom, but we will give in Section a usage type-system for
complexity analysis.
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Figure 4.7: Simple Tick Reduction Rules

4.2 Work of a Process

We now proceed to present our contributions to complexity analysis in the m-calculus. As in
Section we introduce a tick constructor, as the only source of complexity of this language.
Again, from this several notions of complexity can be derived. For example, counting the number
of communication steps consists in adding a tick after each input. Similarly, the number of
reduction steps can be recovered by also adding a tick after each pattern matching. It can also
be useful to single out what is a costly operation. For example, in a sorting algorithm, we can
use tick to count the number of comparisons, ignoring everything else.

4.2.1 Semantics and Type System
Semantics

We first describe a semantics for the work, that is to say the total number of ticks during a
reduction without parallelism. The time reduction — is defined in Figure Intuitively, this
reduction removes exactly one tick at the top-level.

Then from any process P, a sequence of reduction steps to @) is just a sequence of one-step
reductions with the standard reduction — defined in Figure d.1]or —1, and the work complexity
of this sequence is the number of —1 steps. In this paper, we always consider the worst-case
complexity so the work of a process is defined as the maximal complexity over all such sequences
of reduction steps from this process.

Notice that with this semantics for work, adding tick in a process does not change its
behaviour: we do not create nor erase reduction paths.

Example 4.2.1 (Fibonacci). We take back the process P described in Example with a
slight modification: after the replicated input fib we add a tick. We can see that the work of
(va)(P | fib(10,a)) is F(10) where F is defined by:

FO)=1 F1)=1 F(nt2) = 1+F(n)+F(n+1)

Size Input/Output Types

We now define a type system to bound the work of a process. The goal is to obtain a soundness
result: if a process P is typable then we can derive an integer expression K such that the work
of P is bounded by K.

Definition 4.2.1. The set of base types is given by the following grammar.

B := Nat[I,J] | List[I, J](B)

As for Definition in the context ¢; ®, an integer n of type Nat[/, J] must be such that
©;® F I <n < J. Likewise, a list of type List[Z, J](B) must have a length between I and J. We
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o PEI ST o PEJ<J ;I <I o PEJ <] 0, @-BCHB
©; ® - Nat[I, J] C Nat[I’, J'] ; ® + List[Z, J|(B) C List[I’, J'|(B)

Figure 4.8: Subtyping Rules for Base Sized types

may use Nat[I] to denote the type Nat[/, I] in order to gain some space, especially in examples
of type derivations.

As in Section [3.I] with those types comes a notion of subtyping, in order to have some
flexibility on bounds. This is described by the rules of Figure

Then, after base types, we have to give a type to channel names in a process. As we want
to generalize subtyping for channel types, we will use input/output types, as explained before
in Section 1.2

Unlike in usual input/output types, in this work we also distinguish two kinds of channels:
the simple channels (that we will often call channels), and replicated channels (called servers).
All the inputs on a server channel must be replicated (as in !a(v).P), while no input on a simple
channel can be replicated.

Definition 4.2.2. The set of types is given by the following grammar.

T:=8B ‘ ch(T) ‘ in(T) ’ out(T) |V€.sr’uK(f) ‘ Vi.isru™(T) ‘ Vi.osrv (T)

The three different types for channels and servers correspond to the three different sets of
capabilities. We note srv when the server have both capabilities, isrv when it has only input
and osrv when it has only output. Then, for servers, we have additional information: there is
a quantification over index variables, and the index K stands for the complezity of the process
spawned by this server. This type for servers is very similar to the arrow type described in
Section B.11

A typical example could be a server taking as input a list and a channel, and sending to
this channel the sorted list, in time k - n where n is the size of the list: P = la(x,b).---b{e)
where e represents at the end of the process the list « sorted. Such a server name a could be
given the type Vi.srv¥?(List[0,](B), out(List[0,i](B))). This type means that for all integers
i, if given a list of size at most ¢ and an output channel waiting for a list of size at most 1,
the process spawned by this server will stop at time at most k - i. As for functional programs,
the quantified index variables are very useful especially for replicated input, in the same way it
was useful for recursive functions. Some more details about the similarities will be explained in
Example

Then, we describe subtyping for servers in Figure [4.9] Those rules have flavor similar to the
one described in Section Note that the complexity can be modified by subtyping, with a
variance depending on the capabilities. As before, we can understand the variance by looking at
what modifications are safe. In an input server, if we can safely guarantee when defining a server
that the complexity is no greater than K’, then we can safely guarantee that the complexity is
no greater than K with K > K’. Similarly, for an output server, if we can derive a complexity
bound under the assumption that the computation will not last longer than K’, then we can
also derive this same complexity bound under the assumption that the computation will not
last longer than K, with K < K’.

We can now present the type system. Rules for expressions are given in Figure The
typing for expressions ¢; ®;I" - e : T means that under the constraints @, in the context I, the
expression e can be given the type T
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(0,1);®-TCU  (p);®FUCT  (p,i);®FK =K'
©; ® - Vi.sovE (T) T Vi.sev' (U)
©; ® - Vi.sev(T) C Vi.isrvE (T) ©; ® I Vi.sev(T) C Vi.osrvE (T)

(0, i);®FTCU  (p,i);PFK <K (0, i);PFUCT  (p,1);®EK <K’
©; ® - Vi.isrvE (T) C Vi.isevX' (U) ©; ® - Vi.ostvE (T) C Vi.osev' (U)
g dFTCT T T
;@ -T T

Figure 4.9: Subtyping Rules for Server Types

v: T el .
o ®:TFo:T @; ®; T 0: Nat|0, 0] ©; ®; T F [] : List[0, 0](B)
©; ®; '+ e: Nat[Z, J] p; 0T Fe: B ©; ®; T k¢ : List[I, J]|(B)
©; ®; T + s(e) : Nat[IT+1, J+1] ©; ;T F e e : List[I+1, J+1)(B)
p; ;A Fe:U p;@FTCA p;®FUCT
;P e T

Figure 4.10: Typing Rules for Expressions

Then, rules for processes are described in Figure and Figure Figure describes
rules specific to work, whereas rules in Figure will be reused for span. A typing judgement
p; ®: T+ P < K intuitively means that under the constraints ®, in a context I', a process P is
typable and its work complexity is bounded by K.

- ;P a:THP<K
@; &' 040 ©;O;TF (va)P<a K

©; ®;T F e: Nat[l, J] p; (P, 1<0);THPaK @; (D, J > 1);T,z: Nat[/-1,J-1]F Q< K
©; ®;T Fmatch e {0— P;; s(z) — Q<K

©; (P, 1<0);THPaK
©; ;T F e List[I, J|(B) ©; (®,J > 1);T,2: B,y : ListfI-1,J-1}(B) F Q< K
©;O;TFmatche {[|— P;; z ny— Q<K

0;®;AFPaK' ;T CA 0 PEK <K
p; & I'FP<K

Figure 4.11: Common Typing Rules for Processes

The rules can be seen as a combination of the input/output typing rules of Section
with rules for the size type system for functional program of Section The main differences
are that because of the two kinds of channels, we need two rules for an output. Note that a
replicated input has complexity zero, and it is a call to this server that generates complexity
in the type system, as for functions in Section This is because once defined, a replicated
input stays during all the reduction, so we do not want them to generate complexity.

Note that there is a dissymmetry between servers and simple channel in this type system:
for servers, complexity comes from output and thus an index to keep track of the complexity
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;P ' P< Ky ;P T Q<Ko ;' P K
o; o E P | QuK1+K, o;O; ' F tick.P <1 K+1

0;O: T Fa:ViistvE(T)  (9,i);®:T,9: THP<K
©; ®; T Fla(v).P <0

o;®:T'HFa: V?.osrvK(Tv) o;®:T'kHe: Tv{jﬁ}
03 &; T Fa(e) « K{J/i}

©;®:TFa:in(T) @&, 0:TFHPaK o;®:TFa:out(T) @& THe:T
©;®; T a(v).P<aK o;®; T Faley<0

Figure 4.12: Work Typing Rules for Processes

is needed in the type, whereas for simple channels, complexity comes from input. However,
this dissymmetry is not necessary. Indeed, servers need to have those typing rules, because we
want a replicated input to have complexity 0 and we want polymorphism over indices, but for
simple channels we have a choice. We can either keep the current type system or modify simple
channels types such that they are similar to servers types (with polymorphism over indexes and
an index for complexity in the type). We choose to present the current type system first because
this way we can show this alternative choice of typing for simple channels instead of mimicking
servers. Another interesting type system would be a totally non-syntax directed type-system for
which we have the choice between those two typing behaviours for simple channels. For the sake
of simplicity, we avoid presenting this type system, but in fact the two choices have advantages
and disadvantages and so allowing two different choices of typing can increase expressivity.

Remark 4.2.1 (Advantages and Disadvantages of the Different Typing Behaviours). Consider
this example:

a().Pr | a().Py | @) | @) | af)

With the typing behaviour for simple channels described in Figure we obtain a complexity
bound of the shape K1 + Ko where Ki is the complexity of Py and Ky is the complexity of
Py, If we use a server-like typing behaviour, as described in Figure then we have to give
a complexity for the channel a, and this complexity must be max(K1,Ks). So, in the end,
we obtain a complexity bound equals to 3 * max(Ky, K2), which is less precise than Kj + K.
Howewver, if we consider this example:

a().P1 | a()-Py | @()

Then, the typing behaviour presented in Figure gives us a complexity bound K1 + Ko,
whereas a server-like typing behaviour gives us a complezity bound max (K, K3).

So, to sum up, informally the behaviour presented in Figure gives more precise com-
plexity bound when there are no locked inputs but the server-like typing behaviour is more precise
when there are locked inputs. That is why a type system where we have a choice should be better
for theoretical analysis.

Example 4.2.2. Let us take again the process for Fibonacci described in Example[4.1.3. We
first give a typing for add. As there is no tick in add, this typing only shows how input/output
types and sized types work. A simplified version of this typing is given in Figure[{.15. In order
to gain some space, we do not precise the easy premises, and we automatically rename the typing
contexts. Also, recall that Nat[I] denotes the type Nat[I, I].
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@; (1 > 1) F ((i-1)+5)+1 = i+j
@; (i > 1); A, g : Nat[(i-1)+5] - s(q) : Nat[i+7]
@; (i > 1); A, q: Nat[(i-1)+j] - a(s(g)) <0

@; (1 <0)Fitj = 0; (1 > 1); A Fb(g).a(s(q)) <0
¢; (1 <0); T F m : Nat[i+j] @; (1 > 1);T,p: Nat[i-1],b: out(Nat[(i-1)+j]) - - - | b(q).a@(s(q)) <0
(,4); (1 < 0); ' Fa(m) <0 (3,4); (@ 2 1); ', p: Nat[i-1] - (vb) -- - <0
(4,7);;add : - -+ ,n: Nat[i], m : Nat[j], a : out(Nat[i+5]) - match n {0 — @(m);; s(p) — (vb)---} <0

- add : Vi, 5.srv°(Nat[i], Nat[j], out (Nat[i+5])) Fladd(n,m,a).--- <0

Figure 4.13: A Typing Without Complexity for Addition

fib with ¢ replaced by i-1 fib with ¢ replaced by i-2 o; @ F Fib(i-1)+Fib(i-2) = Fib(i)
©; ®; A+ fib(m, b) < F(i-1) ©; ®; A - fib(p, c) <« F(i-2) ©; ®; A F c(z).b(y).add(z, y,a) <0
i; (i > 2); A Ffib(m, b) | fib{p,c) | c(x).b(y).add(z,y,a) < F(i-1)+F(i-2)+0
i; (4 > 2); T, m: Nat[i-1], p: Nat[i-2], b : out(Nat[Fib(i-1)]), c: out(Nat[Fib(i-2)]) F -+ | -+ | -+ < F(§)-1
i; (i-1 > 1); T, m : Nat[i-1],p : Nat[i-2] - (vb)(vc) - - - < F(4)-1
i; (¢ > 1);T,m : Nat[i-1] F match m {0 — @(l);; s(p) — -} < F(3)-1
4; T Fmatch n {0 — @(0);; s(m)+— ---} < F(:)-1
i;5 ' F tickmatch n {0 — a@(0);; s(m)+— -} <(F()-1)+1
;3 fib: -+  n:Nat[i],a: out(Nat[Fib(i)]) F tick.match n {0 — a(l);; s(m)— -} < F(3)
-3 fib : Vi.srv? @ (Nat[i], out (Nat[Fiib(i)])) F!fib(n, a).tick. --- <0

Figure 4.14: A Typing for Fibonacci (Work)

The way sizes and indices are used in this typing is similar to Section|3.1].

We now describe the typing for the Fibonacci function. Again, we will only focus on inter-
esting premises. The type derivation is given in Figure[{.1f We use the Fibonacci function in
indices, denoted Fib(I), and we also use the function F defined in Example .

4.2.2 Soundness of the Type System

We now state the properties of this typing system. We do not detail the proofs as all proofs
are a simplified version of the one for span that will be described in Section The proof
follows the same methodology as Section [3.1} in this type system for work, we can easily obtain
the structural properties: weakening and strengthening. Then, we can prove the substitution
lemmas, and with those properties, we obtain the usual subject reduction.

Theorem 4.2.1 (Subject Reduction). If p; ®;I'+ P < K then:
o I[fP—Q then o; ;T F Q< K.
o If P —1 Q then o;®; T+ Q<K' with p;® F K'+1 < K.
Proof. The second point can be proved by induction on P —1 ) . All the cases are direct, since

the rule for parallel composition is the sum of the two complexities and the rule for v does not
change the complexity. Finally, the rule for tick gives directly this property. O

So, as a consequence we almost immediately obtain that K is indeed a bound on the work
of P if we have ; ®;I' - P < K. Formally, we have:
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Theorem 4.2.2 (Work Complexity Bound). If ¢;®;T' = P < K then, if we call n the work
complexity of P, we have p;® E K > n. In particular, for any p: @ — N such that p E ®, we
have [K], > n.

So, again, this complexity bound only makes sense if the set of constraints @ is satisfiable.
We emphasize the fact that this soundness result is easily adaptable to similar processes and
type systems for work. As stated before, we can enrich processes with other algebraic data-
types and the proof can easily be adapted. We can also change the typing behaviour for simple
channels, and we still get the soundness. An interesting consequence of this soundness theorem
is that it immediately gives soundness for any subsystem. In particular, we now detail a weaker
typing system where the shapes of types are restricted in order to have an inference procedure
close to the one in [6].

4.2.3 A Hint for Type Inference

We present in this section a type inference procedure based from [6]. This work gives an
inference procedure for a sized type system for functional programs, in a similar fashion of
the one presented in Section In order to define the procedure smoothly, arrow types are
restricted (restricted types are called canonical types). This paper then describes a sound
and complete inference procedure for this canonical type system. We describe how to obtain
intuitively a sound and complete type procedure for a subsystem of our work type system by
mimicking the inference procedure of [6]. Intuitively, in [6], the canonical form of a type forces
the input of functions to have the shape Nat[0,:] (or List[0,4](B)) for some new fresh variable
i. Then, in a type more complex indices, such as i?+j or other expressions, only appear at
positions that correspond to outputs.

So, what we will do is to give a type system inspired by this canonical form. Then, if we can
show that this type system is a restriction of the previous one for work, we obtain automatically
its soundness (with regard to work complexity). We can then use an inference procedure as in
[6], that we will not detail here, but it will be described in the Appendix There are two
steps to this type inference procedure, first we need to be able to generate constraints from a
process such that if this set of constraints is satisfiable, then the process is typable (soundness).
In order to show expressivity, we would also like that if a process is typable, then the generated
set of constraints is indeed satisfiable (completeness). With this, we know that we do not lose
expressivity with the reduction to a constraint satisfaction problem. Then, the second step,
is to give those constraints to a SMT solver and hope that it can solve it (recall that this is
undecidable in general). In this section, we will focus on the first step of this procedure.

We begin by changing the behaviour of channels, in order to have a quantification for channel
variables even for channel types, then we merge servers and channels together. This way, we
obtain a type for channels very close to the arrow type in [6].

Definition 4.2.3. The set of types and base types are given by the following grammar.

B :=Nat[I,J] | List[I,J|(B) T :=B|Vi.ck®(T) | Vi.sn®(T) | Vi.out™(T)

With the associated subtype system described in Figure and Figure [1.9] where srv is

replaced by ch. The typing rules are given by Figure Figure and Figure So, the
only modification compared to the system we presented before is that channel types and server

types are not distinct.
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;P ' P< Ky ;P T Q<Ko ;' P K
o; o E P | QuK1+K, o;O; ' F tick.P <1 K+1

©;O: T Fa:Viin®(T)  (¢,i);®:;T,9: T+ P<K
©; ®; T Fla(v).P <0

©;O: T Fa:Viin®(T)  (¢,i);®:T,9:THP<K
©;®; T Fa(v).P <0

©;®; 0k a:VioutX(T) ;& TFe:T{J/i}
0 ®; T Fa(e) « K{J/i}

Figure 4.15: Typing Rules for Processes for Work Inference

The Restricted Type System

In order to obtain a procedure for our type system, we would first need to begin by a classical
algorithm such that, given a process P, this algorithm gives a classical w-calculus type to this
process P. This is a standard type inference algorithm. This algorithm outputs a type in the
following grammar:

Ba:=Nat | List(B) | o, 8,...  Ta:=Ba|ch(Ta)| A B,...
Where «, (3, ... are variables for base types, and A, B, ... are variables for channel types. So,
similarly, our type inference procedure will use those base types variables «, 3,... and those

channel types variables A, B, .. ..

For now, we only have a type system that gives a sound bound on the complexity, described
in Figure So, we need to adapt it in order to obtain a type system very close to the one in
[6] so that we can mimic the type inference procedure. We call this type system the intermediate
type system.

Definition 4.2.4. For this intermediate type system, we consider the following grammar.
B; := Nat[0, 1] | List[0, 1] | a, B,...  T;:=B: | Vi.chf(T;) | A, B,.
Then, we define types in canonical form, inspired by [6].

Definition 4.2.5 (Canonical Intermediate Types). A canonical intermediate type is a type
given by the following grammar:

B, := Nat[0,i+n] | List[0,i+n](Be) | a,B,...  To:=Be|Yir,... im.ck(T.) | A,B, ...

Where i is an index variable, n an integer and in the channel type, the index variables of K
are in {il, < yim} and m is equal to the number of base type index occurrences in T, noted
btocc(7y), and defined by:

e btocc(T}, -, TF) = btocc(T})+- - +btocc(TF)

(
e btocc(Nat[0,:]) =1
e btocc(List[0,](B.)) = 1+btocc(B,)
(

e btocc(a) =
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v:T. el ;T F e: Nat[0, 1]
o;I'Fo: T, ;' 0+ Nat[0, 0] o; T F s(e) : Nat[0, T+1]

o;TFe: B} ;T ke : List[0, I](B2) ¢; = BHLB2CB;
o; e e List[0, I+1](B;)

;' [] : List[0, 0]

Figure 4.16: Intermediate Typing Rules for Expressions

e btocc(Viy, ..., im.ch(T,)) = btocc(A) = 0

And then, we also ask that for a canonical intermediate channel type, all the indexes for base
types corresponding to the base type index occurences are an actual index variable (thus n =10),
that they are all distinct, and in the left to right order (thus, we use all the different index variable
name ezxactly once in base types, and in a specific order). Moreover, as we are interested in
an implementable procedure, a special focus is given to names of binding variables. We ask
explicitly that in a canonical type, a binding name is never used twice in a type.

Example 4.2.3. The following type is a canonical channel type:

vil,ib, ik ehliTi) (Nat[0, i), vi2. ch%(Nat[0, i3], ch®()), List[0, i] (List[0, ii] (), A)

The first quantification is over 3 index variables because there are exaclty 3 positions in this
type in which we can put an index variable without crossing another quantifier. Then, those 3
variables are indeed ordered from left to right. All the subtypes are also canonical, and notice
that base type variables and type variables are not taken in account in the counting of index
variables.

Obviously, a canonical intermediate type is an intermediate type. So, in our intermediate
type system, we will ask that all channel names have a canonical type. Moreover, in a context I,
we will require all types to be canonical. Formally, a typing judgment has the shape ¢;I' F P<K
where I' contains only canonical types, and there is no set of constraints ® as there are no such
constraints in [6]. Subtyping is defined as a restriction of the previous subtyping relation
to intermediate types, and the type system is given by Figure and Figure One
can see that the invariants described above on canonical types are respected. Also, there are
no subtyping rules in this type system, as canonical types do not need subtyping, and the
modifications on the complexity bounds are internalized in the useful rules. Moreover, in this
typing, and for the following of this section, we only consider processes with well written pattern
matching, meaning that pattern matching can only be done on base type variable (otherwise,
the pattern matching is not useful...). Please note that this intermediate type system is not
used for its theoretical value, that is why we can ask those kinds of restrictions, since we are
not interested in subject reduction for this intermediate type system. Note that thanks to this
restriction, we can consider that the base type element in a pattern matching is a canonical
type, and this helps us get rid of the previous rule for pattern matching when we needed to
add constraints in the branches. The idea is that instead of adding the constraints ¢ > 1 in the
typing, we do a substitution and replace ¢ by an index of the shape i+1, and so ¢ now becomes
the size of the predecessor (or the tail for a list). Without this set of constraint ® in a typing,
we obtain a type system closer to the one in [6].

Now, let us show that if a process is typable with those intermediate types, then it is typable
for the type system presented in the beginning of this section.
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o;I'FPa Ky e;I'F Q<Ko @;-F K1+4Ke < K p;a:Te - P<aK
¢ T'H040 oTFP|QaK oTF (va)PaK

0T+ a:Vi.chE (T,) (0,i);T,5: T.F PaK'  (p,3);-FK' <K
¢; T Fla(v).P<0

;T F a:Vi.chK (T,) (0,1);0,%: To - P4 K’ (p,2);- FK' <K
;T Fa(?).P<0

w;FFazvz.chK(ﬁ) @;F)—E:ﬁ{j/g} Lp;-F:K{j/g}SK’ ;' P<K
oD HaE <K’ ;' F tick.P < K+1

;D ov:Nat[0,i] o;TFP<aKy ;- K1 <K ¢;T{i+1/i},z: Nat[0,:] - Q< K2 ;- F Ko < K{i+1/i}
p; T Fmatch v {0 — P;; s(z) —» Q}< K

@; T'Fv:Nat[0,i+n+l] ;' P<a Ky ¢;-FE K1 <K ¢;T,z:Nat0,itn] - Q< K2y ¢;-F Ko < K
p; T Fmatch v {0— P;; s(z) —» Q}< K

o; D F v List[0,4](B;) ;T F Pa Ky o;T{i+1/i},x: By, y: List[0,3|(B;) F Q<@ K2 o F K1 < K; Ko < K{i+1/i}
p;PFmatch v {[| = P;; 21y — Q< K

p; T F v List[0,i4n+1](B;) ;T P< Ky ;- F K1 < K ;0@ By, y: List[0,i4n](B;) F Q< K2 ;- F Ko < K
;P Fmatcho {[|— P;; 2y — Q<K

Figure 4.17: Intermediate Typing Rules for Processes

Theorem 4.2.3. If a process P is such that o;I' = P < K by the rules of Figure [[.16 and
Figure[[.17, then, for any Ty that is T' where all type variables have been substituted by actual
types, we have @;+; Ty b P K for the rules of Figure Figure and Figure [{.15]

Proof. The proof is done by induction on ¢;I' = P < K. The type variables do not cause any
problem, since in a intermediate typing, if we can use a type variable then it means that this
type is never really inspected. When typing an expression, this is rather direct, using subtyping
for expressions. Again, for typing rules for processes, a lot of cases are direct just by using the
subtyping rule of Figure Thus, we only detail the interesting cases.

e If the typing is

a:Vi.chX(T,) el
;T ka:Vich®(T.)  (p,i);T,5:T.+ PaK'  (p,i);-EK <K
p; Ta(v).P <0

Note that with the rules of Figure the only way to type a channel is by the axiom
rule. Then, we can give the following type:

a:Vi.ch® (Togus) € Toup (©,7); s Dauts U2 Toguy F P< K’ (p,1);-F K'CK
@53 Fsub Fa: vf;:l-]-'lK(j:csub) (90,?)7 3 Fsubv;ﬁ: j:csub FPaK
;5 1a(v).P <0

e If the typing is

;D v:Nat[0,i] ;T PaKy ¢;-F K1 <K ¢;T{i+1/i},z: Nat[0,] - Q< K2 ;- F Ko < K{i+1/i}
p; T Fmatch v {0— P;; s(z) — Q}< K

Then, we would like to give the following type:
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©; - Tsup - € : Nat[0, 7] ©;(0<0); Doy F PaK ©; (i > 1); Dgup, x : Nat[0-1,i-1] F Q< K
S@;.;Fsubl—matchv{Q'—)PH S(l‘) HQ}QK

From the typing ¢;T' = P < K7, obtaining ¢; (0 < 0); Ty F P < K is direct by induction
hypothesis. Now, by induction hypothesis we also obtain

;s Daup{i+1/i}, x - Nat[0,i] F Q < K> ;- F Ko < K{i+1/i}
Then, by index substitution, we have
;3 Dsup{i+1/i}{i-1/i}, z : Nat[0,i-1] F Q <« Ko{i-1/i} ;- B Ko{i-1/i} < K{i+1/i}{i-1/i}
Thus, by weakening we obtain:
©; (i > 1); Tsup{i+1/i}{i-1/i},x : Nat[0,i-1] - Q < Ka{i-1/i}

i (i > 1) F Ko{i-1/i} < K{i+1/i}{i-1/i}

Then, as we have ¢ > 1, we have (i-1)+1 = i. Moreover, 0-1 = 0 by definition. So, by
subtyping we obtain
©; (i > 1); Dgup, @ : Nat[0,i-1] F Q < K

Thus, we can conclude the proof as the typing above can be obtained. The other case of
pattern matching, where e has a type Nat[0,7 + n + 1], is easier.

With this, we covered all the important cases.
O

So, if we have a correct and complete procedure for this intermediate type system, we obtain
indeed a bound on the complexity by soundness for the other type system. Moreover, this new
type system does not seem too restrictive. The main problem is that we cannot have too much
information about the input. For example in order to have a more understandable type, we
would like to be able to assume that an input list is of a size 2¢ for some i. With this type
system, this kind of assumption is not possible, thus we would need to use the logarithm in
order to obtain a similar reasoning. In general, we can lose some information about the input
of a function that may have been useful. Subtyping also becomes very restrained, we have
no more input/output types and subtyping between canonical forms is not really useful, this
is just equality everywhere. Note that in practice, because of canonical types, checking type
equality is easy, since canonical forms simplify a lot the problems of a-renaming and reordering
of quantifiers.

Still, with this intermediate type system, we can mimic the work in [6], and we obtain a
procedure that is sound and complete. We have not explored yet a procedure that would work
directly in our original type system and be complete with regard to this type system. Some
details of the procedure and the proof are given in the Appendix

4.3 Parallel Complexity

4.3.1 Span with Annotated Processes

We now define another notion of complexity taking into account parallelism. Before presenting
formally the semantics, we show with some simple examples what kind of properties we want
for this parallel complexity.

First, we want a parallel complexity that works as if we had an infinite number of processors.
So, on the process tick.0 | tick.0 |tick.0 |-+ |tick.0 we want the complexity to be 1, whatever
the number of tick in parallel.
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Moreover, reductions with a zero-cost complexity (in our setting, this should mean all reduc-
tions except when we reduce a tick) should not harm this maximal parallelism. For example
a().tick.0 | a() | tick.0 should also have complexity one, because intuitively this synchroniza-
tion between the input and the output can be done independently of the tick on the right, and
then the tick on the left can be reduced in parallel with the tick on the right.

Finally, as before for the work, adding a tick should not change the behaviour of a process.
For instance, consider the process tick.a().Fy | a().tick.P; | @(), where a is not used in P
and P;. This process should have the complexity max(1+Cp, 1+C1), where C; is the cost of P;.
Indeed, there are two possible reductions, either we reduce the tick, and then we synchronize
the left input with the output, and continue with Py, or we first do the synchronization with
the right input and the output, then we reduce the ticks and finally we continue as P;.

Remark 4.3.1. A notion of complexity defined with maximal progress, as in [72], would not
satisfy this condition. Indeed, maximal progress is usually defined as "when a communication
1s available, then we need to do this communication”. In this previous example, this would
impose the reduction path to Py. We can also construct a similar example without tick, with

b()-a()-Po | b{) | a()-(c()-Pr | () | a)

A possible way to define such a parallel complexity by using the literature would be to adapt
causal complexity [45, 43, 42], however we believe there is a simpler presentation in our case.
We will show at the end of this section the equivalence between our notion and a kind of causal
complexity. The idea for defining span has been proposed by Naoki Kobayashi. It consists in
introducing a new construction for processes, m : P, where m is an integer. A process using
this constructor will be called an annotated process. Intuitively, this annotated process has the
meaning P with m ticks before. We can then enrich the congruence relation = with the following
rules:

m:(P|Q)=(m:P)|(m:Q) m: (va)P = (va)(m : P) m:(n:P)=(m+n): P 0:P=P

This intuitively means that the ticks can be distributed over parallel composition, name
creation can be done before or after ticks without changing the semantics, ticks can be grouped
together, and finally zero ticks is equivalent to nothing.

With this congruence relation and this new constructor, we can give a new shape to the
canonical form presented in Definition

Definition 4.3.1 (Canonical Form for Annotated Processes). An annotated process is in canon-
ical form if it has the shape:

(va)(n1 : G1 | -+ | nm : Gm)
with G, ..., Gy, guarded annotated processes, defined as in Definition [{.1.1].

Notice that the congruence relation above allows to obtain this canonical form from any
annotated processes. With this intuition in mind, we can then define a reduction relation =
for annotated processes. The rules are given in Figure We do not detail the rules for
integers as they are deducible from the ones for lists. Intuitively, this semantics works as the
usual semantics for m-calculus, but when doing a synchronization, as we need both the input
and the output to be ready, the synchronization can only happen after the maximum of the two
annotations.

We then define the parallel complexity of an annotated process.

Definition 4.3.2 (Parallel Complexity). Let P be an annotated process. We define its local
complexity Co(P) by:

80



(n:a(v).P) | (m:a(e)) = (max(n,m): Plv:=¢€)) tick.P=1:P

(nla(v).P) | (m:a(e)) = (n:la(v).P) | (max(n,m) : P[v:=e€])

match [| {[|— P;; z::y— Q} = P

match e e {[] = P;; 2y — Q} = Qz,y :=e,¢€|

P=qQ P=qQ P=qQ
P|R=Q|R (va)P = (va)Q n:P)=(n:Q)
P=P P=Q Q=Q
P=qQ

Figure 4.18: Reduction Rules

Ce(n : P) = n+Cy(P)

Co(P | Q) = max(Cy(P),Ce(Q))
o Ci((va)P) = Cy(P)

Ce(

G) =0 if G is a guarded process

Equivalently, Co(P) is the mazimal integer that appears in the canonical form of P. Then, for
an annotated process P, its global parallel complexity is given by max{n | P =* QACy(Q) = n}
where =* is the reflerive and transitive closure of = .

To show that this parallel complexity is well-behaved, we give the following lemmas.

Lemma 4.3.1 (Congruence and Local Complexity). Let P,Q be annotated processes such that
P = Q. Then, we have Co(P) = C(Q).

Lemma 4.3.2 (Reduction and Local Complexity). Let P, P’ be annotated processes such that
P = P'. Then, we have C¢(P") > Co(P).

Those lemmas are proved by induction. The main point for the second lemma is that guarded
processes have a local complexity equal to zero, so doing a reduction will always increase this
local complexity. Thus, in order to bound the complexity of an annotated process, we need
to reduce it with =, and then we have to take the maximum local complexity over all normal
forms. Moreover, this semantics respects the conditions given in the beginning of this section.

4.3.2 Span and Causal Complexity

In this section, we present how our notion of span can be linked with the causal complexity of
the literature. This section is not mandatory to understand the typing systems for span, but
we believe it can be of interest to show that both annotated processes and causal complexity
are well-behaved notions of parallel complexity in the w-calculus.

Presentation of Causal Complexity

We present here a notion of causal complexity inspired by other works [45], 43, [42]. We explained
before with the canonical form in Definition that a process can be described by a set
of names and a multiset of guarded processes, when working up to congruence. For causal
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complexity, we consider more structure for processes. The idea is to see a process as a set
of names and a binary tree where leaves are guarded processes and a node means parallel
composition. So formally, instead of using the previous congruence relation, we use the tree
congruence. This is defined as the least congruence relation =; closed under:

(va)(vb)P =, (vb)(va)P
(va)(P | Q) =¢ (va)P | Q (when a is not free in Q) (va)(P | Q) =¢ P | (va)Q (when a is not free in P)

So, this tree congruence can indeed move names as before, but it preserves the tree-shape of
a process. This time, the canonical form, initially described in Definition has the shape
(va)t, where t is a tree as defined above. With this intuition, we can redefine the semantics in
order to preserve this tree structure. The tree rules are described in Figure It is supposed
in this reduction rules that for the left-hand side, all the names (rva) are at the beginning of
the process, as in the canonical form. So, for example, from a process P seen as a tree with at
position p a replicated input !a(?).Q) and at position p’ an output @(€), we obtain the process
P’, the same tree as P, with at position p the same replicated input but at position p’ we have
the tree corresponding to the process Q[v := €]. This reduction step is annotated by a location
7(p,p’) in order to remember at which positions the modification happened, and what was the
action performed (here 7 means a communication). In the same way, we can define a reduction
annotated by a tick, or a match. An alternative presentation of this semantics, closer to the
one in [45], with a labelled transition system, is also possible. As for the standard reduction in
m-calculus, we could show that both semantics (the one with the congruence and the one with
the labelled transition system) are equivalent. We work with the tree congruence definition
because it is easier to use in proofs.

The goal of this semantics is first to preserve the tree structure in a reduction step, and
second to remember when doing a reduction step where the modification occurs exactly in the
tree. Then, we can define a causality relation between locations. The idea is that a location £y
causes a location £5 when the reduction step with location #5 could not have happened without
the reduction step with location /7.

Formally, we define a location by the following grammar.

p=¢€|0-p|l-p  £:=p;tick]|p;if | 7(p,p)

The intuition is that a reduction P — P’ with location p;tick removed the top tick
of the guarded process of P at position p. A reduction P — P’ with location 7(p,p’) is a
communication between the input process at position p and the output process at position p’.
Finally, the action p;if is for the position of a pattern-matching reduction. Then, we can define
a causality relation ¢ <. ¢ between locations:

Definition 4.3.3. The causality relation £ <. ¢ between locations is defined by:
e p;tick <. p';tick when p is a prefiz of p’
e p;tick <. 7(po,p1) when p is a prefix of py or p
e 7(po,p1) <¢ p;tick when py is a prefix of p
o 7(po,p1) <c TPy, P}) when py is a prefix of pfy, or pi.
By extension, we will sometimes say that a location £ <. p when £ <. p;tick.

And for if locations, they behave as a tick location. The main interest of causal complexity
is that this notion of causality can be adapted to account for different behaviours. For example,
n [45], the causality relation is different. Here, we choose this causality relation to show the
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7(p,p’)
i P P p
la(v).Q af(e) la(v).Q  Qv:=¢]
P P’
7(p, ")
fL P D P
a(v).Q afe) 0 Q[v:=¢|
P P’
p;tick
P P
tlci{.Q é)
P P’

match [| {[| = Q;; z 2y — R}

P P’
p;if
b p
matcha:: g {[] — Q;; v = y— R} Rlx,y :=a,q|

Figure 4.19: Semantics for Causal Complexity

equivalence with annotated processes, and in this sense, our notion of span is a particular case
of causal complexity with this choice of causality relation.

The important point in the causality relation we define is that a 7 location causes another
location £ when the output position is a prefix of the positions in £. Indeed, for a communication
with a non-replicated input, the input position becomes a 0 thus it cannot cause anything, and
for a communication with a replicated input, we consider that two calls to the same replicated
input are independent of each other. Then, the important point is that two reductions with
independent locations could be done in any order, it would not change the final tree.

With this definition of causality, intuitively we can define causal complexity of a computation
as the maximal number of tick in all the chains of causality in the computation.

Definition 4.3.4 (Computation). A computation from a process P is a sequence (P;,{;)i<n
such that Py = P and P, i> Py fori < N.

Definition 4.3.5 (Causal Complexity). In a computation (P;,?;)i<n, we say that ¢; depends
on €;, noted {; < {; when i < j and {; <. {;. Then, the causal complexity of this computation
1s given by the mazimal number of tick locations in all the chains of <*, the reflerive and
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transitive closure of <. Then, the causal complexity of a process P is defined as the mazrimal
causal complexity over all computations from P.

Remark 4.3.2. In the rules for synchronization in Figure[{.19, the continuation of the input is
that an unusual position. Indeed, the continuation is put where the output was, instead of where
the input was. We choose this presentation because this way, we obtain a simple statement for
an exchange lemma that can be proved easily:

If Py 5 Py -5 Py and £ A €, then there egists P| and Pj with Py N P/ N P} and
Py =; P} 7 With an alternative presentation where the continuation is put at the input position,
we could have for example

la(v).P | (ale) | ale’)) = (la(v).P | Plo:=¢]) | (0 |a(e)) = ((la(v).P | Plv:=¢']) | Plv:=e¢]) [ (0| 0)
And if we exchange the two reduction steps we obtain
la(v).P | (@(e) | a(e)) = ((la(v).P | Plv:=c¢]) | Plv:=¢]) | (0] 0)

And so, the tree has been slightly modified, thus the exchange lemma is harder to state with
tree congruence only. Moreover, as the shape of the tree changes, then the locations may also
change, so a notion of trace equivalence may be needed.

We can now prove the equivalence between the notions of parallel complexity with annotated
processes complexity and causal complexity for this particular causality relation.

Parallel Complexity > Causal Complexity

In this section, we consider causal complexity, and we show that the parallel complexity is
always greater than causal complexity. Formally, we prove the following lemma.

Lemma 4.3.3. Let P be a process. Let (Pi,{;)i<n be a computation from P with causal com-
plexity K. Then, the global parallel complexity of P is greater than K.

In order to do that, we show that we can do the same computation with our semantics with
annotated processes. Let us take a process P seen as a tree. By definition, each leaf of P is
a guarded process G. For each leaf, we replace the guarded process G by 0 : G, and we call
P’ this annotated process. By the definition of congruence for annotated processes, we have
P = P'. Then, we will work with this tree representation for annotated processes.

Definition 4.3.6 (Tree Representation of Annotated Processes). We consider annotated trees
such that a set of names is given at the beginning, nodes represent parallel composition and leaves
are processes of the shape n : G with G guarded. Such a tree indeed represents an annotated
process.

Then, we say that an annotated process P’ seen as a tree is an annotation of a process P
seen as a tree if P' and P have exactly the same shape, and each leaf G of P is a leaf n : G for
P

So, by definition P’ is an annotation of P. We can then prove the following lemma:

Lemma 4.3.4 (Causal Reduction and Annotation). Suppose that P LN Q. Then, for any P’
annotation of P, we have P’ = Q' where Q' is an annotation of Q.
Moreover, we have:

e If ¢ = p;tick then Q' has the same annotation as P’ for all leaves at a position p’ such
that p is not a prefiz of p'. For all the other leaves, Q' has the annotation n + 1 where n
1s the annotation for the leaf at position p in P’
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o If L =p;if then Q' has the same annotation as P’ for all leaves at a position p’ such that
p is not a prefix of p'. For all the other leaves, Q' has the annotation n where n is the
annotation for the leaf at position p in P’

o If{=1(p,p) then Q has the same annotation as P' for all leaves at position q such that
P’ is not a prefiz of q. For all the other leaves, Q' has the annotation max(n,m) where n
18 the annotation for the leaf at position p in P’ and m is the annotation for the leaf at
position p’ in P’.

Proof. The proof is done by case analysis on the rules of Figure All cases are rather
direct. The idea is to always keep the same tree shape in the reduction =-, and then to make
the names go up and the annotations go down after doing this reduction using the congruence
rules. Formally, the names can go up with ((va)P) | @ = (va)(P | Q) (always possible by

a-renaming) and n : ((va)P) = (va)(n : P), and then the annotations can go down with
n:(P|Q)=n:P|n:Q. Then, with the shape of the reduction = we can indeed see that
the annotations indeed correspond to the one given in this lemma. O

With this lemma, we can start from P’ the annotation of P, and simulate the computation.
Now we only need to show that the annotations correspond to the number of ticks in a chain
of causality. Formally, we prove the following lemma.

Lemma 4.3.5. Let (P!, ¢;)i<n be the computation given by the previous lemma from an original
computation (P, ;)i<n . Then, for alli < N, the annotation of a guarded process G at position
p in P! is an upper bound of the maximal number of tick locations in all chains of <* for the
locations £y, ..., L;_1 such that the last location £ of this chain satisfies £ <. p

We prove this by induction on 1.

e This is true for ¢ = 0 since P’ is P annotated with zeros everywhere.

e Let i < N. Suppose that this is true for P/, the annotation of P;. Let us look at the

. 4;
reduction P; — P 1.

— If ¢; = p;if. Then by induction hypothesis, the annotation n for the pattern matching
bounds the maximal number of tick locations in all chains of <* for the locations
lo,...,0;—1 such that the last location £ is such that ¢ <. p. Let us look at Pi,+1
given by lemma m For all the positions in P/ 1 With p not a prefix, dependency
did not change since ¢; = p; if does not cause those positions. As annotations did not
change either, the hypothesis is still correct. For the new positions in the tree with
p as a prefix, all the annotations are n. Any chain of causality <* with the locations
Lo, ..., ¥0; is either a chains that does not contain ¢; and that caused p, and so n is a
bound by induction hypothesis, or it is a chain that contains ¢; and so it is a chain
in causal relation with p, and so n is a bound.

— If /; = p;tick. Then by induction hypothesis, the annotation n for the tick cor-
responds to the maximal number of tick locations in all chains of <* for the lo-
cations {y, ..., ¢;—1 that are also in causality <. with p. Let us look at P/ 41 glven
by lemma m For all the positions in P/ 1 with p not a prefix, dependency did
not change since ¢; = p;if does not cause those positions. As annotations did not
change either, the hypothesis is still correct. For the new positions in the tree with
p as a prefix, all the annotations are n. All chains of causality <* with the locations
Lo, ..., 0; are either chains that do not contain #¢; and that caused p and so n + 1 is
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Figure 4.20: Tree Semantics for Span

a bound because n is a bound by induction hypothesis, either they contain ¢; and so
in this case it was a chain in causal relation with p and so n+ 1 is a bound as n is a
bound on the causality between £y and ¢;_1 and the last location ¢; adds one to the
complexity.

— If ¢; = 7(p,p’). By induction hypothesis, the annotation n for the input and m for
the output are bounds on some chains of causality on (o, ..., ¢;_1. Let us look at P/ ;
given by Lemma m For all positions that are not a prefix of p’, nothing changed
so the hypothesis is still true. Let us look at positions with p’ as a prefix. All the
annotations for those positions are max(n,m). Let us look at chains of causality on
Lo, ..., 0; that end with a location that causes those positions. The new chains that
were not in the previous hypothesis are the ones that finish with ¢;. For those chains,
either they cause ¢; because they cause p or because they cause p’. In both cases, n
or m was a bound on the number of ticks by induction hypothesis. So, max(n,m) is
indeed a bound on the number of ticks for all those chains.

This concludes the proof. So, in the end, the annotation in position p in Py is a bound on
chains of causality that cause p. Moreover, for any chain of causality, this chain causes its last
position (or output position by definition of causality). So, all chains of causality are bounded
by at least one of the annotations, so the maximum over all annotations is a bound on the
causal complexity. This directly gives us that global parallel complexity is greater than causal
complexity.

Causal Complexity > Parallel Complexity

Let us work on the converse. In order to do that, we will restrict a bit the congruence = for
annotated processes and expand the semantics = in order to work with trees. So, as before, we
can define a tree congruence =; for annotated processes, with the base rules

(va)(vb)P =¢ (vb)(va)P

(va)(P | Q) =¢ (va)P | Q (when a is not free in Q) (va)(P | Q) =¢ P | (va)Q@ (when a is not free in P)
n:(P|Q)=n:P|n:Q n:(m:P)=n+m): P (va)(n: P)=n: ((va)P) 0:P=P

And then we define the semantics = exactly as before but with trees instead of simple processes
in parallel. An example is given in Figure [4.20

As before, any annotated process can be written in a tree representation as in Definition [4.3.6]
using the tree congruence rule =; for annotated processes. So, from this, it is rather direct that
this semantics defined with tree = is equivalent to the previously defined =, in the sense that
they give the same complexity. (It relies in particular on the fact that congruence does not
change the parallel complexity). And now, we can work on this parallel complexity with tree
representation. Formally, we want to prove:
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Lemma 4.3.6. If P is a process without annotation, with P(=)*Q and C¢(Q)) = K, then there
is a computation (P, {;)i<n from P with causal complezity greater than K.

So, by definition of causal complexity and parallel complexity, this will indeed show that
the causal complexity is greater than the parallel complexity.

As we only need to prove this lemma for processes without annotation, we can take an
additional hypothesis on annotated processes: we consider in the following that annotations
appear exclusively at the ”top-level” of a process, so there is no annotation in the subprocess
P in a(v).P, in tick.P, in !a(v).P or in the subprocesses of a pattern matching. We can take
this hypothesis because if a process P satisfies this hypothesis and P = () then @ also satisfies
this hypothesis. And of course, processes without annotation satisfy this hypothesis. Moreover,
in this definition, we do not consider 0 : P as a real annotation since it can be removed by
congruence. We start by the following definition.

Definition 4.3.7 (Removing Annotation). Let P be a tree representation of an annotated
process. We define forget(P) as the tree P where leaves n : G are replaced by G.

Note that this definition makes sense only because of the previous hypothesis, otherwise we
would need to apply recursively the forgetful function to G. We then easily show the following
lemma.

Lemma 4.3.7 (Forget Reductions). Suppose that P = Q. Then, we have forget(P) LI
forget(Q) for some location £.

Proof. The proof is direct because we modified = in order to obtain immediately this. Note
that the reduction tick.P = 1: P, or more generally n : tick.P = (n+1) : P here corresponds
indeed to removing a tick with the forgetful function. O

With this lemma, we can start from forget(P) and simulate the reduction (=)*. Now we only
need to show that the annotations are bounded by the number of ticks in a chain of dependency.
We show the following lemma:

Lemma 4.3.8. If P is a process without annotation, and if P(=)*Q, then there is a compu-
tation (P;,{;)i<n from P = forget(P) to forget(Q). Moreover, for each leaf n : G at position p
in Q, there is a chain of causality <* with at least n ticks that ends with a location £ such that
L=<.p.

Note that from this lemma we can deduce immediately Lemma We prove this by
induction on P(=)*Q

e If this relation is the reflexive one, and P = (), this is direct because all annotations are
equal to 0.

e Now suppose we have P(=)"R = . By induction hypothesis, there is a computation
(Pi,¢;)i<n from forget(P) to forget(R), with the expected chains of causality. We now
proceed by case analysis on R = Q.

— If this reduction is a pattern matching reduction at position p. Then, we have

forget(R) LN forget(Q). Let us take a leaf n : G at position p’ of Q. If p is not a
prefix of p’, then this leaf was also in R. So, by induction hypothesis, we obtain the
desired chain of causality. If p is a prefix of p/, then this n was also the annotation for
the position p in R. So, by induction hypothesis for R, there is a chain of causality
<* with at least n ticks that ends with a location £ such that ¢ <. p. By definition, it
means that this last location £ <. p;if. So, this gives us a chain of causality with at
least n ticks that ends with a location that cause p’ in Q. This concludes this case.
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— If this reduction is a tick reduction at position p. Then, we have forget(R) pitigk

forget(Q). Let us take a leaf n : G at position p’ of Q. If p is not a prefix of p/, then
this leaf was also in R. So, by induction hypothesis, we obtain the desired chain of
causality. If p is a prefix of p/, then n—1 was the annotation for the position p in R.
So, by induction hypothesis for R, there is a chain of causality <* with at least n—1
ticks that ends with a location £ such that ¢ <. p. By definition, it means that this
last location ¢ <. p;tick. So, this gives us a chain of causality with at least n ticks
that ends with a location that causes p’ in ). This concludes this case.

— If this reduction is a synchronization with input at position p and output at position

p’. Then, we have forget(R) T<p—’p>,> forget(@). Let us take a leaf n : G at position ¢ of
Q. If p’ is not a prefix of ¢, then this leaf was also in R (except for the position p in
the case of non-replicated input where the guarded process changes but not the an-
notation, still the following reasoning works). So, by induction hypothesis, we obtain
the desired chain of causality. If p’ is a prefix of ¢, then, we have n = max(ng,n)
with ng the annotation for the input position p in R and n; the annotation for the
output position p’ in R. Let us say, by symmetry, that ng is the maximum between
those two. So, by induction hypothesis for R, there is a chain of causality <* with
at least ng ticks that ends with a location ¢ such that ¢ <. p. By definition, it means
that this last location £ <. 7(p,p). So, this gives us a chain of causality with at least
no ticks that ends with a location that causes ¢ in . This concludes this case.

This concludes the proof.

So, we have indeed that causal complexity is greater than parallel complexity.
From this, we have the equivalence between causal complexity and our definition of parallel
complexity.

4.4 Types for Span

We present here a type system for span, so we want as previously a type system such that
typing a process gives us a bound on its span. Formally, we will prove the following theorem:

Theorem 4.4.1 (Typing and Complexity). Let P be a process and m be its global parallel
complexity. If we have p; ;' P< K, then ¢;® F K > m.

Notice that this theorem talks about open processes. However, our notion of complexity
does not behave well with open processes, similarly to what happened for Theorem For
example the process match v {0 — P;; s(z) — @} is in normal form for a variable v, so this
process has global complexity 0. Still, we will also obtain the following corollary:

Corollary 4.4.1 (Complexity and Open Processes). We have:

o I[fp;®:T"v: THPq K, then for any sequence of expressions € such that ¢; ;T F € T,
K is a bound on the global complezity of P[v:= €]

o If o;®;T' - P < K, then for any other annotated process @ such that ¢;®;T' F Q < K',
max(K, K') is a bound on the global complexity of P | Q.

So, when we have a typing ¢; ®; ' = P < K for an open process, one should not see K as a
bound on the actual complexity on P, but it should be seen as a bound on the complexity of
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this particular process in an environment respecting the type of I'. So, in ¢; ®;v : Nat[2, 10] I
match v {0 — P;; s(z) — Q} < K, this index K is a bound on the complexity of this pattern
matching under the assumption that the environment gives to v an integer value between 2 and
10.

4.4.1 Sized Types with Time

The type system is an extension of the previous one for work. In order to take into account
parallelism, we need a way to synchronize the time between processes in parallel, thus we will
add some time information in types, as in [72] or [36].

Definition 4.4.1. The set of types and base types are given by the grammar:

B := Nat[I, J] | List[I, J](B)

T:=8B | chy(T) ‘ in(T) | outy(T) ‘ Vi.srulf (T) | Vi.isrul (T) ‘ Vi.osrvl (T)

As before, we have channel types, server types, and input/output capabilities in those types.
For a channel type or a server type, the index I is called the time of this type. Giving a channel
name the type ch;(7) ensures that communication on this channel should happen within time
I. For example, a channel name of type chg(7") should be used to communicate before any
tick occurs. With this information, we can know when the continuation of an input will be
available. Likewise, a server name of type Vz.isrvf( (T') should be used in a replicated input,
and this replicated input should be ready to receive for any time greater than /. Typically, a
process tick.la(v).P enforces that the type of a is Vi. isrvi(T) with I greater than one, as the
replicated input is not ready to receive at time zero. About the free variables in a server types,
Vi. srvf (T ), we emphasize the fact that i can appear in K and T but not in 1. Indeed, the time
that a server takes to become ready does not depend on the values sent to this server. However,
in order to harmonize notations with channels, this time I is written after the quantification
over i even if it does not depend on it.

As before, we define a notion of subtyping on those types. The rules are essentially the same
as the ones in Figures [4.8)and [£.9] The only difference is that we force the time of a type to be
invariant in Subtyplng.

In order to write the typing rules, we need some other definitions to work with time in types.

The first thing we need is a way to advance time.

Definition 4.4.2 (Advancing Time in Types). Given a set of index variables ¢, a set of con-
straints ®, a type T and an index I, we define T after I time units, denoted <T>f}q) by:

o (B =8

(chy(T ))W’? = ch-p (T) if o;® E J > I. It is undefined otherwise.
Other channel types follow exactly the same pattern.

(V?.sr'uff(T))‘p’ =Vi.srv! (T) if o; @ J > 1.

J-I
Otherwise, (Vz.s'r"uﬁ((T))fI@ = Vi. os'r"uf]( I(T)

(V?.isr’u?(f))f}(b = V?.isr’u‘[](fl(f) if ;@ F J > 1.
It is undefined otherwise.

o (Vg.srvg((f))f? = Vi.osrv_(T).
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p; &, ' PaK ;o TFQ<K @;@;(F}_IFPQK
o;®THP | QK p; ®; T F tick.P< K+1

©;®; T, A+ a:Viisrvi (T) ;@ (F)f? cr’ I time invariant (0, 1);®; T, 5: T+ PaK
;9 T, AR la(v) <l

e; ;T Fazing(T) @;@;(F)fl,%:TI—PQK ©;®; T F a:outs(T) @;@;(F)ijl—g:'f
©; P T a(v) <« K+1 ;O T Fae) <l

©:;®:T + a: Vi.osrvy (T) o; & () _, Fe: T{J/i}
;BT Fa@) « K{J/i}+]

Figure 4.21: Span Typing Rules for Processes

This definition can be extended to contexts, with (v: T,I’>f;;b =u: <T>f5;b, (I‘)f}q} if <T>f;;b is

defined. Otherwise, (v: T,F>f}q’ = <F>f}q>. We will often omit the p; ® in the notation when it
is clear from the context. Recall that as the order < on indexes is not total, p; ® # J > I does

not mean that p; ® F J < I.

Let us explain a bit the definition here. For base types, there is no time indication thus
nothing happens. For simple channel types, there are two cases. Either the bound J on the
time was greater than I, and so we only have to subtract I from J to make time pass. Either
the bound J was not greater than I, and so this channel cannot be used any more after I units
of time, thus we erase this channel from the context.

For servers types, there is a dissymmetry between the input and output capabilities. The
input capability behaves like a simple channel, if the time J is too small, we erase this capability.
However, the output capability is never erased, even if the time J is too small. This is because
when a server is defined, it must stay available until the end. Thus, an output to a server should
always be possible, no matter the time. Still, the input capability of a server should not be
available eternally, as the time J is supposed to mean the time for which a replicated input is
effectively defined. So, when this time has passed, we should not be able to define a replicated
input any more.

We notice that this definition of time advancing generates constraints in a type derivation.
Indeed, if we know that (a : chg;(f»f;lq) = a:ch;_(T), then we have p;® E J > 1. This will
be useful to see what constraints the complexity of a process should satisfy, as we will see in
examples.

Definition 4.4.3 (Time Invariant Context). Given a set of index variables ¢ and a set of
constraints ®, a context I' is said to be time invariant when it only contains base type variables

or output server types Vz.osrvf((T) with p; @ E I =0.

Such a context is thus invariant by the operator (-)_, for any I. This is typically the kind
of context that we need to define a server, as a server should not be dependent on the time it is
called. We can now present the type system. Typing rules for expressions and some processes
do not change, they can be found in Figure [4.10] and Figure In Figure [4.21], we present
the remaining rules in this type system that differ from the ones in Figure As before, a
typing judgement ¢; ®;I' F P < K intuitively means that under the constraints ®, in a context
T', a process P is typable and its span complexity is bounded by K.

The rule for parallel composition shows that we consider parallel complexity as we take the
maximum between the two processes instead of the sum. In practice, we ask for the same com-
plexity K in both branches of parallel composition, but with the subtyping rule, it corresponds
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indeed to the maximum. For input server, we integrate some weakening on context (A), and
we want a time invariant context to type the server, as a server should not depend on time.
Weakening is important since some types are not time invariant, such as channels. So, we need
to separate time invariant types that can be used in the continuation P from other types.

Some rules make the time advance in their continuation, for example the tick rule or input
rule. This is expressed by the advance time operator on contexts, and because time advances,
the complexity also increases. Also, notice that because of the advance of time, some channels
names could disappear, thus there is a kind of ”time uniqueness” for channels, contrary to the
previous section on work. This will be detailed later. Also, note that in the rule for replicated
input, there is an explicit subtyping in the premises. This is because <F>f}¢’
in general, since the type of a contains the input capability. However, if this server has both
input and output capabilities, we can give a time invariant type for a (or other servers) just by
removing the input capability, which can be done by subtyping.

Looking back at Corollary we can for example understand the rule for input by taking
the judgement ¢; ®; a:chs() - a().tick.0<4. This expresses that with an environment providing
a message on a within 3 time units, this process terminates in 4 time units.

Finally, we can see that if we remove all size annotations and merge server types and channel
types together, we get back the classical input/output types, and all the rules described here
are admissible in the classical input/output type system for the m-calculus.

1s not time invariant

Definition 4.4.4 (Forgetting Sizes). Formally, given a sized type T, we define U(T) the usual
input/output type (U is for forgetful) by:

U(Nat[I, J]) := Nat U(List[I, J](B)) := List(U(B))
U(ch(T)) == chU(T))  U(ing(T)) := inU(T))  Ulout;(T)) := outU(T))
UNVi.srol (T)) := chU(T))  UNVi.isrvl(T)) := anU(T))  U(Vi.osrvi(T)) := outU(T))

Then, we obtain the following lemma, with the classical input/output typing:
Lemma 4.4.1. If o;® = T T T’ then U(T) T U(T"). Moreover, if ¢;®;T + e: T then
UT)Fe:U(T) and if o;@;T + P< K thenU(T') - P
Examples

Input, Time and Complexity. We first illustrate the type system on a simple generic
example that will be very useful for other concrete examples.

Example 4.4.1. Let us consider the process P = ¢().b().a(). We have the following typing for
P:
©;®;a:outr,(),b:ing, (), c:inp () - P<al,

if and only if o; @ E I, > I > 1.

Indeed, the typing derivation has the shape:

@3 ®yazoutr,—1)—(1,-1.)(), b1 ino() - a() < (La—Lc)-(Lp—1c)
2 (@ outy, 102+ 0,1, 01 000)) g gy - 0 < (GaTo) (T 1)
;®5azouty _p (),b:ing _; (),c:ing() = b().a() < Io—1I.
©; @3 {((a:outy, (), b:ing, (), c:ing () Fb().a) <Io-1e
@;®;a:outr,(),b:ing, (), c:ing () F c().b().a() < 1,
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fib with ¢ replaced by i-2

fib with ¢ replaced by i-1 @; @; A F fib(p, ¢) 1 G(i-2) see Example
©; ®; A+ fib(m, b) @i-1 ©; ®; A+ fib{p, c) <i-1 ©; ®; A F c(x).b(y).add(z, y,a) 9i-1
i;(i > 2); A F fib(m, b) | fib(p, c) | c(x).b(y).add(x,y,a) <i-1
i; (1 > 2);(I')_,m : Nat[i-1], p : Nat[i-2], b : out,; (Nat[F'ib(i-1)]), ¢ : outg(;—o) (Nat[Fib(i-2)]) k- | - | - €i-1
i; (i1 > 1);(T")_,, m : Nat[i-1],p : Nat[i-2] - (vb)(vc) - - - <i-1
i; (¢ > 1);(I") _,m : Nat[i-1] - match m {0 — @(1);; s(p) = ---} <2i-1
i;+;()_, Fmatch n {0 — a@(0);; s(m) — -} aG(i)-1
;5T F tickmatch n {0 +— a@(0);; s(m)+— ---} < (G(i)-1)+1
i;-;fib:- - m: Nat[i],a: outg(;) (Nat[Fib(i)]) F tick.match n {Q —a(l);; s(m)— -} <1G(>%)

5 fib : Vi.stvy ™ (Nat[i], outg sy (Nat[Fib(i)])) F!fib(n, @) tick. - -- <0

Figure 4.22: A Typing for Fibonacci (Span)

And the constraints ¢; ® F I, > I, > I. are necessary in order for the various (-)_ ; to be
defined. So, to sum up, the complexity of such a sequence of input/output is given by the time
of the last channel, and the constraints that appear are that the order of time should correspond
to the order of the process sequence.

Another interesting case of this is when «a is a server type and not a simple channel type:
let us take a:srvy*(). As an output capability for a server type is never erased by (-)_;,
have fewer restrictions. In particular, we only need ¢; ® F I, > I. and the complexity becomes
Ko+Ipy+(I,—1p). Recall that this is not always equal to K,+1, by definition of subtraction, for
example if I, = 0, then we have the complexity K,+I} in the end.

Finally, one can notice that if we add a tick constructor to this process, then the only thing
it does is changing the shape of constraints. For example, if P = tick.c().tick.b().a() and a
is a simple channel, then the total complexity is still I, but the constraints on I, I and I.
become:

we

p;@FEI.>1 ;@ F I > I.+1 ;@ F I, > I

Fibonacci. Let us consider again the process P described in Figure We pose G(n) =
max(1,n) and we want to show that the server fib has a span G(n). In order to do this, we give
the typing described in Figure [4.22

An Example to Justify the Use of Time. In order to justify the use of time in types for
span, and to show how we could find the time of a channel, we present here three examples of
recursive calls with different behaviours. Usually, type inference for a size system reduces to
satisfying a set of constraints on indices. We believe that even with time indexes on channels,
type inference is still reducible to satisfying such a set of constraints. So, for the sake of
simplicity, we will describe this example with constraints. We define three processes P;, P> and
P3 by:
P, =la(n,r).tickmatch n {0 +— 7();; s(m) — (vr')(vr")(Q))}

for the following definitions of ();:
Q1= 5( >

Q2
Q3

Il

el
/\
\/

=

I
el
/\
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So intuitively, for P; the two recursive calls are done after one unit of time in parallel, and
the return signal on r is done when both processes have done their return signal on 7’ and r”.
So, this is total parallelism for the two recursive calls (the span is linear in n). For Ps, a first
recursive call is done, and then the process waits for the return signal on 7/, and when it receives
it, the second recursive call begins. So, this is totally sequential (the span is exponential in n).
Finally, for P3 we have an intermediate situation between totally parallel and totally sequential.
The process starts with a recursive call. Then, it waits for the return signal on 7'. When this
signal arrives, it immediately starts the second recursive call and immediately does the return
signal on r. So, intuitively, the second recursive call starts when all the "left” calls have been
done. Note that those three servers have the same work, which is exponential in n.

So, let us type the three examples with the type system for span. For the sake of simplicity,
we omit the typing of expressions, we only consider the difficult branch for the match construc-
tors, and we focus on complexity and time. We consider the following context that is used for
the three processes:

I = a: Vi.ostv)” (Nat[0, 1], chy() (), n : Nat[0, ], 7 : chyqi) ()

We have two unknown function symbols: f, that represents the complexity of the server, and
g, the time for the return channel. We also use this second context:

A = (T)_;,m:Nat[0,i-1],7" : chg(;y (), 7" : chgri) ()

This gives two more unknown functions, ¢’ and ¢” corresponding respectively to the time of 7’/
and 7" when defined. The three processes start with the same typing:

i F f() > g(i)
i (D) FP() < f(i)-1 i > 1L AFQraf(i)-1
i (), Fmatch n {0 = 7();; s(m) — (') (vr")(Qu)} < f(i)-1
i; T F tickmatch n {0— 7();; s(m) — (vr)(wr")(Q1)} < f(7)
SR Vi.srvg(i)(Nat[O, i, chgiy()) = P <0

Because of the tick, we know that the complexity on the bottom should have the shape
K+1 for some K, so here we obtain immediately that f(i) > 1. In the same way, r should still
be defined in (I')_,, so we obtain g(i) > 1.

We now describe the different constraints obtained on the three processes, under the as-
sumption that ¢ > 1. For )1, we obtain a typing similar to Fibonacci, and we derive the
constraints:

FO-12 f-1) G =gG-1)  ¢"() = gli-1)
9012 9" 20 FO-12 )1
The first constraint is because the total complexity f(i)—1 must be greater than the complexity
of the two recursive calls f(i-1). Then, 7" and r” must have a time equal to ¢g(i-1) in order
to correspond to the type of a in the outputs @(m,r’) and a(m,r”). Finally, the last two
constraints correspond to the constraints of Example and the fact that the complexity

bound f(i)-1 should be greater that the complexity of this subprocess with is g(i)-1 again as
in Example So, we can satisfy the conditions with the following choice:

fi)=itl gy =i+l g6 =g"() =i
So, as expected, the span, represented by the function f, is indeed linear.
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B3 {A) g 7 ey ()
N ®;(A)_, o) b m: Nat[o, i-1]
©; ®; A+ m: Nat[0,4-1] (A4 a(m, ") < £(i-1) see Example
@ @3 A Fa(m, ') a f(i-1) i (A)_yy Fa(m, ") < f(i)-1-g' (1) @ @3 A "().7() ag(i)-1
AT BT o T P AL 0 )
i (i > 1) A a(m,r’) [ r () a(m,r") | r"()7() < f(i)-1

Figure 4.23: A Typing for Q-

¥ 23 (A) gy 0 29(0)-1-9'(0)
P15 (A) gy O < f(1)-1-9'(0) 93 ®3 (A) gy F 00
P12 (A) gy Falm, ") | 7O < f(@)-1-g'(0) ;@A 1"().0a9"(2)
i @ A E (). (@m, ) | 7)) < f(i)-1 P & AET"().04f(0)-1
i (0 > 1); A Fam, ) | 7'().@(m, ") [ 70) | (.0 < f()-1

Figure 4.24: A Typing for Q3

Then, for Q2, we describe the typing in Figure where ¢; ® = i; (i > 1).
Thus, we obtain the following constraints:

f@)-1=f(i-1) (i) =g(-1)  f(i)-1-g'(i) = f(i-1)
9"(i)-g'(i) = g(i-1)  g(i)-1>4¢"(i)  f(i)-1 = g(i)-1

The constraints on f(i) are obtained because of the subtyping rules, expressed by the double
lines in the type derivation. The equality constraints are obtained because we need both r’ and
" to have the type chy(;_1y(), and finally the constraint g(i)-1 > ¢”(i) is as in Example
Thus, we can take:
f)y =21 g(i) =21

So, we indeed obtain the exponential complexity.

However, with those two examples, the time of the channel r is always equal to the complexity
of the server a, so we cannot really see the usefulness of time. Still, with the next example we
obtain something more interesting. A type derivation for Q)3 is given in Figure [4.24

And we obtain the constraints:

f@)-1=f-1)  g'()=g6-1)  f(i)-1-g'(i) > f(i-1)
g"(i)-g'(i) = g(i-1)  g(i)-1=4'(})  f(i)-1-g'(i) = g(i)-1-g'(d)  f(i)-1 = g"(i)

The first four constraints are exactly the same as before, because there are the same typing
derivation (represented by ---). Then, the constraint on g(i)-1 is because of <->_g,(i), and

the other constraints come from subtyping rules. So, using the equalities, and by removing
redundant inequalities, we obtain for f and g:

() > 14g(i-1)+f(i-1)  g(i) > 1+g(i-1)  f(i) > 142 - g(i-1)

Thus, we can take:
(i+1)(i+2)

g(i) =i+l fl) = 5
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The complexity is quadratic in n. Note that for this example, the complexity f depends
directly on ¢, and g is given by a recursive equation independent of f. So in a sense, to find the
complexity, we need to find first the delay of the second recursive call. Without time indications
on channel, it would not be possible to track and obtain this recurrence relation on g and thus
we could not deduce the complexity.

Note that the two first examples used channels as a return signal for a parallel computation,
whereas for the last example, channels are used as a synchronization point in the middle of a
computation. We believe that this flexibility of channels justifies the use of 7w-calculus to reason
about parallel computation. Moreover, this work is a step to a more expressive type system
inspired by [72], taking in account concurrent behaviour, that we will present in Section
Indeed, as we will show, the current type system fails to capture some simple concurrency.

Limitations of the Type System. Our current type system enforces some kind of time
uniqueness in channels.

Example 4.4.2 (Time Uniqueness). Indeed, take the process a().tick.a(). When trying to type
this process, we obtain:

Error
- Fchr() Eing() 5acho())_, Fa() <0
sa:chp()Fazing() 5 a:chg() Fticka() <l

suacchr()Fal).ticka() < I+1
As by definition (a: cho())_, is 0, we cannot type the output on a.

So, channels have strong constraints on the time they can be used. This is true especially
when channels are not used linearly. Still, note that we can type a process of the shape a().0 |
a() | tick.a(), so it is better than plain linearity on channels. This restriction limits examples
of concurrent behaviours. For example, take two processes P, and P, that should be executed
but not simultaneously. In order to do that in a concurrent setting, we can use semaphores.
In 7-calculus, we could consider the process (va)(a().P| | a().Py | @()), where P| is P; with an
output @() at the end, likewise for Pj. This is a way to simulate semaphore in 7-calculus. Now,
we can see that this example has the same problem as the example given above if for example
Py contains a tick, thus we cannot type this kind of processes. Formally, this is because of our
parallel composition rule:

0; ;' P K 0; o THFQ<K
;& 'EP | QK

If we take @ equal to P, we then obtain, from a typing ¢; ®;I' - P < K a typing ¢; ®; T I
P | P<K. So, the type system consider that P and P | P are equivalent, and this is obviously
not true in general, especially with the example described above. However, in a linear setting,
this is not a problem.

Still, we believe that for parallel computation, our type system should be quite expressive
in practice. Indeed, as stated above, the restriction appears especially when channels are not
used linearly. However, it is known that linear w-calculus in itself is expressive for parallel
computation [76]. For example, classical encodings of functional programs in a parallel setting
rely on the use of linear return signals, as we will see in the example for bitonic sort in Sect.
Moreover, session types can also be encoded in linear 7-calculus in the presence of variant
types [73, B5]. Note that in order to encode a calculus as the one in [36], we would also need
recursive types. Our calculus and its proof of soundness could be extended to variant types,
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but not straightforwardly to recursive types. However, we believe the results on the linear -
calculus we cited suggest that the restriction given above should not be too harmful for parallel
computation.

We will come back later on this example, in Section and we will use type usages to
overcome this problem.

4.4.2 Soundness

In this section, we show how to prove that our type system indeed gives a bound on the number
of time reduction steps of a process. As we work with the reduction =, we need to consider
annotated processes instead of simple processes. So, we need to enrich our type system with a
rule for the constructor n : P.

o; @) _ FP<1K
;& 'Fn: P<a<K4n

As the intuition suggested, this rule is equivalent to n times the typing rule for tick. We
can now work on the properties of our type system on annotated processes.

The procedure to prove the subject reduction for = in this type system is intrinsically more
difficult than the one for Theorem [£.2.1] So, from the proof of subject reduction for span, one
could deduce the proof of subject reduction for work, just by forgetting the considerations with
time and the constructor n : P in the following proof.

Intermediate Lemmas

As usual, we first show some intermediate lemmas on the typing system. To begin with, we
give a lemma on the link between subtyping and time advance.

Lemma 4.4.2. If ;& =T C U then for any I, either (U) and

(T')_, are defined, and ¢; @ = (T)_, C (U)

_; 18 undefined, or both (U)_,
I

Proof. The proof is by induction on the subtyping derivation. First, transitivity is direct by
induction hypothesis. For non-channel type, this is direct because time advancing does not do
anything. Then, for channels that are not servers, time is invariant by subtyping, thus time
advancing is either undefined for both types, either defined for both types, with the same time.
For a server type, again time is invariant by subtyping, so either both types lose their input
capability, either they both keep the same capabilities. The case where (U)_, is undefined and
not (T')_ ; is when 7' is an input /output server that looses its input capability, and U is an input

server. O
Now, for the usual properties of typing systems, we have first structure lemmas.

Lemma 4.4.3 (Weakening). Let ¢, ¢’ be disjoint set of index variables, ® be a set of constraints
on @, D be a set of constraints on (p,¢’), T' and I" be contexts on disjoint set of variables.

1. If o;® F C then (¢,¢'); (®,9") F C

NS

Af ;@ T C U then (p,¢); (9,9 )FTCU.

Co

f ;@0 e T then (p,¢); (@, ); T, TV Fe:T.

4. OO — AN with (56); (9 F A E (D)

v

Af ;8T PaK then (o,¢); (®,9);T,T"F PaK.
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Proof. Point 1 is the same as in Lemma [3.1.1] it comes from the definition of indexes. Point 2
is proved by induction on the subtyping derivation, and it uses explicitly Point 1. Point 4 is
a consequence of Point 1: everything that is defined in <F>f;;b is also defined in <F>@I’¢l);(q>’¢l),
and the subtyping condition is here since with more constraints, a server may not be changed
into an output server by the advance of time. Point 3 and Point 5 are proved by induction on
the typing derivation, and each point uses crucially the previous ones. Note that the weakening
integrated in the rule for input servers is necessary to obtain Point 5. Note also that when the
advance time operator is used, the weakened typing is obtained with the use of a subtyping
rule. O

Lemma 4.4.4 (Strengthening). Let ¢ be a set of index variables, ® be a set of constraint on
@, and C a constraint on ¢ such that ¢; ® E C.

1. If ¢; (®,C) E C' then p; ® E C'.
2. If o;(®,C)F T C U then p;@+-TLCU.
3. If p;(®,C); T, T" Fe: T and the variables in T' are not free in e, then ¢; ®; T Fe:T.

4. (D)) —(ryee.

I
5. If p;(®,0);T, "+ P<a K and the variables in T" are not free in P, then ¢;®; T+ P< K.

Proof. Point 1 is a direct consequence of the definition, as in Lemma [3.1.2] Point 2 is proved
by induction on the subtyping derivation. Point 4 is straightforward with Point 1 of this lemma
and Point 1 of Lemma [4.4.3] Point 3 and Point 5 are proved by induction on the typing
derivation. O

We also have the usual property specific to our sized type systems, index substitution.

Lemma 4.4.5 (Index Substitution). Let ¢ be a set of index variable and i ¢ p. Let J be an
index with free variables in @. Then,

1. [I{J/itp = U ppisn,)-

2. If (p,1); @+ C then p; ®{J/i} E C{J/i}.

3. If (p,0);® F T C U then o; ®{J/i} - T{J/i} C U{J/i}.
4. If (p,10); @; T Fe: T then p; ®{J/i};T{J/i} Fe:T{J/i}.

5. (D{I/y) PR = A A with @3 0{J/i} B A E (D)%) {7/}

6. If (,1); ;T F P< K then p; ®{J/i};T{J/i} F P<K{J/i}.

Proof. Again, Point 1 and Point 2 are some properties in indices, that were already stated in
Lemma/(3.1.3l Point 3 is proved by induction on the subtyping derivation, then Point 4 is proved
by induction on the typing derivation. Point 5 is direct with the use of Point 2. And finally
Point 6 is proved by induction on P. The induction is on P and not the typing derivation
because of Point 5 that forces the use of weakening, which is admissible but not derivable.

(Lemma [4.4.3)). O

We also need a lemma specific to the notion of time.
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Definition 4.4.5 (Delaying). Given a type T and an index I, we define the delaying of T' by
I units of time, denoted (T')4;:

By =B (chy(T))y; = chyy(T)

and for other channel and server types, the definition is in correspondence with the one on the
right above. This definition can be extended to contexts.

Lemma 4.4.6 (Delaying). For any index I, we have:
1. If p;@ =T T U then ;@ = (T)y; E(U)qy.
2. If o;&; T e T then ;@ () sy e (T)4.
8. (M) )y = A A with g; @ = AT ((T)_ )4
4- <<F>+1>_(J.|.[) = <F>—J'
5. If ;0T F PaK then ¢;®;(I') 4y F PaK+1.
Proof. Point 1, Point 2, Point 3 and Point 4 are straightforward. Then, Point 5 is proved by

induction on P. Point 4 is used on every rule for channel or servers, and Point 3 is used in the
rule for tick. ]

With this lemma, we can see that if we add a delay of I time units in the contexts for all
channels, it increases the complexity by I time units, thus we see the link between time in types
and the complexity. Then, we can show the usual substitution lemma.

Lemma 4.4.7 (Substitution). We have:
1. If o; ;T 0:THeE U and ¢;@;T Fe: T then o;&;T F e [v:=¢]: U.

2. If o;0;0,v: THPaK and ¢;P;T Fe: T then ¢;0; ' Plv:=¢|< K.
The proof is pretty straightforward.

Subject Reduction

We now present the core theorem in order to obtain the complexity soundness: subject reduc-
tion. First, we need to show that tying is invariant by congruence.

Lemma 4.4.8 (Congruence and Typing). Let P and Q be annotated processes such that P = Q.
Then, ¢; ®;I' - P K if and only if o;&;T F Q< K.

Proof. We prove this by induction on P = ). Notice that again, for a process P, the typing
system is not syntax-directed because of the subtyping rule, so we consider that a derivation
has exactly one subtyping rule before any syntax-directed rule. And, as for Theorem the
first subtyping rule on the bottom can be ignored. We first show this property for base case of
congruence. The reflexivity is trivial then we have:

e Case P | 0 = P. Suppose ¢; ®;T'H P | 0< K. Then the derivation has the shape:

s m’

;o 'FPaK ;& 'FOK
p;O;'EP | 0<K
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Thus, 7 gives us the desired proof. Reciprocally, given a derivation 7 of ¢; ®;T'+ P < K|
we can derive the proof:

i SHTF040  pdF0<K
;& 'F P9 K p; & TFOK
;& THP | 09K

e Case P | Q=Q | P. Suppose ¢;®;T'+ P | Q< K. Then the derivation has the shape:

/
T T

;& 'FPaK ;& FQR<K
;TP QK

And so we can derive:

/
™ ™

;o THFQ<K p; & I'FPaK
o; Q| PaK

e Case P | (Q | R)=(P| Q)| R. Suppose ¢;®;T'+ P | (Q | R)<K. Then the derivation
has the shape:

TQ TR
0; O AFQuK’ 0;®; AFR<K'
p p;®;AFQ | R<K’ o PFTCEA 0 dFK <K
p;®;THPaK ;& T'FQ | ReK
;& MEP | (Q| R)<K

We can derive the proof:

TQ
TP 0; & AFQuK’ ;@ FTCAK <K TR
©;&:TF PaK 00T Q<K ©;®; A RaK'
;o THP | QK p;®;T'FR<K

e; & PE(P Q)| RAK

The reverse follows the same pattern.

e Case (va)(vb)P = (vb)(va)P. Suppose p; ®;I' - (va)(vb)P < K. Then the derivation has
the shape:

™

0;®; A a: T b:UFPaK'

;P A a:T' = (wb)P<a K’ o;®FTCA ;P FK' <K o ®FTCT
;@ Ta:THWh)P<K
©; 0T F (va)(vb)P < K

We can derive the proof:
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T

©0;®;Aa: T b:UFP<K' p;®FTC A 0 ®FK' <K o, ®FTCT p;@FUCU
;P a:T)b:UFPaK
;O 0,0: U F (va)P<a K
©; ®; T (vb)(va)P < K

e Case (va)P | Q = (va)(P | Q) with a not free in Q). Suppose ¢; ®;T' - (va)P | Q< K.
Then the derivation has the shape:

TP
©0;®;Aja:THPaK'
©;®; A (va)Pa K’ p;®FTCA p;F K' <K Q
©; ;T (va) P4 K ;O THQ<K
;0 (va)P | Q<K

By weakening (Lemma , we obtain a derivation g, of ¢;®;T',a: T Q < K. Thus,
we have the following derivation:

np
p;®;Aa:THP<K’ e;PFTCA p;®ETCT p;PFK <K 7r’Q
;P a:THP<K ;P a:THQK
p;®;T,a:THP | Q<K
@& T (va)(P | Q) K

For the converse, suppose ¢; ®;T' - (va)(P | Q)< K. Then the derivation has the shape:

TP Q
;P A a:T' - PaK’ p; ;A a: T FQUK'
;P A a:T'HP | QuK' p;®FTCA T CT p;PEK <K

p;®;T,a:THP | Q<K
e &I (va)(P | Q) <K

Since a is not free in @), by Lemma from mg we obtain a derivation 7, of ¢; ®; A+
Q < K'. We can then derive the following typing:

P

©0;®;Aa:T'FPaK' o ®FTCT
0;®;Aa:THPaK' Wég
©;®; A+ (va)P< K’ 0; O AFQ<K’

©;®;AF (va)P | Q<K' o;®FTC A 0 dFK' <K
;O T'F (va)P | Q<K

e Casem: (P |Q)=m:P|m:Q. Suppose ¢;&;T'Fm: (P | Q)<K+m. Then we have:

Tp TQ
;& AFP<K' 0; & AFQaK'
P; & AFP | QK ;@ T)_ CA @K <K

P ) PP QK
o; 0 Em: (P Q)<aK+m
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So, we can give the following derivation:

TP TQ
0; P AFPaK’ e;®H(T)_ CA p;®FK' <K o; & AFQuK’
©; & () _, FPaK 0; & (), <K
;& 'Fm: P1K+m ;& Fm:QaK+m

;2 TFEm:P|m:QaK+m

Now, suppose we have a typing ¢; ®;T'Fm : P | m: Q< K. The typing has the shape:

TP TQ
0 ®;(A1)_ FPaK; 0 @5 (Ag)  FQaKy
;P A1 Fm: PaKi+m p; P; Ag Fm Q1 Ka+m e;PFTCE A TE Ay Kitm < K; Ko+tm < K

;o 'Fm: PaK ;O T Fm: Q<K
p; % TFEFm:P|m: Q<K

By Lemma 4.4.2}, from I' £ Ay, we obtain I' = ©9,0; with (01)_ T (A;)_ . In the
same way, I' = ©f, ©] with (©])_ T (As)_ . Moreover, we have easily p; ® = K > m.

Thus, by the Lemma [4.4.3] (weakening) for 7p and 7, we obtain:

e TQ
©;P;(O0)_, . (A1)_, F PaK, ©;®;(00) ., (A2)_ F QK>
©; & () _, FPaK-m ©; & (), FQ<uK-m

;0 () _,, FP | QaK-m
p;®TEm: (P | Q)<K

This concludes this case.

e Case m: (va)P = (va)(m : P).
Suppose that ¢; ®;T'F m : (va)P < K+m. Then, the derivation has the shape:

p
0;®; A a:THPaK'
©; ;A (va)P<a K’ e;®H(I)_ EA ;P K' <K
0; @ (T)_ F(va)P<K
;&0 m: (va)P < K+m
Recall that, by Lemmaw (T)1m)_,, =(T)_, =T. So, we have:
TP
;&N a:THPaK' p;@H(I)_, CA p;®FK' <K p,®-FTCT

0; &), ,a:THPaK
0;®:T,a:(T)y,, Fm: P1K+m
©;®; T F (va)(m : P) < K+m

For the converse, suppose that ¢; ®; T+ (va)m : P < K. Then the typing has the shape:
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TP
©;®;((A,a:T"))_, F PaK’
o;®;Aa:T'Fm:PaK'+m p;@FTCEA g ®FTCT p;®FK'+m <K
p;®;Ma:THFm:PaK
©; P T (va)m : P< K

By an abuse of notation, let us write (T")_ = to denote (T")_ if it is defined, and any
other type otherwise. Then, we have the derivation (with possibly a weakened version of
Tp):
Tp
©; @ (A)_ a:(T')_, FPaK'
©; @5 (AY_, F (va)PaK'
;& A m: (va)P<K'+m p;®FTC A ;@ F K'+m < K
;& TFm: (va)P<K

e Case m: (n: P)= (m+n): P.
Suppose that ¢; ®;I'Fm : (n: P) < K+m. Then the derivation has the shape:

TP
0; 0 (A)_ FPaK'
0;®;AFn: Pa4K'+n e ®H()_ CA ;@ FEK'+n <K
;&) _, Fn:P<aK
;O T'Fm:(n: P)x<K+m

We have <F>_(m+n) = (") . So, by Lemma we obtain (I')_ = 0,0 with

—m>—n

;@ F(O)_ C(A)_ . So, by weakening, we obtain:
T
©;®;(0)_,,(A)_, FPaK’ P (T) (4 EUO)_,, (D))  ¢eFK <K-n

p; P; (F>7<m+n) FPaK-n
©; 9T F (m4n) : P<K+m

For the converse, suppose that ¢; ®;T' F (m+n) : P < K+(m+n). Then the derivation has
the shape:

P
©; ; <F>_<m+n) FP<K+

©; ®; T (m+n) : P< K+(m+n)

So, we have:

P
v; ; (F>_(m+n) FP<K

o;®;([)_ Fn:PaK+n
;& TFm:(n: P)<K+(m+n)
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o PEI ST o PEJ<J ;I <I o PEJ <] 0, @-BCHB
©; ® - Nat[I, J] C Nat[I’, J'] ; ® + List[Z, J|(B) C List[I’, J'|(B)

p@FI=J  (pi);®FTCU  (pi);®FUCT (i) PFK =K'
©; ® b Vi.stvi(T) C Vi.stvi (D)

p@EI=J (pi)i®FTCU  (pi)i®FK <K
;- Vg.srvf((f) C V;.iser,(ﬁ)

o OET=J (0, 1);@-UCT (p,1);®F K < K’

o, dET=J (p,0);PHFTCU (p,i);PEK' <K
©;® F Vi.isrvE (T) C Vi.isrvE (0)

pOETI=J (pyi);@-UCT (p,i); @ K < K’
p;® - Vg.osrvf{(f) C V?.osrvff/(l?)

Figure 4.25: An Alternative Presentation of Subtyping

e Case (: P = P. This case is direct because the rule for 0 : P does nothing.

This concludes all the base case. We can then prove Lemma by induction on P = Q.
All the base case have been done, symmetry and transitivity are direct by induction hypothesis.
For the cases of contextual congruence, the proof is straightforward. O

Now that we have Lemma we can work up to the congruence relation. In order to
proceed to the subject reduction, we first need an exhaustive description of subtyping. As
expressed before, the transitivity rule is not necessary and so in the following proof it will be
better to consider a subtyping without transitivity. This alternative presentation of subtyping
is described in Figure for servers. The case of simple channels can easily be deduced from
the case of servers.

And of course, we have:

Lemma 4.4.9 (Exhaustive Description of Subtyping). ¢;® =T C U for the usual description
if and only if ;@ =T T U with the rules of Figure[{.25]

Proof. The converse is direct, all the rules described in Figure can be derived in the original
subtyping description using at most once the transitivity rule. For the direct implication, the
proof is rather straightforward. We proceed by induction on the usual subtyping relation. All
base cases are indeed of this form, and the only hard case is for transitivity. For this case, we
have to use the induction hypothesis and consider all cases in which the right member of a rule
of Figure can match with a left member of another rule. This is a long case analysis, but
all the cases are simple. ]

And with all this, we can finally work on the subject reduction.
Theorem 4.4.2 (Subject Reduction). If ¢; ®; ' P< K and P = Q then ¢; &;I'F Q< K.

Let us show this Theorem. We do this by induction on P = ). Let us first notice that
when considering the typing of P, again the first subtyping rule has no importance since we
can always start the typing of () with the exact same subtyping rule. We now proceed by doing
the case analysis on the rules of Figure
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e Case (n :la(v).P) | (m : a(e)) = (n :la(v).P) | (max(n,m) : P[v:= €]). Consider the
typing ¢; ®;T' F (n :la(v).P) | (m : a(e)) <« K. The first rule is the rule for parallel
composition, then the derivation is split into the two following subtree:

TP
- [ po —
©; ®; Ag, A I—a:Vi.isrvﬁo(TO) (p,1); ®;00,v: Tp - P a K| 0@ (Ao)_,
©; ®; Ag, Af Fla().P <l ;P H <F0>_n C Ag,Af;Io £ Ko
; ®;(To)_,, Fla(v).P 1Ko
@; ®;To Fn:la(v).P < Kotn 0;PHFT CTo; Kptn < K
;@ T Fnla(®).P<K

. C g, time invariant

Te

;&3 A1 F a:Vg.osrvﬁl (Ty) ©; P (A1) _p ke Ti{J/i}

@ ;A1 a(e) « h+K({J/i} @@ (D) CAGL+K({J/i} < K
P @i (M), Fa@) <K
;T Fm:aé) < Ki+m p;PHFTCED; Ki+m < K
p;®;TFm:ale) <K

The first subtree can be used exactly as it is to type the server in the right part of the
reduction relation. Furthermore, as the name a is used as an input and as an output, so
the original type in I" for this name must be a server type Vz.srvf” (f) As this server
does not lose its input capacity after the time decrease, we also know that ¢; ® E I > n.
So, by Lemma [£.4.9] we have:

p®FEly=I-n  (p);®FTCTy (p0);0FKj<K,

e ®EL=I-m (0,i);®+-T\CT (p,i);®F K, <K}
There are now two cases to consider.

— Let us first consider that ¢; ® = I > m. Then, we obtain directly:

©; ® E Igtn = I+m (@,Z);@l—ﬁgﬁ (gp,g);q)l:KégK{

Thus, by subtyping, from 7p we can obtain a derivation of (cpj); D; <A0>_IO,71 : ﬁ +
qu{é' By Lemm~a~4.4.5 we have a derivatfi\(/)n of ©;®{J/i}; (<A0>_IO){¢7/Z},%:
Ti{J/i} b P<a K {J/i}. As i only appears in T} and K], we obtain a derivation of
@3 ®; (Do), v: Th{J /it = PaKi{J/i}.

Now, by using several times Lemma [4.4.2] we have:

@@ (1) _(141) E €0, (Do) _y, E €0,600 ;@ (L) _ (g, E €1, (A1) _p

for some €p, €1. By Lemma and as p; ® - I = I1+m = Ip+n we can obtain two
proofs, with the subtyping rule:

o @ (D)_p 0 T fiy F PaK{T/i} @@ (T)_ ke Ti{J/i}
Thus, by the substitution lemma (Lemma , we have ¢; ®; (I')_, = P[v:=¢] <

K1{J/i}. As by definition, I > m and I > n, let us call I’ = I- max(n, m), and we
can obtain the following typing using the associated typing rule:

@; ®; (') _;, F max(n,m) : P[v:= ¢] <max(n, m)+K1{J i}
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Then, by delaying (Lemma (4.4.6), we have ¢;®; ((I) _},)+p = max(n,m) : P[v :=
el A I+K {J/i}, and T = €, €| with ¢;® - ¢, C ((I)_,)4p. Recall that o;® F
L+m+ K {{j /;} < K. Thus, again by subtyping and weakening, we obtain

©; ;' - max(n,m) : Plv:=¢|<K

And this concludes this case.

Now, we suppose that we do not have ¢; ® F I > m. Note that as we know ¢; ® F
I > n, it means that m > n. Moreover, as ¢;® F I; = I —m, then ¢;® F [1+m =
max (I, m). We still have:

(go,Z);q)l—ﬁEﬁ/) (cp,g);CIJFZK(/] < K]
Thus, by subtyping, from 7mp we can obtain a derivation of (4,0,2);@[3;@0,5 Ty F
P < K{. By Lemma we have a derivation of ¢; ®{J/i}; Oo{J i}, v: Ti{J[i} -
P« K{{j/;} As 7 only appears in 77 and K, we obtain a derivation of ¢; ®; 00, v:
T{J/i} - PaK|{J]i}.
Now, by using several times Lemma we have:

;@ E(T)_(ip) E €0 (Do) E€0, 00 @@ (T) 17y Eer, (A1)

for some €g,e1. Moreover, we know that Og is time invariant. let us call J =
maz(lo+n, [1+m), we have by again decreasing in the first subtyping relation:

©;® () _; Ce,0p

for some €3. Note that we have p; ® E J = max(I, m) = [1+m since ¢; ® E [y+n =1
and ¢; ® F I1+m = max (I, m).
By Lemma we can obtain two proofs, with the subtyping rule,

0@ (D)_,, 0: T {J i} F P K\ {Jfi} ¢ @;(T)_, +Fe:Ty{J/i}

Thus, by the substitution lemma (Lemma , we have ¢;®;(T')_, = P[v =

¢] <« K1{J/i}. Recall that in this case, max(n,m) = m. We can obtain the following
typing using the associated typing rule:

;P (L)_(jyyy Plv:= ¢ <m+EK,{J/i}.
Then, by dgliying (Lemma , we have ¢; ®; <(F>_(J_m)>+(J_m) Fm: Plv:=
€] a J+K{J/i}, and T = ¢, €} with ¢;® - €] C <<F>_(J_m)>+(J—m)- Recall that
;@ F J = L+m and ¢;® F [1+m+K; {J/i} < K. Thus, again by subtyping and
weakening, we obtain

©; ®; T F max(n,m) : Plv:=¢|<K

And this concludes this case. Notice that many notations in this case are somewhat
complicated because we only know that ¢;® F I > m is false, but it does not im-
mediately means that ¢; ® F m > I because the relation on indexes is not complete.
So, we have to take that into account when writing substraction.
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e Case (n:a(v).P) | (m : a(e)) = max(n,m) : P[v:=¢€]. Consider the typing ¢;®;I" -
(n:a(v).P) | (m:a(e))< K. The first rule is the rule for parallel composition, then the
derivation is split into the two following subtree:

Tp
©;®; Ao - a:ing, (To) @;@;(A())_IO,%:?OFPQK(’)
0;®; Ao - a(v).P 1 o+ K}, 0 ® F (Do)
;®;(To)_,, - a(v).P <1 Ko
p;®;ToFn:a(®).P<Kotn p;PHFT Co; Kotn < K
p;®;TFn:a(@).PaK

E Ao ¢;® F Ip+K| < Ko

-n

Te
©; P; A }—a:outh(ﬁ) ¢;¢;<A1)_Il }—'evzfﬁ
@; @3 A1 afe) <y ;@ (T)_,,
;@5 (T'1)_,, Fafe) < Ky
;DT Fm o ae) < Ki+m ;T CT; Kitm < K
o; o TFEm:ae)< K

EA1 @;@P]1§K1

As the name a is used as an input and as an output, so the original type in A for this name
must be a channel type ch;(T'). As this channel is not erased after the time decrease, we
also know that ;@ ET > n and ¢; ® E I > m. So, by Lemma [4.4.9) we have:

@l =I-n (i) ®FTCTy @:®EI-m=1I (p,i);®+TICT
So, we obtain directly:
p;@F Iptn=Iitm (9,0 @FTIC Ty

Thus, by subtyping, from mp we can obtain a derivation of ¢; ®; (A[))_IO,?): j’vl HPaK|.

Now, by using several times Lemma [£.4.2] we have:

0; P+ <F>—(n+10) L e, <A0>—]O 0; P+ <F>—(m-|-]1) L €1, <Al>—[

1

for some €, e;. By Lemma and as ©;® - I = I1+m = Iy+n we can obtain two
proofs, with the subtyping rule,

0;®;(T)_,,0:Ti - PaK)  ;®;(0)_, F&:Tq

Thus, by the substitution lemma (Lemma (4.4.7), we have ¢; ®;(I')_; F P[v := €] < Kj.
As by definition, I > m and I > n, let us ca = I-max(n,m), and we can obtain the
following typing using the associated typing rule:

©; ®;(T')_; - max(n,m) : P[v:= €] <max(n, m)+K)

Then, by delaying (Lemma|.4.6), we have ¢; ®; ((I') _},) 4 F max(n, m) : P[v:= e|<l+Kj,
and A = ¢, €7 with ;@ F¢] © ((T')_,,)1p. Recall that ;@ F Iptn+Kj < K'. Thus,
again by subtyping and weakening, we obtain

©; ;' - max(n,m) : Plv:=¢|<K
And this concludes this case.

106



e Case tick.P = 1 : P. This case is direct because both constructors have exactly the
same typing rule.

e Case match [| {[] = P;; =z y — @Q} = P. This case is similar to its counterpart
for natural number, so we only detail this one. Suppose given a derivation ¢;®;T"
match || {[] — P;; x::y— Q} < K. Then the derivation has the shape:

o ;A F [ List0,0](B) ;@ C A;List[0,0](8') C List[Z, J](B) i
@; ®; T[] : List[1, J](B) @ (®,I1<0);THP<K
¢;®; ' Fmatch [| {[|— P;; zy— Q}<K

Where we ignore the branch for @ as it does not interest us in this case. By Lemma [4.4.9
we obtain:
p;PET <0 p;PE0LJ 0;® B CB

As ;@ F I <0, by Lemma we obtain directly from 7p a derivation p; ®; '+ P< K.
e Case match e :: ¢ {[] = P;; z 1y — Q} = Qz,y := e,€']. This case is more difficult
than its counterpart for integers, thus we only detail this case and the one for integers can

easily be deduced from this one. Suppose given a derivation ¢; ®;T' - match e :: €’ {[] —
P;; z::y— Q} < K. Then the derivation has the shape:

Te Te!
o;®:AFe: B ©; ®; A€ List[I’, J')(B)
©;®; Ak ee :List[I'+1, J +1)(B) @;® T C A;List[I'+1, J'+1](B') C List[1, J](B)
@;®;T e e :List[l, J])(B) TQ

@;®;Tkmatchee {[|—P;; zuy— Q}<aK

Where we ignore the branch for P and mg proves ¢; (®,J > 1); ', z:B, y:List[I-1, J-1|(B) F
Q< K. Lemma gives us the following information:

;P T <I'+1 e EJH1<J ;B CB
From this, we can deduce the following constraints:
p;dEJ>1 o;dFEI-1<T o;dEJ <J-1
Thus, with the subtyping rule and the proofs 7, and w., we obtain:
o;®;TkHe:B 0;®; T F ¢ : List[I-1, J-1](B)

Then, by Lemma, from 7 we obtain a derivation of ¢; ®; T, z:B, y:List[I-1, J-1](B) -
Q< K. By the substitution lemma (Lemma [4.4.7), we obtain ¢; ®;T - Q[z,y :=e,€/]< K.
This concludes this case.

e Case P | R= Q| R with P = Q. Suppose that p; ®;T'+ P | R<K. Then the derivation
has the shape:

Tp TR
;& I'FPaK ;& I'FRaK
p;O;T'FP | RaK

By induction hypothesis, with the derivation wp of p; ®;I' F P< K, we obtain a derivation
mq of ¢; ®;I' = Q) < K. Then, we can derive the following proof:
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Q TR
;& 'FQRK ;& 'FRaK
;o THQ | RAK

This concludes this case.

e Case (va)P = (va)Q with P = Q. Suppose that ¢;®;I' - (va)P < K. Then the
derivation has the shape:

TP
;P a:THP<wK
;0 (va)P< K

By induction hypothesis, with the derivation 7mp of ¢;®;I",a: T F P < K, we obtain a
derivation mg of ¢; ®;I',a: T - Q < K We can then derive the proof:

TQ
0; O T a:THQR<K
;O T F (va)Q < K

This concludes this case.

e Casen : P = n: @ with P = . Suppose that ¢;®;:I" - n : P< K+n. Then, the
derivation has the shape:

P
0;®;(I)_ FPaK
;& 'Fn: PaK+n

By induction hypothesis, we have a derivation m¢ of ¢; ®; <F>_n F Q< K, thus we can give
the derivation:

TQ
;0 (D), F QK
p; o TFn:QaK+n

e Case P = Q with P =P/, P/ = @ and Q = @Q’. Suppose that o;®;I' - P< K. By
Lemmal4.4.8, we have ¢; ®; ' = P'<K. By induction hypothesis, we obtain ; ®;T' - Q'<K.
Then, again by Lemma we have ¢; ;' - @ < K. This concludes this case.

This concludes the proof of Theorem [4.4.2
Now that we have the subject reduction for =, we can easily deduce a more generic form
of Theorem [4.4.1

Theorem 4.4.3. Let P be an annotated process and let m be its global parallel complexity.
Then, for a typing p; ®; '+ P < K, we have o;® F K > m.

Proof. By Theorem [£.4.2] all reductions from P using = preserve the typing. Moreover, for any
process @, if we have a typing ¢; ;T F Q < K, then ¢; ® E K > C¢(Q). Indeed, a constructor
n : P incurs an increment of the complexity of n both in typing and in the definition of Cy(Q),
and for parallel composition the typing imposes a complexity greater than the maximum as in
the definition for Cy(Q). Thus, for any process @) reachable from P, we have ¢; ® F K > Cy(Q),
so K is indeed a bound on the parallel complexity. O

Corollary is then obtained with the substitution lemma and the rule for parallel com-
position.
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4.4.3 Examples: Bitonic Sort / Brute Force
Bitonic Sort

As an example for this type system, we first show how to obtain the bound on a common
parallel algorithm: bitonic sort [2]. The particularity of this sorting algorithm is that it admits
a parallel complexity in O(log(n)?). We will show here that our type system allows to derive
this bound for the algorithm, just as the paper-and-pen analysis. Actually we consider here a
version for lists, which is not optimal for the number of operations, but we obtain the usual
number of comparisons. For the sake of simplicity, we present the algorithm for lists of size a
power of two. Let us briefly sketch the ideas of this algorithm. For a formal description see [2].

e A bitonic sequence is either a sequence composed of an increasing sequence followed by a
decreasing sequence (e.g. [2, 7, 23, 19, 8, 5]), or a cyclic rotation of such a sequence (e.g.
8, 5,2, 7, 23, 19)).

e The algorithm uses two main functions, bmerge and bsort.

e bmerge takes a bitonic sequence and recursively sorts it, as follows:

Assume s = [ag, ..., a,-1] is a bitonic sequence such that the sequence [ao, ..., a, /o] i3
increasing and the sequence [a,, /5. .., a,_] is decreasing, then we consider:

s1 = [min(ao, a/2), min(ar, a, jo4+1) - - ., min(a, o1, a, 1)

S2 = [max(a(b an/2)v max(ala an/2+1) s 7max(an/2—17 an—l)]

Then we have: s1 and sy are bitonic and satisfy: Vo € s1,Vy € s,z < 9.

bmerge then applies recursively to s; and sy to produce a sorted sequence.

e bsort takes a sequence and recursively sorts it. It starts by separating the sequence
in two. Then, it recursively sorts the first sequence in increasing order, and the second
sequence in decreasing order. With this, we obtain a bitonic sequence that can be sorted
with bmerge.

We will encode this algorithm in m-calculus with a boolean type. As expressed before, our
results can easily be extended to support boolean with a conditional constructor.

First, we suppose that a server for comparison lessthan is already implemented. We start
with bcompare such that given two lists of same length, it creates the list of maximum and the
list of minimum. This is described in Figure [4.26

We present here intuitively the typing. To begin with, we suppose that lessthan is given
the server type srv{)(B, B, cho(Bool)), saying that this is a server ready to be called, and it takes
in input a channel that is used to return the boolean value. With this, we can give to bcompare
the following server type:

Vi.srvh(List[0, d] (1), List[0, 7] (B), outy (List[0, 7] (B), List[0, 4] (B)))

The important things to notice is that this server has complexity 1, and the channel taken in
input has a time 1. A sketch of this typing is given in Figure The cases of empty lists are
not detailed, but they are easy. In the non-empty case, for the v constructor, we must give a
type to the channels b and c. We use:

b: chy(List[0,i-1](B), List[0, i-1](B)) c: chy(Bool)

And we can then type the different processes in parallel.
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'beompare(ly,l2,a) . match(ly) {
[] = a(li,l2) ;3
z: 1] — match(ly) {
[] = 6<ll,l2> 35
yuly — (vd)(ve)(
becompare(l},l5,b) | tick.lessthan(z,y,c)
| Ol ,lar) . c(2).if 2z then a(z::lp,y::ly) else a{y:lm,z:ly)

}
}
'bmerge(up, l,a). match(l) {
[] = all) 5
[y] = all) s
_ +— let (l1,la) = partition(!) in (vb)(ve)(vd)(

beompare(ly,ls,b) | b(p1,p2) . (bmerge({up,py,c) | bmerge(up,ps,d))
| ¢(q1).d(g2). if up then let I' = q; @Q g2 in a(l') else let I' = ¢ @ ¢; in @(l’)

_ +— let (l1,ls) = partition(!) in (vb)(vc)(vd)(
bsort(tt,ly,b) | bsort(ff,lsy,c)
| b(aq1).c(g2) .let ¢=q1 Qg2 in bmerge(up,q,d) | d(p).a(p)
)

}

Figure 4.26: Bitonic Sort

e For the call to bcompare, the arguments have the expected type, and this call has com-
plexity 1 because of the type of bcompare.

e For the process tick.lessthan(z,y,c), the tick enforces a decreasing of time 1 in the
context. This modifies in particular the time of ¢, that becomes 0. Thus, we can do the
call to lessthan as everything is well-typed.

e Finally, for the last process, we have in the two branches a shape b(---).c(---).a(---). So,
by Example as all those three channels b, c and a have a time equal to 1, we have a
complexity 1 for this typing.

So, we can indeed give this server type to bcompare, and thus we can call this server and it
generates a complexity of 1.

Then, to present the processes for bitonic sort, let us use the macro let v = f(€) in P to
represent (va)(f(¢,a) | a(v).P), and let us also use a generalized pattern matching. We also
assume that we have a function for concatenation of lists and a function partition taking a
list of size 2n, and giving two lists corresponding to the first n elements and the last n elements.
Then, the process for bitonic sort is given in Figure [4.26

Then, the main point in the typing of the two remaining servers is to find a solution to
a recurrence relation for the complexity of server types. In the typing of bmerge, we suppose
given a list of size smaller than 2¢ and we choose both the complexity of this type and the time

of the channel a equal to an index f(i) as in Section So, it means we choose for bmerge
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-k (z,y,¢) : (B, B, cho(Bool))

i > 1A F (14,15, b) : T(i-1) i1 > 1;(A)_y Flt(z,y,¢) <0 See Example [I41]
i1 > 1; A be(ly, 15, b) <1 i1 > 1; A F tickdt(z,y,c) a1 i34 > LA b, l).c(2).if <o+ a1
iyi > LT, (I, la, a) : T(i), (15, 15,b) : T(i-1), 2,y : B,c:chi(Bool) b -+ | «+- | -+«
ivi > LT, (I, lo, a) : T(i), 2,y : B, 1, 1 : List[0,i-1](B) F (wb)(ve) - - <1
isi > ;T (l1,l2,a) : T(z),x 1B, 1] : List[0,i-1](B) Fmatch ls {[] = ---;; y = l5— -} al
i T, (I, l2,0) : T() Fmatch iy {[] > --3; - }al I time invariant 5uE(T)_,CI’

5 D Hbe(l, 2, a)....<0
with T(:) = List[0, ] (B), List[0, 1] (B), outy (List[0, 7] (B), List[0, 1] (B))

[ = It : sTv)(B, B, cho(Bool)), be : Vi.stvi(T(4))

IV = it : stv)(B, B, cho(Bool)), be : Vz’.osrv(l)(f(i))

Figure 4.27: Type Derivation for Bitonic Comparison

the type: '
vi.stv) ! (Bool, List[0, 27](B), out (s (List[0, 2') (B)))
Then, the typing given in Figure gives us the following conditions, for the three branches,
when 7 > 1:
f)=1  f) = 14+f6-1)  f(i) = f(i-1) = f(i-1)
So, we can take f(i) =4, and thus bmerge has logarithmic complexity.
In the same way, for bsort we choose the type:

Vi.stvd™ (Bool, List[0, 2'] (B), out;) (List[0, 2] (B)))

The typing is given in Figure which gives us the following conditions, again for the
three branches, when 7 > 1:

g(i) = g(i=1)  g(i) 2 g(i-1)+f (1)  g(i) = g(i-1)+f(2)
So, if we take f(i) = ¢ as previously, we have:
i > 1 implies g(i) > g(i-1)+i

Thus, we can take g(i) in O(i?), and we obtain in the end that bitonic sort is indeed in O(log(n)?)
on a list of size n.

Notice that in this example, the type system gives recurrence relations corresponding to
the usual recurrence relations we would obtain with a complexity analysis by hand. Here, the
recurrence relation is only on f or g because channel names are only used as return channels, so
their time is always equal to the complexity of the server that uses them. In general this is not
the case as we saw before in Section so we obtain in general mutually recurrent relations
when defining a server.

Brute Force

In this example, we focus on a brute forcing algorithm: given a propositional logic formula on n
boolean variables, can we find an assignment for those variables such that the formula is true?
For this example, we use both binary words and booleans as data-types. The formal rules for
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B0 > LA F (I, Do, b) : T(271) See Example ]

i1 > 1A Fbe(l, 2, b) <1 i1 > 1A F b(p1,p2). - - <1+ (i-1) see Example [£.4.]]
i34 > 1; A be(ly, Iz, b) < f(4) 430 > LA F b(p1,p2).--- < f(7) ;1> 1A F e(gr). - < f(7)
iy > LT, (up,l,a) : U(i), (I, l2, b) :T(T—l),c,d:outf(i_l)(List[O,Qi_l](B)) oo oee | oo < f(3)

iyi > ;17 (up, 1, a) : U(i), 11, 2 : List[0, 2 Y)(B) F (vb) (ve) (vd) - - - < f(4)
;20> 2TV, (up,l,a) : U(i) - let (I1,ls) = partition(l) in --- < f(i)

35T, (up,l,a) : U(i) Fmatch I {---} < f(3) I time invariant (T
s T Hbm(up,l,a)....<0

!
=

with T(:) = List[0, ] (B), List[0, 1] (B), outy (List[0, 1] (B), List[0, 1] (B))
U (i) = Bool, List[0, 21](B), out ;) (List[0, 2/) (B))
T = be: Vi.osrv(T(i)), bm : Vi.sevl (U (i)

I"=be: Vi.osrvé(f(i)), bm : W.osrvg(i)(U(i))

Figure 4.28: Type Derivation for Bitonic Merge

those types are not written in Figure and Figure but they can be deduced from the
rules for integers.

To begin with, we will give an abstraction of formulas on n boolean variables in the -
calculus. A formula is represented by a server name formula with the following type:

Vi.srvh (Word|0, i, outy (Bool))

Thus, a formula receives an assignment for the n variables given by a binary word w. This word
w = wiws - - - Wy, represents the assignment x; = tt if and only if w; = 1. If w; =0 or m <1
then z; = £f. In particular, the formula should not read more that the n first letters of w, so
we can assume that for a given formula, evaluating the truth of this formula can be done in
a constant time k. Please note that this k can still depend on the evaluated formula, and in
particular it can depend on n. Finally, this server returns the truth value of the formula on a
return channel, sending a value of type Bool.

We do not detail how to obtain this server in practice. For propositional formulas for
example, it should be clear that basic constructors on booleans are enough in order to have a
simple encoding. The problem we consider is, given a server representing a formula, is there an
assignment that satisfies this formula? In order to do this, we construct a function (a server)
test of type

Vj, k.stv) M (Nat[0, j], Vi.oszvl (Word]0, i], outy (Bool)), out 5(; x) (Bool))

So, this test function takes as input the integer n, a formula, and a return channel. For the
sake of simplicity, we do not send the assignment that satisfies the formula if it exists, but we
could have done this without changing anything to complexity analysis. This function will use
an auxiliary recursive function constr that constructs all the possible assignments and feeds
them to the formula, with type:

Vi, j, k.stvd? M) (Word0, j'], Nat[0, j—3'], Vi.oszvh (Word[0, i), outy,(Bool)), outy(j k) (Bool))

Intuitively, this auxiliary function takes an unfinished assignment (the word of size j') and
completes it depending on the number of variables that must still be assigned (the integer of
size j—j'). The actual processes are given in Figure m
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G0 > LAF (tt,00,b) 1 0(i-1) See Example 4.1

i1 > ;A b bs(tt, h, b) 9g(i-1) i1 > LAFb(qr). - <g(i-1)+f(2) See Example [£-4.1]
i3i > 1; A& bs{tt, l1,b) < g(i) ;0> 1A F b(q1).---<g(7) i1 > 1; A Fd(p).a(p) < g(7)

430 > 1,1, b, ¢ outy;_qy (List[0,2°71])(B), d : out(yi—1y4 () (List[0, 2°]) (B) I - < g(i)
isi > ;T (up, 1, a) - 9(3), I1, I2 : List[0, 27 (B) = (vb)(ve)(vd) - - - < g(i)
;28 > 2TV, (up,l,a) : 9(i) F let (I1,l2) = partition(l) in ---<g(4)
i;5 T (up,l,a) : 9(3) Fmatch I {---} <g(4) I time invariant 5 (D)
5 T Hlbs(up,l,a)....<0

!
LCT

with U (i) = Bool, List[0, 2/](B), out ;) (List[0, 27] (13))
(i) = Bool, List[0, 2'](B), outy; (List[0, 27| (B))
'=bm: W.osrvg(i)(ﬁ(i)), bs :Vi.srvg(i) (v(4))

'=bm: Vi.osrvg(i)(ﬁ(i)), bs : Vz’.osrvg(i) (0(4))

Figure 4.29: Type Derivation for Bitonic Sort

Itest(n,f,r). constr{e,n,f,r)

!Constrﬁw,n,f,r). match (n) {
0 — fwr)
s(m) — (va)(vd) (constr(so(w),m f,a)) | (constr(si(w),mf,b))
| a(t).b(t’). if ¢ then 7(t) else T(t’)

Figure 4.30: Brute Forcing Formula Satisfiability

In a first analysis, we do not add any tick anywhere, thus the complexity only comes from the
evaluation of the formula. As before, the complexity analysis consists in finding the functions
f and g. By the definition of test, we obtain immediately that:

Then, from the definition of constr, we obtain in the first branch of the pattern matching:

9(s'. 5. k) > k

for any 7,7, since the call to f has complexity k. Moreover, in the second branch, we obtain,
for j — 7/ > 1 (equivalently, j > j' + 1)

9(5' 3, k) = 9(3" + 1,5, k)

Indeed, the two recursive calls to constr are done on a word of size j' + 1 and an integer of
size j—(j' + 1) = j—j'-1. Moreover, the subprocess if t then T < t > else T < t' > imposes
that the time of » must be greater than the time of ¢ and b, giving again the same inequality

9(j'.3.k) = (4" + 1,4, k).
Thus, we can take in particular
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Indeed, all those calls to the formula can be done in parallel, and the span is then the complexity
of one call to the formula.

A first thing to remark with this result is that even if the span seems good, in practice we
would need to run 2" computations in parallel in order to obtain this span. In particular, for
n large enough, this is not feasible in practice. This is were the work analysis comes in handy.
Indeed, a work analysis of this process gives us 27 - k’. We should have, if we consider the work
complexity functions f’ and ¢':

f'G.k)=4'0,4k) ¢G5k >2-4(G +1,4,k)

Thus, we can take: o )
g gk =27k fGk) =2k

So, from the huge difference of complexity between work and span, one can see that even if
this process is highly parallelisable, it requires a huge amount of computations in parallel. That
is why we believe a span analysis alone is often not sufficient and it should be completed with
a work analysis.

On a second approach, we consider that evaluating the formula is not the only costly opera-
tion for this process, and that the construction of those assignments should be taken in account.
A way to do that is to add a tick after an input of constr. In this case, the constraints become:

fU, k) =9("5.k) 9G4k >2k+1  g('j,k) > g(" +1,5,k) + 1

And we can take
9(7, 3, k) =k+(G-3)+1  fGE)=k+j+1

And so the cost of constructing those assignments is linear in j. In particular, in the case
of a propositional formula of size polynomial in n (such as SAT), we obtain a process with a
polynomial time complexity for span, and an exponential complexity for work.

Overall, the type system seems expressive enough to type interesting parallel programs,
however it does not behave well with some concurrent behaviours because of time uniqueness.
We thus present a usage type system in order to solve this problem.

4.5 Span Analysis with Sized Types and Usages

In this section, we present some results obtained in joint work with Naoki Kobayashi [15], on
a usage type system with sizes for parallel complexity analysis. As stated in Section the
usage type system we define here differs from the one in the literature [77, [72), [75] since we
manage time differently, and thus all the operations must be defined accordingly. In particular,
our type system relies on time intervals, in order to have more precise complexity bounds (see
Section , and the notion of reliability should take in account any possible reduction path,
which was not the case in deadlock-freedom analysis.

Still, in order to introduce the relevance of usages for complexity, let us look back at an
example presented in Section [4.4.1

Example 4.5.1 (Motivating Example). We define
P :=a().tick.a()
Then, the complexity of P | P | P | --- | P | a() is equal to the number of P in parallel.

Let us look at the rule for parallel composition. If we take, as before, a rule of the shape:
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Fl—QldKl F"QQQKQ
'+ Ql | QQQmaX(Kl,KQ)

given a typing I' - P< K, then we would obtain I' = P | --- | P<K and so we have two processes
with different complexities when composed with @() that are not distinguished by typing. In
Section [£.4.1] P was not typable and so this did not break soundness, but it implied some
limitations on the expressivity of the type system. A better alternative is to separate contexts.

I'-Q1<K; AF Q<Ko
f(F, A) = Ql | Q2 dmaX(Kl,Kg)

This could for example lead to linear type systems, session types, or usages [73]. As we want
a type system that can type example such as P, usages seem adapted. Indeed, the concept of
reliability, the central notion of usages, that allows types to adapt compositionally, is especially
useful here, as we will see in Example

4.5.1 Usages and Type System

Recall from Section [£.1.3] that in order to define a usage type system, we need first to define
usages as some simple parallel programs, and we need to give a meaning to time annotations.
As we saw before, an infinite time annotation may be useful for usages, so, for this section, we
modify slightly the size annotations.

Indices

Definition 4.5.1. We take again V as a countable set of index variables. The set of indices,
representing integers in Noo = N U {00}, is given by the following grammar.

LJ:=Iy|oco Iy=i|f(Iy,...,1In)

where ¢ € V. So, an index Iy corresponds to an index from the previous sections, and now we
use the notation I to consider indexes that may have an infinite value.

As before, given an index valuation p : ¥V — N, we can extend the interpretation of function
symbols to indices, this gives us a number [I], € N. As for substitution, we ask that an index
variable is always replaced by an integer index, so it cannot be replaced by infinity. Formally,
for an index I, the substitution of the occurrences of 7 in I by Jy (denoted I{Jy/i}), is only
defined for an integer index Jy, and not for global index J. This substitution is easily defined
for infinity by co{Jy/i} = oco.

As before, we will use constraints on indices, using this time relations on N,. Finally, we
will use the following notations.

Definition 4.5.2 (Notations for Indices). In order to harmonize notation, we extend some
operations on indices Iy, Jx to indices I,J. We will use the following operations:

oo+J=1+00=00 max (0o, J) = max([,00) = 00

min (oo, J) = min(J, 00) = J o0o-1 =00

115



Usages

We use usages to express the channel-wise behaviour of a process. Our notion of usages has
been inspired by the usages introduced in type systems for deadlock-freedom [91], [72] [77], but
differs from the original one in a significant manner. We define usages as a kind of CCS [89]
processes on a single channel, where each action is annotated with two time intervals.

The set of usages, ranged over by U or V, is given by:

U,V =0 (UV)|Injo.U | Outyo.U WU | U +V
Ay, By n=[1,J] Jey Ie i=J | [1, J]

Given a set of index variables ¢ and a set of constraints ®, for an interval [I, J], we always
require that ¢;® = I < J. For an interval A, = [I, J], we denote Left(A,) = I and Right(4,) =
J. In the original notion of usages [91 [72] [77], A, and J. were just numbers. The extension
to intervals plays an important role in our analysis. Note that J. is not always an interval, as
it can be a single index J. However, this single index J should be understood as the interval
[—o0, J].

Intuitively, a channel with usage 0 is not used at all. A channel of usage U | V can be
used according to U and V possibly in parallel. The usage Ini".U describes a channel that
may be used for input, and then used according to U. The two intervals A, and J., called
obligation and capacity respectively, are used to achieve a kind of assume-guarantee reasoning.
The obligation A, indicates a guarantee that if the channel is indeed used for input, then the
input will become ready during the interval A,. The capacity J. indicates the assumption
that if the environment performs a corresponding output, that output will be provided during
the time interval J. after the input becomes ready. For example, if a channel a¢ has usage
Ingc’l}.(), then the process tick.a().0 conforms to the usage, but a().0 and tick.tick.a().0 do

not. Furthermore, if J. = [0, 1], and if a process tick”.@ is running in parallel with tick.a().0,
then k belongs to the interval [1,1] 4 [0,1] = [1,2]. Similarly, Out’}‘c".U has the same meaning
but for output. The usage U denotes the usage U that can be replicated infinitely, and U + V
denotes a non-deterministic choice between the usages U and V. This is useful for example in
a case of pattern matching where a channel can be used very differently in the two branches.
For the sake of conciseness, we may use ai".U to denote either the usage Outf,‘c“.U or Inf,‘c“.U .

Recall that the obligation and capacity intervals in usages express a sort of assume-guarantee
reasoning. We thus require that the assume-guarantee reasoning in a usage is “consistent” (or
reliable, in the terminology of usages). For example, the usage Inﬁﬂ | Out[[)l’l] is reliable, since

the part Inﬁ’ﬂ assumes that a corresponding output will become ready at time 1, and the other

part Outél’l] indeed guarantees that. Then, Outg’l] assumes that a corresponding input will be
ready by the time the output becomes ready, and the part Inﬁ’ﬂ guarantees that. In contrast,

Fl)’(l)} | Outg2’2] is problematic because, although the part Inﬁ’ﬂ

output will be ready at time 1, Outg2’2] provides the output only at time 2. The consistency on

assume-guarantee reasoning must hold during the whole computation; for example, in the usage
In%’%lnﬁ’% | Out %g’g}ﬂutgz], the assume/guarantee on the first input/output pair is fine, but

the usage expressing the next communication: Inﬁ’ﬂ | Out([f’z} is problematic. To properly define

the reliability of usages during the whole computation, we first prepare a reduction semantics
for usages, by viewing usages as CCS processes.

the usage In assumes that an

Definition 4.5.3 (Congruence for Usages). Congruence on usages is defined as the least con-
gruence relation closed under:

vlo=u U|lv=VI|U U|VIW)=U|V)|IW
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=0 W=w|Uu \WU|V)=U|V W=lU

We have the usual relations for parallel composition. We also add a relation defining repli-
cation !U =!U | U. The other relations allow manipulation of replication. This will be useful
for the subusage relation, as it can increase the set of typable programs.

Now that we have congruence, as before, we give the reduction semantics. Let us first
introduce some notations.

Definition 4.5.4 (Operations on Usages). We define the operations &, U, and + by:

Ao ® J = [0, Left(Ay) + J]

Ao @ [1, 7] = [Right(A,) + I, Left(A,) + J]
(I, J)U L', J'] = [max(I,I"), max(J, J')]
(LJ 4+ I, J]=[I+1T,J+J]

Note that @ is an operation that takes an obligation interval and a capacity and returns an
interval. This is where we see the fact that a capacity J alone should be understood as the
interval [—oo, J|. Indeed, when considering a single indez, the lower bound of the sum becomes
0. So, in particular, we have A, & J # A, ® [0, J] in general. A case where we need this single
index will be explained in Example[{.5.2

The delaying operation 14°U on usages is defined by:

t0=0 (U | V) =100 | 14V
(U 4 V) = 40U + 440V
ol U =afetPoy  4o(WU) =1(140)

We also define [I,J] + J. and thus 17U by extending the operation with: [I,J] + J =
[I,J+J].

Intuitively, a usage 14°U corresponds to the usage U delayed by a time approximated by
the interval A,. Given two obligations A, and B,, A, U B, corresponds to an interval of time
approximating the time for which those two obligations are respected. For example, if an input
has the obligation to be ready in the interval of time [4, 8] and an output has the obligation to
be ready in the interval of time [5, 7], then we now for sure that the input and the output will
both be ready in the interval of time [5, 8].

The reduction relation is given by the rules of Figure |4.31] The first rule means that to
reduce a usage, we choose one input and one output, and then we trigger the communication
between them. This communication occurs and does not lead to an error when the capacity
of an action corresponds indeed to a bound on the time the dual action is defined. This is
given by the relation A, C B, ® J.. As an example, let us suppose that B, = [1,3], and
the time for which the output becomes ready is in fact 2, then the capacity J. says that
after two units of time, the synchronization should happen in the interval J.. So, if we take
Je = [5,7] for example, then if we call ¢ the time for which the dual input becomes ready, we
must have ¢ € [2 4 5,2+ 7]. This should be true for any time value in B,, so we want that
Vi' € [1,3],Vt € Ao, t € [t' +5,t' + 7], and this is equivalent to A, C B, @ [5,7] = [8, 8]. Indeed,
8 is the only time that is in the three intervals [6, 8], [7,9] and [8, 10]. The case where J. = J is
a single index occurs when ¢ can be smaller than ¢/, and in this case we only ask that the upper
bound is correct: Vt' € B,,Vt € Ay, t <t/ + J.

If the bound was incorrect, we trigger an error, see the second rule. In the case everything
went well, the continuation is delayed by an approximation of the time when this communication
occurs (see tobBo ip the first rule). The idea is that we would like, after a communication, to
synchronize the time of the continuation with the other subprocesses of a usage. As it is not
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o dEB, CA, b1, o®EACB,aJ, 0@ F (By C Ay ® I, A Ay C By @ Jo)
o; P+ In’;‘:.U | Out}°.V — 1HAUBo (7 | V) 0; In‘;‘c".U | Out)°.V — err
p;®FU+V —U p;FU+V —V
;@ -U — U’ U' # err ©0;® U — err
gFU |V —U |V ;U |V — err
U=U' ;U — V! Vi=vVv
;U —V

Figure 4.31: Reduction Rules for Usages

easy to advance the time of all the other subprocesses, delaying the current subprocess leads
to an easier semantics. In the rules for U + V| a reduction step in usages can also make a
non-deterministic choice.

An error in a usage reduction means that the assume-guarantee reasoning was inconsistent.
Keeping that in mind, we define what is a reliable usage, that is to say a usage with consistent
time indications.

Definition 4.5.5 (Reliability). A usage U is reliable under p; ® when for any reduction from
U using —, it does not lead to an error.

A type T is reliable under p; ® if it is a base type or a channel (resp. server) type with a
reliable usage.

Example 4.5.2. Take the usage

U:.= In[ll’u.Uutg’l] ] In[ll’l].OutE’l] | Dutﬁ’ﬂ

The only possible reduction step (with symmetry) is:

1] 1,1]

U — outl? | 1" out)

as we have indeed [1,1] C [0,0] @ [1,1] = [1,1] and [0,0] C [1,1] ® 1 = [0,2]. Note that the
capacity [0, 1] instead of 1 for the input would not have worked since [1,1]®[0,1] = [1,2]. Then,
we end the reduction with

Outgz’Q] | In[ll’l].Uutgl’l] — 0ut%3’3]
since [2,2] C [1,1] @1 = [0,2] and [1,1] C [2,2] & 0 = [0,2]. Thus, this usage is reliable. It
corresponds for example to the usage of the channel a in the following process P

tick.a().tick.a() | tick.a().tick.a() | a()

The obligation [1,1] corresponds to waiting exactly one tick. Then, the capacities say that
once they are ready, the two inputs will indeed communicate before one time unit for any re-
duction. And at the end, we obtain an output available at time 3, and this output has no
communication. One can see that those capacities and obligations give indeed the complexity of
this process. Thus, we will ask in the type system that all usages are reliable, and so the time
indications will give some complexity bounds on the behaviour of a channel.
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Example 4.5.3. Let us take as another example a non-reliable usage. We take the previous
example and add another input in parallel

[0,0]

U:= In[ll’I].Uutg’” | In[ll’”.Uut([)l’” | In[ll’”.out([)l’” | Out )

Again, the reduction gives:
U—" Ou t[33] | In [1 1 Out[l U err

because [1,1] ® 1 = [0,2], so the capacity here is not a good assumption. Therefore, this usage
s not reliable. However, if we change the usage to

0,0]

U =1 outi ! | 1oy outY | 1al Y out Y | ot

this time we obtain a reliable channel. This example shows how reliability adapts composition-
ally.

We introduce another relation U C V called the subusage relation, which will be used later
to define the subtyping relation. It is defined by the rules of Figure [£.32] The relation U C V/
intuitively means that if a channel is given a usage V, then it is safe for the typing to consider
that the usage is U. For example, U C 0 says that if a channel is not used (usage equal to
0), then it is safe to give any usage to this channel. Recall that an obligation and a capacity
express a guarantee and an assumption respectively. The last but one rule says, read from right
to left, that it is safe to weaken the guarantee and strengthen the assumption, as explained in
Section . We use the relation I. < J. to denote the relation C on intervals, where a single
index J is considered as the interval [—oo, J]. The last rule can be understood as follows. If a
channel is safely typed with the right usage. Then, in particular the usage V should happen
after the action o’ 7. . Since the action a’} is finished during the interval A, + J., the channel is
used accordlng to V only after the interval A, 4+ J.. thus it is safe to move V outside the guard
of o 72, as long as it is delayed by A, + J. unit of time. This last rule is especially useful for
substitution, as explained in the example below.

Example 4.5.4. Let us consider the process:

P :=a(r).r().b() | a(b)
Let us give usages to b and r; here we omit time annotations for the sake of simplicity.
U.=1In Up=1In| U,

Indeed, r is used only once as an input, and b is used as an input on the left, and it is sent to
be used as r on the right. Thus, after a reduction step we obtain P — b().b() where b has usage
U} = In.In. So, the channel b had usage Uy in P, but it ended up being used according to Uy;
that is valid since we have the subusage relation U, T Uj.

Before describing the type system, we give some intermediate results on subusages.

Lemma 4.5.1 (Properties of Subusage). For a set of index variables ¢ and a set of constraints
® on ¢ we have:

1. If o;® - U C V then for any interval Ay, we have @;® - 14U C 140V,
2. If o; @ U CV and o;® =V — V', then there exists U' such that p;® = U —* U’
and ;@ U C V' (with exxr T U for any usage U )
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_ ie{1;2} ;@ FULCU
P2 UL 0@ Uy + Uz CU; o dFU [VEU |V

0 UC U oDV V! 0 UC U
;@FU+VEU +V o @FU+VEU+V 0; @ U CIU’
u=U’ ;U CV/ V=V g @FUCU ;@ U CU”

p;@HULCV ;@ UCU”

p;@FUCU p;®FB,CA, PRI < J.

cp;(bl—a‘i”.UEafc".U’ <,0;<I>|—a£".UEaJC".U
pi @ (afeU) | (P4 V) Cage(U | V)

Figure 4.32: Rules Defining the Subusage Relation

8. If ;@ ULEV and U is reliable under p; ® then V is reliable under o; ®.

The first point shows that subtyping is invariant by delaying. The second property means
that the subusage relation serves as a simulation relation, and the last one means that the
reliability is closed under the subusage relation. In our setting, it means that the subusage
relation cannot lead to unsound complexity bounds.

In order to proceed with a proof, we first give the following lemma:

Lemma 4.5.2. If ;@ F B, C A, then ¢; ® - (14°U) C (15-U)

This can be proved easily by induction on U. We now give elements of proof for Point 2
and Point 3 of Lemma For Point 2, we can see two possible directions, either proceed
by induction on U C V and then do a case analysis on V — V' on proceed by induction on
V — V"’ and then do a case analysis on U C V. In both cases, the definition of subusage with
the transitivity rule and congruence that can be used everywhere make the proof complicated.
So, we chose to first simplify the definition of subusage.

Definition 4.5.6 (Decomposition of Subusage). Let us call C.; the relation defined by the rule
of Figure without using congruence and transitivity. Then, we define =, as:

U=U o U L,V V=V
(p,q)l—UEtV

And we have the following lemma.

Lemma 4.5.3 (Decomposition of Subusage). The subusage relation T is equivalent to the
reflexive and transitive closure of Cy.

The proof can be done by induction on C, and it relies mainly on the fact that congruence
can be used in any context, so we can use it at the end. In the same way, as the subusage
relation can also be used in any context, the transitivity can be done at the end. So, with this
lemma we got rid of the complicated rules by putting them always at the end of a derivation.
Moreover, note that it is easy to describe exhaustively subtyping for C;. Let us drop the ;@
notation for the sake of conciseness, and we have:
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Lemma 4.5.4 (Exhaustive Description of Subusage). Let us use * € {-,!}. Then, *U denotes
either U or U according to the value of x. If U &; V, then one of the following cases hold.

U= (U | «xUy) V=0

U=Uy | «(U+U) V=U|*U; ie{1;2}

U=Uy | +afoW  V=Uy|xaje W — W Ty W

U=U | *(Uy +Uy) V=U | x(U] +Uy) Ui Ce Uy
U=U | (U + Us) V=U | x(U; +U)) Uy Cop U
U=Uy | %y W V=U | *afp W A CA,  J.<J
U=Uo | #((e)e. W) | (14Ttn) V=0 | xafe.(W | T7)

c

This proof is done directly by induction on U C. V. The replication context rule works
because we have |(Uy | W) =IUy | !W and !'W =!W. We now go back to Point 2 of Lemma
Proof. We rely on Lemma So, we will prove first this intermediate lemmas:

Lemma 4.5.5. If U C; V and V — V', then there exists U' such that U —* U" and U' TV’

Then, if this lemma is proved, we conclude by transitivity of the property. So, it is sufficient
to prove it. We will also use the following lemma

Lemma 4.5.6. If V =Uy|!U; and V — V' then V! = W | WUy with Uy | Uy — W

Indeed, there are three cases for V- — V. Either it is only a reduction step in Uy indepen-
dently of Uy, either it is a reduction step within U; (note that one copy is always sufficient),
either it is a synchronization between one action in Uy and one action in U;. In the first case,
the lemma is true because we can arbitrarily add U;. In the same way, in the second case the
lemma is correct because we can just ignore Uy. In the third case, the lemma is verified since
we allow this synchronization between Uy and Uj.

We now start the proof. We proceed by induction on U C. V', and we use the exhaustive
description given by Lemma We always consider the case x =! as it is the harder of the
two cases. Let us give some interesting cases:

U=Uo|laye W V=Uyllaj W WCqW

The easy case is when V' is obtained by a reduction step in Uy. So, we suppose that the
reduction step is a synchronization between Uy and a‘}:’.W’ . So, we have:

Up = Ué | aICO.Wo
If V! = err, then we take U’ = err and concludes this case. Otherwise, we have:
V! = Ug|lage W' | HAHE) (W | W)

So, we take
U = Ujlafe. W | 1458 (W | W)

And, we have indeed:
U—U uvcv

The fact that U’ C V' is given by the previous point of Lemma [4.5.1]
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U=UpllafeW  V=Up| !a‘}f.w
A, C A, J.< ]

Again, the only interesting case is when the synchronization is not only in Uy. So, we
have:
Up = U | lape. Wy

If we have A, C B, ® I. and B, C A, @ J. then
Al ’
VI = U |lage W | 4455 (W | W)
because A C A, and J. < J! so we have A) C B, ® I. and B, C A, @ J.. Thus, we take
U =Ug[lade W | 145 (W | W)
We have indeed U — U’ and U’ C V' by Lemma Otherwise, we obtain an error

for U’ and so it indeed is a subusage of V.

U =Uo|!((afe W) | (t4Hetr))
V=0 |laje.(W | Uy)

Again, if the reduction step V' — V' is a synchronization between subprocesses in Uy, it
is simple. So let us suppose that:

Up=Up | @) Wo
If we have B, C A, ® J. and A, C B, ® I., then
V= U lade (W | Uy) | (F40Pe(W | Uy | W)
We pose U’ equal to:
Uy | ((age. W) | (H4etetn)) | (1425 (W | W)
We have indeed U — U’ and we have U’ C V' because 4, U B, C A, + J.. Indeed,
Left(A, + J.) < max(Left(A4,), Left(B,))
As either J. = J and so Left(A, = J.) = Left(A4,), either J. = [I, J] and
Left(A,) + I < Right(A4,) + I < Left(B,)
since B, C A, @ J.. Moreover, we have
max(Right(A4,), Right(B,)) < Right(4, + J.)
again because B, C A, @ J..

Thus, we have indeed Lemma and we deduce the second point of Lemma

Finally, the third point is a direct consequence of the second point. Indeed, suppose that U
is reliable. So, for any reduction from U, it does not lead to an error. Let us take a reduction
from V. By the third point, it gives us a reduction from U where some steps are a subtype of
the steps in V. So, as an error cannot happen in the steps from U, and the only usage U such
that U C err is err, we know that the reduction from V' does not lead to an error. Thus, V is
reliable. O
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G OET<I  pdEJ<J ;@ FTCT  ®-T'CT g®+UCV
;@ - Nat[Z, J] C Nat[l’, J'] ©;® + ch(T)/U C ch(T")/V

@,Z;q)l—fgf’ @,?;@Ff'gf @,Z;QIZK:K’ g, PHFULCV
©; ® F Vi.stvE (T) /U C Vi.stvK' (1) )V

Figure 4.33: Subtyping Rules for Usage Types

Finally, we also have the following lemmas, saying that delaying does not modify the be-
haviour of a type.

Lemma 4.5.7 (Invariance by Delaying). For any interval A,:

1. If o;® F MU — V' then, there exists V such that 14°V =V’ and ;& - U — V.
(with err = t4oerr)

2. If ;@ U — V then p; ® F 14U — 140V,

3. U is reliable under p; ® if and only if 14U is reliable under p; ®.

In our setting, this lemma shows among other things that the tick constructor, or more
generally the annotation n : P, does not break reliability.

Type System with Sizes
Definition 4.5.7 (Usage Types). We define types by the following grammar:
T,S == Nat[l, J] | ea(T)/U | Vi.sro'(T)/U

So, as expected, usual types for m-calculus are replaced by a type with usage, and we keep
track of sizes for integers. B

As before, channels are classified into servers and simple channels. The type ch(T')/U
describes a simple channel that is used for transmitting values of type 17" according to usage U.
The type Vi.stvk (f) /U describes a server channel that is used for transmitting values of type
T according to usage U; the superscript K, is an interval for this section. It denotes a lower
bound and an upper bound on the cost incurred when a server is invoked.

Also note that for a simple channel, only one type T is associated to all usages. So for
example, in a channel of type ch(Nat[/, J])/U, at any time this channel is used, all messages
must be integers between I and J.

The subtyping relation is defined by the rules of Figure The only thing subtyping can
do is to change the usage of a channel or modify the size bound on an integer.

In order to describe the type system for those types, we need to extend the previous opera-
tions on usages to partial operations on types and typing contexts with I' = v : 11, ..., v, : Ty.
The delaying of a type 14T is defined as the delaying of the usage for a channel or a server type,
and it does nothing on integers. We also say that a type is reliable when it is an integer type,
or when it is a server or channel type with a reliable usage. We define following operations:

Definition 4.5.8 (Parallel Composition of Types). The parallel composition of two types T' | T"
1s defined by:

Nat[Z,J] | Nat[I,J] = Nat[I,J]  ch(T)/U | ch(T)/V = ch(T)/(U | V)
Vi.sro!(T) /U | Vi.sm™(T) )V = Vi.sr(T)/(U | V)

123
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Figure 4.34: Typing Rules for Processes with Usages

Definition 4.5.9 (Replication of Type). The replication of a type \T is defined by:
INat[Z,J] = Nat[[,J]  !ch(T)/U = ch(T)/(WU)  Wi.sr®(T)/U = Vi.sr/(T)/(U)

The (partial) operations on types defined above are extended pointwise to contexts. For
example, for T' = vy : T1,...,v, : T, and A = vy : T{,..., v, : T}, we define I' | A = vy :
Ty | Ty,...,v, : T, | T)}. Note that this is defined just if I" and A agree on the typing of integers
and associate the same types (excluding usage) to names.

We also introduce the following notation.

Definition 4.5.10. Given a capacity J. and an interval K = [K1, K3], we define J.; K by;
J; [Kl,KQ] = [O,J—I—KQ] [O0,00];[Kl,KQ] = [0,0] [IN,J];[Kl,KQ} = [O,J—I-KQ]

Intuitively, J.; K represents the complexity of an input/output process when the input/out-
put has capacity J. and the complexity of the continuation is K. J. = [00,00] means the
input/output will never succeed (because there is no corresponding output/input); hence the
complexity is 0. A case where this is useful is given later in Example Otherwise, an
upper-bound is given by J 4 Ko (the time spent for the input/output to succeed, plus K). The
lower-bound is 0, since the input/output may be blocked forever.

The type system is given in Figures and The typing rules for expressions are the
standard ones for sized types.

A type judgment is of the form ¢;®;T" - P < [I,J] where J is a bound on the parallel
complexity of P under the constraints ®. As before, this complexity bound J can also be seen as
a bound on the open complexity of a process, that is to say the complexity of P in an environment

corresponding to the types in I'. For example, a channel with usage Ing’l] alone cannot be

reduced, as it is only used as an input. So, the typing -;;a : ch()/Ing’l] F tick.a() < [1, 6] says
that in an environment that may provide an output on the channel ¢ within the time interval
[1,1] ® 5 = [0, 6], this process has a complexity bounded by 6. Similarly, the lower bound I is
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s+ ch()/outl™” - @() < [0,0]

sea ch()/Outg’l] Ftick.a() < [1,1]

+ra () /(I outl ) F a().ticka() < [0,2]

s+ra: ch()/ (Il outl ) F tick.a().tick.a() < [1,3] 5+a:ch()/(0ut})) Fa() < [0,1]

0,0]

") F ticka().vicka() | vicka().tickal) | a()<[1,3]

Gac ch()/(In[ll‘l].Outél‘l] | In[ll’l].Out([)l’l] | Out%

Figure 4.35: Typing of Example

a lower bound on the parallel complexity of P. But in practice, this lower bound is often too
impreciseﬂ

The (par) rule separates a context into two parts, and the complexity is the maximum over
the two complexities, both for lower bound and upper bound. The (tick) rule shows the addition
of a tick implies a delay of [1, 1] in the context and the complexity. The (v) rule imposes that
all names must have a reliable usage when they are created. In order to type a channel with
the (ich) rule, the channel must have an input usage, with obligation [0,0]. Note that with
the subusage relation, we have Ini" C In!?c’o] if and only if A, = [0, ] for some I. So, this
typing rule imposes that the lower-bound guarantee is correct, but the rule is not restrictive
for upper-bound. This rule induces a delay of J. in both context and complexity. Indeed, in
practice this input does not happen immediately as we need to wait for output. This is where
the assumption on when this output is ready, given by the capacity, is useful. The rule for
output (och) is similar. For a server, the rules for both input and output are similar to the one
for channels in principle but differ in the way complexity is managed, similarly to Section [4.4
Finally, the (case) rule is the standard rule for a sized type system. Note that contexts are not
separated in this rule. In the typing for the expression this is not a problem since names are not
useful for the typing of an integer. Then for both branches, it means that the usage of channels
must be the same. However, because we have the choice usage (U + V), in practice we can use
different usages in those two branches.

As an illustration of the type system, let us take back again the reliable usage described in
Example and show that it corresponds indeed to the typing of a in the process described
in Example .

Example 4.5.5. The typing derivation of the process in Example[].5.3 is given in Figure[].539,
Note that the process

tick.a().tick.a() | tick.a().tick.a() | tick.a().tick.a() | a()

is also typable, in the same way, using the usage described in Example[{.5.3, and with complexity
[1,3]. However, we saw in Eacample that the usage was not reliable, and that is why we do
not obtain a valid complexity bound. If we take the reliable usage

(1,1]

U := In[Ql’ll.Uut([)l’l] | In[Ql’ll.Dut([)l’l] | In[Ql’l].UutO’ | Uut%o’ol

1,1]
It gives us back the correct complexity bound [1,4]

So, our type system can adapt compositionally with the use of reliability. And we saw on
this example that reliability is needed to obtain soundness. An example for the use of servers
and sizes is given later, in Example [£.5.6

Remark 4.5.1. A careful reader may wonder why we need intervals for obligations and capac-
ities, instead of single numbers. An informal justification is given in the Appendiz[{.5.3
IThis is because in the definition of Jo; K in Definition [4.5.10] we pessimistically take into account the

possibility that each input/output may be blocked forever. We can avoid the pessimistic estimation of the
lower-bound by incorporating information about lock-freedom [72], [74].
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4.5.2 Soundness

The proof of soundness relies again on standard lemmas for type systems. In the following we
will always consider P as an annotated process. As in Section we introduce a typing rule
for the annotation, corresponding to a generalization of the rule for tick.

;P I'F P K
;@10 Fom P a K 4 [m,m]

Intermediate Lemmas

As usual, we start with the structure lemmas.

Lemma 4.5.8 (Weakening). Let ¢, ¢ be disjoint set of index variables, ® be a set of constraints
on @, ® be a set of constraints on (p,¢"), T and I" be contexts on disjoint set of variables.

1. If ;@ E C then (p,¢"); (9,9 EC
2. If o;@ U — V and V # err then (¢, ¢'); (2,9 ) FU — V
3. If U is reliable under @; ® then it is reliable under (p,¢'; @, d')
b I ®FUCV then (p,0): (8,8) FUC V.
5. If ;@ =T C T then (o,¢); (®, )T CT.

(

If o;9;T Fe: T then (o, ¢); (®,®');T,I"Fe:T.

)

If o;9;T + P< K then (p,¢'); (®,9);T, T+ P< K.

Because of our definitions that always rely on other inductive definitions, in order to prove
lemmas we often need to go back to the first definition and then go over all definitions to
reach type derivation. None of those points are difficult, but they all rely on previous points.
Note that for the last point, we can always consider usage equal to 0 in I, and with this I" is
unaffected by the 1 operation.

Lemma 4.5.9 (Strengthening). Let ¢ be a set of index variables, ® be a set of constraints on
p, and C a constraint on ¢ such that p;® = C.

1. We have ; (®,C) E C" if and only if p;® E C".

2. If 0;(®,C)FU — V then ¢; @ U — V

3. If U is reliable under ¢; (®,C) then it is reliable under @; ®

4. If ;(@,C)FUCV then op; @ FULCV

5. If p; (D, CY T ET then p;@-TCT.

6. If p;(®,C);T, "+ e: T and the variables in T are not free in e, then p; ®;T e :T.

7. If o; (®,C); T, T+ P< K and the variables in T are not free in P, then p; ®;I'F P< K.

Again, those are direct induction proofs.
We now proceed to the substitution lemmas.
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Lemma 4.5.10 (Index Substitution). Let ¢ be a set of index variables and i ¢ p. Let Jy be
an index with free variables in . Then,

1. If (¢,1); ® E C then p; ®{JIn/i} F C{Jn/i}.

If (0,1); @ U — V and V # err then ¢; ®{Jy/i} F U{Jn/i} — V{Jn/i}
If U is reliable under (p,i); ® then U{Jx/i} is reliable under ¢; ®{Jy/i}

0,1); @ U CV then ¢; ®{Jn/i} F U{Jn/i} T V{Jn/i}

0,1); @ =T C T then o; ®{Jn/i} F T{Jn/i} CT'{JIn/i}.

XS v e e

If (¢, 4);

If (¢, 4);

I (0,0); ;T F e T then @; ®{Jn/i}; T{Jn/i} F e: T{J/i}.

If (9,1);®:T - P< K then ¢;®{Jy/i}; T{Jn/i} b P< K{Jy/i}.

Again, this lemma is rather easy. For the last point, in order to change the order of substi-
tution, we need to show that, as usual:

H{In/iH{In/} = HIn/5HIn{In/3} /3

We now present the variable substitution lemmas. In the setting of usages, this lemma is
a bit more complex than usual. Indeed, we have a separation of contexts with the parallel
composition, and we have to rely on subusage, especially the rule ¢; ® - (a‘}‘".U )| (HAeteV) E
af,‘:.(U | V) as expressed in the Example above. We put some emphasis on the following
notation: when we write I', v: T as a context in typing, it means that v does not appear in I'.

Lemma 4.5.11 (Substitution). Let I' and A be contexts such that T' | A is defined. Then we
have:

1. If p;@;T,0: THe T and At e:T then o;0;T | Abéevi=¢]: T’

2. If o;0;0,0:THP<aK and A+ e:T then ¢o; ;T | AF Plvo:=e] <K

The first point is straightforward. It uses the fact that we have the relation ;& - U C 0
for any usage U, and so we can use ¢;® - T' | A C I in order to weaken A (similarly for T")
if needed. The second point is more interesting. The easy case is when T is Nat[/, J] for some
[I,J]. Then, we take a A that only uses the zero usage, and so I' | A = I" and everything
becomes simpler. The more interesting cases are:

Lemma 4.5.12 (Difficult Cases of Substitution). We have:
o If o;®:T,b: ch(S)/ Wy, c: ch(S) /Wi b P<aK then o; ®;T,b: ch(S)/(Wy | Wi) F Ple:=b] <K

o If; ®:T,b:Vi.srvX (S)/Wo, ¢ : Vi.srv®(S) /Wy b P<K then ; ®;T,b: Vi.srv® (S)/ (W, | W) F
Ple:=b|a K

Indeed, this corresponds to the cases when v = ¢ and A = (I'/0),b: ch(S)/W; or A =
(I'/0),b: Vi.sxvX (S) /W where I'/0 is T’ with all usages replaced by 0. Note that it is sufficient
to prove this intermediate lemma, since if A had another shape, it could be obtained again by
subtyping. For those two points, the main difficulty is for the input and output rules. We first
detail the first point of this lemma, and we will detail the difference for the second point.

1. e Case of input, with a # b and a # c.
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©;®;T,b: ch(S)/Wo,c: ch(S)/Wh,a:ch(T)/U,v:T+P<K
3 ®;17°T,b: ch(S)/(17-Wo), ¢ ch(S)/(+7W1),a: ch(T) /105 LU + a(3).P < Jo; K

By induction hypothesis, we obtain ¢; ®;T",b: ch(g)/(Wo | Wh),a: ch(f)/U,%: Tk
Plc:=b|< K.
We then give the following proof:
©;®;T,b: ch(S)/(Wo | Wi),a:ch(T)/U,v: T+ Plc:=bl<K
©;®; 17T, b: ch(S) /(17 (Wo | Wh)),a: ch(T)/Inl U F a(3).P < Js; K

This case is similar to all other cases when b and ¢ do not interfere with the typing
rule. Thus, we only need to show the cases when they interfere.

Case of input, with a = b.
©;®:T,b: ch(T)/U,c: ch(T)/Wy,5:T+PaK
©;@;17T,b: ch(T)/In " U, ¢ ch(T) /(17 W) F b(0).P < J; K

By induction hypothesis, we obtain ¢; ®;T,b: ch(T)/(U | W1),5: T - Plc:= bl < K.
So, we give the typing:

©;®;T,b:ch(T)/(U | W1),2: T+ Ple:=b <K
3 ®;17T,b: ch(T) /1oy (U | Wh) F b(3).Ple = bl < J; K
©;®; 17T, b: cn(T) /Il %LU | (17-W1) b b(3).Ple = b] < J; K

Indeed, the last rule represents subtyping. This concludes this case.
Case of input, with a = c.
©; ®;T,b: ch(T) /Wy, c: ch(N)/U%'fl— PaK
©; ®; 17T, b: ch(T) /(17 Wy), ¢ : ch(T )/InJ Ukc).Pad; K

By induction hypothesis, we obtain ¢; ®;T,b: ch(T)/(Wy | U),v: T + Plc:=b]< K.
So, we give the typing:

©;®;T,b:ch(T)/(Wy | U),5: T+ Plc:=bla K
03 ®; 17T, b: ch(T)/In L (Wy | U) F b(3).Ple = bl < J; K
©;®; 17T, b: ca(T)/Inl LU | (17 Wo) F (c(0).P)[c := 0] 4 5 K

Case of output, with a = b.
©; ;T b: ch(T)/V,c:ch(T)/Wi F&:T  ;®;T,b:ch(T)/U,c: ch(T)/Wi+ P<K
@; ;17 (D | I),b: ch(T)/0ut) O (V | U), e ch(T) /47 (W] | Wh) - b(&).P < Je; K
By point 1 of Lemma and induction hypothesis, we obtain

©;®: T b:ch(T)/(V | W Fe:T o ®;T,b:ch(T)/(U | Wy)F PaK

Thus, we have:
©;®:;T",b:ch(T)/(V | W)k e:T ¢ ®T,b:ch(T)/(U | Wi)F P<aK
@;®;17(C | TV),b: cn(T) /0ut YO (V | U | Wy | WY) FB(@).PaJs K
©;®;17(C | TV),b: cn(T)/0ut YL (V | U) | 17e(Wy | WY) FB(e).PaJs K

Again, the last rule is obtained by subtyping. We have a similar proof for the case
a=c.
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2. We now work on the case of servers. The notations are a bit cumbersome but the proofs
are similar to the one for channels. The only point that need some details is for server
input as there is the replication in usages that appear.

e Case of input, with ¢ # b and a # c.
(0,1);®; T, a: Vi.stvE (T) /U, b : V;.srvK/(g)/Wo, c: V}.srvK’(g)/Wl,E: THPaK
@3 ®; 17T, 0 Visev™ (T) /110l .U, b Vi.sev X (1) /5 (176 1Wo), e Vi.sev X (8) /(171Wr) Fla(%).P < [0,0]

By induction hypothesis, we have (p,7); ®; T, a:Vi.sov™ (T) /U, b:Vj.sev’' (S) /(W |
W1h),v:TF Plc:=b]< K. So, we have the proof
(,1);®;T,a: Vg.srvK/(T)/U7b : V}.srvK/(g)/(Wo | W1),9: T+ Ple:=bl< K
@; ®; 1710, @ : Vi.sev™ (T) /1) LU, b - Vi.sev™ ' (S) /(171 (Wo | Wh)) Hla(%).Ple == b] < [0, 0]

e Case of input, with a = b.
(0,1); ®; T, b: Vi.stvE (T) /U, ¢ : Vi.sev™ (T) /W1, 5: T+ Pa K
3 ®; 1710, b : Vi.sev™ (1) /1ol LU, ¢ : Vi.sev (T) /(17 1W) Hla(%).P < [0, 0]

By induction hypothesis, we obtain (p,7); ®; T, b:Vi.sevE(T) /(U | W1),5:T + P<K
(0,1); ®;T,b: Vi.stv®(T) /(U | W1),5: T+ Ple:=b < K
3 ®; 1710, b: Vi.sev™ (T) /' Ial) O (U | W7) Hla(@). Ple := b <[0,0]
;@ 1710, b Vi.sev (T) /(1 Tal) OLU | 171W7) Hla(3). Ple := b] < [0, 0]

This last derivation is obtained by subtyping. Indeed, by definition we have 17<!W; =
1eW,. Then,

1l | w21l o | ewn) Cial O | w)

e The case a = c is similar to the previous one.

This concludes the proof.

Subject Reduction and Soundness

We then explain the subject reduction. Let us first introduce a notation:

Definition 4.5.11 (Reduction for Contexts). We say that a context I' reduces to a context I
under o; ®, denoted p; ® =T —* T when one of the following holds:

o I'=T1"

e '=Aa:ch(T)/U @o®FU—*U" T/ =Aa:ch(T)/U
e D=Aa:YisrK(T)/U @+ U—*U  I'=A a:Visr®(T)/U’

So intuitively, I is T after some reduction steps but only in a unique usage. Note that we
obtain immediately that if all types in I are reliable then all types in I/ are also reliable by
definition of reliability.

We then formalize the subject reduction.

Theorem 4.5.1 (Subject Reduction). If p; ®;T' - P<K with all types in T reliable and P = Q
then there exists I" with p;® T —*T” and ¢o; &;T" F Q< K.
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In order to do that, we need first a lemma saying that the congruence relation behaves well
with typing.

Lemma 4.5.13 (Congruence and Typing). Let P and Q be annotated processes such that
P=Q. Then, p;0; '+ P< K if and only if o;&; ' Q< K.

Proof. Let us show Lemma We prove this by induction on P = Q. Note that as usual,
for a process P, the typing system is not syntax-directed because of the subtyping rule, but we
can always assume that a derivation has exactly one subtyping rule before any syntax-directed
rule. We first show this property for base case of congruence. The reflexivity is trivial, then we
have those interesting cases:

e Case (va)P | Q = (va)(P | Q) with a not free in Q). Suppose ¢; ®;T' | A+ (va)P | Q<K.
Then the derivation has the shape:

s
0;®: TV, a: THPaK] T reliable
0; ®; T F (va)P < K} p;®FTCT; K C Ky '

©; O+ (va)P <1 Ky P; ;A Q< Ky
;0T | AF (va)P | Q< K1 UK,

By weakening (Lemma |4.5.8)), we obtain a derivation 7, of ¢; ®; A a : (T/0) F Q < K.
Thus, we have the following derivation:

s

0;®: T, a: THPaK] p;®FTCI; K C Ky T
p;®;T,a:THP<K, ;P A a: (T/0) F QK2
o;9T | Aya:THP | QK1 UK> T reliable

;T | AF (va)(P | Q)< K1 UK,

For the converse, suppose ¢; ®;I' - (va)(P | Q)< K. Then the derivation has the shape:

/

s T
p;®;Tp,a:TpFPaKy ;& Tg,a:ToFQAKs
0;®;Tp | Ig,a:Tp | TP | QuK1UK> 0;®FTCETp | Tq;TETp | Tg; K1 UK C K

p;®;Ta:THP | Q<K T reliable
A TE )P | QK

Since a is not free in @, by Lemma from 7/ we obtain a derivation 7, of ¢; ®;T'g F
@ < K. We then derive the following typing:

™
(,O;CI);FP,G,:TP}—PQKl (p;(I’l—TETP‘TQETP
©;®;Tp,a:THP<K; T reliable mh
©;®;p - (va)P < K ;T FQKy

;9 Tp | Tok (va)P | Q< K1 U K> Pp;PFTCTp | To; KUKy C K
;T F (va)P | Q4K

e Casem: (P| Q) =m:P|m:Q. Suppose @;®; "™ = m: (P | Q)< K + [m,m)].
Then we have:
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TP TQ
;P T'p - PaKy ;O To FQ<K,
©;®;Tp | T (P | Q)<Ki UK, ;@ FTCITp | T K1 UKy CK
e &I H (P Q1K
©; ®; T = m (P | Q)< K + [m,m)

By Lemma from ¢;® - T C Tp | Tg we obtain ¢;® - tImmir C (pmmipp) |
(T[m’m]FQ). So, we give the following derivation:

Tp 7TQ
0;0:TpF PakK; 00 F QK>

©; ®; e = m : Pa Ky 4 [m,m] ©; ®; TG Fm: Q < Ky 4 [m, m]
©; @; (1m0 p) | (I MITg)Fm: P | m: Q< (K UKy) +[m,m] (1)
O @M Em P m:Qa(KiUKy) 4+ [mym] ¢;®FK UK, CK

O ®: D Em P m: Q<K + [m,m)]

where (1) is
pi® A C (D) | (HmITg)

Now, suppose we have a typing ¢; ®;I'p | TgFm: P | m: Q<K UK. The typing has
the shape:

Tp TQ
©; &M Ap - m: PaKp + [m,m) ©; &AM mAG Fm s Q< Kg 4 [m,m]
;& 'pkm: PaKy p;®TgFm: Q<Ky

©0;0;Tp [ Togbm:P|m: Q<K UK,
with
g @FTp CHmmAp  porToCtm™mAy  p@EKp+[mm]C K1 ¢;®F Kqg+[m,m] C K,

So, we derive:

s TQ
;P ApFHP<Kp v P Ag FQ<Kg
;0 Ap | Ag (P | Q)<KpUKg
p; @t (Ap | Ag) Fm: (P | Q)< (KpUKg) +[mm]  (2)
;% Tp [Tobm: (P | Q<K

where (2) is
0;®FTp | Tg CHm™(Ap | Ag); (KpUKQ)+ [m,m] C Ky UKy

This concludes this case.

e Case m: (va)P = (va)(m : P).
Suppose @; ®; 1™ - m : (va)P <« K + [m,m]. Then, the typing has the shape:
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T
0;®; T, a: THPaK' T reliable
©; ;T F (va)P< K’ p;®FTCT;K' CK
;0 (va)P<a K
©; ®; 1™ m: (va)P < K + [m, m)

By Lemma we know that 1™ T is reliable. So, we have:

m
0; &V a: THPaK' o, ®FTCT;K' CK
p;P;a:THP<K
0 ®; (D e T)F (m: P)aK + [m, m] AmmIT reliable

©; ®; 1™ - (va)(m : P) < K + [m,m)

For the converse, suppose we have ¢; ®;T' F (va)(m : P) < K. Then, the typing has the
shape:

s
;&M a: T +P< K’
@; ®; MDY g M T - (m 2 P) 9 K 4 [m, m)] ©;® F T C AlmmIe 7 CAmmIT! K7 4 jm,m] C K
p;®;T,a:TH(m:P)<K T reliable
;&0 F (va)(m: P)< K

As T is reliable, by Lemma we have 7™ T" reliable. Then, by Lemma we
have T” reliable. So, we give the typing:

T
o; ;M a:T'FPaK' T’ reliable
0; ;T F (va)P< K’
©; ®; T Em s (va)P < K+ [m, m] ©;® T C 4™ K 4 [m,m] C K
;0T Fm: (va)P<aK

This concludes the interesting base case. Symmetry and transitivity are direct, and for the
cases of contextual congruence, the proof is straightforward. O

And now that we can work up to the congruence relation with Lemma Theorem |4.5.1
is proved by induction on P = (. Without surprise, the most difficult case is for a communi-
cation, and it greatly relies on reliability.

Again, when considering the typing of P, the first subtyping rule has no importance. We
now proceed by doing the case analysis on the rules of Figure In order to simplify the
proof, we will also consider that types and indexes invariant by subtyping (like the complexity
in a server) are not renamed with subtyping. Note that this only adds cumbersome notations
but it does not change the core of the proof.

e Case (n:1a(v).P) | (m:a(€).Q) = (n :la(v).P) | (max(m,n): (P[v:=¢€] | Q)). Consider
the typing ¢; ®; Ty | Ag, a : Vi.sevie(T)/(Uy | Vo) F (n :1a().P) | (m : a(@).Q) < Ko U K.
The first rule is the rule for parallel composition, then the derivation is split into the two
following subtrees:
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Tp
(0,1); ®; Ty, a : Vi.stvEe (T) /Uy, 0 : T+ P a K,

03 ®; 1710y, @ : Vi.sev™e (1) 11n .U, Hla(3).P < [0,0]  (2)
©;®: Ty, a: Vi.sovie (T) /Uy Hla(D).P < K,
©; ®; AT 0 : VisvEe (T) /A7 Uy - a(D).P < Ky + [n,n) (1)
©; ®: T, a : Vi.stvEe (T) /Uy b n :la(?).P < K,

where (1) is
¢;® Ty C A0y Uy C Uy Ky + [0, 0] € K
and (2) is
p;® Ty C 1710y Uy ClInk 053 [0,0] C K,

Te TQ
©;®; Ay, a: Vistvie (T) Vo b e: T{Ix/i} ©;®; AL, a:VistvEe (T) V) F Q< Ky
@3 (A | Ag),aVisry™e(T)/0ue, " (Va | V) Fa(@).Q 0I5 (K U Ku{In/i)) - (4)
©; ®; Ay, a: Vi.sovEe (T) Vi - a(@).Q < K
©; &: AN a: VisovEe (T )/TmmVll—m a(e).Q <« K{ + [m, m) (3)
©: ®: Ag, a: Vi.sevEe (T )/Vol—m a(e).Q <« K,

where (3) is
i @ F Ao C AL Vo AV K A+ [m,m] € K

and (4) is
0; @ AL CHe(Ag | ALY BV EOut[ Ve | V) @@k T (K U K {In/i}) C K|

First, by the index substitution lemma (Lemma 4.5.10)), from 7p we obtain a proof:

mp{In/i}: @ ®:Ta,a: Vi.stvhe(T) /Uy, v : T{In/i} F P <« K {In/i}

Since the index variables i can only be free in T and K,.

Then, we know that 'y | Ay is defined. Moreover, we have
;@ T ™D @ FT TNy g @ F A THM™™AL AL T (Ay | A))

So, for the channel and server types, in those seven contexts, the shape of the type does
not change (only the usage can change). Let us look at base types. For a context I', we
write T'Nat the restriction of I' to base types. Then, we have:

FNat ANat ©; P+ Fgat E Fll\lat E Fgat ©; P+ Agat E A?at E Ayat Agat _ AIQNat

Similarly, we note I'V the restriction of a context to its channel and server types. Thus,
we have I' = 'V, T'Nat,

So, from 7w, and FP{/I\[\;/;} we obtain by subtyping:
p ©; ®; TN T a : Vi.srvie(T) /Uy,  : T{IN/Z} FPaK, {IN/z}

o ©; ®; TN AY o : Vi.srve(T T)/Va b e: T{IN/Z}
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So, we use the substitution lemma (Lemma and we obtain:
Towr @ @ TN (DY | AY),a: Vi.sevie(T)/(Us | Vo) F P[0 := €] « K {In/i}
As previously, by subtyping from 7g, we have:
TG ©; ;TN AY a: Viseve(T) Vi Q< K,

Thus, with the parallel composition rule (as parallel composition of context is defined)
and subtyping we have:

mpq: @@ TN (DY [AY | AY), a: Vistv™s(T)/(Us | Vo | V3) F (P[0 := €] | Q) KoUK, {In/i}

Let us denote M = max(m,n). Thus, we derive the proof:

TPQ
@ ®; TN, (T | AY | AY),a: VisevRe(T)/(Us | Vo | Vi) (P[5 :=¢] | Q) a Ko U Ko{In/i}
@;®;EF M : (P[0 =2 | Q) (K2 UK, {In/i}) + [M, M]

where & is:
ot AMEMITY | AY | AY), a: Visev™ e (T) MUy | V| V3)
Now, recall that by hypothesis, Uy | Vp is reliable. We have:
e @ U CAM0 U Dm0 @V T a1V CoueD Y (Vs | V)

So, by Point 1 of Lemma[4.5.1] with transitivity and parallel composition of subusage, we
have:

@ Uy | Vo & (1) | (ttmmivi) Ciaml "l os | oue ™ (v | 15)

By Point 3 of Lemma4.5.1| we have !In!?c’n].Ug | Out!?m](Vg | Vi) reliable. So, in particular,
we have:

;@ FInl 0, | 0wty ™M (v | Vg) —1al o | MM, | vy | V)

0;®FE [n,n] Cm,m]®J.  p;®FE[m,m]C [n,n]dJ.
Thus, we deduce immediately that neither .J, or J. are [0o, co] and that
;@ [M,M] C [m, M] C [n,n]+J. ;@ [M,M] C [n,M] C[m,m]+J

So, we have in particular, with Lemma and Point 1 of Lemma and parallel
composition:

@;® F To | Ao T (17T | ™A, © (4 eiry) | (176 (A, | AL)) S MI(D, | Ay | AY)

We also have
3 ® F (Ko U Ko{In/i}) + [M, M) € (J}; (K> U Ko{In/i}) + [m, m]) € K

Thus, we simplify a bit the derivation given above, and we have:
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7TPQ
p; BTN, (I | AY | AY),a: Vistv e (T)/(Ua | Va | V§) F (P[:=] | Q) 1 Ko U Ko{In/i}
;& EF M : (Plo:=¢] | Q)< (KyU K {In/i}) + [M, M]
e; @€ M (Plo:=e] | Q) <K

We also have the following derivation:

TP
(0,1);®; T, a : Vi.stvie (T) /U, 0 : THP< K,
3 ®;17°10s, a : Vi.seve (T) /110 .U, Fla().P < [0, 0]
@; ®; tnl e iDy g VisrvEe (T )/'In[n Uy b 1a(v).P <[n,n]
3 ®; T2 A MMy o Visrve (T) 1Inl" U, - 0 la(3).P < K

So, by parallel composition of those two derivations we obtain a derivation of:
3 @; T AMMIOTY | T | AY | AY), 0 Visev™ (D) ' In" Uy | (MM, | Vs | V7))

F(n:la().P) | M: (Plv:=¢] | Q)<KoUK]
By Point 2 of Lemma there exists W such that:

@ Uy | Vo —*W @ F W Sl oy [ 1My | Vs | V)

So, by subtyping we have a proof:

0 ®; TN T% | AY o Vi.srv™e(T)/W  (n:1a(3).P) | M : (P[5 :=¢] | Q) KoL K}

This concludes this case.

e Case (n:a(v).P) | (m:a(e).Q) = (max(m,n) : (P[v:=¢] | Q)). Consider the typing
©;®;T0 | Ag,a : ch(T)/(Up | Vo) F (n : a(v).P) | (m : a(e).QQ) <« Ko U K{|. The first
rule is the rule for parallel composition, then the derivation is split into the two following
subtrees:

TP
©;®:T,a: ch(T)/Us,5: T+ P<K,y
®;17Ty,a: ch(T) /10U Fa(®).PaJ;Ka  (3)
©;®:T1,a: ch(T)/Uy - a(b).P< K,
©;®; 1m0y a: ch(T) /Uy F o a(@).P<Ky 4 [n,n]  (4)
©;®;To,a: ch(T)/Up b n: a(®).P<K,

where (3) is
p;® F Ty C 19Ty Uy C Inh % U Js Ko C K

and (4) is
©;® + Ty C 17 Uy € 17Uy Ky + [n,n] € Ko
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Te TQ
©;®; Ay a:ch(T)/Vabe:T ;@ Aba:ch(T)/ViFQ<K)}
i @317 (A | Ap),a: cn(T) /0wt (Vo | Vi) Fa(@.Q < 5Ky (1)
©;®; Ay, a: ch(T)/Vi Fa(@).Q< K]
©; @ pmmIAL o ch(T) /4™y Fm o ale).Q K + [mom] (2)
©;®; Ag,a: ch(T)/Vo b m :a(e).Q A K

where (1) is
GO A TNy [ AY) @V Couth (Vo | V) g ®E JLKS C K|

and (2) is
0;® = Ao C ALV T4V K+ [m,m] € K

First, we know that Ty | A is defined. Moreover, we have
p;® T C Aol ©;® Ty C1/ely ;& A C plmaml A AT TJé (Ag | AL)

So, for the channel and server types, in those seven contexts, the shape of the type does
not change (only the usage can change). We also have:

Fglat ANat ©; P+ Fglat E F?Iat E Fgat ©; P+ Agat E AlNat E Ayat Agat _ A/QNat

So, from 7, and mp we obtain by subtyping:

©; ;TN TS a: ch(T)/Us,v: THP<Ky ;@ TN AL a:ch(T)/Vote:T
So, we use the substitution lemma (Lemma [4.5.11]) and we obtain:

©; &:; TN (% | AY),a: ch(T )/(Ug | Vo) F Plv:=¢€] < Ky

As previously, by subtyping from g, we have:

03 ;5 AY a: ch(T)/Vy - Q a K

Thus, with the parallel composition rule (as parallel composition of context is defined)
and subtyping we have:

i &I (T | Ay | AY),a: ch(T)/(Us | Vo | V) (Plo:=¢] | Q) < K2 U K}

Let us denote M = max(m,n). Thus, we derive the proof:

s & TN (0% | AY | AY),a: en(T)/(Uz | Va | Vi) F (PF:=12] | Q) a K2 U K}
o ®; TN ADLMI(CY | Ay | AY),a: cn(T)/AMM(Uy | Vo | Vi) M : (P[5 =12 | Q) a(KaUK})+[M,M]

Now, recall that by hypothesis, Uy | Vp is reliable. We have:

goU LA™ okt Cml%e ek v C iy <p,<1>H/1|:out Ny | Vi)
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So, by Point 1 of Lemma[4.5.T] with transitivity and parallel composition of subusage, we
have:

@i ® Uy | Vo © (10I0n) | (tmmva) C 1m0y | owe ™ (Vs | V)

By Point 3 of Lemma(4.5.1} we have In!Z’n].Ug | Out[J",l’m](Vg | V) reliable. So, in particular,
we have:

pr® b I LUy | out ™ (Ve | V) — MM | Ve | V)
©; @ E [n,n] C [m,m]® J. ©; @ F [m,m] C [n,n] ® J.
Thus, we deduce that

©0;®F [M,M] Cnnl+J. ;®F[M,M]C[m,m]+J.

So, we have in particular, with Lemma and Point 1 of Lemma and parallel
composition:

3 ® - T | Ag T (100D |4l Ay © (Il 7erg) | (pImmHHe (A, | Ay)) £ 4TI, [ A, | A))
We also have
;P F Ko+ [M,M] C Je; Ko+ [n,n] C Ky 0;® F Ky+[M, M] C J; Ky+[m,m] C K

So, we obtain direclty ¢; ® F (Ko U K}) + [M, M] C Ko U K],

Thus, we can simplify a bit the derivation given above, and we have:

s BTN (0 | AY | AY),a: en(T)/(Uz | Va | Vi) F (P :=12] | Q) a K2 U K}
0 ®; TN ADLMI(DY | Ay | AY),a: cn(T)/AMM(U; | Vo | Vi) M : (P[5 :=2] | Q) a (K2 UK}) +[M, M]
:®;(To | Do),a: en(T)AMMI(Uy | Vo | V) F M : (P[5:=7¢ | Q) a KoUK}

By Point 2 of Lemma there exists W such that:

e @ U | Vo —"W @@ W MM, |V, | V)
So, by subtyping we have a proof:

©;®; Ty | Ag,a:ch(T)/WHM: (Po:=¢ | Q)aKyU K]}
This concludes this case.

Case match s(e) {0 — P;; s(z) —» Q} = Q[zr := e]. The case when we match on the
integer 0 is similar, so we only present the successor case. Suppose given a derivation for
match s(e) {0 — P;; s(x) — Q} < K. Then the derivation has the shape:

Te
©;®; A Fe:Nat[I', J']
©;®; A Fs(e): Nat[I’' +1,J +1] 0;® T C A;Nat[l’ +1,J + 1] C Nat[I, J]
»; ®; T F s(e) : Nat[I, J] Tp mQ
match s(e) {0 — P;; s(z) —» Q}< K
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where 7¢ is a derivation of ¢; (®,J > 1);T',x : Nat[I-1][J-1] F Q< K, and 7p is a typing
derivation for P that does not interest us in this case.

By definition of subtyping, we have:
;O FEI<I +1 e;dEJ +1<J
From this, we deduce the following constraints:
p;®EJ>1 g @EI-1<I pokFJ <J-1
Thus, with the subtyping rule and the derivation 7, we obtain:
©; ®; A e:Nat[I-1, J-1]

Then, by Lemma from 7y we obtain a derivation of ¢; ®;T',z : Nat[/-1][J-1] -
@ < K. By the substitution lemma (Lemma {4.5.11)), we obtain ¢; ®;T" - Q[x := ¢] < K.
This concludes this case.

e Casen: P = n:Q with P = Q. Suppose that o; ®;+»"T' - n: P9 K + [n,n]. Then,
the derivation has the shape:

;& T'HFP<K
©: @10 - P9 K 4 [n,n]

By Lemma if $%7IT is reliable then T is reliable. By induction hypothesis, we have
a derivation ¢; ®;I" F+ Q <« K with ¢;® - T' —* I".

We give the proof:

;o IVFQK
;&1 s QA K + [n,n)

And we have indeed ¢; ® + T —* 421 by Lemma m

e Case P = Q with P = P/, P/ = @ and Q = Q’. Suppose that o;®;I' - P< K. By
Lemmal[4.4.8] we have ; ®; T P'aK. By induction hypothesis, we obtain ¢; ®; I - Q'<K
with ¢;® = T' —* T”. Then, again by Lemma we have ¢; ®;T" - Q < K. This
concludes this case.

This concludes the proof of Theorem [4.5.1
Finally, we conclude with the following theorem:

Theorem 4.5.2. Let P be an annotated process and n be its global parallel complexity. Then,
if we have p; ®;T'+ P <[I,J], then ¢;® & J > n. Moreover, if I' does not contain any integer
variables, we have p; ® F I < n.

Proof. By Theorem all reductions from P using = preserve the typing. The context may
be reduced too, but as reducibility does not harm reliability, we can still apply the subject
reduction through all the reduction steps of = Moreover, for a process @, if we have a typing
;O T F Q< |[I,J], then J > Cy(Q). Indeed, a constructor n : P forces an increment of the
complexity of n both in typing and in the definition of Cy(Q), and for parallel composition the
typing imposes a complexity greater than the maximum as in the definition for C;(Q). Thus, J
is indeed a bound on the parallel complexity by definition. As for the lower bound, one can see
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that we do not always have I < Cy(Q) because of two guarded processes: the process tick.Q)’
and match e {0 +— Q1;; s(z) — Q2}. However, those two processes are not in normal form for
=, because tick.Q’ = 1: Q' and as there are no integer variables in I', the pattern matching
can also be reduced. Thus, from a process () with possibly top guarded processes that are ticks
or pattern matching, we can find Q' such that Q@ = @’ and @’ has no guarded processes of this
shape. And then, we obtain I < Cp(Q') which is smaller than the parallel complexity of @ by
definition. O

4.5.3 Examples

Let us also present again how sizes and polymorphism over indices in servers can type processes
defined by replication such as the factorial in the context of usages. On such simple replicated
input, the similarities with Section [4.4] should be clear.

Example 4.5.6 (Factorial). Suppose given a function on expressions for multiplication: mult :
Nat[Z, J] x Nat[l’, J'] — Nat[l = I',J = J']. In practice, this should be encoded as a server in
w-calculus, but for the sake of simplicity we consider it as a function. We will describe the
factorial and count the number of multiplications with tick. For the sake of conciseness, we
write Nat[I] to denotes Nat[I, I]. We use the usual notation I! to represent the factorial function
in indices. The process representing factorial and its typing derivation are given in Figure[].36,
We denote T the following type:

Vi.sr/% (Nat[i], ch(Nat[il])/ outi) /(1 Inl20) ou )

This type is reliable and it would be reliable even if composed with any kind of output Uutg“’ if
we want to call this server. Let us denote:

T' = Vi.srol(Nat[i], ch(Nat[i!])/Out™) / outl>)
and we also pose:
S(i) = en(Nat((i)1])/(Outy™ | Tn73) = $1(0) | $:(0)

where S1(i) and S2(i) are the expected separation of the usage. This type S(i—1) is reliable
under (1); (i > 1). Thus, we give the typing described in Figure [{.36. From the type of f, we
see on its complexity [0,14] that it does at most a linear number of multiplications.

Let us now justify the use of this operator J.; K in order to treat complexity.

Example 4.5.7 (Deadlock). Let us consider the process
P := (va)(vb)(a().tick.b({) | b().tick.a())

Remark that this process is similar to the one we described in Section [[.1.3. In order to
understand the constraints needed to type this process, we will give a typing with variables for

obligation and capacity, and we will look at which values those variables can take. This is

described in Figure [{.37
First, as a and b have exactly the same behaviour, they must have the same typing. And
from just this, we already have some constraints to satisfy. Indeed, because of reliability, we
have:
BOgAOEBIC AOgBO@JC

Moreover, in order to continue the typing, we must have

In}to E In[l(?;o] Outio E /I\Ié/r[l’l] Uut[?é’o]
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P :=!f(n,r)match n {0~ 7(1);; s(m) — (v )(f(m,r") | ' (z).tickF(mult(n,z)))}

G <0)Edl=1
i;;n: Nat[i] F n : Nat[é] i34 < 0; f : T',m : Nat[i], 7 : S1(3) - 7(1) < [0, 4] m
is f:T',n: Natfi],r: S1(4) Fmatch n {0 — 7(1);; s(m)— (vr')---} <0, 1]
s f T Hf(n,r)match n {0 — 7(1);; s(m) — (vr')(f(m, ") | v/ (z).tick.F(mult(n,z)))} <[0,0]

with 7 :
(i3> 1) Eix (i-1)! =il
¢; ®;n : Nat[d],  : Nat[(i-1)!] F mult(n, ) : Nat[d!]
©; ®;n: Natli], = : Nat[(i~1)!], 7 : ch(Nat[i!]) /0ut "% k- #(mult(n, z)) < [0,0]

@; ;T F (m, ') : (Nat[i-1], S1(i-1)) ; @;n: Nat[é], z : Nat[(s-1)!], 7 : ch(Nat[z'])/OutO M tick. - a [1,1]
@; ®;m: Nat[i-1],7/ : S1(i-1), f: Th F f{m, ') < [0, 1] ©; @;m: Nat[d],r’ : S2(i-1),7:S81(3) F 7' (z).---<[0,1]
©; ®;n : Natfi],m : Nat[i-1],7: S1(3), f : T/, : S(i-1) = f(m, ') | v'(z).tick.F(mult(n,x)) < [0, ]

i;4 > 1;m: Nat[i],m : Nat[i-1],r : S1(3), f : T' F (') (f(m, v} | r'(2).tick.F(mult(n,z))) < [0, ]

Figure 4.36: Representation and Typing of Factorial

Ga ch()/InA" b: ch()/OutBO Fa().tick.b() 1« K1 Gac ch()/OutB" b: ch()/In?ﬂ" F b().tick.a() < K>
Geac ch()/(InI | Out;°),b: ch()/(Outi" | InIc YFa().tick.b() | b().tick.a() a« K1 U Ko
5o+ (va)(vb)(a).tick.b() | b().tick.a()) < K1 U Ko

Figure 4.37: Typing Constraints for Example

This gives us the additional constraints:
[0,0] C A, I.<I. ([1,1]+1I) C B, J. < J!
So, if we put it together, we have:
(L1 +1) S (L1 + 1) C By C Ay 1,

As [0,0] C A, we have Left(A,) = 0. In order to have Right([1,1]+I.) < Right(A,® I.) then we
are forced to take I. = oo or I. = [I,00] for some I. If we take such a capacity, this could induce
a infinite upper bound. However, recall that we have the special case [0o,00]; K = [0,0]. So, if
we can give an infinite lower bound to this capacity, we recover the complexity O of this deadlock.
In fact, this is possible as described in Figure . Thus, the capacity [co, o], describing input
or output that will never be reduced, allows us to derive a complexity of zero.

Example 4.5.8. We describe here informally an example for which our system can give a
complezity, but fails to catch a precise bound, compared to Section [{.4 Let us consider the
process:

P :=tick.la(n)match n {0 0;; s(m)+— a(m)} | a(10) | tick.tick.la(n).0

This process has complexity 2, and the type system of Section [4.4 can infer this complexity.
However, if we want to give a usage to the server a, we must have a usage:

!Ing’u.aut[lo’o] ] Dutﬁ’g% | !In([)2’2]
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-7a:ch()/0,b: ch()/0utt? - B() < ]0,0]
-ra:ch()/0,b: ch()/0uth ! F tick.b() < [1,1]

Sa ch()/In&OLO],b: ch()/Outgoo’oo} Fa().tick.b() <[0,0] symmetry with the other branch
sach()/(Tnf) | 0wt ™), b1 ch()/(0utf > | Inlgdh) - a()-tickb() | b()-tick.al)<[0,0]

5o F (va)(vb)(a().tick.b() | b().tick.a())<0,0]

Figure 4.38: Typing of Example [£.5.7]

We took as obligations the number of ticks before the action, and as capacity the minimal number
for which we have reliability. So in particular, because of the capacity 1 in the usage Dut[lo’o},
typing the recursive call a(m) increases the complezity by one, and so typing n recursive calls
generates a complexity of n in the type system. So, in the usage setting, the complexity of this
process can only be bounded by 10. Qwverall, this type system may not behave well when there
are more than one replicated input process on each server channel, since an imprecision on a
capacity for a recursive call leads to an overall imprecision depending on the number of recursive

calls. This issue is the main source of imprecision we found with respect to the type system of

Section [{.4).

The Need for Intervals in Usages

In this paragraph, we describe informally on an example where the use of intervals is important
in our work. The need for an interval capacity is apparent for the process

a().b() | match v {0 a();; s(z) — tick.a()}

where v has type Nat[0,1]. Indeed, depending on the value of v (which may be statically
unknown), an output on a may be available at time 0 or 1. Thus, the input usage on a should
have a capacity interval [0,1]. As a result, the obligation of the output usage on b should also
be an interval [0, 1].

Now, one might think that we can assume that lower-bounds are always 0 (or 0o, to consider
processes like Example and omit lower-bounds, since we are mainly interested in an upper-
bound of the parallel complexity. Information about lower-bounds is, however, actually required
for precise reasoning on upper-bounds. For example, consider the following process:

a().b() | tick.a().b()

With intervals, a has the usage Inﬁﬂ | Outél’l] and so b has the usage Out{é:é} | In%:é}, and the

parallel complexity of the process can be precisely inferred to be 1.

[0,0] [0,1]

If we set lower-bounds to 0 and assign to a the usage In[0 1] | Outy ™ to a, then the usage
of b can only be: Out[lo’l] | In[lo’l]. Note that according to the imprecise usage of a, the output

on b may become ready at time 0 and then have to wait for one time unit until the input on
b becomes ready; thus, the capacity of the output on b is 1, instead of [0,0]. An upper-bound
of the parallel complexity would therefore be inferred to be 1 4+ 1 = 2 (because the usages tell
us that the lefthand side process may wait for one time unit at a, and then for another time
unit at b), which is too imprecise. The problem described here was already in [72], even if it
was not shown in this paper. Overall, we are certain that even by trying to modify slightly the
definition of [72] in order to account for this imprecision, there is no way to still have a sound
type system without lower-bounds. This is because the proof of soundness relies on important
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properties of subusage (namely Lemma and Lemma [4.5.2)), and in order to satisfy this
lemma, all the definitions must be carefully designed.

Elements of Comparison with Section 4.4

Finally, we give intuitively a description of how to simulate types from Section [4.4] in a linear
setting with usage. We say that a process has a linear use of channels if it uses channel names
at most one time for input and at most one time for output. For servers, we suppose that the
replicated input is once and for all defined at the beginning of a process, and as free variables
it can only use others servers. The main idea is to represent the channel type ch;(T) by a type

ch(i)/(ln%’h] | Uut%’IZ}) where either J! is 0 and then I3 < I, either J! = [Ji,J1] and then
I + J1 < I. We have the same thing for J? and Is. To be more precise, the typing in our
setting should be a non-deterministic choice (using +) over such usages, and the capacity should
adapt to the obligation of the dual action in order to be reliable. So, for example if I; < I,
then we would take: ch(T)/ (Ingi_[}]l L1y | Out;>'?). Note that this shape of type adapts well
to the way time is delayed in Section For example, the tick constructor makes the time
advance by 1 in this previous setting, and in the usage setting, then we would obtain the usage
(Tt T3l ] Outg ™) and we still have Ir-Iy = (I + 1)~ (11 + 1).

In the same way, when doing an output (or input), the time was delayed by I. Here, with
usages, it would be delayed by .J. which is, by definition, a delay of the shape %71 with J < I.
So, we would keep the invariant that our time annotation have the shape of singleton interval
with a smaller value than the time annotation in the setting of Section [4.4]

For servers, in the linear setting, types had the shape: Vz.srvé( (f) where the time is zero

because of the assumption given above on servers. So, in the usage setting it would be:
Vi.srvl0K] (i)/!Ing)o’O}.!OutEO’oo] | !Uut([)o’oo]

Note that this usage is reliable. The main point here is this infinite capacity for input. Please
note that because of our input rule for servers, it does not generate an infinite complexity.
However, it imposes a delaying 11%°/IT" in the context. Because of the shape we gave to types,
it means that the context can only have outputs for other servers as free variables, but this
was the condition imposed by linearity, and it is similar to the time invariant hypothesis of
Figure As an example, the bitonic sort described before could be typed similarly in
the usage setting with this kind of type. This type corresponds also to the type we used for
Example [£.5.6

Finally, choice in usages U; + Us is used to put together the different usages we obtain in
the two branches of a pattern matching.

However, the transformation described in this section may not be possible if we lose some
precision on the sizes of values. Indeed, we showed in the previous example that an imprecision
on a value can lead to a need for a non-singleton obligation in a usage, which contradicts the
typing we want to give. However, it is not clear if this imprecise obligation leads to a less precise
complexity bound with regards to Section [£.4. We believe it may depend on the context, and
sometimes usages will be more efficient, and sometimes not. However, what we know for certain
is that the usage type system is not theoretically limited by the time uniqueness presented in

Example
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Chapter 5

Perspectives

We see several perspectives for this thesis:

e A direct perspective for our type system for m-calculus would be to study type inference
for span. For the type system of Section it is possible to draw inspiration from usual
sized types inference algorithm [6], as for work. The main difference is to find a way to
derive the constraints obtained because of the advance of time (the (-)_, operation), as in
the examples of Section[4.4.1] For the usage type system, we could build on previous work
by Naoki Kobayashi on type inference for usages [74, [77] in order to derive the constraints.

Then, once we obtain this set of constraints, an interesting question is how to solve them
in practice. This is usually done by chosing a particular shape for index functions (for
example, all functions are polynomials of degree two), and then transforming the inequa-
tions on functions to linear inequations. In the analysis of span, the use of logarithms
should be important, and so it would be interesting to explore the literature on how to
efficiently solve constraints on logarithmic functions, see for instance the recent work [64].

e If we think of our notions of complexity in terms of circuits, then work corresponds to size
and span corresponds to depth. Thus, another interesting notion, corresponding intuitively
to the width, would be the number of processors needed to obtain the span. This notion
seems harder to capture easily in a small-step semantics. An idea could be to consider
those kinds of reduction for tick:

(va)(n:tick.P | Q),p= (va)(n+1: P | Q),pn— p(n)+1]

With the intuition that p(n) gives the number of computations that happen simultaneously
at time n. Then, the width of P would be

max{p(i) | P,(fun n+— 0) =" Q,p and i € N}

Again, sized types should be useful as the width of a function may depend on the size of
input, but it seems that an adaptation of our previous type system would not be sufficient
for a width analysis.

e An interesting extension of our type systems would be to consider amortized complexity
analysis, which could be especially useful if we add trees in the data-types. Some recent
work on resource-aware types for parallel programs [37] could be studied to see if the
addition of potential in our type systems is feasible.
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e Our work is especially focused on 7-calculus, however, in particular for the type system of
Section [£.4] working on the whole 7-calculus may be difficult. It would be interesting to
see if our approach can lead to better results on theoretically simpler parallel languages
(a language with fork [54], or a functional language with parallel computations [59]), or
even other expressive approaches of parallel computations (such as actor-based language
[80]).

e Finally, an interesting approach could be to go back to ICC, and to work on characteriza-
tions of complexity classes in the 7-calculus with our approach. A linear logic approach has
been used for session types [31], and safe recursion lead to results on parallel complexity
[45], but otherwise this problem has not be much studied.
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Appendix A

Additional Results

A.1 Type Inference Procedure for Work

We describe formally a type inference procedure for the work type system described in Sec-
tion The work described here has not been implemented yet, but in order to be sure it
would be implementable and sound, we give a totally inductive presentation of the procedure.
The notations might be cumbersome, as we have to track in particular names of variables. How-
ever, with this inductive presentation, we are convinced that the soundness and completeness
result given at the end of this section is verified.

Notations for Type Inference

We start by introducing some notations for type inference. We have a particular focus on names
and variable renaming, as it could be a source of problems in implementation. We want to design
the procedure in such a way that it is easily implementable from the theoretical description,
and such that the procedure is correct and complete.

From now on, we may use second order variables for indexes, denoted by e, ...,e,. This is
useful when doing type inference, in the same way that we usually need to add type variables,
in a context with sized types we need second-order index variables. The difference between a
usual index variable and a second-order index variable is that the second-order index variable
comes with a closure (a function v from second order index variables to index variables), that
is to say the set of index variables that it can use. Moreover, we can do a substitution e{I/i}
on those variables. So, formally, we define extended indices on a set ¢ of first order variables
and ¥ of second order variables (with closure v) by:

LJLKw=icol|flh,....I,)|ec¥

We also ask that in the closure v we have v(e) C ¢ for all e (usually noted by abuse of notation
v Cp).

Definition A.1.1 (Canonical Extension). We say that a canonical intermediate type T, is a
canonical extension of a simple type U if they have the same skeleton (that is to say T, without
sizes is U ). We can generalize this to context.

Definition A.1.2 (Constraints and Satisfaction). A constraint C on a set ¢ of first order
variables and ¥ of second order variables (with closure v C @) is an object of the form I < J
where I and J are extended indices on ¢ and ¥, or an explicit substitution of an extended index.
A set of such constraints is usually denoted C.
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We say that € is an instantiation of U (with a closure v) if € is a function defined on ¥, such
that e(e) is an index with no second-order variables, and with first order variables in v(e). Given
an index I on ¢ and ¥ such that v C ¢, we define I as an index on ¢ with no second-order
variables given by:

o (f(IY,....I")= f(I},....I")
o c. =€(e)

o (e{l/i})e = e(e){I/i}

(Note that for the last rule, there is a distinction to make between the syntactic substitution
e{l/i} and the semantically defined substitution e(e){I/i})

Finally, we say that a set of constraints C on ¢ and ¥ (with closure v C ) is satisfiable if
there exists an instantiation € of ¥ such that, for all constraints I < J in C, we have:

pi-F 1 < Je

In order to harmonize notations for the following functions, let us give some usual notations
we will reuse in the following.

Definition A.1.3 (Notations for index variables). In this section, we will denote an index
variable as zfn To denote the set of variables already used, we use an integer k and a function
p:{l,...,k} = N. This means that the variables we used are in the set {il, | 1 <1< kA1 <
m < p(l)}.

Also, especially when doing type inference, we want to represent the usual ¢ in the type
system. To do that, we use a set KK C {1,...,k}. This denotes the set p = {il, |l € KA1 <

m < p()}.

Definition A.1.4 (Notation for second-order index variables). We will usually denote an index
variable as e;. To denote the set of variables already used, we use an integer N and a function v :
{1,...,N} = P({1,...,k}). This means that the already defined second-order index variables
are {e; | 1 <i < N}, and the variable e; uses the index variables var(e;) = {il, |l € v(i) A1 <
m < p(l)}.

Definition A.1.5 (Notation for output). Using the previous notations, we will usually in a
procedure define new variables, thus updating the set of defined variables. For this, we use the
notation k', p', K', ', N', v/, with the expected meaning. When we need to use several times
those notations, we will prefer using integers index kg, k1, etc.

Intermediate Functions for Inference

Definition A.1.6 (Creating a Canonical Extension). We define the function
canon(T, k, p, N,v, 1) = (T., K, p/, N, /)

where T is a simple type and T, is a canonical extension of T. The additional integer | €
{1,...,k}, denotes the current exponent for index variables we are using.

This is defined by induction onT. For simplicity reason, we do not recall the input arguments
except T.

e canon(Nat) = let m = p(l) in (Nat[0,4!, 1], k, p[l — m + 1], N,v)
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e canon(List(B)) = let m = p(I) in let (BL,k',p/, N',v') = canon(B, k, p[l = m + 1], N,v,l) in
(List[0, 4L, .1 1(BL), K/, p/, N', V)

}
e canon(a) = (o, k, p, N, v)

e canon(A) = (4, k,p,N,v)

(
e canon(ch(T)) = let (iﬁ K, p,N'.v'") = canon(T, k+1, plk+1 0], N+1,v[N+1 — {k+1}], k+1)
inlet m' =p/(k+1) in (Vzk'H ik ch5N+1(T’) K., p',N' V)

»"m/
e canon() = (-, k, p, N, v)

e canon((U,T)) = 1et ((U,), k1, p1, N1, 1) = canon(U, k, p, N, v,1) in
let ( T! k’g,pg,Ng,I/g) = canon(T, k17P1,N17V1,l) in
(( cr c) k2;PQ,N2,V2)

Then, we can easily show by induction that the type returned is indeed a canonical type,
and it verifies the constraints on the use of variables given by the notations.

We also need a unification procedure for base sized types. In order to do this, let us first
define a generalization of types.

Definition A.1.7 (Quantified Type Form). A quantified type form has the shape Yw :: B, T
where B is a simple base type and T is an intermediate type that can use the special base type
variable w. Intuitively, this is used to type an expression e such that, for all intermediate type B’
with a skeleton equal to B, e has type Tw ::= B']. Such a type T|w ::= B'] is called a particular
case of the type form.

We say that the skeleton of Yw :: B, T is the skeleton of T where the special variable w is
replaced by the skeleton of B.

Definition A.1.8 (Unification Procedure). Given two base types (quantified type form) By and
By with the same skeleton, we define the unification procedure

unif(By, B, k, p, K, N,v) = (B',C,N', /).

B’ can be a quantified type form, and C is a set of constraints on the first-order variables described
by k and p, and on the second order variables described by N and v. The intuition is that if the
constraints in C are satisfied by an instantiation €, then there exists particular cases of the type
forms By and Ba, with ;- (B;)e E B for i =1,2.

This is defined by induction on the shape of both By and By. In practice, we take in input
a base type with possibly a special variable w; or we with its associated type, and it returns a
base type with possibly a special variable w.

e unif(Nat[0, ], Nat[0, J]) = (Nat[0, en+1], {I < en+1;J <ent1}, N + 1, v[en+1 — K))

e unif(List[0, I](B]), List[0, J](B})) =
let (B/,C,N',v") = unif(By, By, k, p, K, N + 1,v[en4+1 — K]) in
(LiSt[O, €N+1](B/),C/ U {I < EN+15 J < eN_H}, N/, V/)

e unif(a,a) = (a, 0, N,v)
o unif(wy :: B, By) = (Ba[ws ::=w],0, N,v)
e unif(B1,ws :: B) = (Bi|wy == w],0, N, v)

e Undefined otherwise.
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With this, it is easy to show the following lemma.

Lemma A.1.1 (Correction of Unification). If unif(By, Be, k, K, p, N,v) = (B',C,N', /) then B
has the same skeleton as By and Bz, and for any base type B, there exists two base types B} and
B), such that for any instantiation € satisfying C, we have

w;- - (Bi(Bi)/)e C (B/(B))s
Proof. By induction on the skeleton of both By and Bs. All cases are direct. O

In the same way that we did for canon, we need a function that renames variables in an
intermediate type.

Definition A.1.9 (Renaming a Canonical Type). We define the function
rename(T., k, p, N,v,lo,11) = (T2, C, K, p/, N, /)

where C is a set of constraints. The integers lo, 11 € {1,...,k}, denote the current exponent for
index variables in T, and in the renaming. We also ask that p(ly) = p(l1).
This is defined by induction on 1.

e rename(Nat[0, + n]) = (Nat[0, it +n],0,k, p, N, v)

= (
e rename(List[0, 4% + n](B.)) = let (B.,C,k',p',N',v') = rename(B,, k, p, N,v,lo,l1) in
(List[0, 4% + n](BL),C, K, o', N', /")

e rename(«) = («, 0, k, p, N,v)
e rename(4) = (4,0, k,p, N,v)

o rename(Vil, ... il .ch®(T.)) = let (T,C,K,p/,N',v/) = rename(Tp,k + 1, plk + 1
m],N+1,v[N+1—{k+1}],[,k+1)
in (VifHL iR cheN i (T0), C U {en 1 = K{iF1Jil} ) K, o, N, V')

e rename(:) = (-, k, p)

° renamg((Uc,fC)) = let (Ug,C1, k1, p1, N1,v1) = rename(Ue, k, p, N, v,lo, 1) in
let (Z_:C/,CQ, ka, p2, Na, VQ) = rename(TC, k1, p1, N1, v1, o, ll) in
((Ué’ TC/)7C1 U C27 k?) p27 NQ, VQ)'

To prove correctness of this definition, we will define a relation called simply equal, that is
a notion of equality between types weaker than a-renaming equality, but easier to implement.

Definition A.1.10 (Simple Equality). We say that two canonical types T. and T, are simply
equal (denoted T, =5 T.) if they are syntactically equal when we remove the exponent on the
index variables. Formally, this is defined by the rules in Figure [A.1l Note that by definition
of canonicity (notably because of btocc and the ordering of variables), two canonical channel
types with the same skeleton are simply equal if and only if all the complexity appearing in those
types are simply equal.

It is then easy to see that if two canonical channels types with no higher-order variables are
simply equal then they are equal by a-renaming.
And then, we can prove the following lemma for correctness of renaming:
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mo = mi ng =ni mo = M1 Nno = N1 (BC)O s (Bc)l

Nat[0, 49, + no] = Nat[0, i, + n1] List[0, i%9, + no]((Be)o) =s List[0, 4%, + n1]((Be)1)
ﬁ mo = M KOZSKl ?0:57’:‘/1
o =5 = —~ o
Vi, . il en®o(Ty) =, Wil ... alL .ch 1 (TY)
mo =mi E) =g fl
ilo — ill - = = €; =g €5
mo =s tmy flo) =s f(I1)

Figure A.1: Simple Equality

Lemma A.1.2 (Correctness of Renaming). If rename(T,, k, p, N,v,lo,l1) =5 (T.,C, K, p', N', V')
and € is an instantiation satisfying C, then (T.)e =s (T¢)e.

The proof is done by induction.
Finally, let us say something about naming. We define first well-named types and contexts.

Definition A.1.11 (Well-named Types). Intuitively, we will say that a type is well-named given
a set of variables if it uses all first-order variables at least once, and all the binding of first-
order variables always use different variables. Intuitively, to show that a type is well-named, we
extract the names in a type and show that this corresponds to our set of names. Formally, this
1s defined by the partial function:

names(T, k, p, K, N,v) = (%0}7 ©b)

Also defined on extended indexes, with T an intermediate type, and we define as usual ¢ =
{it, |1 e K| 1<m < p()}y. This set ¢ will correspond to the already bounded variables.
Then, <p’f C ¢ is the set of free variables that we saw in the type (in the end, we would want
p = <p’f), and ¢y, C {zlm |1 <1<k1<m<p(l)} is the set of variables bound somewhere in
the type, always satisfying M) = 0. Note that we consider that first-order index variables are
always denoted zin for some integers | and m (as it will be the way to denote variables in the
implementation). For the sake of simplicity, we define [ ¢' as the partial function returning
pU " when ¢ N¢' =0, and is undefined otherwise. Then, we define (¢, ¢,) + (¢, ¢p) =
(U, o, [ y). We will also use assert(b) to say that the function is undefined if b is false.

e names(?

o names(f(I1,...,1n)) =D <ic, names(l;, k, p, K, N, v)

a) = names(A) = (0,0)

o names(Vi.chX (T)) = assert(i = i\,..., i, for some 1 <1<k, &K andm = p(l));
let (pf,pp) = names(K, k, p,{l}, N,v) in assert(p, = 0)
let (¢, ¢,) = names(T. k,p, KU {l},N,v) in assert({i,... i} C @'r);
(@ N ey LT, -+ 103

o names((T1,...,Tn)) = > <<, names(Ti, k, p, K, N, v)
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And we obtain directly by induction that if names(T, k, p, I, N,v) = (gp’f, @y) is defined, then
we have indeed ¢y C ¢ and @, N = 0 with ¢, C L 11<1<k,1<m<p)}

And then, we say that a type T (or a list of types) is well-named (under (k, p, K, N,v)) when
names(T, k, p, K, N,v) = (¢}, ¢},) is defined, and we have ¢ = ¢ and ¢, [[ ¢ = fil, |1<1<
E,1<m<p()}

Now, we show that names are well-used in the functions defined previously.

Lemma A.1.3 (Naming in Intermediate Functions). We have,

e If canon(T,k,p,N,v,l) = (T, K, p',N',v') then names(T. K, p',{i}, N',V') = (go},apg) is
defined and oy = {it, | p(l) < m < P(1)), @) = (il | k < ' < k.1 <m < J(1)}.
Moreover, for I #1, 1 <1I' <k, we have p(I') = p'(I').

o Ifrename(T., k,p,N,v,lo,l1) = (T, C, K, p', N',V'), and the following is defined:
names(T¢, k, p, {lo}, N,v) = (pr,¢p), then names(T7, k', p',{li}, N',v") = (¢, ¢},) is de-
fined and ¢’y = {il |ilo € s}, @) = (b, |k <V <K, 1 <m < p(I')} and is isomorphic
to @p. Moreover, for 1 <1 <k, we have p(l) = p/(l).

The proof can be done by induction in both cases. Nothing is really difficult, we only need
to expand the definitions.

In the same way of unify, we give a procedure to impose (simple) equality between two types.
There are two different procedures, for canonical types and for non canonical types.

Definition A.1.12 (Imposing Canonical Equality). Given two canonical types T and T}, we
define the partial function:

canoneq(T°, T}, k, p, N,v,lo,l1) =C
where 1 < lp < k, 1 <y <k are indices indicating the variables used in TC0 and Tcl, and we

ask that p(lo) = p(l1). The procedure is such that if it is defined and € satisfies C, then we have
indeed (TO)e =5 (T1).

e canoneq(Nat[0, 4 4 n], Nat[0, 4. +n], k, p, N,v,lo,11) =0

List[0, %9, +n](BL), List[0, it} +n](BL), k, p, N, v, lo, 1) = canoneq(BY, B, k, p, o, 1)

e canoneq ¢

(

(
e canoneq(a, a, k,p, N v, 1o, l1) =0
canoneq(A, A, k,p, N,v,lo,l1) = ()

/ / ~0 / / ~1
canoneq(Vi?, ..., id.chf0 (T, ), Wik, ... ich.chf (T ), k, p, N, v, I, 1) =
{Ko = K {i' /i"}} U, canoneq((T?);, (T}, k. p, N, v, 1, 17)

Then, for non-canonical types.

Definition A.1.13 (Imposing Equality). Given two types T° and T, we define the partial
function:
eq(T°, Tk, p,K,N,v) =C

where K indicates the variables used in T and T*.

o eq(Nat[()?IO]? Nat[07[1]7 kap7]C7N7 I/) = {IO = Il}
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v: T el

Truv:T (A(v),0,N,v)

‘THO:Nat (Nat[0,0],0, N, v)

_I'te:Nat let (Nat[0,1],C, N’,') = Inf(T' e : Nat, k, p, K, N, v, A) in
I's(e) : Nat (Nat[0,] +1],C,N’, /)

Tk [ : List(B) (Vw :: B.List[0, 0](w), 0, N, v/)

let (B1,C1, Ni,v1) =Inf(Cke: Bk, p, K, N,v,A) in

Phe:B  The:List(B) | 1et (List[0, ](B2), Ca, Na, v2) = Inf( - €' : List(B), k, p, K, Ny, v1, A) in
ThHe:e: LISt(B) let (B/,Cg,Ng, 7/3) = Unif(Bl,Bg,k‘,p,’C,Ng,Vg) = in

(LiSt[O,I + 1](8/),61 UCs UCs, N3, 1/3)

Figure A.2: Constraints Generation Rules for Expressions

eq(List[0, Io](B°), List[0, I1](BY), k, p, K, N,v) = {Io = I} Ueq(B°, B', k, p, K, N, v)

e eq(a,a,k,p,K,N,v) =10
e eq(A, Ak, p,K,N,v) =1

eq(Vi'0, ... it chfo(T.)) Vil . i kKU (T, K,y p, K, N, v) =
{KO = Kl{zla/zl/l}} U U] Canoneq((Tco)ja (Tcl)]a k7p> N, v, Z67l/1)

Note that because of the last item, eq is not defined on types with non-canonical subtypes for
channels. This is not a problem since in type inference, all channel types will be canonical.

It is then easy to see that for any instantiation e satisfying C, we have T? equal to T} by
Q-Tenaming.

Type Inference Procedure

We can now present the procedure associated to the intermediate type system. The goal is, from
a process P and a classical m-calculus type derivation for this process (obtained by a standard
type inference algorithm) to generate a set of constraints such that if this set has a solution,
then we can construct a type derivation with sizes and complexity for the process P.

More precisely, we design two procedures, one for expressions and one for processes. Given
a typing I' F P, and a context A that is a canonical extension of I', and that is well-named with
respect to (k, p, K, N,v). We define:

Inf(T'+ Pk, p, K, N,v,A) = (K,C, k', p/, N', /)

where K is an expression using index variables in ¢’ and possibly second-order index vari-
ables. The intuition is that, if we are given an instantiation e satisfying C, then, we have a
typing ©; A F P < K.

In the same way, we have an inference function for expressions

InfCke:T k,p,K,N,v,A)=(T",C,N', /)

Where 77 is a type or a quantified type form Vw :: B, U(w).

The procedure for expressions and processes are given in Figure and Figure where
the notation for input are given above.

Then, we can show the following lemma on the procedure for expressions:
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(07 ®7 k7 p7 N7 V)

r-P TFQ

r=P|Q

let (Kl,C1,k1,p1,N1,V1) =

Inf(T'+ P, k,p, K,N 4+ 1,v[N +1— K],A) in

let (K2,Ca, ko, p2, Noyvo) =

Inf(F [ Q,kl,pl,K:7N17 I/1,A) in

(ent1,C1UCo U{ent1 > K1 + K2}, k2, pa, No,v2)

I'ka:ch() ro:THP

T Fa(3).P

let (V;.ChK(Té),Cl,kl,pl,Nl,1/1) =
rename(A(a), k, p, N,v,,)) in

let (K,,Cg,kz,pg,NQ,llz) =

Inf(D,5: T F P ki, p1, KU{k+ 1}, N1, v1, (A, 7 :
1Y) in

(0,C1 UCQ U {K/ S K},kz,pQ,NQ, 112)

I'ta:ch() TL,9:TFP

I'ta(@).P

Same as above.

I'a:ch() T+e: T

't ae)

let Vii,... i\, .ch™(T.) = A(a) in
let (T',C,N',v') = Info(T +¢: T, k,p, K, N +m +
L[N —K|N<N <N+m+1],A) in

let C' = eq(ﬁ{eNH, ... ,iﬁn},/f;,
k,p,K,N',v') in

(en+m+1,CUC U{entmtr >

K{ent1,. - entm/it, ... i}y k. p, N',v')

-l
7€N+m/7/1, s

INa:THP
'k (va)P

let (T., k', p', N',v") = canon(T, k,p, N,v,_) in
Inf(T,a: T+ PK, o, KK,N' V', (A,a:T.))

I'Fwv: Nat I'rpP I'x:NatkQ

I' - match v {0 — P;; s(z) — Q}

let Nat[0,7 4+ n] = A(v) in

let (K1,Cl,k‘1,p1,N1,l/1) =

Inf(T'+ Pk, p, K,N +1,v[N +1— K],A) in

let (A',e') = if (n=0)

then ((A{i/i+ 1}, x : Nat[0,4]),en+1{I + 1/i}

else ((A,z : Nat[0,i + (n — 1)]),en+1) in

let (KQ,CQ,kQ,pQ,NQ,l/z) =

Inf(T,z : Nat - Q, k1, p1, K, N1,v1,A’) in
(en+1,C1UC2U{K1 < eny1; K2 < €'}, ko, p2, Na,12)

'+ v : List(B) P I,z : B,y :List(B) - Q

Fkmatcho {[]—= P;; 2:Q+w— }

let List[0,: + n](B") = A(v) in

let (K1,C1,k1,p1, N1i,v1) =

Inf(F Pk, p, C,N 4+ 1,v[N 4+ 1+ K],A) in

let (A',e') = if (n=0)

then ((A{i/i+1},z: B, y:List[0,4](B")), en+1{i+1/i})
else ((A,z: B,y : List[0][i + (n —1)][B']),en+1) in
let (KQ,CQ,kQ,p2,N2,V2) =

Inf(T,z : B,y : List(B) - Q, k1, p1,K, N1,v1,A’) in
(en+41,C1UCU{K1 < eny1; Ko < €'}, k2, p2, N2, v2)

I'+P
I' - tick.P

let (K7C7kl7pl7Nl7 Z//) =
Inf(" F P, k,p, K, N,v,A) in
(K+lvc>k,ap,aN,aV/)

Figure A.3: Constraints Generation Rules for Processes
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Lemma A.1.4 (Correction of Inference for Expressions). If Inf(I' e : T, k,p, K, N,v,A) =
(T",C,N'", V"), then the skeleton of T" is T and for an instantiation € satisfying C, we have
©;Ac e T!. Moreover, if Inf(T' e : T,k,p,,N,v,A) = (Vw :: BT (w),C,N',v') then the
skeleton of T'(B) is T, and for all intermediate type B’ of skeleton B, we have ¢; A e:T'(B').
for all instantiation € satisfying C.

Proof. The proof is done by induction on I' F e : P. All cases are direct except for list
concatenation. The case for list concatenation is a consequence of Lemma O

Note that in particular, this procedure in the case of channel type is very easy, as channel
types can only be typed with the axiom rule. So, in the following we may not use this procedure
for channel type and for the sake of simplicity, directly rewrite the case of axiom when working
with a channel. We also define simply Info(I" - e : T, k, p, K, N,v, A) as the usual inference
but instead of returning a type form Vw :: B,T(w), we return the type T(By) where By is the
intermediate type consisting in B with 0 everywhere for the sizes.

The first thing that we can easily verify with the previous results on names, is that we have
indeed the invariant that A is a well-named canonical extension of I' through the computation,
as it is the main goal of the function rename and canon to keep this invariant. Moreover, we
can easily see that p'(l) = p(l) for all 1 <1 < k and v(n) = V/(n) for all 1 < n < N from
Lemma [A.T.3]

And finally, we can show the following theorem.

Theorem A.1.1 (Soundness). If Inf(T'+- Pk, p, K, N,v,A) = (K,C, k', p', N',V') then for any
instantiation € satisfying C, we have p; Ac - P< K, with p = {il, |1 € K, 1 <m < p(l) = p'(1)}.

Proof. By induction. We present here the important cases.

Case input. Let e an instantiation satisfying C;UCoU{K’ < K}. As A(a) is well-named, it has

the shape Vi4,...,i,.ch®(T.). And, by definition, p(I) = m. Then, by definition of renaming,

s Uy -
in Vi.ch® (T) we have i = i1, ... ik+1,

By induction hypothesis, we obtain @9; A, v : T.+ P« K! with oo = {il, [l € K,1 < n <
p(l) = pr(1) = po()} U{ik1 | 1 <n <m = p(l) = pr(I) = p2(1)}. By Lemma [A.1.2] we have
Aa)e =5 (VZ.ChK (T ))e- Thus, by definition of simple equality, they are equal by a-renaming.
We can thus consider A’ equal to A, everywhere except for A'(a) = (Vi.chX (Tv))6 And we
obtain directly o; A', ¥ : T.F P4 K!. And we have K! < K, thus we can do the usual input

typing rule and conclude this case.

Case output. Let € be an instantiation satisfying the set of constraints C U C'U{enimt1 >
K{enit1,-- - entm/it, ... it }}. By Lemma we have ¢; A - €: T!. Moreover, by defi-
nition of eq, we have T! equal to U, where U = T,.{en41,...,eN+tm/i}, ..., } by a-renaming.
Thus, e(N +1),...,e(N +m) gives us an instantiation for the output rule.

Case Pattern Matching. The case of pattern matching is direct by induction hypothesis.

The only thing that needs some care is if we are going to use the rule for n = 0 or n # 0, but
both cases are direct. O

Completeness: Intermediate Results

We now focus on completeness for the type inference procedure. First, remark that by a good
use of variables and a-renaming, we can always consider that in a typing ;A F P< K, A is
well-named. In order to state completeness, let us first give the following definition.

Definition A.1.14 (Ground Typing). Given a typing o; A+ P<1K, we define |o; A+ P<K |
as the simple typing corresponding to the initial one without sizes.
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And now, what we want to show is the following theorem. Note that we do not have total
completeness because of one detail. Indeed, when doing an output rule, we have to choose in the
expressions € the sizes corresponding to the type of the channels. And sometimes, this choice
can be totally arbitrary. For example, if a : Vi1, io.ch® (List[0,41](Nat[0, 2])), and we have the
output a([]), then we need to choose a value for iz, and it can be whatever we want. So, in
order to impose some uniformity and have completeness, we ask that this choice is always 0.
(When we can take whatever size we want, we consider that the size is 0 as it should lead to a
smaller complexity). Such a typing is called a O-typing.

Theorem A.1.2 (Completeness of Type Inference). Given a set of index variables described by
k, p and K and a 0-typing (without second order variables) ¢; A F P < K with A well-named,
then Inf(|o;A + P< K|, k,p,K,0,0,A) = (K',C,k,p',N',1") is defined and there exists an
instantiation € satisfying C such that K! is equal to K.

Let us first present some intermediate lemmas before going to the proof, related to the
intermediate procedure.

Lemma A.1.5 (Completeness for Canonical Extension). Given variables decribed by (k,p, N,v).
Given a simple channel type T'. Suppose also that

canon(T, k,p,N,v, ) = (T., K, p/, N', /)

Then, for any instantiation € of (k, p, N,v), for any other canonical channel type T, with skeleton
T, there exists an instantiation ¢ of (K',p', N', V") extension of € such that (T))c is equal to T..

Proof. This relies on several facts. The first one is to see that canon output indeed a canonical
type, so the variables are ordered and there are exactly as many variables as there are occurrences
of base types (as defined before). Then, we have to remark that two canonical channel types
are equal (up-to a-renaming) if and only if their complexities are equal, because the shape is
totally restricted for everything else. And then, by definition of canon, it suffices to take the
instantiation ¢ that gives to second-order variables the complexity in the type T.. O

For the following lemma, we need the following definition for type form.

Definition A.1.15 (Type Form and Equality). By an abuse of notation, we say that a type
form Vw :: B.T(w) is equal to a type U is there exists a type T' of skeleton B such that T(T") is
equal to U.

Lemma A.1.6 (Completeness for Unification). Given variables described by (k, p, K, N,v) and
two base types (or quantified type form) By and By with the same skeleton, given also two
intermediate base types By and Bj and an instantiation € such that (B;). is equal to B, then,

unif(By, Ba, k, p, K, N,v) = (B',C,N',/)

is defined. And, for all intermediate type B, such that ;- = B T B,, we have an instantiation
¢ extension of € satisfying C and such that B’C 1s equal to B".

Proof. By induction. The statement is a bit convoluted (notably because of type form and
subtyping), but it works well in the proof. For example, suppose we are in the case

unif (List[0, I](By), List[0, J](B2), k, p, K, N,v) = (List[0, ey 1] (B'),CU{I < eni1;J <eny1}, N, V)

with
unif(By, Bo, k, p, K, N + 1,v[eny 1 — K]) = (B,C,N', /)
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(Recall the special variables w; and wy can appear in B; or B2)

By hypothesis, we have two intermediate base types List[0, I"](B]) and List[0, J"](B5) and an
instantiation e. Let B, ba a type such that ;- F List[0, I"](B]) C B, and ¢;- I List[0, J"|(B5) C
B,. So, by definition, B, = List[0, L](B..). Let ¢ = ¢[N + 1 — L]. By induction hypothesis, we
have the variables described by (k, p, K, N + 1,v[eny4+1 — K]), two types By and By with the
same skeleton. Two intermediate types B] and B, and instantiation ¢ such that we have the
equality (as € is an extension of €). So, for the chosen intermediate type B, that is such that
;- B B C Bl and ¢;- F BS C Bl., we have an instantiation ¢ extension of € satisfying C and
such that BIC is equal to B... Thus, we obtain directly that ¢ is a good instantiation for this case
(as € (N +1) = L and L¢ is greater than I; and J¢).

O

Lemma A.1.7. Given variables described by (k,p, N,v). Given a canonical type T, with free
variables in {30 | 1 <m < p(lo)} and an instantiation €, we have,

rename(T., k, p, N, v, lo,11) = (T2, C, K, p/, N', /)
defined and there exists an instantiation ( extension of € satisfying C.
Proof. The proof is direct by induction on 7. O
Then, we also have the following lemma.

Lemma A.1.8 (Completeness for Equality). Given variables described by (k,p,IC, N,v), two
types T® and T and an instantiation € such that T? is equal to T}, then

eq(T°, T k, p,K,N,v) =C
is defined and € satisfies C.

Proof. By induction. The only interesting case is the one for channel types, but it can be
done easily by induction again, verifying that canoneq corresponds in fact to a-renaming in this
case. O

And finally the most important lemma is the one for type inference for expressions.

Lemma A.1.9 (Completeness for Type Expressions). Given a set of first-order index variables
described by k, p and K and second order index variables described by N and v, given a typing
(with no second order variables) p; A+ e : T with A well-named, given also A" well-named
(possibly using second-order variables) and an instantiation € such that AL is equal to A then

Inf(|¢o;AFe:T| k p,K,N,v,A")=(T',C,N',V/)

is defined and there exists an instantiation ¢ extension of € satisfying C such that TC/ (possibly
a type form) is equal to T.

Proof. By induction. Almost all cases are direct except for list concatenation, that we detail
here. Suppose that we have the typing:
0;AFe: B ©; A€ List[0, 1.](B?) ¢;-+BLB2C B,
;A Fe:e :List[0, I, + 1)(B,)
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Let A’ be a well-named context. Let € be an instantiation of (k, p, N, v) such that Al is equal
to A. By induction hypothesis, we have:

Inf(I_QO’A Fe: B;JakvpaK:vNa v, A/) = (817617]\7157/1)

is defined, and there exists an instantiation (; extension of € satisfying C; such that (Bi)¢ is
equal to B}
Thus, again by induction hypothesis,

Inf(l@; A &€ : List[0, I)(B2)], k, p, K, Ny, v1, A') = (List[0, I](Bz), Ca, Na, v2)

is defined and there exists an instantiation (o extension of ¢; satisfying Co and such that (/¢,)
is equal to I, and (B2), is equal to B2.
Moreover, we have that By and By have the same skeleton, and (Bi)e, is equal to B} and

(Bz)¢, is equal to BZ. So, by Lemma
unif(81a827kapalC7N2>V2) = (B/,Cg,N3,l/3)

is defined. And, as we have ;- - B!, B2 C B,, we also have an instantiation ¢ extension of (s
satisfying Cs and such that Bg is equal to B;.

So, ¢ is indeed an extension of e, satisfying C; U Co U C3, and we have (List[0, I + 1](B'))¢
equal to List[0, I, + 1](B,). This concludes this case. O

Proof of Theorem [A.1.2]

In order to show that, we need a more general property that can be used in induction hypothesis.
Namely:

Lemma A.1.10 (Completeness of Type Inference). Given a set of first-order index variables
described by k, p and K and second order index variables described by N and v. Given a typing
(with no second order variables) p; A - P < K with A well-named, given also A" well-named
(possibly using second-order variables) and an instantiation € such that AL is equal to A then

Inf(lo; A P< K|, k,p,K,N,v,A") = (K',C,k',p/, N', /")

is defined and there exists an instantiation ( extension of € satisfying C such that Ké s equal
to K. (Remark that this concept of extension makes sense only because both p,p' and v,V agree
on the initial set of variables)

Proof. We prove here Lemma By induction on the typing ¢; AF P< K.

e Case 0. Thus, K = 0. The inference procedure is defined, and it returns (0,0, k, p, N, v).
Thus, we can define { = ¢, it satisfies indeed () and we have 0, = 0.

e Case Parallel Composition. We have the following typing:

©;AFP<Ky O AFQ<K, o FKi+ Ky < K
©;AFP | Q<K

Let us define € = ¢[N +1 — K]. We have directly that € is an instantiation for (k, p, N +
1,v[N + 1+ K], and A/, is A. Thus, by induction hypothesis, we know that

Inf(L@vAFPQKlJ’k’paK7N+17V{N+1 }_)K:]’A/) = (KiaclaklaplaNl)Vl)
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is defined, and we have an instantiation (; extension of € satisfying C; and such that
(K1)¢, is equal to Kj.

Thus, (; is by definition an instantiation for (k1, p1, N1,v1), and we have A/Cl equal to A
as it is an extension of €. So, by induction hypothesis,
Inf([o; A Q< Ky, ki, p1, K, Ni,v1,A) = (K5, Ca, ka2, p2, Na, v2)

is defined, and we have an instantiation (o extension of (; satisfying Cy and such that
(K3)¢, is equal to Ko.

Thus, (3 is by definition an instantiation for (ko, p2, No, 1), (o satisfies C; as it is an
extension of (1, it satisfies also C2 and it also satisfies eny1; > K| + K} as we have (since
(2 is an extension of €):

(BN_H)@ =K (Ki—i—Ké)@ =K+ Ky QO;-':KZKl-FKQ
This concludes this case.

Case Input. Suppose we have the following typing:

e;AFa:Vi.chf(T,) ¢ ;A0:T.FP<K,  (p,));-F K <K
©; A F a(v).P<0

By definition of canonical type, A’(a) has no free variables. By Lemma
rename(A/(a)v k,p,N,v,_, 7) = (V;.ChK(i/), C1, ka, p1, N1, Vl)

is defined and there exists an instantiation (; extension of € satisfying C;.

~/

Moreover, by Lemma [A.1.2) A}, (a) and (Vi.ch® (T, ))¢, are equal by a-renaming. Thus,

(AT fcl)cl is equal to A by a-renaming. In particular, we have K¢ equals to
Ko{i*+1/5} So, by induction hypothesis,
~/

|nf(L<p,7;A,5 : TC H P<1K1J,k‘l,pl,KU{k’—Fl},Nl,I/l, (A,,g 2T ) = (K’,CQ,]CQ,,OQ,NQ,VQ)

is defined, and there exists an instantiation (5 extension of (; satisfying Cy such that K’ .

is equal to Kl{z/k\ﬁ/}} Moreover, recall that K/, < K, because (p,4);- F K1 < K.
Thus, this concludes this case.

Case Output. Suppose we have the following typing:

oAb a:Vichk(T.) g Avre: T/} ¢k Ko{J/j} <K,
QD;A "E<a a1 Ky

~/

As A’ is well named, A’(a) has the shape Vi!, ..., i\, .ch®(T.). Moreover, A’ is equal to
A, so we obtain directly:

Ko{i/7} = K. T{il/j} =T

Let us define € extension of € with, for all 1 <i < m, ¢ (N+i) = J; and €(N+m+1) = K.
Then, € is an instantiation for (k,p, N +m+ 1,v[N'— K | N < N' < N+ m+ 1]). So,
by Lemma [AT.9]

Info(l@; A &:TA{JT/5} ]k p, K, N+m+1, [N — K| N <N < N+m+1],A) = (T',C,N',//)
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is defined and there exists an instantiation ¢ extension of € satisfying C and such that T é

is equal to Tc{j /}} Indeed, we can easily generalize Lemma to lists of expressions,
and as we have a 0-typing, we know that replacing the special variable w by a O-type give
exactly the initial type.

By the previous equality between fé and T.{J/j}, and the fact that Tc{ﬁ/}} =T, ci_, we

. ~/ . . . -~
obtain that (T {en+1,---,eN+m/ii, ... ik })c is equal to T¢. So, by Lemma [A.1.8,

eq(Te{entts- - entm/its .. it VT ko p, K, N, V) =’

is defined and ( satisfies C'. Moreover, as previously, ( also satisfies the constraint
{entmi1 > K{eni1, .. senem/iy, ... it }}, so we can conclude this case.

e Case v. This case is rather direct using induction hypothesis on the instantiation given

by Lemma

e Case tick. This case is direct by induction hypothesis.

e Case Pattern Matching. Again, this case is direct by induction hypothesis and looks a
lot like the case for parallel composition. The only thing that needs to be done is separate
in two cases depending on whether the initial typing was with a n = 0 or not.

g

So, we have indeed a sound and complete procedure for type inference for intermediate
types, we have reduced the problem of type inference to solving a set of constraints.
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