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Abstract

Two principles at the forefront of modern machine learning and statistics are sparse modeling and robustness. Sparse modeling enables the construction of simpler statistical models. At the same time, statistical models need to be robust they should perform well when data is noisy in order to make reliable decisions.

While sparsity and robustness are often closely related, the exact relationship and subsequent trade-offs are not always transparent. For example, convex penalties like the Lasso are often motivated by sparsity considerations, yet the success of these methods is also driven by their robustness. In this thesis, we work at improving the quality of the estimators in supervised machine learning in terms of robustness and sparsity. We propose methods that, jointly, perform variable selection and outlier detection, and formulate the obtained optimization problems using mixed integer programming (MIP) benefiting from the significant improvement of MIP solvers.

First we focus on proposing a robust and sparse method for linear regression. To solve the problem exactly, we recast it as a mixed integer programming problem. In addition, and in order to decrease the computational time, we propose a discrete first algorithm providing a near-optimal solution in a very short time. The obtained solution is used as a warm start for the MIP solver. However, the proposed problem suffered from overfitting for low signal-to-noise ratio values.

Then, to fix the overfitting behavior of the proposed method, we use penalized regularization to improve its performance when the noise is high. We also propose a discrete first order algorithm to solve the regularized approach.

Finally, we propose a robust and sparse classification method based on the classical hinge-loss classifier. The obtained problem is formulated using mixed integer programming and shown to be efficient on both real and synthetic data sets.

Keywords: Variable selection, outlier detection, mixed integer programming, robust regression, sparse regression, robust support vector machines, sparse support vector machines.
Résumé

Deux points clés de l’apprentissage machine et des statistiques modernes sont la modélisation parcimonieuse et la robustesse. La modélisation parcimonieuse permet la construction de modèles statistiques plus performant et économes en ressources. Dans un même temps, les modèles statistiques doivent être robustes ; ils doivent être performants lorsque les données sont bruitées afin de permettre de prendre des décisions fiables.

Si la parcimonie et la robustesse sont souvent étroitement liées, la relation qui les unit et les compromis qui en découlent ne sont pas toujours explicitement formulés. Par exemple, des pénalités convexes comme celle du Lasso sont souvent motivés par des considérations de sélection de variable, mais le succès de ces méthodes est aussi dû à leur robustesse. Dans cette thèse, nous travaillons à l’amélioration de la qualité des estimateurs dans le cadre de l’apprentissage supervisé simultanément en termes de robustesse et de parcimonie. Nous proposons des méthodes qui réalisent simultanément les deux tâches de sélection de variables et de détection de points aberrants. Ce problème est formulé dans différents contextes sous la forme de problèmes d’optimisation utilisant la programmation mixte en nombres entiers (MIP), dont la résolution bénéficie de l’amélioration significative des solveurs MIP.

Nous nous concentrons d’abord sur la proposition d’une méthode robuste et peu répandue pour la régression linéaire. Pour résoudre le problème exactement, nous le reformulons en un problème de programmation mixte en nombres entiers. Ensuite, afin de réduire le temps de calcul, nous proposons un premier algorithme discret fournissant une solution quasi optimale en un temps très court. La solution obtenue est utilisée comme un démarrage à chaud pour le solveur MIP. Cependant, la solution proposée souffre de surapprentissage pour de faibles valeurs du rapport signal/bruit. Afin de corriger ce surapprentissage, nous utilisons une régularisation pénalisée pour améliorer ses performances lorsque le bruit est élevé. Nous proposons également un algorithme discret du premier ordre pour résoudre l’approche régularisée.

Enfin, nous proposons une méthode de classification robuste parcimonieuse basée sur le classificateur classique séparateur à vaste marge (SVM) associé à la fonction de perte «charnière ». Le problème obtenu est là aussi formulé comme un programme mixte en nombres entiers et s’avère efficace sur des ensembles de données réelles et synthétiques.

Mots-clés : Sélection de variables, points aberrants, programmation mixte en nombres entiers, régression robuste, régression parcimonieuse, séparateur à vaste marge robustes, séparateur à vaste marge parcimonieux.
Acknowledgment

First and foremost, I would like to thank my supervisors Dr. Stephane Canu, Dr. Hassan Ibrahim and Dr. Maher Abdallah for their immense help and support not only through my graduate study but also for their guidance. Without them, this thesis would not be possible. I feel privileged to have had the opportunity to work and learn from them.

I would also like to thank Dr. Ali Wehbe and Dr. Ahmad Faour for all their support and help.

I would like to especially thank the "Islamic Center Association For Guidance and Higher Education" in Beirut for their grant program.

I am grateful to Brigitte, Sandra and Zeinab for all their administrative help.

A special thanks goes to the members of my dissertation committee: Maher Abdallah, Stephane Canu, Marianne Clausel, Sourour Elloumi, Hassan Ibrahim and Patrick Siarry for generously offering their time, support, guidance and good will throughout the preparation and review of this document.

Finally, my thanks go to my parents because thanks to them my professional project continues to be realized, to my friends for their support and encouragement throughout my present.
Chapitre 1

Introduction

1.1 General Framework

Artificial Intelligence (AI) has been a subject of great interest for many decades, aiming at making machines reproduce more or less specific human behaviors, ranging from playing chess to producing medical diagnostics. Specifically, in the past decade, this domain has seen a rapid and almost exponential growth, being invested by numerous research labs and companies (like Google, Facebook, Microsoft, Amazon, etc.). Nowadays, applications of AI are varied and show very impressive results. Those include information and image retrieval (web and image search engines), automatic translation, image recognition and classification (e.g. Google Photos), face recognition, tracking of objects in videos, speech recognition, making autonomous vehicles drive, interpreting medical imagery, etc.

Machine Learning (ML) is a sub-field of artificial intelligence, that addresses the following question: ‘How can we program systems to automatically learn and to improve with experience?’ Learning in this context is not learning by heart but recognizing complex patterns and making intelligent decisions based on data. Machine Learning uses algorithms to assist computer systems in progressively improving their performance. These algorithms automatically build a mathematical model using sample data to make decisions without being specifically programmed to make those decisions. Initially, ML was based on a model of brain cell interaction. The model was created in 1949 by [Heb49]. Recently, Machine Learning was defined by Stanford University as “the science of getting computers to act without being explicitly programmed.” Machine Learning is now responsible for some of the most significant advancements in technology, such as the new industry of self-driving vehicles. Machine Learning can be mainly divided into two sub-categories: supervised and unsupervised learning. Supervised learning is simply a process of learning algorithm from the training data set.

It is where you have input variables and an output variable and you use an algorithm to learn the mapping function from the input to the output. The aim is to approximate the mapping function so that when we have new input data we can predict the output variables for that data. As we can see in Figure 1.1, supervised learning consists of regression and classification. Regression algorithms attempt to estimate the mapping function $f$ from the input variables $X$ to numerical or continuous output variables $y$. In this case, $y$ is a real value, which can be an integer or a floating point value. Therefore, regression prediction problems are usually quantities or sizes. For example, when provided with a data set about houses, and you are asked to predict their prices, that is a regression task because price will be a continuous output. On the other hand, classification algorithms
Chapitre 1. Introduction

Figure 1.1 – Types of Learning.

attempt to estimate the mapping function \( f \) from the input variables \( X \) to discrete or categorical output variables \( y \). In this case, \( y \) is a category that the mapping function predicts. If provided with a single or several input variables, a classification model will attempt to predict the value of a single or several conclusions.

For example, when provided with a data set about houses, a classification algorithm can try to predict whether the prices for the houses “sell more or less than the recommended retail price.” Here, the houses will be classified whether their prices fall into two discrete categories: above or below the said price.

Unsupervised learning is modeling the underlying or hidden structure or distribution in the data in order to learn more about the data. In Unsupervised learning you only have input data and no corresponding output variables, it is done in the context of clustering. Figure 1.2 sheds the light on the difference between supervised and unsupervised learning.

Figure 1.2 – Supervised vs Unsupervised Learning \([\text{MLG}^+18]\).

Today, people live in a world surrounded by diverse data. Improving technologies resulted an exponential growth of the data dimensionality and large volume data of high
1.2 Motivations

In the last three decades (1990-2020), algorithmic advances in integer optimization combined with hardware improvements have resulted in an astonishing 800 billion factor speedup in solving Mixed Integer Optimization (MIO) problems. Indeed, between 1991 and 2015 the software total speedup is about 1.4 million times and the hardware total speedup is about 570000 times. Hence a mixed integer optimization problem that would have taken 26000 years to solve 25 years ago can now be solved in a modern computer in less than one second: \textit{mixed integer linear techniques are nowadays mature, that is fast, robust, and are able to solve problems with up to millions of variables} [LL11].

As it is known, originally, the sparsity is explicitly expressed by using the $\ell_0$ norm. This function can exactly control the sparsity level, however, with a shortcoming of non-convexity and non-differentiability, which makes it the obstacle to overcome. The existing methods for solving this problem can be roughly grouped in two major classes: Greedy algorithms attain the solution by iteratively providing suboptimal solutions, such as matching pursuit (MP) and its variants [iG04, BRF11], or gradient descent based algorithms
such as Iterative Hard Thresholding (IHT) algorithm \cite{GK09} or proximal method \cite{BJQS14}. The second class corresponds to methods that relax the $\ell_0$ norm by replacing it with the $\ell_1$ norm, which is still nonsmooth but convex and continuous. This leads to a classical problem, often called the problem of LASSO. However, the $\ell_1$ norm cannot always guarantee the required sparsity level and even the sparse representation is produced but with shrinkage.

When referring to the problem of feature selection and outlier detection for linear regression, it corresponds to adding two $\ell_0$ norm constraints, which makes it even more complex than the best subset selection problem consisting only on one cardinality constraint. To reach the optimal solution, we reformulate the original problem as mixed integer quadratic programming (MIQP) problem and solve it using an efficient solver "Gurobi". To accelerate the MIQP solution, we introduce a warm start solution obtained by an algorithm based on a discrete extension of first order continuous optimization methods.

This framework is scalable and provides a local solution often close to the global one. Results on both real and synthetic datasets showed the high quality of the provided solutions. Furthermore, since the $\ell_0$ norm suffers from overfitting behavior when the signal to noise ratio is low (high noise level in data), we also propose an $\ell_1$ regularized robust and sparse regression model. We solve this problem exactly using mixed integer programming, and we propose a first order discrete algorithm which can be used as a warm start for the MIO solver. The first order algorithm can also be used for high dimensional data sets since it provides solutions with good predictive performance as it is shown by empirical results.

Regarding the support vector machine (SVM), to deal with outliers, a new variable is added to the classical hinge-loss support vector machine formulation. Furthermore, to ensure sparsity and to control the percentage of outliers to be detected, two cardinality constraints were added. The obtained problem is reformulated as a mixed integer optimization problem to obtain the global solution. Unlike all other methods, the MIO approach always provides a guarantee on its sub-optimality even if the algorithm is terminated early. Empirical results on both synthetic and real datasets revealed the significant improvement in comparison with the 0-1 loss and hinge-loss classical classification problems.

1.3 Outline and Contributions

This monograph concentrates on the study of two issues encountered in supervised learning: the presence of irrelevant features and the presence of outliers. More precisely, dimension reduction or feature selection is an effective strategy to handle contaminated data and to deal with high dimensionality while providing better prediction. Also, outliers, which are understood to be observations that have been corrupted or incorrectly measured or drawn under different conditions than those intended, can have a considerable bad influence on estimators.

To deal with outlier proneness and spurious variables, a new variable representing the outliers was added to the objective function, and two $\ell_0$ norm constraints were added to control the number of variables to be selected and the number of outliers to be detected. The obtained optimization problems are $NP$-hard. To obtain the global solution exactly, we recasted these problems as mixed integer programming problems benefitting from the significant improvement in the speed of solving such problems by using efficient solvers such as "Gurobi".

This impressive speedup factor is due to incorporating both theoretical and practical
advances into mixed integer programming (MIP) solvers. Cutting plane theory, disjunctive programming for branching rules, improved heuristic methods, techniques for preprocessing MIPs, using linear optimization as a black box to be called by MIP solvers, and improved linear optimization methods have all contributed greatly to the speed improvements in MIP solvers. MIP solvers in general, and Gurobi in particular, provide both feasible solutions as well as lower bounds to the optimal value. As the MIP solver progresses towards the optimal solution, the lower bounds improve and provide an increasingly better guarantee of suboptimality, which is especially useful if the MIP solver is stopped before reaching the global optimum. In contrast, heuristic methods do not provide such a certificate of suboptimality. Furthermore, we developed a discrete extension of modern first order continuous optimization methods to find high quality feasible solutions that we use as warm starts to the MIP solver that finds provably optimal solutions.

The rest of the monograph is organized as follows.

**Chapter 2** introduces a mathematical background on optimization. All needed definitions and optimizations methods were briefly described and presented.

**Chapter 3** presents our robust and sparse linear regression problem. We use MIP to find a provably optimal solution for the obtained problem. Our approach has the appealing characteristic that if we terminate the algorithm early, we obtain a solution with a guarantee on its suboptimality. Furthermore, our framework can accommodate side constraints on the variables. We introduce a general algorithmic framework based on a discrete extension of modern first order continuous optimization methods that provide near-optimal solutions for the best subset problem. The MIP algorithm significantly benefits from solutions obtained by the first order methods. Computational results on both real and synthetic data sets were reported. These results show that the proposed framework provides high quality solutions.

**Chapter 4** aims to deal with a problem encountered in Chapter 3: the robust and sparse linear regression model underperforms for low signal-to-noise ratio values because of the overfitting behavior of the \(\ell_0\) norm. To reduce this overfitting behavior, a regularization \(\ell_1\) term was added to the objective function. The obtained optimization problem was recasted as a mixed integer program and a discrete first order algorithm was proposed to find near optimal solutions for a low computational cost. Results on synthetic data sets show that the regularized problems overperformed the \(\ell_0\) methods for low SNR values and as the SNR increases, these methods become almost similar. Furthermore, results on real data sets show that the proposed method produces high quality solutions.

**Chapter 5** the problem of both feature selection and outlier detection using the \(\ell_0\) norm in classification is addressed. The proposed approach performs, jointly, the selection of relevant variables and the detection of outliers. The problem is formulated as a mixed integer program which allows the use of the efficient solver "Gurobi" to solve it. The proposed approach is compared with the classical 0-1 loss and hinge loss classification problems. The results show that the proposed approach provides high quality solutions.

**In Chapter 6** we conclude this thesis and discuss several interesting directions for future work.
1.4 Publications

The work contained in this thesis will be published or submitted for publication in the following papers:
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2.1 Introduction

Since its earliest days as a discipline, machine learning has made use of optimization formulations and algorithms. Likewise, machine learning has contributed to optimization, driving the development of new optimization approaches that address the significant challenges presented by machine learning applications. This cross-fertilization continues to deepen, producing a growing literature at the intersection of the two fields while attracting leading researchers to the effort.

Optimization approaches have enjoyed prominence in machine learning because of their wide applicability and attractive theoretical properties. While techniques proposed twenty years and more ago continue to be refined, the increased complexity, size, and variety of today’s machine learning models demand a principled reassessment of existing assumptions and techniques.

This Chapter makes a start toward such a reassessment. Besides describing the resurgence in novel contexts of established frameworks such as first order methods, proximal
methods the section devotes significant attention linear programming and mixed integer programming needed in the rest of the thesis.

Of course many other useful optimization tools have been used in machine learning such as heuristic and metaheuristic algorithms for combinatorial optimization. Because this work initially focuses on the exact solutions to optimization problems, these approaches were not considered in this thesis.

For further mathematical details, we recommend the following references [SNW12, NW06, BV04, WN99] from which the writing of this chapter is largely inspired.

### 2.2 Mathematical background

In machine learning in general and in this thesis in particular, we are usually dealing with real variables of high dimension \( n \). To this end, we will focus on optimization problems over the set \( \mathbb{R}^n \) in the rest of the Chapter.

Consider a mathematical optimization problem of the form:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0 \quad i = 1, \ldots, m,
\end{align*}
\]

(2.1)

where \( x = (x_1, \ldots, x_n)^\top \) is the vector of optimization variable of the problem. The function \( f_0 : \mathbb{R}^n \rightarrow \mathbb{R} \) is the given objective function and functions \( f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) are the given inequality constraint functions. A vector \( x^\star \) is called an optimal solution or global minimizer to (2.1) if it has the smallest objective value among all vectors satisfying the constraints, that is, for any \( z \) with \( f_i(z) \leq 0 \quad i = 1, \ldots, m \) we have \( f_0(z) \geq f_0(x^\star) \).

Suppose \( x_1 \neq x_2 \) are two points in \( \mathbb{R}^n \). Points of the form \( y = \theta x_1 + (1 - \theta) x_2 \) where \( \theta \in \mathbb{R} \), form the line passing through \( x_1 \) and \( x_2 \). The parameter value \( \theta = 0 \) corresponds to \( y = x_2 \), and the value \( \theta = 1 \) corresponds to \( y = x_1 \). Values of parameter \( \theta \) between 0 and 1 corresponds to the closed line segment between \( x_1 \) and \( x_2 \).

**Definition 2.2.1 (Convex set)** A set \( C \) is convex, if the line segment between any two points in \( C \) lies in \( C \) i.e if for any \( x_1, x_2 \in C \) and any \( \theta \in \mathbb{R} \) with \( 0 \leq \theta \leq 1 \), we have:

\[
\theta x_1 + (1 - \theta) x_2 \in C.
\]

The notion of convex set is illustrated Figure 2.1. The domain or set of departure of a function is the set into which all of the input of the function is constrained to fall. It is the set \( \text{dom} \) in the notation \( f : X \rightarrow Y \), and is alternatively denoted as \( \text{dom}(f) \).

**Definition 2.2.2 (Convex function)** A function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex if \( \text{dom}(f) \) is a convex set and if for all \( x, y \in \text{dom}(f) \), and \( \theta \in \mathbb{R} \) with \( 0 \leq \theta \leq 1 \), we have

\[
\theta f(x) + (1 - \theta) f(y) \leq f(\theta x + (1 - \theta) y).
\]

This inequality means that the line segment between \( (x,f(x)) \) and \( (y,f(y)) \) lies above the graph of \( f \).

This definition of convex function is illustrated Figure 2.2.

**Definition 2.2.3 (Local minimizer)** A vector \( x^\star \in \mathbb{R}^n \) is called a local minimizer of the optimization problem \( \min_{x \in C} f(x) \), if there exists a neighbourhood \( B \) of \( x^\star \) such that \( x^\star \) is a global minimizer of the problem \( \min_{x \in C \cap B} f(x) \).

In another way, \( x^\star \) is a local minimizer if there exists \( \epsilon > 0 \) such that:

\[
f(x^\star) < f(x) \quad \text{for all} \quad x \in B(x^\star, \epsilon) := \{x \in \mathbb{R}^n : ||x - x^\star|| \leq \epsilon\}.
\]
2.2. Mathematical background

Figure 2.1 – The kidney shaped set (Right) is non-convex since the line segment between the two points x and y in the set (taken from [BV04]).

In what follows, \( x, y \in \mathbb{R}^n \) and \( f : \mathbb{R}^n \rightarrow \mathbb{R} \).

Theorem 2.2.1 (First order optimality condition)  Suppose \( f \) is differentiable (i.e. its gradient \( \nabla f \) exists at each point in \( \text{dom}(f) \)). Then \( f \) is convex if and only if \( \text{dom}(f) \) is convex and

\[
f(y) \geq f(x) + \nabla f(x)^T (y - x). \tag{2.2}
\]

holds for all \( x, y \in \text{dom}(f) \).

The inequality above shows that from a local information about a convex function (its value and its derivative at a point), we can derive a global information. This is perhaps the most important property of convex functions.

Theorem 2.2.2  If \( \hat{x} \) is a local minimizer of a convex optimization problem, then it is a global minimizer.

Theorem 2.2.3 (Second order optimality condition)  Assume that \( f \) is twice differentiable, that is its hessian or second derivative \( \nabla^2 f \) exists at each point in \( \text{dom}(f) \). Then \( f \) is convex if and only if \( \text{dom}(f) \) is convex and its hessian is positive semi-definite, that is, for all \( x \in \text{dom}(f) \):

\[
\nabla^2 f(x) \succeq 0.
\]

Definition 2.2.4 (Subgradient)  \( g \) is a subgradient of a convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) at \( x \in \text{dom}(f) \), if

\[
f(z) \geq f(x) + g^T (z - x) \quad \forall z \in \text{dom}(f).
\]

Figure 2.2 – Example of a Convex Function.
Chapitre 2. Optimization Tools for Machine Learning

This definition of subgradient is illustrated Figure 2.4.

If $f$ is convex and differentiable, then its gradient at $x$ is a subgradient. However, a subgradient can exist even when $f$ is not differentiable at $x$, as illustrated in figure 2.4. For more details about subgradient, see [BDV11].

**Definition 2.2.5 (Subdifferential)** The set of all subgradients of $f$ at $x$ is called the subdifferential. It is denoted by $\partial f(x)$.

We note that if $f$ is convex and differentiable at $x$, then $\partial f(x) = \{\nabla f(x)\}$, i.e., its gradient is its only subgradient. Conversely, if $f$ is convex and $\partial f(x) = \{g\}$, then $f$ is differentiable at $x$ and $g = \nabla f(x)$.

**Example:** consider $f(x) = |x|$. For $x < 0$, the subgradient is unique: $\partial f(x) = \{-1\}$. Similarly, for $x > 0$, the subgradient is unique: $\partial f(x) = \{+1\}$. At $x = 0$, the subdifferential is defined by the inequality $|z| \geq g z$ for all $z \in \mathbb{R}$, which is satisfied if and only if $g \in [-1, 1]$. Therefore, we have $\partial f(0) = [-1, 1]$. This example is illustrated Figure 2.3.

**Theorem 2.2.4 (Minimize of a non-differentiable convex function)** A point $x^*$ is a minimizer of a convex function $f$ if and only if $f$ is subdifferential at $x^*$ and

$$0 \in \partial f(x^*),$$

i.e $g = 0$ is a subgradient of $f$ at $x^*$. This condition reduces to $\nabla f(x^*) = 0$ if $f$ is differentiable at $x^*$.

For more details and proofs of the previous theorems, see for instance [SNW12, BV04].
2.3 Convex Optimization problems

A convex optimization problem is a problem consisting of minimizing a convex function over a convex set. More explicitly, a convex problem is of the form:

\[
\min_{x \in \mathbb{R}^n} f(x)
\]
subject to \( x \in C \),

where \( C \) is a convex set and \( f \) is a convex function over \( C \).

2.3.1 Unconstrained convex and differentiable optimization problems

Consider the following convex optimization problem:

\[
\min_{x} f(x),
\]

where \( f(x) \) is a convex function. This problem is an unconstrained optimization problem. We recall that if \( x^* \) is a local minimizer of this problem, then \( x^* \) is also a global minimizer. This means that a necessary and sufficient condition for \( x^* \) to be the solution of problem (2.4) is that, when \( f \) is differentiable and \( \nabla f \) exists, \( \nabla f (x^*) = 0 \), where \( \nabla f (x) \) is the gradient vector of \( f(x) \), that is

\[
\nabla f (x) = \begin{bmatrix}
\frac{\partial f}{\partial x_1} \\
\vdots \\
\frac{\partial f}{\partial x_n}
\end{bmatrix}.
\]

Algorithms to solve unconstrained optimization problems

We will shortly present two examples of efficient algorithms used to solve unconstrained convex optimization problems.

Gradient descent algorithm

We know that in order to minimize a convex function, we need to find a stationary point. There are different methods and heuristics to find a stationary point. One possible approach is to start at an arbitrary point, and move along the gradient at that point towards the next point, and repeat until (hopefully) converging to a stationary point.

In general, one can consider a search for a stationary point as having two components: the direction and the step size. The direction decides which direction we search next, and the step size determines how far we go in that particular direction. Such methods can be generally described as starting at some arbitrary point \( x^{(0)} \) and then at every step \( k \leq 0 \) iteratively moving at direction \( \Delta x^{(k)} \) by step size \( t_k \) to the next point \( x^{(k+1)} = x^{(k)} + t_k \Delta x^{(k)} \). In gradient descent, the direction we search is the negative gradient at the point, i.e \( \Delta x = -\nabla f (x) \). Thus, the iterative search of gradient descent can be described through the following recursive rule:

\[
x^{(k+1)} = x^{(k)} - t_k \nabla f (x^{(k)}).
\]

Since our objective is to minimize the function, one reasonable approach is to choose the step size in manner that will minimize the value of the new point i.e find the step size
that minimizes \( f(x^{(k+1)}) \). The step size \( t_k^\ast \) of this approach is optimal and given by:

\[
t_k^\ast = \arg\min_{t \geq 0} f(x^{(k)} - t \nabla f(x^{(k)})).
\]

Algorithm 2.1 presents the pseudo code of the gradient descent algorithm with optimal stepsize.

**Algorithm 2.1 : Gradient descent.**

<table>
<thead>
<tr>
<th>Input</th>
<th>Guess ( x^{(0)} ), set ( k = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>( x^{k+1} )</td>
</tr>
<tr>
<td>while</td>
<td>(</td>
</tr>
<tr>
<td></td>
<td>( t_k = \arg\min_{t \geq 0} f(x^{(k)} - t \nabla f(x^{(k)})). )</td>
</tr>
<tr>
<td></td>
<td>( x^{(k+1)} = x^{(k)} - t_k \nabla f(x^{(k)}) )</td>
</tr>
<tr>
<td></td>
<td>( k \leftarrow k + 1 )</td>
</tr>
</tbody>
</table>

The advantages of the gradient descent algorithm can be summarized as follows:

— each iteration is inexpensive;
— does not require second derivative;

while the drawbacks can be summarized as follows:

— often slow and sensitive to scaling;
— does not handle non differentiable functions.

**Newton’s method**

The gradient descent method uses only first derivatives in selecting a suitable search direction. However, Newton’s method uses first and second derivatives and indeed performs better.

To solve an unconstrained optimization convex problem, we substitute the direction \(- \nabla f(x)\) by the direction \(- H(x)^{-1} \nabla f(x)\) where \( H(x) = \nabla^2 f(x) \) is the hessian of \( f \) at \( x \), that is the square matrix of its second order partial derivatives.

### 2.3.2 Methods for non-differentiable functions

When the objective function \( f \) is non-differentiable many methods exists to solve the corresponding optimization problem. The most popular ones in machine learning are the subgradient method and the proximal gradient descent that we will now briefly introduce.

**Subgradient method**

To minimize a non-differentiable convex function \( f \), substitute \( \nabla f(x) \) of the gradient descent method, by \( g(x) \), where \( g(x) \) is any subgradient of \( f \) at \( x \). The subgradient method has a disadvantage in that it can be much slower than interior-point methods such as Newton’s method, it as the advantage of the memory requirement being often times much smaller than those of an interior-point or Newton method, which means it can be used for extremely large problems for which interior-point or Newton methods cannot be used. Instead of trying to improve across the board, we will focus on minimizing composite functions of the form:

\[
f(x) = g(x) + h(x),
\]
where $g$ is convex, differentiable and $\text{dom}(g) = \mathbb{R}^n$. Also $h$ is convex but not necessarily differentiable.

**Proximal gradient descent**

The proximal gradient descent algorithm is based on the use of the proximal operator defined as follows.

**Definition 2.3.1 (The proximal operator)** The proximal operator of a convex function $h : \mathbb{R}^n \rightarrow \mathbb{R}$ at a point $x \in \mathbb{R}^n$ is defined by:

$$\text{prox}_h(u) = \arg\min_{x \in \mathbb{R}^n} (h(u) + \frac{1}{2}||u - x||^2_2).$$

**Examples of proximal operators:** [SNW12]
- $h(x) = 0$: $\text{prox}_h(x) = x$;
- $h(x) = I_C(x)$ (indicator function of $C$): $\text{prox}_h$ is the projection on $C$, that is, $\text{prox}_h(x) = P_C(x)$;
- $h(x) = ||x||_1$: $\text{prox}_h$ is the following soft thresholding operator

$$\text{prox}_h(x)_i = \begin{cases} 
  x_i - 1 & \text{if } x_i \geq 1 \\
  0 & \text{if } |x_i| \leq 1 \\
  x_i + 1 & \text{if } x_i \leq -1.
\end{cases}$$

Consider a composite function $f$ that can be decomposed as the sum of two functions $g$ and $h$ as follows:

$$f(x) = g(x) + h(x).$$

For a differentiable function $f$, the gradient update $x^+ = x - t \nabla f(x)$ is derived using quadratic approximation (replace $\nabla^2 f(x)$ by $\frac{1}{2}I$):

$$x^+ = \arg\min_z f(x) + \nabla f(x)^T(z - x) + \frac{1}{2t}||z - x||^2_2.$$

For a decomposable function $f(x) = g(x) + h(x)$, if we use the quadratic approximation for the function $g$, then:

$$x^+ = \arg\min_z g(x) + \nabla g(x)^T(z - x) + \frac{1}{2t}||z - x||^2_2 + h(z)$$

$$= \arg\min_z \frac{1}{2t}||z - (x - t\nabla g(x))||^2_2 + h(z)$$

$$= \text{prox}_{h,t}(x - t\nabla g(x)).$$

Therefore, the proximal gradient descent can be defined as follows:

- choose an initial guess $x^{(0)}$
- repeat $x^{(k)} = \text{prox}_{h,t}(x^{(k-1)} - t_k\nabla g(x^{(k-1)}), k = 1, 2, 3, \ldots$

**Notes**
- the proximal operator can be computed analytically for a lot of important $h$ functions,
- the proximal operator does not depend on $g$ at all, only on $h$,
- $g$ can be a complicated function, all we need to do is to compute its gradient,
- the proximal algorithm is very sensitive to the choice of the stepsize sequence $t_k$. 


2.4 Constrained Convex Optimization Problems

In the optimization problem 2.3, if the constraint set \( C \) is a convex set and the objective function \( f \) is a convex function on \( C \), then the problem is said to be a convex optimization problem. In this case, any local minimizer is also a global minimizer.

When \( C \) is described as the intersection of a finite number of inequality and equality constraints defined by some functions \( g_i : \mathbb{R}^n \rightarrow \mathbb{R}, \ i = 1, \ldots, m \) and \( h_j : \mathbb{R}^n \rightarrow \mathbb{R}, \ j = 1, \ldots, d \) as follows:

\[
C = \{ x \in \mathbb{R}^n \mid g_i(x) \leq 0, \ i = 1, \ldots, m; \ h_j(x) = 0, \ j = 1, \ldots, d \}.
\]

The resulting constrained optimization problem is then written as:

\[
\begin{align*}
\min_x & \quad f(x) \\
\text{s.t.} & \quad g_i(x) \leq 0 \quad i = 1, \ldots, m \\
& \quad h_j(x) = 0 \quad j = 1, \ldots, d.
\end{align*}
\]

If the objective function \( f \) and inequality constraint functions \( g_i \) are all convex and the equality constraint functions \( h_j \) are all affine, then the above problem is a convex optimization problem.

For convex constrained optimization problems, many specialized solution methods have been developed; often, these are tailored to different classes of optimization problems (such as linear programs, quadratic programs, semi-definite programs, etc).

Projected gradient descent

Projected gradient descent (PGD) is one type of general-purpose solution method for (convex) constrained optimization problems. The basic idea is quite simple. Consider a convex optimization problem with convex function \( f \) and convex set \( C \). A standard gradient descent approach, which can be used to find a local minimum for an unconstrained optimization problem, is problematic here since the iterates \( x^k \) may fall outside the constraint set \( C \). What PGD does is simply correct for this situation: on each iteration \( k \), it first applies a standard gradient descent step to obtain an intermediate point \( \tilde{x}^{k+1} \) that might fall outside \( C \), and then projects this point back to the constraint set \( C \) by finding a point \( x^{k+1} \) in \( C \) that is closest (in terms of Euclidean distance) to \( \tilde{x}^{k+1} \).

For convex \( C \), the point \( x^{k+1} \) after projection is always closer to the minimizer in \( C \) than is the result of the gradient descent step \( \tilde{x}^{k+1} \), and for suitable choices of the step-sizes, PGD converges to a (global) minimizer of the (convex) constrained optimization problem. Note that in order to implement PGD in practice, one must be able to efficiently compute projections onto the constraint set \( C \); this can be done easily for certain types of constraint sets, but can be harder for others.

**Algorithm 2.2**: Projected Gradient Descent.

**Input**: Guess \( x^{(0)} \)

for \( k = 0, \ldots, T \) do

\[
\begin{align*}
\tilde{x}^{(k+1)} &= x^{(k)} - t_k \nabla f(x^{(k)}) \\
 x^{k+1} &= \arg\min_{x \in C} ||x - \tilde{x}^{(k+1)}||_2^2
\end{align*}
\]

**Output**: \( x^{k+1} \)
Lagrangian duality

Any constrained optimization problem has an associated (Lagrange) dual optimization problem, which is always convex. Sometimes, the dual problem is easier to solve, and can be used to obtain useful information about the original (primal) problem; in some cases, it can even be used to obtain a solution to the primal problem.

Consider the constrained optimization problem \( \mathcal{P} \). We will refer to it as the primal problem and we will denote its constraint set by \( C \):

\[
C = \{ x \in \mathbb{R}^n \mid g_i(x) \leq 0, \ i = 1, \ldots, m; h_j(x) = 0, \ j = 1, \ldots, d \},
\]

Any point \( x \in C \) is said to be primal feasible. Denote by \( p^\star \) the optimal value of the primal problem:

\[
p^\star = \inf_{x \in \mathcal{P}} f(x).
\]

Note that \( p^\star \) may or may not be achieved.

In Lagrangian duality, one introduces dual variables \( \lambda_i \) and \( \nu_j \) associated with each of the inequality constraints \( g_i(x) \leq 0 \) and equality constraints \( h_j(x) = 0 \), respectively, and augments the objective function \( f \) by adding the constraint functions multiplied by the corresponding dual variables to obtain the Lagrangian function. Formally, the Lagrangian function \( \mathcal{L} : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^d \rightarrow \mathbb{R} \) associated with the optimization problem \( \mathcal{P} \) is defined as:

\[
\mathcal{L}(x, \lambda, \nu) = f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) + \sum_{j=1}^{d} \nu_j h_j(x).
\]

The dual variable \( \lambda_i \) and \( \nu_j \) are also referred to as the Lagrange multipliers associated with the inequality and equality constraints, respectively.

**Definition 2.4.1 (Lagrange dual problem)** The Lagrange dual optimization problem is defined by the following optimization problem:

\[
\begin{align*}
\max_{\lambda, \nu} & \quad \phi(\lambda, \nu) \\
\text{s.t} & \quad \lambda_i \geq 0 \quad i = 1, \ldots, m,
\end{align*}
\]

where

\[
\phi(\lambda, \nu) = \inf_{x \in \mathbb{R}^n} \mathcal{L}(x, \lambda, \nu).
\]

This dual problem is always a convex optimization problem, even if the primal problem is not convex (note that the dual function is a pointwise infimum of affine functions of \( \lambda; \nu \), and therefore concave). Let \( C_D \) denote the constraint set of this dual problem:

\[
C_D = \{ (\lambda, \nu) \in \mathbb{R}^m \times \mathbb{R}^d \mid \lambda_i \geq 0, \ i = 1, \ldots, m \}.
\]

Any point \( (\lambda, \nu) \in C_D \) is said to be dual feasible. Denote by \( d^\star \) the optimal value of the dual problem:

\[
d^\star = \sup_{(\lambda, \nu) \in C_D} \phi(\lambda, \nu).
\]

The optimal value of the dual problem always gives a lower bound on the optimal value of the primal problem. \( d^\star \leq p^\star \).

**Definition 2.4.2 (Duality gap)** The duality gap is the non-negative number \( p^\star - d^\star \).
Definition 2.4.3 (Strong duality) We say that strong duality holds for problem if the duality gap is zero, that is:
\[ p^* = d^*. \]

Definition 2.4.4 (Slater’s condition) We say that the problem satisfies Slater’s condition if it is strictly feasible, that is:
\[ \exists x_0 \in C_D : g_i(x_0) < 0, \ i = 0, \ldots, m, \ h_j(x_0) = 0, \ j = 1, \ldots, d. \]

We can replace the above by a weak form of Slater’s condition, where strict feasibility is not required whenever the function \( f_i \) is affine.

For further informations and details, we suggest the reference [WN88].

Theorem 2.4.1 (Strong duality via Slater condition) If the primal problem is convex, and satisfies the weak Slater’s condition, then strong duality holds, that is, \( p^* = d^*. \)

Note that there are many other similar results that guarantee a zero duality gap.

For example:

Theorem 2.4.2 (Quadratic convex optimization problems) If \( f_0 \) is quadratic convex, and the functions \( f_1, \ldots, f_m, h_1, \ldots, h_d \) are all affine, then the duality gap is always zero, provided one of the primal or dual problems is feasible. In particular, strong duality holds for any feasible linear optimization problem.

Example

Consider the following convex quadratic optimization problem over \( \mathbb{R}^n \) with equality constraints only:
\[
\min_{\mathbb{R}^n} \frac{1}{2} x^T x \\
\text{s.t.} \quad Cx = d,
\]
where \( C \in \mathbb{R}^{d \times n} \) and \( d \in \mathbb{R}^d \). Here Slater’s condition (trivially) holds, and therefore we have strong duality. Introducing dual variables \( v \in \mathbb{R}^d \), the Lagrangian function is given by:
\[
\mathcal{L}(x, v) = \frac{1}{2} x^T x + v^T (Cx - d).
\]

Minimizing over \( x \in \mathbb{R}^n \) gives the following dual problem:
\[
\phi(v) = -\frac{1}{2} v^T C C^T v - d^T v.
\]

The dual optimization problem is then the following unconstrained convex quadratic program over \( v \in \mathbb{R}^d \):
\[
\max_{\mathbb{R}^d} -\frac{1}{2} v^T C C^T v - d^T v.
\]

This dual problem does not depend on the number of variables \( n \) in the primal problem. Thus if the number of variables \( d \) in the primal problem is significantly larger than the number of equality constraints \( d \), then solving the dual problem can be more efficient than solving the primal directly. On obtaining the dual solution \( v^* \), the primal solution is given by \( x^* = -C^T v^* \).
2.5 Non-convex optimization

Karush-Kuhn-Tucker (KKT) Optimality Conditions

If strong duality holds and the optimal values of the primal and dual problems are achieved at \( x^\star \) and at \((\lambda^\star; v^\star)\), respectively, then the following 5 conditions, collectively called the Karush-Kuhn-Tucker (KKT) conditions:

\[
\begin{align*}
g_i(x^\star) \leq 0 & \quad i = 1, \ldots, m \quad \text{(primal feasibility)} \\
h_j(x^\star) = 0 & \quad j = 1, \ldots, d \quad \text{(primal feasibility)} \\
\lambda_i^\star \geq 0 & \quad i = 1, \ldots, m \quad \text{(dual feasibility)} \\
\lambda_i^\star g_i(x^\star) = 0 & \quad i = 1, \ldots, m \quad \text{(complementary slackness)} \\
\nabla f(x^\star) + \sum_{i=1}^{m} \lambda_i^\star \nabla g_i(x^\star) + \sum_{j=1}^{d} v_j^\star \nabla h_j(x^\star) = 0 & \quad \text{(stationarity condition)}
\end{align*}
\]

Under strong duality, the KKT conditions are necessary for optimality of \( x^\star \) and \((\lambda^\star, v^\star)\). Furthermore, if the primal problem is convex, then the KKT conditions are also sufficient for points \( x^\star \) and \((\lambda^\star, v^\star)\) to be optimal; see [BV04] for details. Thus in particular, if the primal problem is convex and Slater’s condition holds, then the KKT conditions are both necessary and sufficient for optimality.

2.5 Non-convex optimization

Modern applications frequently require learning algorithms to operate in extremely high-dimensional spaces. Dealing with such high dimensionalities necessitates the imposition of structural constraints on the learning models being estimated from data. Such constraints are not only helpful in regularizing the learning problem, but often essential to prevent the problem from becoming ill-posed.

2.5.1 Non-Convex Projections and Hard-Thresholding Operator

Executing the projected gradient descent algorithm with non-convex problems requires projections onto non-convex sets. A quick look at the projection problem:

\[
P_Q(z) = \arg\min_{x \in Q} ||x - z||_2^2,
\]

reveals that this is an optimization problem in itself. Thus, when the set \( Q \) is not convex, the projection problem itself can be NP-hard. However, for several well-structured sets, projections can be carried out efficiently despite the set being non-convex. We will only introduce the projections into sparse vectors since this projection will be used later. Before entering into the details of the alternate projected gradient algorithm, it is appropriate to introduce the problem of finding the projection of a vector \( u \in \mathbb{R}^n \) onto the set of \( k \leq n \) sparse vectors

\[
\min_{v \in \mathbb{R}^n} \frac{1}{2} ||v - u||^2 \quad \text{s.t.} \quad ||v||_0 \leq k. \tag{2.6}
\]

This problem is easy and its solution \( v^\star \) is given by sorting on the absolute value of vector \( |u| \), that is by a sequence of indices \( (j) \) such that \( |u_{(1)}| \geq |u_{(2)}| \geq \ldots \geq |u_{(k)}| \geq \ldots \geq |u_{(n)}| \). Using these indices, the projection \( v^\star = P_k(u) \) of \( u \) is the vector \( u \) itself with its smallest coefficients set to 0 that is

\[
v^\star = P_k(u) = \begin{cases} u_j & \text{if } j \in \{(1), \ldots, (k)\} \\ 0 & \text{else.}
\end{cases}
\]
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This operator is known as the hard-threshold operator.

2.5.2 Alternating minimization

We introduce a widely used non-convex optimization primitive namely the alternating minimization principle. The technique is extremely general and its popular use actually predates the recent advances in non-convex optimization by several decades. Indeed, the popular Lloyd’s algorithm [Llo82] for k-mean clustering and the EM algorithm [DLR77] for latent variable models, are problem specific variants of the general alternating minimization principle.

Consider the optimization problem:

\[
\min_{x,y} \Psi(x, y) := f(x) + g(y) + H(x, y),
\]

where the functions \(f\) and \(g\) are extended values (i.e, allowing the inclusion of constraints) and \(H\) is a smooth function. The standard approach to solve this problem is via the so-called Gauss-Seidel iteration scheme, popularized in modern era under the name alternating minimization. That is, starting with some given initial point \((x^{(0)}, y^{(0)})\), we generate a sequence \(\{(x^{(k)}, y^{(k)})\}_{k \in \mathbb{N}}\) via the scheme

\[
\begin{align*}
  x^{(k+1)} & \in \arg\min_x \Psi(x, y^{(k)}) \\
  y^{(k+1)} & \in \arg\min_y \Psi(x^{(k+1)}, y).
\end{align*}
\]

Convergence results for the Gauss-Seidel method can be found in several studies, see e.g [Aus71, BT03, Nes13, Tse01]. Otherwise, as shown in [Pow73], the method may cycle indefinitely without converging.

In the convex setting, for a continuously differentiable function \(\Psi\), assuming strict convexity of one argument while the other is fixed, every limit point of the sequence \(\{(x^{(k)}, y^{(k)})\}_{k \in \mathbb{N}}\) generated by this method minimizes \(\Psi\), [BT03].

Removing the strong convexity assumption can be achieved by coupling the method with a proximal regularization of the Gauss-Seidel scheme [SNW12]:

\[
\begin{align*}
  x^{(k+1)} & \in \arg\min_x \{\Psi(x, y^{(k)}) + \frac{c_k}{2} ||x - x^{(k)}||^2\} \\
  y^{(k+1)} & \in \arg\min_y \{\Psi(x^{(k+1)}, y) + \frac{d_k}{2} ||y - y^{(k)}||^2\}.
\end{align*}
\]

The generalized alternating minimization algorithm is given as follows:

**Algorithm 2.3**: Alternating minimization algorithm.

**Input**: Guess \((x^{(0)}, y^{(0)})\), Objective function \(\Psi(x, y)\)

**Output**: A point \((x^{*}, y^{*})\) with near optimal value

**for** \(k = t, \ldots, T\) **do**

\[
\begin{align*}
  x^{(t+1)} & \leftarrow \arg\min_x \Psi(x, y^{(t)}) \\
  y^{t+1} & \leftarrow \arg\min_y \Psi(x^{(t+1)}, y)
\end{align*}
\]

We note that the choice of two blocks of variables is for the sake of simplicity of exposition. Indeed, all results hold true for a finite number of block-variables.
2.6 Linear programming

Linear programming (LP) is a method to achieve the best outcome (such as maximum profit or lowest cost) in a mathematical model whose requirements are represented by linear relationships [Wik20]. Linear programming is a special case of mathematical programming (also known as mathematical optimization). More formally, linear programming is a technique for the optimization of a linear objective function, subject to linear equality and linear inequality constraints.

The general linear programming problem is

\[
\max_{x \in \mathbb{R}^n} c^T x \\
\text{s.t} \quad Ax \leq b,
\]

where \( A \) is an \( m \times n \) matrix, \( c \) is a \( n \times 1 \) matrix and \( b \) is an \( m \times 1 \) matrix [WN99]. We do not consider equality constraints since it can be shown that an equality constraint can be represented by two inequality constraints.

A linear programming (LP) is well-defined in the sense that if it is feasible and does not have unbounded optimal value, then it has an optimal solution.

Linear programming problems can be solved using the simplex algorithms which are part of linear programming software systems. Their performance shows that they are very robust and efficient.

Definition 2.6.1 (Duality) Duality deals with pairs of linear programs and the relationships between their solutions. One problem is called the primal and the other the dual. We state the dual problem of \( z_{LP} \) as \( w_{LP} \):

\[
\max_{u \in \mathbb{R}^m} b^T u \\
\text{s.t} \quad A^T u \geq c.
\]

It does not matter which problem is called the dual because the dual of the dual is the primal.

Proposition 2.6.1 (Weak duality) If \( x^* \) is primal feasible and \( u^* \) is dual feasible then:

\[
c^T x^* \leq z_{LP} \leq w_{LP} \leq b^T u^*.
\]

This means that feasible solutions to the dual problem provide upper bounds on \( Z_{LP} \), and feasible solutions to the primal problem yield lower bounds on \( w_{LP} \).

Theorem 2.6.1 (Strong duality) If \( z_{LP} \) or \( w_{LP} \) is finite, then both primal and dual have finite optimal value \( z_{LP} = w_{LP} \).

For more details about linear programming and proofs see for instance the Nocedal and Wright’s reference book [NW06].

2.7 Mixed Integer Programming

A mixed integer program (MIP) can be written in the following format:

\[
\min \{ e^T x + h^T y : Fx + Gy \leq b, x \in \mathbb{Z}^n, y \in \mathbb{R}^p \},
\]

(2.7)
where $e$ and $h$ are vectors of size $n$ and $p$, respectively [WN99]. Matrices $F$ and $G$ have size $m \times n$ and $m \times p$, respectively. Vector $b$ is a column vector of size $m$. We recall that if all variables are integer, then the problem is an integer program. If all variables are $0 - 1$, then the problem is a binary integer program or a $0 - 1$ integer program.

Let $z := (x, y)$, $q = n + p$, $A = (F; G)$, $c_1 = (e, h)$ and $S := \{ z \in \mathbb{Z}^n_+ \times \mathbb{R}^p : Ax \leq b \}$.

An optimization problem $\min c_2^T z : z \in T$ where $c_2 \in \mathbb{R}^q$ is a relaxation of the problem (2.7) if $S \subseteq T$ and $c_2^T z \leq c_1^T z$ for all $z \in S$. One widely used relaxation is the so-called linear programming (LP) relaxation where the integrality of variables are relaxed in the MIP problem (2.7), i.e., if we replace $x \in \mathbb{Z}^n_+$ by $x \in \mathbb{R}^n$ then we obtain the LP relaxation of (2.7). Although in some special cases MIP problems can be polynomially solvable, in general they are known to be $\mathcal{NP}$-complete. In other words, unless $\mathcal{P} = \mathcal{NP}$ most MIP problems cannot be solved in polynomial time. However, in practice the branch-and-cut algorithm is very successful in solving MIP problems. This algorithm combines the advantages of the cutting plane and the branch-and-bound algorithms. The LP relaxation of a problem is used as a starting point for all three algorithms. Furthermore, all the algorithms repeatedly solve LP problems while introducing new constraints. LP problems are much easier to solve compared to solving MIP problems.

2.7.1 Branch and Bound Algorithm

The branch-and-bound method was developed by Land and Doig [LD10] in 1960. To solve a MIP problem with this method, one initially solves the LP relaxation of the given MIP problem. According to the solution of the LP relaxation, the method starts its branching process. For a given solution $\hat{z}$, if $\hat{z} \notin \mathbb{Z}^n_+ \times \mathbb{R}^p$, then the method creates two nodes that divide the mixed-integer feasible set with constraints $z_i \leq [\hat{z}_i]$ and $z_i \geq [\hat{z}_i]$, $i = 1, \ldots, n$. A node is clipped under three conditions: (i) a feasible solution is found, (ii) problem is infeasible and (iii) the lower bound obtained from the node exceeds the best available upper bound. If a node is not pruned then new nodes are created according to the fractional solution at the current active node and the branching continues. The algorithm ends when all the nodes are explored.

2.7.2 Cutting Plane Algorithm

A cutting plane algorithm is similar to the branch-and-bound algorithm in that it starts with solving the LP relaxation of the given MIP problem and repeatedly solves LP problems until it finds the optimal solution. However, instead of branching and creating nodes at each step the algorithm adds valid inequalities to cut off infeasible solutions. A valid inequality for a given MIP problem (2.7) is an inequality in the form of $\pi z \leq \pi_0$ and is satisfied by all $z \in S$. Before using this algorithm, one needs to find valid inequalities to add to the LP relaxation. Finding a good class of valid inequalities that take into consideration the structure of the specific problem at hand is more of an art than a scientific procedure that has defined steps. Once a class of valid inequalities is available the next step is to find the most violated inequality (if any exists). This is called the separation problem. If a class of valid inequalities is adequate to find the optimal solution of set $S$ for any objective function vector $c \in \mathbb{R}^q$, then this class is enough to describe the convex hull of $S$ (i.e., $\text{conv}(S)$). The valid inequalities that make up the convex hull are called facet-defining inequalities of $\text{conv}(S)$. However, for most MIP problems, it is not possible to find the valid inequalities that define the convex hull.
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Figure 2.5 – A sketch of the working principle of the branch-and-bound method for a two-variable integer program. Every LP having a non-integer solution is branched into two LPs by adding an extra constraint on the variable. [DP04].

Figure 2.6 – One Simple Example of a Cutting Plane (from gurobi.com/resource/mip-basics/).
2.7.3 Branch and Cut Algorithm

The branch-and-cut algorithm is a hybrid of the branch-and-bound and the cutting plane algorithms. This hybrid method is widely used in the literature to solve MIP problems. Both the branch-and-bound and the cutting plane algorithms have drawbacks. For example, the branch-and-bound algorithm might create a large branch-and-bound tree and the solution time can suffer due to solving too many LP problems. Similarly, the cutting plane algorithm will most likely add exponentially many valid inequalities and hence slow down the algorithm. In the branch-and-cut algorithm the cutting plane algorithm is called throughout the branch-and-bound tree. One can decide to call the cutting plane algorithm at every node or for example for the first \( c \) many nodes.

2.7.4 Mixed Integer Quadratic Program

Throughout more than 50 years of existence, mixed integer linear programming (MILP) theory and practice have been significantly developed, and it is now an indispensable tool in business and engineering. Two reasons for the success of MIP are the actual efficiency of linear programming (LP) based solvers and the modeling flexibility of MIP. We now have several extremely effective state-of-the-art solvers that incorporate many advanced techniques and, since its early stages, MIP has been used to model a wide range of applications. While all state of the art MIP solvers are based on the branch-and-bound algorithm, they also include a large number of advanced techniques that make it hard to predict the specific impact of an alternative formulation. However, there are two aspects of an MIP formulation that usually have a strong impact on both simple branch-and-bound algorithms and state of the art solvers: the size and strength of the LP relaxation, and the effect of branching on the formulation.

We are interested in mixed integer quadratic optimization problem (MIQP) that is a problem of the form:

\[
\begin{align*}
\min \quad & \frac{1}{2} \alpha^T Q \alpha + \alpha^T a \\
\text{s.t.} \quad & A \alpha \leq b \\
& \alpha_i \in \{0,1\}, \quad \forall i \in I \\
& \alpha_j \in \mathbb{R}, \quad \forall j \notin I,
\end{align*}
\]  

(2.8)

where \( a \in \mathbb{R}^m \), \( A \in \mathbb{R}^{k \times m} \), \( b \in \mathbb{R}^k \) and \( Q \in \mathbb{R}^{m \times m} \) are the given parameters of the problem, \( \leq \) denotes element-wise inequalities and we optimize over \( \alpha \in \mathbb{R}^m \) containing both discrete (\( \alpha_i, i \in I \)) and continuous (\( \alpha_j, i \notin I \)) variables, with \( I \subseteq \{1,\ldots,m\} \). For background on MIP see [BW05]. Modern integer optimization solvers such as Gurobi and Cplex are able to tackle MIQP problems.

In the last twenty-five years (1991-2014) the computational power of MIP solvers has increased at an astonishing rate. In [Bix12], to measure the speedup of MIP solvers, the same set of MIP problems were tested on the same computers using twelve consecutive versions of Cplex and version-on-version speedups were reported. The versions tested ranged from Cplex 1.2, released in 1991 to Cplex 11, released in 2007, see Figure (2.7). Each version released in these years produced a speed improvement on the previous version, leading to a total speedup factor of more than 29,000 between the first and last version tested. Gurobi 1.0, a MIO solver which was first released in 2009, was measured to have similar performance to Cplex 11. Version-on-version speed comparisons of successive Gurobi releases have shown a speedup factor of more than 20 between Gurobi 5.5, released in 2013, and Gurobi. The combined machine-independent speedup factor in MIO solvers between 1991 and 2013 is 580,000. This impressive speedup factor is due to incor-
porating both theoretical and practical advances into MIO solvers. Cutting plane theory, disjunctive programming for branching rules, improved heuristic methods, techniques for preprocessing MIps, using linear optimization as a black box to be called by MIP solvers, and improved linear optimization methods have all contributed greatly to the speed improvements in MIP solvers [Bix12]. For more details about the improvement of the MIP solvers, see [Lin17].

In addition, the past twenty years have also brought dramatic improvements in hardware. The hardware speedup from 1993 to 2013 is approximately $10^{5.5}$ 320000. When both hardware and software improvements are considered, the overall speedup is approximately 200 billion! Note that the speedup factors cited here refer to mixed integer linear optimization problems, not MIQP problems. The speedup factors for MIQP problems are similar. MIP solvers provide both feasible solutions as well as lower bounds to the optimal value. As the MIP solver progresses towards the optimal solution, the lower bounds improve and provide an increasingly better guarantee of suboptimality, which is especially useful if the MIP solver is stopped before reaching the global optimum. In contrast, heuristic methods do not provide such a certificate of suboptimality.

The belief that MIP approaches to problems in statistics are not practically relevant was formed in the 1970s and 1980s and it was at the time justified. Given the astonishing speedup of MIP solvers and computer hardware in the last twenty-five years, the mindset of MIP as theoretically elegant but practically irrelevant is no longer justified. In this paper, we provide empirical evidence of this fact in the context of the problem of feature selection and outlier detection in linear regression and support vector machines.

![Figure 2.7 – Mixed Integer Programming Evolution in Cplex [Lin17].](image)

### 2.8 Conclusion

This chapter introduced a mathematical background on optimization tools used in this work. We presented different convex constrained and unconstrained optimization problems together with some methods and algorithms to solve these problems. In addition, non-convex optimization algorithms were introduced, and alternating minimization algorithm which is used to solve problems with two or more blocks of variables was also presented. Linear Programming and Integer Programming were briefly introduced, while a fast survey on solving Mixed Integer Programming problems was presented. In general, all mathematical tools needed in the rest of the thesis were introduced.
3.1 Introduction

Linear regression is a linear approach to modeling the relationship between a scalar response (or dependent variable) and one or more explanatory variables (or independent variables). The case of one explanatory variable is called simple linear regression. For more than one explanatory variable, the process is called multiple linear regression [Fre09]. Linear regression was the first type of regression analysis to be studied rigorously, and to be used extensively in practical applications [YS09]. This is because models which depend linearly on their unknown parameters are easier to fit than models which are non-linearly related to their parameters and because the statistical properties of the resulting estimators are easier to determine.

Linear regression has many practical uses. Most applications fall into one of the following two broad categories:
— If the goal is prediction, forecasting, or error reduction, linear regression can be used to fit a predictive model to an observed data set of values of the response and explanatory variables. After developing such a model, if additional values of the explanatory variables are collected without an accompanying response value, the fitted model can be used to make a prediction of the response,

— If the goal is to explain variation in the response variable that can be attributed to variation in the explanatory variables, linear regression analysis can be applied to quantify the strength of the relationship between the response and the explanatory variables, and in particular to determine whether some explanatory variables may have no linear relationship with the response at all, or to identify which subsets of explanatory variables may contain redundant information about the response.

### 3.2 Least squares

Linear regression models are often fitted using the least squares approach. We consider the linear regression model with response vector $y \in \mathbb{R}^n$, model matrix $X = [x_1, \ldots, x_p] \in \mathbb{R}^{n \times p}$, regression coefficients $\beta \in \mathbb{R}^{p \times 1}$ and errors $\epsilon \in \mathbb{R}^{n \times 1}$:

$$y = X\beta + \epsilon.$$  

Here $\beta$ is the vector of unknown coefficients, and the variables $x_j$ can come from different sources:

— quantitative inputs;
— transformations of quantitative inputs, such as log, square-root or square;

No matter the source of the $x_j$, the model is linear in parameter [FHT01]. To estimate $\beta$, the most popular estimation method is the least squares in which we pick the coefficients $\hat{\beta}$ to minimize the residual sum of squares:

$$\text{RSS}(\beta) = ||y - X\beta||^2_2 = \sum_{i=1}^{n} (y_i - \sum_{j=1}^{p} X_{ij}\beta_j)^2.$$  

(3.1)

The objective is to minimize (3.1) which is a quadratic function in $\beta$. Differentiating with respect to $\beta$ we obtain:

$$\frac{\partial \text{RSS}}{\partial \beta} = -2X^T(y - X\beta)$$

(3.2)

$$\frac{\partial^2 \text{RSS}}{\partial \beta \partial \beta^T} = 2X^TX.$$

Assuming (for the moment) that $X$ has full column rank, and hence $X^TX$ is positive definite, we deduce that (3.1) is convex. Therefore, to minimize it, it is sufficient to set its first derivative to zero, that is:

$$X^T(y - X\beta) = 0,$$

we can easily deduce that if $X^TX$ is invertible i.e. $\text{rank}(X) \leq n$, we have:

$$\hat{\beta} = (X^TX)^{-1}X^Ty,$$

hence the predicted values at $x$ are given by:

$$\hat{y} = x^T\hat{\beta} = x^T(X^TX)^{-1}X^Ty.$$

For more details see for instance [Fre09].
Overfitting

Overfitting refers to a model that models the training data too well. It happens when a model learns the detail and noise in the training data to the extent that it negatively impacts the performance of the model on new data. This means that the noise or random fluctuations in the training data is picked up and learned as concepts by the model. The problem is that these concepts do not apply to new data and negatively impact the models ability to generalize.

Bias-Variance trade-off

Bias is the difference between the average prediction of our model and the correct value which we are trying to predict. Model with high bias pays very little attention to the training data and oversimplifies the model. It always leads to high error on training and test data.

While variance is the variability of model prediction for a given data point or a value which tells us spread of our data. Model with high variance pays a lot of attention to training data and does not generalize on the data which it has not seen before. As a result, such models perform very well on training data but has high error rates on test data.

Mathematically, let the variable we are trying to predict as $y$ and other covariates as $X$. We assume there is a relationship between the two such that:

$$y = f(X) + \epsilon,$$

where $\epsilon$ is the noise term of variance $\sigma^2$ and it is normally distributed with a mean of zero.

Let $\hat{f}(X)$ be the model estimator using linear regression. Then the expected squared error at a point $x$ is:

$$Err(x) = E[(y - \hat{f}(x))^2] = \underbrace{E[(\hat{f}(x) - f(x))^2]}_{\text{Bias}^2} + \underbrace{E[(\hat{f}(x) - E[\hat{f}(x)])]^2}_{\text{variance}} + \sigma^2_{\epsilon} \underbrace{\text{Irreducible error}}_{\text{Irreducible error}}.$$

where the irreducible error is the error that can’t be reduced by creating good models. It is a measure of the amount of noise in our data. It is also important to understand that no matter how good we make our model, our data will have certain amount of noise or irreducible error that can not be removed.

Underfitting happens when a model is unable to capture the underlying pattern of the data. These models usually have high bias and low variance. While overfitting happens when our model captures the noise along with the underlying pattern in data. These models usually have high variance and low bias. To this end, we need to find the right/good balance without overfitting and underfitting the data. This is called bias-variance trade-off. Thus to build a good model, we need to find a good balance between bias and variance such that it minimizes the total error.

Ridge regression

In the high dimensional case, when $p > n$, the ordinary least squares estimator is not unique and will heavily overfit the data. Thus, a form of complexity regularization will be necessary [BVDG11]. Moreover, in high dimensional case, with a large number of predictors, it can be helpful to identify a smaller subset of important variables to ensure a good
interpretation performance. To overcome the problem of overfitting, the ridge regression estimator was proposed by [HK70]. In ridge regression, the cost function is altered by a penalty equivalent to square of the magnitude of the coefficients, that is:

$$\min_{\beta \in \mathbb{R}} ||X\beta - y||_2^2 + \lambda ||\beta||_2^2. \quad (3.3)$$

The problem (3.3) can be shown equivalent to the following optimization problem:

$$\begin{align*}
\min_{\beta \in \mathbb{R}} & \quad ||X\beta - y||_2^2 \\
\text{s.t.} & \quad ||\beta||_2^2 \leq c,
\end{align*} \quad (3.4)$$

that is, a one-to-one correspondence exits between $\lambda$ in (3.3) and $c$ in (3.4). In (3.3) $\lambda \geq 0$ is a complexity parameter that controls the amount of shrinkage: the larger the value of $\lambda$, the greater the amount of shrinkage [Fre09], we note that:

- when $\lambda = 0$, we get the linear regression estimate;
- when $\lambda = +\infty$, we get $\beta_{\text{ridge}} = 0$;
- For $\lambda$ in between, we are balancing two ideas: fitting a linear model of $y$ on $X$, and shrinking the coefficients;

The bias and variance are not quite as simple to write down for ridge regression as they were for linear regression but closed-form expressions are still possible. The general trend is:

- The bias increases as $\lambda$ (amount of shrinkage) increases;
- The variance decreases as $\lambda$ (amount of shrinkage) increases;

We recall that the solution of the ordinary least squares problem (3.1) is given by:

$$\hat{\beta} = (X^T X)^{-1}X^T y.$$ 

In the high dimensional case, $p \gg n$, the matrix $X^T X$ is not of full rank, and thus it is not invertible and the solutions $\hat{\beta}$ is no more unique. While it is easy to verify that the solution of (3.3) is given by:

$$\hat{\beta} = (X^T X + \lambda I)^{-1}X^T y,$$

where $I$ is the $p \times p$ identity matrix, we can conclude that the ridge regression methods adds a positive constant to the diagonal of $X^T X$ before inversion, which makes the problem non-singular even if $X^T X$ is not of full rank. This was the main motivation for ridge regression when it was first introduced in statistics [HK70]. To see why this is true, first remark that $X^T X$ is a $p \times p$ symmetric matrix, hence its eigen decomposition is given by:

$$X^T X = V D V^T$$

where

$$D = \begin{pmatrix} d_1 & 0 & 0 & \cdots & 0 \\ 0 & d_2 & 0 & \cdots & 0 \\ 0 & 0 & d_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & d_p \end{pmatrix}$$

with $d_i \geq 0$. Now since matrix inversion corresponds to the inversion of of the eigenvalues, then $(X^T X)^{-1} = V D^{-1} V^T$ (note that $V^T = V^{-1}$), this works if all eigenvalues are strictly greater than zero, that is $d_i > 0 \quad i = 1, \ldots, p$. However, for $p \gg n$ this is impossible, moreover a
Table 3.1 – Examples of convex penalty functions [AGN11].

<table>
<thead>
<tr>
<th>Convex Smooth at zero</th>
<th>Singular at zero</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\beta) =</td>
<td>\beta</td>
</tr>
<tr>
<td>$P(\beta) = \sqrt{\alpha + \beta^2}$</td>
<td>$P(\beta) = \alpha^2 - (</td>
</tr>
<tr>
<td>$P(\beta) = \log (\cosh(\alpha\beta))$</td>
<td>$P(\beta) = \beta^2 - (</td>
</tr>
<tr>
<td>$P(\beta) = 1 +</td>
<td>\beta</td>
</tr>
</tbody>
</table>

A small change or perturbation in any $d_i$ will lead to a huge variation $\frac{1}{d_i}$ if $d_i$ is very small. So what ridge regression does, is moving all eigenvalues further away from zero as:

$$X^T X + \lambda I_p = VDV^T + \lambda I_p$$

which now has eigenvalues $d_i + \lambda \geq \lambda > 0$. This is why choosing positive penalty parameter makes the matrix invertible even in the high dimensional case $p >> n$. [Fre09] present important references about the ridge regression.

Finally we will mention two drawbacks of the ridge regression:

- we should solve a $p \times p$ linear system, which implies $O(p^3)$ computation, which is hard when $p$ is large;
- the solution $\hat{\beta}_{ridge}$ is dense, that is the majority of its components is not equal to zero, so the interpretation of the results will be difficult.

To this end, when $p$ is large the notion of sparsity is always needed, where a sparse vector refers to a vector with few non-zero element.

Penalized Regression

Penalized regression methods keep all the predictor variables in the model but constrain (regularize) the regression coefficients by shrinking them toward zero. If the amount of shrinkage is large enough, these methods can also perform variable selection by shrinking some coefficients to zero.

The following equation shows the general form of the shrinkage and regularization methods for linear models:

$$\tilde{\beta} = \arg \min_{\beta} \|y - X\beta\|^2_2 \text{ s.t } P(\beta) \leq t,$$

where $P(\beta)$ is a penalty on the regression coefficients $t$ is a positive tuning parameter.

The shrinkage (tuning) parameter $t$ determines the amount of shrinkage on the regression coefficients. Note that if you choose $t$ to be very large, you do not place a penalty on the size of the regression coefficients and thus the optimum $\tilde{\beta}$ is the OLS solution. As $t$ decreases, regression coefficients shrink from the OLS solution toward zero.

In the last decade, many different penalized regression methods have been proposed. The LASSO [Tib96], adaptive lasso [Zou06] and elastic net [ZH05] are the most popular. Other penalties are also proposed and for each method, the penalty $P(\beta) \leq t$ imposed on the regression coefficients takes a different form as shown in Tables (3.1) and (3.2):
Table 3.2 – Examples of non-convex penalty functions [AGN11].

<table>
<thead>
<tr>
<th>Non-Convex</th>
<th>Smooth at zero</th>
<th>Singular at zero</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\beta) = \alpha \beta^2/(1 + \alpha \beta^2)$</td>
<td>$P(\beta) =</td>
<td>\beta</td>
</tr>
<tr>
<td>$P(\beta) = min(\alpha \beta^2, 1)$</td>
<td>$P(\beta) = log(\alpha</td>
<td>\beta</td>
</tr>
<tr>
<td>$P(\beta) = 1 - exp - \alpha \beta^2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P(\beta) = -log(exp - \alpha \beta^2 + 1)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3 Feature selection

Feature selection reduces the dimensionality of data by selecting only a subset of measured features to create a model. Subset of features is evaluated using a criteria that usually involves minimization of a specific measure of predictive error. Feature Selection algorithms search for a subset of predictors that optimally model the response variable, subject to constraints such as required or excluded features and the size of the subset. Feature selection is preferable to feature transformation when the original units and meaning of features are important and the modeling goal is to identify an influential subset. When categorical features are present, and numerical transformations are inappropriate, feature selection becomes the primary means of dimensionality reduction.

It might seem that adding more variables to the predictive model can make the model utilizing more information; thus, making it more reliable. However, the more variables we include into the model, the more flexible it becomes, and so we increase the overall probability for the model to overfit [Bis06]. So the final goal of Feature Selection is to keep the number of parameters used in the model as low as possible while keeping its predictive performance on an acceptable level. This way we reduce the probability of overfitting the model. There is a number of other potential benefits from Feature Selection: simplification of data visualization, decrease in storage requirements, reduction of training time, defying the curse of dimensionality to improve the overall prediction performance.

Ridge regression will never sets coefficients to zero exactly, and therefore cannot perform variable selection in the linear model. While this did not seem to hurt its prediction ability, it is not desirable for the purposes of interpretation (especially if the number of variables $p$ is large). In order to conduct statistically meaningful inference, it is desirable to assume that the true regression coefficient $\beta$ is sparse or may be well approximated by a sparse vector. A natural way to compute sparse regression coefficients is to solve the well known, best subset selection problem:

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2} \|X\beta - y\|_2^2 \quad \text{s.t.} \quad \|\beta\|_0 \leq k_v,$$

where the $\ell_0$ norm of a vector $\beta$ counts the number of nonzeros in $\beta$. This classical problem dates back to at least [BKM67, HL67]. It has been considered as intractable since it is an NP-hard problem [Nat95, Mil02]. Indeed, state-of-the-art algorithms to solve Problem (3.5), as implemented in popular statistical packages, like leaps in R, do not scale to problem sizes larger than $p = 30$. Due to this reason, it is not surprising that the best subset problem has been widely dismissed as being intractable by the greater statistical community. Feature Selection is solved by a number of different approaches [GE03] that can be divided into the following three categories:

— **Ranking the features.** A number of ranking statistical criteria has been developed that measures the relative usefulness of every feature for making predictions. After
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-ranking, we can select the best \( k \) features and build a model using only the selected attributes.

Formally speaking, we have a data set of \( n \) observations \( (x_i, y_i)^n_{i=1} \) each consisting of \( p \) independent variables \( x_i \in \mathbb{R}^p \) and one output dependent variable \( y_i \). Let \( x_{ik} \) be the \( k \)th component of the vector \( x_i \). We would like to select at most \( \lambda \leq p \) highly relevant features. We use a scoring function \( S(k) \in \mathbb{R} \) for \( k = 1 \ldots p \) computed from the \( k \)th feature \( x_{ik} \) and \( y_i \) for every \( i = 1, \ldots, n \). We will assume that a high score indicates high relevancy of the variable in the sense of the used scoring function. So after calculating \( S(k) \) for every \( k = 1 \ldots d \) we sort all features in the decreasing order of \( S(k) \) and select the top \( \lambda \) independent variables. There are other techniques for selecting an optimal subset of features [BBE+03, SDDO03]. The main idea of these techniques is to introduce a random probe in the data by adding artificial independent variables to the original data set that consist purely of gaussian noise. After sorting the features, we disregard independent variables that have lower relevancy than the newly constructed random variables since they potentially would provide less information for a predictive model than regular random noise. The most well-known and widely used scoring functions are Bayesian Information Criterion (BIC), Akaike information criterion (AIC), Correlation (R) and Coefficient of Determination (\( R^2 \)) [Bis06]. However, the major drawback of ranking the features is that each criterion can suggest a different list of the best attributes.

— **Wrappers.** Methods of this type use a predictive machine learning algorithm as a perfect black box to evaluate the quality of a subset of attributes. To assess relevancy of a subset of the features, we need to select a predictive tool first, like a regression model or a classification algorithm, then we compute predictive performance of the selected model that uses only the subset of selected features. Next, if we are not satisfied with the quality of prediction, we modify the subset by following a predefined search strategy. We repeat this procedure until we get acceptable predictive performance or until we reach some stop criterion, like a maximum number of iterations or inability to modify the subset of features in two consecutive iterations. A wide range of search strategies can be used for selecting the best subset of features, among them are: sequential search, simulated annealing, genetic algorithms, etc. Actually, any general purpose heuristic can be used as a search strategy. Using a learning machine algorithm as a black box, wrappers are universal and simple to implement. Moreover, wrappers not only result in a good subset of relevant features but they also produce a trained predictive model. These methods are believed to be the most accurate; however, some criticize them as simple "brute force" methods since they require a massive amount of computation [RPD01]. One of the most common search strategies that is used in conjunction with linear regression is sequential search. This type of regression called Stepwise linear regression. There are 3 variations of sequential search:

1. **Forward selection.** The regression is initialized with only one feature added into the model that is the most correlated with the response variable. Then it searches for a feature that reduces a mean squared or absolute error the most. If this decrease of the mean error is greater than some threshold, we continue adding new features until new independent variable does not decrease the mean error for more than the threshold value.

2. **Backward elimination.** This variation of regression starts with all the independent variables added into the model. Then it disregards one feature at a time that does not increase mean error for more than the threshold. We stop
when we can not remove any additional feature from the subset of chosen fea-
tures without increasing the predictive error for too much. This process is op-
posite to Forward selection. Unfortunately, we can not use this method alone,
if the number of observations we have is less than the number of features.

3. **Bidirectional search.** This method is a combination of the above two. We start
with only one feature correlated with the response variable, then we apply For-
ward selection until no more additional features can be added into the model.
After that the Backward elimination procedure starts, until no more features
can be removed from the model without increasing the mean error too much.
We continue repeating these 2 search heuristics, until we reach a subset of in-
dependent variables that can not be alternated by any of the two procedures.

— **Embedded Methods.** Embedded methods are machine learning and statistical al-
gorithms that have a built-in Feature Selection. Usually they include a regulariza-
tion term that penalizes the objective function of the method if it adds too many fea-
tures into the model (like in LASSO [Tib96], Multivariate adaptive regression splines
(MARS) [Fri91] or Random multinomial logistic methods [FHT10]) or any method
that uses pruning as an intermediate step in the model building process for making
the model less complex, like in Decision Trees [GE03].

**LASSO**

To overcome the computational difficulties of the best subset selection problem, com-
putationally tractable convex optimization based methods like Lasso [Tib96] have been
proposed as a convex surrogate for Problem (3.5). For the linear regression problem, the
lasso problem is given by:

\[
\begin{aligned}
\min_{\beta \in \mathbb{R}^p} & \quad \frac{1}{2} \| X\beta - y \|_2^2 \\
\text{s.t.} & \quad \| \beta \|_1 \leq t,
\end{aligned}
\]  

(3.6)

where \( \| \beta \|_1 = \sum_{i=1}^p |\beta_i| \). Problem (3.6) is the constrained form of the lasso regression model.

There has been a lot of impressive work on lasso [EHJ+04, CP+09, BRT+09, ZH+08, ZY06,
Tib11] in terms of algorithms and understanding of its theoretical properties. Lasso enjoys
several attractive statistical properties and has drawn a significant amount of attention
from the statistics community.

The lasso can be written in the equivalent Lagrangian form [FHT01]:

\[
\min_{\beta \in \mathbb{R}^p} \quad \frac{1}{2} \| X\beta - y \|_2^2 + \lambda \| \beta \|_1.
\]  

(3.7)

It can be shown that Problems (3.6) and (3.7) are equivalent. We also note that Problem
(3.7) is a convex quadratic optimization problem and can be solved efficiently.

**How to find lasso solutions?**

We will show how problem (3.7) can be solved using two methods: coordinate descent
and proximal gradient descent.
Coordinate descent:

\[
\frac{1}{2} ||y - X\beta||^2 + \lambda ||\beta||_1 = \frac{1}{2} \left( \frac{||y - X\beta||^2}{g} + \lambda \sum_{i=1}^{p} |\beta_i| \right).
\]

We remark that 

\[
g = \frac{1}{2} \sum_{i=1}^{n} \left[ y^{(i)} - \sum_{j=1}^{p} \beta_j x_j^{(i)} \right]^2,
\]

then differentiating \( g \) with respect to \( \beta_j \) leads to:

\[
\frac{\partial g}{\partial \beta_j} = -\sum_{i=1}^{n} x_j^{(i)} \left[ y^{(i)} - \sum_{k=1, k \neq j}^{p} \beta_k x_k^{(i)} - \beta_j x_j^{(i)} \right] = -\sum_{i=1}^{n} x_j^{(i)} \left[ y^{(i)} - \sum_{k=1, k \neq j}^{p} \beta_k x_k^{(i)} \right] + \beta_j \sum_{i=1}^{n} \left( x_j^{(i)} \right)^2 = -\rho_j + \beta_j z_j,
\]

with \( \rho_j = \sum_{i=1}^{n} x_j^{(i)} \left[ y^{(i)} - \sum_{k=1, k \neq j}^{p} \beta_k x_k^{(i)} \right] \) and \( z_j = \sum_{i=1}^{n} \left( x_j^{(i)} \right)^2 \).

\( h \) is not differentiable at 0, we can compute its subgradient, that is:

\[
\frac{\partial h}{\partial \beta_j} = \begin{cases} 
-\lambda & \text{if } \beta_j < 0 \\
[ -\lambda, \lambda ] & \text{if } \beta_j = 0 \\
\lambda & \text{if } \beta_j > 0.
\end{cases}
\]

To find the minimum, we have to solve \( 0 \in \frac{\partial g}{\partial \beta_j} + \frac{\partial h}{\partial \beta_j} \), that is:

\[
0 = \begin{cases} 
-\rho_j + \beta_j z_j - \lambda & \text{if } \beta_j < 0 \\
[ -\rho_j - \lambda, -\rho_j + \lambda ] & \text{if } \beta_j = 0 \\
-\rho_j + \beta_j z_j \lambda & \text{if } \beta_j > 0.
\end{cases}
\]

Then \( 0 \in [-\rho_j - \lambda, -\rho_j + \lambda] \implies -\lambda \leq \rho_j \leq \lambda. \) Finally, we can deduce that the solution is given by:

\[
\beta_j = \begin{cases} 
\rho_j + \lambda \over z_j & \text{if } \rho_j < -\lambda \\
0 & \text{if } -\lambda \leq \rho_j \leq \lambda \\
\rho_j - \lambda \over z_j & \text{if } \rho_j > \lambda,
\end{cases}
\]

so that \( \beta_j = \frac{1}{z_j} S(\rho_j, \lambda) \) where \( S(\rho_j, \lambda) \) is the soft thresholding operator. We note that \( z_j = 1 \) is the data is normalized.

The pseudo-code of the coordinate descent method for lasso is given by:
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Algorithm 3.1 : Coordinate descent for lasso.

Input : data $x$ and $y$

Output : $\beta$

for $j = 1 \ldots p$

compute: $\rho_j$

Set: $\beta_j = S(\rho_j, \lambda)$

Proximal gradient method

For any given $y \in \mathbb{R}^n$ and $X \in \mathbb{R}^{n \times p}$, the lasso criterion for linear regression is given by:

$$f(\beta) = \frac{1}{2} ||y - X\beta||^2_2 + \lambda ||\beta||_1.$$

The proximal operator for the lasso objective is computed as follows:

$$\text{prox}_t(\beta) = \arg \min_{z} \frac{1}{2} ||\beta - z||^2_2 + \lambda ||z||_1$$

$$= S_{\lambda t}(\beta).$$

where $S_{\lambda}(\beta)$ is the soft threshold operator given, for $i = 1, \ldots, p$, by:

$$S_{\lambda}(\beta)_i = \begin{cases} 
\beta_i - \lambda & \text{if } \beta_i \geq \lambda \\
0 & \text{if } |\beta_i| \leq \lambda \\
\beta_i + \lambda & \text{if } \beta_i \leq -\lambda.
\end{cases}$$

Therefore, the proximal map for lasso objective is calculated by soft-thresholding $\beta$ by amount $\lambda t$. Next, we use the gradient of $g$, $\nabla g(\beta)$ which is same as the gradient of least squares function, i.e. $\nabla g(\beta) = -X^T(y - X\beta)$. From this, we obtain the following proximal gradient update:

$$\beta^+ = S_{\lambda t}(\beta + tX^T(y - X\beta)). \quad (3.8)$$

This simple algorithm calculates the lasso solution and is known as Iterative soft-thresholding algorithm (ISTA). It converges if $t \leq ||X^TX||$. We note that the proximal gradient method is faster than the coordinate descent method.

Lasso vs Ridge and Feature selection

Ridge regression is a regularized linear regression model. It enforces the $\beta$ coefficients to be lower but it does not enforce them to be zero. That is, it will not get rid of irrelevant features but rather minimize their impact on the trained model.

Lasso is another extension built on regularized linear regression. The only difference from ridge regression is that the regularization term is in absolute value. This small difference has a huge impact. Indeed, lasso method overcomes the disadvantage of ridge regression by not only punishing high values of the coefficients $\beta$ but actually setting them to zero if they are not relevant. Therefore, we might end up with fewer features included in the model than you started with, which is a huge advantage.

We also note that there exist many other variants of $L_p$ penalties $||\beta||_p^p$, elastic net and Dantzig selector, see for instance [AADFG20].
3.3. Feature selection

Tuning parameter $\lambda$

The tuning parameter $\lambda$, sometimes called a penalty parameter, controls the strength of the penalty term in ridge regression and lasso regression. It is basically the amount of shrinkage, where data values are shrunk towards a central point, like the mean. We recall that when $\lambda = 0$, the estimate is equal to the one found with ordinary least squares. As $\lambda$ increases more and more coefficients are set to zero and eliminated. As mentioned before, there is a trade-off between bias and variance in resulting estimators. As $\lambda$ increases, bias increases and as $\lambda$ decreases, variance increases. For example, setting your tuning parameter to a low value results in a more manageable number of model parameters and lower bias, but at the expense of a much larger variance.

Choosing the tuning parameter is a challenging task. Optimal tuning parameters are difficult to calibrate in practice [LM15]. However the tuning parameter $\lambda$ is usually chosen via some cross-validation scheme aiming for prediction optimality [BVDG11].

Cross validation

Almost every machine learning algorithm comes with a large number of settings that we need to specify. These tuning knobs, the so-called hyperparameters, help us control the behavior of machine learning algorithms when optimizing for performance, finding the right balance between bias and variance. Hyperparameter tuning for performance optimization is an art in itself, and there are no hard-and-fast rules that guarantee best performance on a given dataset. In the machine learning community, the cross validation is the widely used method to tune these parameters.

Cross-validation is a model validation technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice. There are many cross validation strategies, however we are interested only in:

— hold-out Validation;
— k-fold cross validation;

Hold-out validation: To avoid over-fitting, an independent test set is preferred. A natural approach is to split the available data into two non-overlapped parts: one for training and the other for testing. The test data is held out and not looked at during training. Hold-out validation avoids the overlap between training data and test data, yielding a more accurate estimate for the generalization performance of the algorithm. The downside is that this procedure does not use all the available data and the results are highly dependent on the choice for the training/test split. The instances chosen for inclusion in the test set may be too easy or too difficult to classify and this can skew the results. Furthermore, the data in the test set may be valuable for training and if it is held-out prediction performance may suffer, again leading to skewed results. These problems can be partially addressed by repeating hold-out validation multiple times and averaging the results, but unless this repetition is performed in a systematic manner, some data may be included in the test set multiple times while others are not included at all, or conversely some data may always fall in the test set and never get a chance to contribute to the learning phase. To deal with these challenges and utilize the available data to the max, k-fold cross-validation is used.

k-fold cross validation: In k-fold cross-validation the data is first partitioned into $k$ equally (or nearly equally) sized segments or folds. Subsequently $k$ iterations of training and vali-
3.4 Outlier detection

Outliers are understood to be observations that have been corrupted, incorrectly measured, mis-recorded, drawn under different conditions than those intended, or so atypical as to require separate modeling [YXW+10]. Dealing with the presence of outliers can be divided into two categories: (a) the so-called "robust statistics", that is robust-to-outlier loss functions and (b) outlier detection per se which excludes outliers from the training set.

Outliers may appear for many reasons, but the most common ones are experimental errors and a priori unknown variability in the measured properties, which we are trying to explain and predict. Usually outliers are excluded before applying statistical analysis; however, abnormal observations should be investigated separately from good observations since some of them may carry additional knowledge useful for our analysis and provide us with a key for deeper understanding of the studied phenomena [Coo77]. Many techniques exist that allow us to find potential outliers [HA04]. In general, they can be divided into two categories: statistical and machine learning techniques. Statistical approaches were the first methods of outlier detection. The basic idea behind the statistical methods is that all the observations are sampled from some, possibly unknown, distribution and so, outliers are the values that are very unlikely to occur from that distribution. One of the earliest approaches was Grubb's method (Extreme Studentized Deviate) [Gru69], which calculates a so called Z value of each observation. Z value is the difference between the mean of the response variable and the query value is divided by the standard deviation of the response variable, where the mean and standard deviation are calculated from all the observations including the query value. After computing the Z value is compared with 1% or 5% significance level. This method do not use any input parameters. However, it is sensitive to the number of observations and it assumes that the response variable is normally distributed, which is not always true. Another simple and well-known statistical tool used for potential outlier detection is a method called boxplot [LJK+00] that uses graphical plots for revealing the outliers in a given sample. The boxplot is a diagram that visually represents the distribution of the sample we study, highlighting where the majority of values lie as well as shows abnormal observations that lie too far from the majority of points.

As for the outlier detection techniques that are based on machine learning algorithms, they rely on the idea that good observations are grouped into some clusters, while abnormal observations lie far from the clusters. These methods rely on proximity information from the data, like different clustering techniques and especially methods that are based on k-Nearest Neighbours. Proximity based techniques make no prior assumptions about the data distribution and usually are very easy to implement. However, there are two drawbacks in such approaches. First, there must be a clear justification which distance metric we should use to calculate the proximity between any two observations. And second, machine learning algorithms are very susceptible to the curse of dimensionality. While the most effective statistical techniques automatically focus on the suspicious observations, the machine learning methods need to compute the distance between any two
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points and so increase in the data dimensionality will lead to at least quadratic increase in
time complexity. This is a common issue for the methods based on clustering or k-Nearest
Neighbour algorithms. To overcome these problems, the data need to be preprocessed
first to select the most relevant features and/or to reduce the number of observations lea-
ving only the most representative [AB94, Ska94].

All these techniques are general-purpose and can be applied before any data analysis
routines. However, if we need to perform regression specifically, we have another option.
We can use regression techniques that are less sensitive to the presence of outliers. These
regression techniques are called robust. The most widely used Least Sum of Squares es-
timator is a well-known non-robust lack-of-fit function. Even the presence of only one
abnormal observation may change the behaviour of the ordinary least squares (OLS) re-
gression [HRRS11]. On the other hand, another popular estimator, Least Sum of Absolute
Deviations (LAD), is a known robust estimator since even the presence of several outliers
does not change much its results comparing to results obtained on a data set without
outliers. Many more robust estimators have been developed and are still being develo-
ped, like the general M-estimator [Mal75], Least Trimmed Squares [Rou84], S-estimator
[RY84], MM-estimator [Yoh87] and their variations [ZA05] to account different assump-
tions, conditions and models. Nevertheless, despite of having many tools for detecting
potential outliers, they still pose a problem for regression modelling. The reason is that
no formal definition of an outlier exists, and so different techniques most likely will label
different observations as outliers.
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The first attempt to solve the sparse robust regression issue was the LAD-Lasso, pro-
posed by [WLJ07]. The idea was to use the least absolute deviation (LAD) loss to outliers
together with the $\ell_1$ Lasso penalty that is for a given regularization parameter $\lambda \geq 0$,

$$\min_{\beta} \|X\beta - y\|_1 + \lambda \|\beta\|_1.$$ 

To solve this problem, the idea was to boil it down to an augmented unpenalized LAD
and use standard tools. Later, [LZ08] showed that this problem was a particular case of a
more general class of parametric LP problems and exhibited its solution path according
to $\lambda$. [WWL12] showed that this was a particular case of a general problem by conside-
ring generalization to check loss (associated with quantile regression) and non convex
penalties such as SCAD and MCP. Almost the same idea was introduced by [WYG+08] in a
totally different context motivated by the face recognition problem, in which sparse error
appears due to a fraction of the query image being occluded by glasses, hats, etc. The
novelty was the explicit introduction of a sparse variable $\tau$ modeling the corrupted pixels
(aka the outliers) (a fraction of its entries are nonzero)

$$\min_{\beta, \tau} \|\beta\|_1 + \|\tau\|_1 \quad s.t. \quad y = X\beta + \tau.$$ 

In subsequent work, [WMM+10] acknowledged that this was the convex relaxation of the
following problem

$$\min_{\beta, \tau} \|\beta\|_0 + \|\tau\|_0 \quad s.t. \quad y = X\beta + \tau.$$
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It has also been pointed out as further work in [WM10] to demonstrate the stability of this model with respect to noise. It implies that $y = X\beta + \epsilon + \tau$ where $\epsilon$, can be seen as a dense bounded Gaussian noise. To achieve exact recovery from measurements corrupted with sparse noise [LDB09] proposed an algorithm under the name of justice pursuit denoising:

$$\min_{\beta, \tau} \|\beta\|_1 + \|\tau\|_1$$

s.t. $\|X\beta + \tau - y\|_2 \leq \sigma^2$,

[NT12] generalizes by introducing a controlled parameter $\lambda \geq 0$ that balances the two $\ell_1$-norm terms

$$\min_{\beta, \tau} \|\beta\|_1 + \lambda \|\tau\|_1$$

s.t. $\|X\beta + \tau - y\|_2 \leq \sigma^2$.

equivalent to (since its a convex problem)

$$\min_{\beta, \tau} \|X\beta + \tau - y\|_2 + \mu \|\beta\|_1 + \lambda \|\tau\|_1.$$  

this can be seen as a convexification of the brute force algorithm [CCM13]:

$$\min_{\beta, \tau} \|X\beta + \tau - y\|_2$$

s.t. $\|\beta\|_0 \leq k_v$ and $\|\tau\|_0 \leq k_o$.

With the argument that $\ell_0$ brings the ideal solution but the associated optimization problem is NP Hard, [CCM13] replaced the inner product used by the thresholding regression, the lasso and the Dantzig selector, with a trimmed inner product. They obtained three robust algorithms: the robust thresholding regression, the robust lasso and the robust Dantzig selector.

[ACG+13] introduced the sparse least trimmed squares estimator. The idea was to use the least trimmed squares estimator as a robust estimator, and the lasso to ensure sparsity.

[BJK15] proposed an algorithm called "Torrent: Thresholding Operator-based Robust Regression Method". Torrent is based on estimating an active set of points which have the least residual error on the current regressor, and then updating the regressor to provide a better fit on this active set. [ÖAC16] introduced the shooting S-estimator combining the ideas of the coordinate descent algorithm with simple S-regression. The introduced estimator is especially designed for situations where a large number of observations suffers from contamination in a small number of predictor variables. The thresholded justice pursuit [Des19] is also an interesting estimator in this area. Other robust versions of the lasso have been considered in the literature [DBJ+20], most of them are penalized M-estimators as in ([VdG+08]), ([LPZ11]) and ([DT19]).

In this chapter, we propose the use of the $\ell_0$ norm as introduced by ([BKM16]), to perform both variable selection and outliers detection.

**Brief Context and Background**

Let $X = (x_1, \ldots, x_n)^t$ be a $n \times p$ design matrix and $y \in \mathbb{R}^n$ a response vector. We consider the following linear model to accommodate outliers:

$$\forall i \in \{1, \ldots, n\}, \quad y_i = \begin{cases} x_i^t \beta + \epsilon_i & \text{if observation } i \text{ is regular} \\ \gamma_i & \text{if observation } i \text{ is an outlier to be trimmed,} \end{cases} \quad (3.9)$$
where $\beta \in \mathbb{R}^p$ is the unknown parameter vector to be estimated, $\epsilon \in \mathbb{R}^n$ is the noise vector and $\gamma \in \mathbb{R}^n$ an intervention vector. A way to model doubtful observations to be trimmed is to introduce a vector $\tau \in \mathbb{R}^n$ modeling outliers:

$$\forall i \in \{1, \ldots, n\}, \quad \tau_i = \begin{cases} 0 & \text{if observation } i \text{ has to be taken into account} \\ y_i - x_i^t \beta - \epsilon_i & \text{if observation } i \text{ is an outlier to be trimmed}, \end{cases}$$

The model (3.9) can be rewritten as the following linear model [SO11]:

$$y = X\beta + \epsilon + \tau.$$  (3.10)

We are interested in minimizing the norm of the noise vector while selecting $k_v$ variables and removing $k_o$ outliers, that is, solving the following optimization problem [CCM13], for some $q \in \{1, 2\}$,

$$\begin{aligned} \min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n} & \frac{1}{q} \|X\beta + \tau - y\|^q_q \\ \text{s.t.} & \|\beta\|_0 \leq k_v \\ & \|\tau\|_0 \leq k_o. \end{aligned}$$  (3.11)

This formulation allows the selection of relevant variables and the avoidance of outliers. When $k_o = 0$, no outlier detection is performed and this problem boils down to the best subset selection problem [Mil02, BKM16, MT15]. When $k_v = p$, no variable selection is performed, the resulting problem is known as the least trimmed squares regression problem [RL05, GP02]. Due to the nature of the cardinality constraints, Problem (4.4) is a non convex optimization problem and has been shown to be NP-hard and considered as an intractable problem. Mainstream research focused on solving a relaxed version of Problem (4.4), by using the $\ell_1$ norm instead of the $\ell_0$ norm:

$$\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n} \frac{1}{2} \|X\beta + \tau - y\|^2_2 + \lambda \|\beta\|_1 + \gamma \|\tau\|_1.$$  (3.12)

where $\lambda$ and $\gamma$ are two nonnegative regularization parameters. However, this approach is not globally optimal in the sense of (4.4). To retrieve the global minimum of Problem (4.4), we propose the use of mixed integer optimization (MIO). The MIO approach has a computational cost, but two decades of progress enabled its effective practical use for moderately sized problems. Furthermore, in a near future the use of high performance computing should allow some scalability [?, see for instance] for a more detailed motivation [bertsimas2016best].

We recall that the lagrangian relaxation of Problem (3.12) is given by:

$$\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n} \frac{1}{2} \|X\beta + \tau - y\|^2_2 + \lambda \|\beta\|_1 + \gamma \|\tau\|_1.$$  (3.13)

Statistical properties of Problem (3.13) have been explored in ([DT19, NT12]).

### 3.6 Variable Selection and Outlier Detection as a MIO

We propose to reformulate Problem (4.4) as a mixed integer (binary) optimization problem (MIO) by introducing binary variables representing whether or not variables and observations are useful.
3.6.1 Introducing Binary Variables

Variable selection involves the \( \ell_0 \) norm function to count the number of useful variables. This counting function can be represented by introducing \( p \) binary variables \( z_j \in \{0,1\} \) such that

\[
\| \beta \|_0 = \sum_{j=1}^{p} z_j \quad \text{and} \quad z_j = 0 \Leftrightarrow \beta_j = 0.
\]

Different approaches can be used to force \( z_j = 0 \Leftrightarrow \beta_j = 0 \) into an optimization problem, such as:

1. Replace \( \beta_j \) by \( z_j \beta_j \) for \( j = 1, \ldots, p \).
2. Set \( |\beta_j| (1 - z_j) = 0 \) for \( j = 1, \ldots, p \) or \( \sum_{j=1}^{p} |\beta_j| (1 - z_j) = 0 \).
3. Use a big-M constraint, \( |\beta_j| \leq M_v z_j \) for \( j = 1, \ldots, p \) and for some fixed constant \( M_v \) large enough (such as \( M_v \geq \max_j |\beta_j^*|, \beta_j^* \) being the solution of the optimization problem).
4. Treat \( z_j = 0 \Leftrightarrow \beta_j = 0 \) as logical implications (also called indicator constraints or special ordered set SOS-1). Note that this kind of logical implication can be efficiently handled in a branch-and-bound procedure for MIO problems.

We now discuss and give a short overview of the advantages and drawbacks of each approach. The two first approaches involve nonlinear interaction terms between binary and continuous variables. Their interest lies in the possibility of obtaining interesting continuous relaxations. The main advantage of the big M method (approach 3) is that it brings only linear inequality constraints, but the value of the M term needs to be chosen carefully since it shows a great deal of practical influence on the solver performance. Logical implications (approach 4) have the advantage of avoiding these types of problems, as they do not rely on a separate constant value. However, they tend to have weaker relaxations, a condition which may lead to longer solve times in a model. In this paper we will use the third approach for our implementation. Note that to be efficient, it is preferable to reformulate Problem (4.4) as a quadratic mixed binary program.

Outlier detection also involves the \( \ell_0 \) norm function to count the number of outliers. This counting function can be represented by introducing \( n \) binary variables \( t_i \in \{0,1\} \) such as

\[
\| \tau \|_0 = \sum_{i=1}^{n} t_i \quad \text{and} \quad t_i = 0 \Leftrightarrow \tau_i = 0, \ (x_i, y_i) \text{ is not an outlier.}
\]

3.6.2 A MIO Formulation

Introducing binary variables for both variables and outliers with two big M constraints, given appropriate parameters \( k_v, k_o, M_v \) and \( M_o \), Problem (4.4) becomes for some \( q \in \{1,2\} \):

\[
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, z \in \{0,1\}^p, t \in \{0,1\}^n} \frac{1}{q} \|X\beta + \tau - y\|_q^q
\]

s.t. \[
\sum_{j=1}^{p} z_j \leq k_v \quad \text{and} \quad |\beta_j| \leq z_j M_v, \quad j = 1, \ldots, p \quad (3.14)
\]

\[
\sum_{i=1}^{n} t_i \leq k_o \quad \text{and} \quad |\tau_i| \leq t_i M_o \quad i = 1, \ldots, n.
\]
This problem turns out to be a mixed binary quadratic program when $q = 2$. When $q = 1$, it can be written as a mixed binary linear program at the price of introducing $2n$ continuous positive variables as follows:

\[
\begin{align*}
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, \epsilon^+ \epsilon^- \in \{0,1\}^p, \epsilon \in \{0,1\}^n} & \sum_{i=1}^n \epsilon_i^+ + \epsilon_i^- \\
\text{s.t.} & \epsilon_i^+ - \epsilon_i^- = x_i^T \beta + \tau_i - y_i \quad i = 1, \ldots, n \\
& \sum_{j=1}^p z_j \leq k_v \\
& |\beta_j| \leq z_j M_v \quad j = 1, \ldots, p \\
& \sum_{i=1}^n t_i \leq k_o \\
& |\tau_i| \leq t_i M_o \quad i = 1, \ldots, n \\
& 0 \leq \epsilon_i^+, \quad 0 \leq \epsilon_i^- \quad i = 1, \ldots, n.
\end{align*}
\]

(3.15)

Note that the big M constraints can be replaced by special ordered set (SOS) constraints of type 1 leading to the following equivalent formulation with no more big M:

\[
\begin{align*}
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, \epsilon \in \{0,1\}^p, \epsilon \in \{0,1\}^n} & \frac{1}{q} \|X \beta + \tau - y\|_q^q \\
\text{s.t.} & \sum_{j=1}^p z_j \leq k_v \\
& (\beta_j, 1 - z_j) : \text{SOS} \quad j = 1, \ldots, p \\
& \sum_{i=1}^n t_i \leq k_o \\
& (\tau_i, 1 - t_i) : \text{SOS} \quad i = 1, \ldots, n.
\end{align*}
\]

(3.16)

It turns out that variable $\tau$ is not necessary and can be removed at the cost of the reintroduction of a big M constant as follows:

\[
\begin{align*}
\min_{\beta \in \mathbb{R}^p, \epsilon \in \mathbb{R}^n, \epsilon \in \{0,1\}^p, \epsilon \in \{0,1\}^n} & \frac{1}{q} \sum_{i=1}^n |\epsilon_i|^q \\
\text{s.t.} & |x_i^T \beta + \epsilon_i - y_i| \leq t_i M_o \quad i = 1, \ldots, n \\
& \sum_{j=1}^p z_j \leq k_v \\
& (\beta_j, 1 - z_j) : \text{SOS} \quad j = 1, \ldots, p \\
& \sum_{i=1}^n t_i \leq k_o,
\end{align*}
\]

(3.17)

leading to, for $q = 2$, a MIQP with $p + n$ continuous variables, $p + n$ binary ones, $2n + 2$ inequality constraints and $p$ SOS constraints.

### 3.6.3 Additional Constraints

One of the most important properties of a MIO formulation relies on the strength of its continuous relaxation. It is known that the knowledge of strong valid inequalities for the feasible sets may help the optimization process by providing tight lower bounds on the cost [WN88]. Such inequality can be provided by considering the convex hull of the feasible set.
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\[
S = \left\{ \beta, \tau \mid (z, t) \in \{0,1\}^{n+p}, \sum_{j=1}^p z_j \leq k_v, \|\beta\|_1 \leq z_j M_v, \sum_{i=1}^n t_i \leq k_o, |	au_i| \leq t_i M_o \right\},
\]

that is

\[
\text{Conv}(S) = \left\{ \beta, \tau \mid \|\beta\|_\infty \leq M_v, \|\tau\|_\infty \leq M_o, \|\beta\|_1 \leq k_v M_v \text{ and } \|\tau\|_1 \leq k_o M_o \right\}.
\]

Adding the bounds of \(\|\beta\|_\infty, \|\tau\|_\infty, \|\beta\|_1 \text{ and } \|\tau\|_1\) typically leads to improved performance of the MIO, especially in delivering lower bound certificates [Vie15]. This remark leads us to consider for practical reasons the following completed mixed integer program with problem-dependent constants \(M_v \text{ and } M_o\). The choice of these constants is practically important ([BKM16]).

\[
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, z \in \{0,1\}^p, t \in \{0,1\}^n} \frac{1}{q} \|X \beta + \tau - y\|_q^q
\]

s.t.
\[
\begin{align*}
\sum_{j=1}^p z_j & \leq k_v, \quad (\beta_j, 1 - z_j) : \text{SOS} \quad j = 1, \ldots, p \\
\sum_{i=1}^n t_i & \leq k_o, \quad (\tau_i, 1 - t_i) : \text{SOS} \quad i = 1, \ldots, n \\
\|\beta\|_1 & \leq k_v M_v, \quad \|\beta\|_\infty \leq M_v \\
\|\tau\|_1 & \leq k_o M_o, \quad \|\tau\|_\infty \leq M_o,
\end{align*}
\]

Following [BKM16], we propose to specify those parameters from warm-start using \((\beta_0, \tau_0)\) the solution provided by a first order alternate projected gradient algorithm presented next section. Given \((\beta_0, \tau_0)\), a natural setting for these parameters is \(M_v = 0\|\beta_0\|\) and \(M_o = 0\|\tau_0\|\), for some \(\theta \in [1, 2]\).

Note that when \(p > n\), as claimed in [BKM16], it may be advisable to also bound \(X \beta\) by adding constraint of the type \(\|X \beta\|_1 \leq M_1, \|X \beta\|_\infty \leq M_\infty\) in the formulation of the optimization problem. This brings two more constants \(M_1\) and \(M_\infty\) to be initialized using the warm start \((\beta_0, \tau_0)\).

In the rest of the paper, the Formulation (4.7) with \(q = 2\) is used to solve Problem (4.4). It will be denoted by \(\ell_0 \text{ RR}\). Note that its \(\ell_1\) relaxation (Problem (3.12)) will be denoted by \(\ell_1 \text{ RR}\).

## 3.7 Proximal Alternating Linearized Minimization Algorithm

In this section, an efficient alternate projected gradient algorithm providing a local solution to the optimization Problem (4.4) is introduced. Before entering into the details of the alternate projected gradient algorithm, it is appropriate to introduce the problem of finding the projection of a vector \(u \in \mathbb{R}^p\) onto the set of \(k \leq p\) sparse vectors

\[
\min_{v \in \mathbb{R}^p} \frac{1}{2} \|v - u\|^2
\]

s.t. \(\|v\|_0 \leq k\). (3.19)

This problem is easy and its solution \(v^*\) is given by sorting on the absolute value of vector \(|u|\), that is by a sequence of indices \((j)\) such that \(|u_{(1)}| \geq |u_{(2)}| \geq \ldots |u_{(j)}| \geq \ldots \geq |u_{(p)}|\).
Using these indices, the projection \( v^* = P_k(u) \) of \( u \) is the vector \( u \) itself with its smallest coefficients set to 0 that is

\[
v^* = P_k(u) = \begin{cases} u_j & \text{if } j \in \{(1), \ldots, (k)\} \\ 0 & \text{else.} \end{cases}
\]

We propose to use this projection mechanism, on both \( \beta \) and \( \tau \), to get a local solution to the initial Problem (4.4) at a low computing cost.

A possible way to achieve this goal consists of using the so-called block Gauss-Seidel iteration scheme on variables \( \beta \) and \( \tau \), also known as alternating minimization. To this end, a sequence \( \{(\beta^\ell, \tau^\ell)\}_{\ell \in \mathbb{N}} \) is generated starting from some \( (\beta^0, \tau^0) \) using the following scheme:

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p} (\beta - \beta^\ell)^t X^t (X \beta^\ell + \tau^\ell - y) \\
&\quad \text{s.t. } \|\beta\|_0 \leq k_\nu \\
&\quad \|\beta - \beta^\ell\|^2 \leq d_\nu \\
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n} (\tau - \tau^\ell)^t (X \beta^{\ell+1} + \tau^\ell - y) \\
&\quad \text{s.t. } \|\tau\|_0 \leq k_o \\
&\quad \|\tau - \tau^\ell\|^2 \leq d_o.
\end{align*}
\]

Where \( d_\nu \) and \( d_o \) are two given positive parameters that can be changed each step. The idea of the proximal method is, at each iteration, to minimize a regularized first-order approximation of the cost that can be interpreted as a local trust region mechanism [??], for details see for instance [parikh2014proximal]. This surrogate loss is also a local upper bound of the targeted loss since, for well chosen \( \rho_\nu \) and \( \rho_o \), the Lagrange multipliers associated with the trust region constraints are

\[
\begin{align*}
\frac{1}{2} \|X \beta + \tau^\ell - y\|^2 &\leq \frac{1}{2} \|X \beta^\ell + \tau^\ell - y\|^2 + (\beta - \beta^\ell)^t X^t (X \beta^\ell + \tau^\ell - y) + \frac{1}{2\rho_\nu} \|\beta - \beta^\ell\|^2 \\
\frac{1}{2} \|X \beta^{\ell+1} + \tau - y\|^2 &\leq \frac{1}{2} \|X \beta^{\ell+1} + \tau^\ell - y\|^2 + (\tau - \tau^\ell)^t (X \beta^{\ell+1} + \tau^\ell - y) + \frac{1}{2\rho_o} \|\tau - \tau^\ell\|^2.
\end{align*}
\]

For each iteration, this method introduced by [BST14] and called the proximal alternating linearized minimization (PALM) algorithm, consists of minimizing the upper bounds as follows:

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p, \|\beta\|_0 \leq k_\nu} (\beta - \beta^\ell)^t X^t (X \beta^\ell + \tau^\ell - y) + \frac{1}{2\rho_\nu} \|\beta - \beta^\ell\|^2 \\
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n, \|\tau\|_0 \leq k_o} (\tau - \tau^\ell)^t (X \beta^{\ell+1} + \tau^\ell - y) + \frac{1}{2\rho_o} \|\tau - \tau^\ell\|^2.
\end{align*}
\]

That is, after some algebra,

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p, \|\beta\|_0 \leq k_\nu} \frac{1}{2} \|\beta - \beta^\ell + \rho_\nu X^t (X \beta^\ell + \tau^\ell - y)\|^2 \\
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n, \|\tau\|_0 \leq k_o} \frac{1}{2} \|\tau - \tau^\ell + \rho_o (X \beta^{\ell+1} + \tau^\ell - y)\|^2.
\end{align*}
\]

These two minimization problems are of the same kind as Problem (4.8) and thus the sequence can be generated by using two \( \ell_0 \) projected gradient, that is:

\[
\begin{align*}
\beta^{\ell+1} &= P_{k_\nu}(\beta^{\ell} - \rho_\nu X^t (X \beta^{\ell} + \tau^{\ell} - y)) \\
\tau^{\ell+1} &= P_{k_o}(\tau^{\ell} - \rho_o (X \beta^{\ell+1} + \tau^{\ell} - y)).
\end{align*}
\]

Algorithm 4.1 presents the pseudo code of the PALM algorithm.
Algorithm 3.2: Proximal alternating linearized minimization (PALM) [BST14].

Data : X, y initialization β, τ = 0
Result : β, τ
set ρ_v ≤ 1/σ_M and ρ_o ≤ 1

while it has not converged (∥β_{n+1} − β_n∥_2 > 10^{-6}) do
    d ← β − ρ_v X^T (Xβ + τ − y) variable selection
    β ← P_{k_v}(d)
    δ ← τ − ρ_o (Xβ + τ − y) eliminating outliers
    τ ← P_{k_o}(δ)

This algorithm converges towards a local minima of Problem (4.4) since it fulfills the assumption needed for Theorem 3.1 in [BST14]. Indeed, the partial gradients G_β(β) = X^T (Xβ + τ − y) and G_τ(τ) = (Xβ + τ − y) are globally Lipschitz with module respectively 1/σ_M and 1, σ_M being the largest singular value of X. Also, to prove the convergence, the stepsizes have to be chosen such that ρ_v ≤ 1/σ_M and ρ_o ≤ 1.

3.8 Results for Synthetic Data Sets

In this section we show the empirical performance of the MIO approach.

3.8.1 Setup

In [HTT], a follow-up paper to ([BKM16]), the authors provide a synthetic setup considering a wide range of SNR values. We use it here to compare the best subset selection (Formulation (4.7) with k_o = 0), the lasso, PALM, the ℓ_0 robust regression - ℓ_0 RR and the ℓ_1 robust regression - ℓ_1 RR. The same notations as [HTT] were used, namely n, p (problem dimensions), s (sparsity level), beta-type (pattern of sparsity), ρ (predictor autocorrelation level), and ν (SNR level).

— We define coefficients β_0 ∈ ℝ^p according to s and the beta-type, as described below.

— We draw the rows of the matrix X ∈ ℝ^{n×p} from N_p(0, Σ), where Σ ∈ ℝ^{p×p} has entry (i, j) equal to ρ^{|i−j|}, and ρ = 0.35.

— We draw the vector y ∈ ℝ^n from N_n(Xβ_0, σ^2 I), with σ^2 defined to meet the desired SNR level, i.e., σ^2 = β_0^T Σ β_0/ν.

— We use 5-fold cross validation and the tuning was performed by minimizing prediction error on the test set.

— To assess the influence of outliers, 5% of outliers were added to the data set by following a normal N(50, σ) instead of N(0, σ).

— We considered two configurations: the low setting with n = 150, p = 15, and the medium setting n = 500, p = 100. For each configuration, we also considered two settings: the first one with outliers generated as mentioned above, and the second one without adding outliers.

— The lasso was tuned over 100 values of λ (as it is in glmnet).

— In order to determine the values of k_v, M_v, k_o and M_o, we run the PALM algorithm for k_v ranging from 1 to p and for k_o ranging from 0 to 10% with a step size of 2.5%. Then, we choose the solution with the minimal error ∥X_{test}β_{palm} − y_{test}∥_2^2.
— \( M_v = (1 + \alpha)\|\beta_{\text{palm}}\|_\infty \), \( M_o = (1 + \alpha)\|\tau_{\text{palm}}\|_\infty \) with \( \alpha = 0.1 \), \( k_v \) and \( k_o \) are set as the number of nonzero elements in the solutions \( \beta_{\text{palm}} \) and \( \tau_{\text{palm}} \) respectively.

— The \( \ell_1 \) robust regression (\( \ell_1 \) RR) algorithm was tuned over five values of \( \lambda \) from zero to 1.5\|\beta_{\text{lasso}}\|_\infty \) where \( \beta_{\text{lasso}} \) is the solution obtained by the lasso method, and over fifty one values of \( \gamma \) from 0 to 5000 with a step size of 100 for the low dimensional case, and from 0 to 10000 with a step size of 200 for the medium dimensional case.

— We run the best subset selection, the lasso, PALM, the \( \ell_0 \) robust regression (\( \ell_0 \) RR) using a 5-fold cross validation. The tuning was performed by minimizing the error on the test set.

— We repeat 10 times for the low dimensional setting and 5 times for the medium dimensional setting and average the results.

**Coefficients:** We considered three settings for the coefficients \( \beta_0 \in \mathbb{R}^p \) as in [HTT]:

— beta-type 1: \( \beta_0 = (1, 0, 1, 0, 1, 0, 1, 0, 0, \ldots, 0) \) \( p \) times

— beta-type 2: \( \beta_0 \) has its first 5 components equal to 1, and the rest equal to 0;

— beta-type 5: \( \beta_0 \) has its first 5 components equal to 1, and the rest decaying exponentially to 0, specifically, \( \beta_{0i} = 0.5^{i-s}, \) for \( i = s + 1, \ldots, p \), where \( s = 5 \);

Following [BKM16, HTT], we use, as an accuracy metric, the relative risk (RR) defined by:

\[
RR(\hat{\beta}) = \frac{\mathbb{E}(x_0^T\hat{\beta} - x_0^T\beta_0)^2}{\mathbb{E}(x_0^T\beta_0)^2} = \frac{(\hat{\beta} - \beta_0)^T\Sigma(\hat{\beta} - \beta_0)}{\beta_0^T\Sigma\beta_0},
\]

The best score is 0 (when \( \hat{\beta} = \beta_0 \)) and the null score is 1, obtained when \( \hat{\beta} = 0 \).

We also use the proportion of variance explained (PVE) defined by:

\[
PVE(\hat{\beta}) = 1 - \frac{\mathbb{E}(y_0 - x_0^T\hat{\beta})^2}{\text{Var}(y_0)} = 1 - \frac{(\hat{\beta} - \beta_0)^T\Sigma(\hat{\beta} - \beta_0) + \sigma^2}{\beta_0^T\Sigma\beta_0 + \sigma^2}.
\]

The maximum value for the PVE, also called the perfect score, is \( \text{SNR}/(\text{SNR}+1) \) (see [HTT] for details).

### 3.8.2 Computational Costs

For the lasso, we used the Matlab "lasso" function with 100 values of \( \lambda \) as implemented in glmnet. The solution is delivered in a very short time. For the best subset selection problem, we implemented the method using the MIO Formulation (4.7) with \( k_o = 0 \), used PALM to compute a warm start and then call Gurobi through its Matlab interface. We used a time limit of 3 minutes for Gurobi to optimize the best subset selection problem for both low and medium dimensional case. The same procedure is followed for the \( \ell_0 \) robust regression problem but with a time limit increased to 10 minutes for the medium dimensional setting.

For the \( \ell_1 \) robust regression, we obtained \( 5 \times 51 = 255 \) (5 values of \( \lambda \) and 51 values of \( \gamma \)) solutions for each test. The time needed to obtain each solution depends on the size of the dataset, but it varies from 0.16 second to about 1 second.

We can conclude that for low dimensional setting, we faced around 15 hours of computation, and more than 45 hours for the medium dimensional setting for each type of \( \beta \).
3.8.3 Results

Figures (3.1)-(3.6) plot the relative risk (left panel) and the proportion of variance explained (right panel) as functions of signal-to-noise ratio (SNR). The results can be divided into two main categories:

No Outliers:
In this case, no outliers were added to the synthetic data sets generated as mentioned before. Figures (3.1), (3.2), (3.3), (3.4), (3.5) and (3.6) show that for small SNR values, the \( \ell_1 \) methods (lasso and \( \ell_1 \) RR) have the lead on the other methods (best subset selection, PALM and \( \ell_0 \) RR). While for high SNR values the \( \ell_0 \) approaches outperform the \( \ell_1 \) approaches even though all the methods perform quite similarly for high SNR values.

Presence of Outliers
In this case, Figures (3.1), (3.2), (3.3), (3.4), (3.5) and (3.6) show that PALM, \( \ell_0 \) RR and \( \ell_1 \) RR outperform the best subset selection and the lasso, which is not surprising since the last two methods are not robust to outliers. In addition, for SNR < 0.25 the \( \ell_1 \) RR performs, in general, better than PALM and the \( \ell_0 \) RR. But for higher SNR values, there is no clear winner. An important caveat to emphasize up front is that the Gurobi MIO algorithm for \( \ell_0 \) RR was given only 10 minutes per problem, which may have caused the \( \ell_0 \) RR to underperform, and that the performance of the MIO algorithm depends on the parameters tuned using PALM.

3.8.4 Detection Rate for the Reature Selection and Outlier Detection Tasks

To determine whether the \( \ell_0 \) robust regression approach can detect the outliers and select the right features, we generated two low dimensional and two medium dimensional data sets using the \( \beta \) type-2, with SNR values 0.5 and 5. We added 5% of outliers in the response vector (as in the setup of the synthetic data sets). \( k_v \) and \( k_o \) were set as the true sparsity level of \( \beta \) and as the percentage of outliers (5%). In all cases, the detection rate of both outliers and features was 100%, noting that no cross validation was performed. In the experiments performed on both real and data sets, we used PALM to tune the parameters \( k_v \) and \( k_o \). Thus the performance of the MIO approach depends on PALM. To this end, each data set was split into two parts: the training set (70%) and the testing set (30%). We added 5% of outliers in the training set’s response vector. PALM was performed for \( k_v \in [1, \ldots, p] \) and \( \frac{k_o}{n} \in [0, 0.025, 0.05, 0.075, 0.1] \). PALM failed to estimate the true sparsity level and the percentage of outliers, it overestimated the values of the parameters. This leads the PALM-MIO approach to fail at detecting the percentage of outliers and selecting the relevant features, even though all the true outliers were considered as outliers by this approach.
3.8. Results for Synthetic Data Sets

**beta-type 1, n=150 and p=15**

![Graphs showing relative risk and proportion of variance explained as functions of signal to noise ratio with and without outliers.](image)

*Figure 3.1 – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 1 in the setting with n = 150, p = 15, and s = 5 with and without outliers (top panel and bottom panel respectively).*
Figure 3.2 – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 2 in the setting with $n = 150$, $p = 15$, and $s = 5$ with and without outliers (top panel and bottom panel respectively).
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**beta-type 5, n=150 and p=15**

![Graphs showing relative risk and proportion of variance explained as functions of signal-to-noise ratio with and without outliers.](image)

**Figure 3.3** – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 5 in the setting with n = 150, p = 15, and s = 5 with and without outliers (top panel and bottom panel respectively).
Figure 3.4 – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 1 in the setting with $n = 500$, $p = 100$, and $s = 5$ with and without outliers (top panel and bottom panel respectively).
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**beta-type 2, n=500 and p=100**

![Graphs showing relative risk and proportion of variance explained for different signal to noise ratios with and without outliers.]

**Figure 3.5** – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 2 in the setting with n = 500, p = 100, and s = 5 with and without outliers (top panel and bottom panel respectively).
Figure 3.6 – Relative risk (left panel) and proportion of variance explained (right panel) functions of SNR, for beta-type 5 in the setting with $n = 500$, $p = 100$, and $s = 5$ with and without outliers (top panel and bottom panel respectively).
3.9 Real Data Sets

The performances of all methods have been compared on real data sets. To this end we have used 7 data sets presented in Table 4.1. The different methods have been compared on all these data sets according to the following setup:

— The response vector \( y \) and the columns of the matrix \( X \) have been normalized and standardized to have zero mean and one standard deviation;

— Two 5-fold cross validation loops have been implemented. The inner one has been used to give a relevant choice for the hyper-parameters. The outer one has been used to estimate the average mean squared error MSE;

— As for synthetic data sets, we run PALM for \( k_v \) ranging from 1 to \( p \), and \( k_o \) ranging from 0 to 10% with a step size of 2.5%, and pick the solution with smallest cross validation error. This obtained solution is used to set the values of \( M_v \) and \( M_o \) and as a warm start for the \( \ell_0 \) robust regression algorithm as well;

— The hyper-parameter \( \lambda \) of the lasso was tuned over 100 values as per the default in \texttt{glmnet};

— The \( \ell_1 \) robust regression algorithm was tuned over 5 values of \( \lambda \) (as for the synthetic data sets) and over 40 values of \( \gamma \) varying from 0 to 2000 with a step size of 50. We remarked that, for the normalized and standardized data set considered, it's enough to bound \( \| \tau \|_1 \) by 2000;

— Outliers were generated by replacing 5% of the response vector values \( y_i \) by \( y_i + 2(\max(y) – \min(y)) \) that is a constant value set to the range of the response variable in the training set;

Each experience is repeated 3 times. Tables 3.4 and 3.5 report the average of the results and the standard deviation in parentheses for the raw data.

An important caveat to emphasize upfront is that the \( \ell_0 \) robust regression algorithm was given 10 minutes time limit per problem instance per subset size. This practical restriction may have caused this algorithm to under perform in some cases. For the best subset selection problem, the time limit was set to 2 minutes. We note that the optimality was certified for almost every case in less than two minutes. In the absence of outliers, results in Table 3.4 show that there is no clear winner. It is remarkable that all methods performed quite similarly, with a little advantage of using the lasso. In the presence of outliers, results in Table 3.5 show the dominance of the robust regression algorithms used over the best subset selection and the lasso. The \( \ell_0 \) robust regression performed better than the other methods.

### Table 3.3 – Summary of used datasets.

<table>
<thead>
<tr>
<th>Name of the dataset</th>
<th>number of instances ( n )</th>
<th>number of attributes ( p )</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body Fat</td>
<td>252</td>
<td>15</td>
<td>\texttt{lib.stat.cmu.edu}</td>
</tr>
<tr>
<td>Concrete Compressive Strength</td>
<td>1030</td>
<td>9</td>
<td>UCI</td>
</tr>
<tr>
<td>Concrete Slump Test</td>
<td>103</td>
<td>10</td>
<td>UCI</td>
</tr>
<tr>
<td>Real Estate Valuation</td>
<td>414</td>
<td>7</td>
<td>UCI</td>
</tr>
<tr>
<td>Diabetes</td>
<td>442</td>
<td>10</td>
<td>\texttt{stat.ncsu.edu}</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>489</td>
<td>3</td>
<td>Web (^1)</td>
</tr>
<tr>
<td>Auto Mpg</td>
<td>398</td>
<td>8</td>
<td>UCI</td>
</tr>
</tbody>
</table>
Table 3.4 – Cross Validation MSE Rates (Standard Deviations) of the Best subset, Lasso, PALM, $\ell_0$ Robust Regression ($\ell_0$ RR) and $\ell_1$ Robust Regression ($\ell_1$ RR) on 7 Real Datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Best subset</th>
<th>Lasso</th>
<th>Palm</th>
<th>$\ell_0$ RR</th>
<th>$\ell_1$ RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body Fat</td>
<td>2.2797 (7.2e⁻⁵)</td>
<td>1.2644 (1.5e⁻⁴)</td>
<td>2.5958 (5.2e⁻⁴)</td>
<td>2.6270 (4.77e⁻⁴)</td>
<td>4.5008 (6.2e⁻³)</td>
</tr>
<tr>
<td>Concrete Compressive Strength</td>
<td>0.3588 (0.018)</td>
<td>0.3602 (0.019)</td>
<td>0.3892 (4.2e⁻⁴)</td>
<td>0.3693 (3.5e⁻⁵)</td>
<td>0.3603 (0.015)</td>
</tr>
<tr>
<td>Slump Test</td>
<td>0.0880 (0.008)</td>
<td>0.0863 (0.012)</td>
<td>0.0864 (0.011)</td>
<td>0.0880 (0.008)</td>
<td>0.0869 (0.010)</td>
</tr>
<tr>
<td>Real Estate Valuation</td>
<td>0.2994 (0.024)</td>
<td>0.2924 (0.036)</td>
<td>0.3010 (0.026)</td>
<td>0.2992 (0.026)</td>
<td>0.2950 (0.033)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.3917 (0.037)</td>
<td>0.3914 (0.038)</td>
<td>0.3889 (0.028)</td>
<td>0.3888 (0.038)</td>
<td>0.3952 (0.039)</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>0.2460 (0.007)</td>
<td>0.2460 (0.007)</td>
<td>0.2446 (0.008)</td>
<td>0.2440 (0.009)</td>
<td>0.2448 (0.006)</td>
</tr>
<tr>
<td>Auto Mpg</td>
<td>0.1469 (0.002)</td>
<td>0.1458 (0.005)</td>
<td>0.1523 (0.007)</td>
<td>0.1516 (0.007)</td>
<td>0.1478 (0.008)</td>
</tr>
</tbody>
</table>

Table 3.5 – Cross validation MSE rates (standard deviations) of the of the Best subset, Lasso, PALM, $\ell_0$ Robust Regression ($\ell_0$ RR) and $\ell_1$ Robust Regression ($\ell_1$ RR) on 7 Real Datasets Corrupted by 5% of Outliers in the Initial Response Vector $y$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Best subset</th>
<th>Lasso</th>
<th>Palm</th>
<th>$\ell_0$ RR</th>
<th>$\ell_1$ RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body Fat</td>
<td>0.3923 (0.023)</td>
<td>0.4039 (0.034)</td>
<td>0.3679 (0.002)</td>
<td>0.3764 (0.009)</td>
<td>0.3882 (0.023)</td>
</tr>
<tr>
<td>Concrete compressive strength</td>
<td>0.5891 (0.063)</td>
<td>0.5877 (0.059)</td>
<td>0.5843 (0.070)</td>
<td>0.5842 (0.071)</td>
<td>0.5857 (0.755)</td>
</tr>
<tr>
<td>Slump test</td>
<td>0.2749 (0.186)</td>
<td>0.2463 (0.128)</td>
<td>0.1110 (0.002)</td>
<td>0.0958 (0.012)</td>
<td>0.1039 (0.018)</td>
</tr>
<tr>
<td>Real estate valuation</td>
<td>0.6581 (0.131)</td>
<td>0.6680 (0.146)</td>
<td>0.6587 (0.137)</td>
<td>0.6580 (0.138)</td>
<td>0.6688 (0.147)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.5087 (0.015)</td>
<td>0.5002 (0.011)</td>
<td>0.5012 (0.009)</td>
<td>0.5009 (0.011)</td>
<td>0.4923 (0.014)</td>
</tr>
<tr>
<td>Boston housing</td>
<td>0.5408 (0.240)</td>
<td>0.5293 (0.231)</td>
<td>0.5425 (0.241)</td>
<td>0.5441 (0.241)</td>
<td>0.5235 (0.225)</td>
</tr>
<tr>
<td>Auto mpg</td>
<td>0.5498 (0.139)</td>
<td>0.5596 (0.128)</td>
<td>0.5406 (0.160)</td>
<td>0.5406 (0.160)</td>
<td>0.5370 (0.163)</td>
</tr>
</tbody>
</table>

3.10 Conclusion

In this chapter, we propose a method for linear regression which solves the underlying optimization problem that handles both variable selection and outlier detection. We formulate the problem as a mixed-integer optimization problem and present a fast alternating minimization algorithm to find local minima. Furthermore, we present an empirical comparison between this method and its $\ell_1$ relaxation on both synthetic and real data. We have found that neither the $\ell_0$ norm problem nor its $\ell_1$ relaxation dominates the other. Our recommendation is to use the $\ell_0$ norm problem for large SNR while $\ell_1$ relaxation is preferred when SNR is small. While the $\ell_0$ approach is considered to be intractable, especially, for high dimensional regimes, one can propose to use screening rules helping in accelerating the solvers. Moreover, we have shown that if the true number of features and percentage of outliers are well estimated, the speed of convergence to the global minimum decreases significantly. Furthermore, for high dimensional data sets, if we desire to obtain near optimal solutions is a short time, we suggest the use of the first order discrete optimization algorithm (PALM) which has shown high efficiency in terms of prediction error and computational cost.
4.1 Introduction

In regression, feature selection is an effective strategy to handle contaminated data and to deal with high dimensionality while providing better prediction. In addition to the presence of spurious variables, estimators suffer from corrupted, incorrectly measured or misreported observations known as outliers. The natural way to select relevant variables and to detect outliers is done by using the $\ell_0$ norm for both aspects and recast the obtained optimization problem as a mixed integer optimization (MIO) problem. The $\ell_0$ norm estimators perform well when the signal to noise ratio (SNR) is high. However, its performance decreases when the SNR is low due to the overfitting behavior of the $\ell_0$ norm when the noise is relatively high. To fix this problem, we propose to regularize the $\ell_0$ norm problem for variable selection and outlier detection by adding an $\ell_1$ penalty term. We also propose an efficient and scalable non-convex proximal alternate algorithm producing high quality solution in a short time and used as a warm start for the MIO solver.
An empirical comparison between the $\ell_0$ norm approach and its $\ell_1$ regularized extension is presented as well. Results provided that the MIO regularized approach and its discrete first order warm start provide high quality solutions and performs better than the $\ell_0$ approach especially for low SNR values. We consider the linear regression model:

$$y = X\beta + \epsilon,$$

where $y \in \mathbb{R}^n$ is the response vector, $X \in \mathbb{R}^{n \times p}$ is the model matrix, $\beta \in \mathbb{R}^p$ is the vector of regression coefficients and $\epsilon \in \mathbb{R}^n$ is the error vector. We assume that the columns of $X$ have been standardized to have zero means and unit $\ell_2$-norm.

In high-dimensional regimes i.e $p \gg n$, it is desired to estimate $\beta$ by a sparse vector, that is a vector with few nonzero elements. To this end, feature selection has been of great importance in the last few decades [Mil02]. A natural way to compute sparse regression coefficients is to solve the, well known, best subset selection problem:

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2} \|X\beta - y\|_2^2 \quad \text{s.t.} \quad \|\beta\|_0 \leq k_v.$$  \hfill (4.1)

The popularity of Lasso is due to its computational feasibility with the guarantee of getting a sparse model with good predictive performance. There have been an impressive amount of works studying statistical properties of Lasso and proposing algorithms to solve it [EHJ+04, FHT10, FHST16, SBC+17, EHJ+04] and the books or surveys [BVDG11, FHT01, Tib11].

Throughout the years, researchers thought that best subset selection should be used whenever it is possible. Unfortunately, best subset selection is NP-hard and popular implementations such as the R package leaps do not scale to problem sizes larger than $p = 30$. To this end, Problem (4.1) was considered to be an intractable problem. In its work, [BKM15] showed that it is possible to find near optimal solution for high dimensional regimes in minutes (even though it takes hours to prove optimality) by formulating it as a mixed integer optimization problem (MIO). They also claimed that the best subset selection performs better than its competitors (lasso for example). However, this claim was refuted by [?], and best subset selection is no more the "holy grail" estimator for sparse modeling in regression: it overperforms other estimators for high signal to noise ratio (SNR) values, while lasso ensures better predictive performance for low SNR values. In fact, best subset selection suffers from overfitting. To overcome the overfitting of the best subset selection, [MRD17] suggested to add an $\ell_q$ penalty term to the objective function of Problem (4.1), where $q \in (1,2)$, so that the obtained problem is the following:

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2} \|X\beta - y\|_2^2 + \lambda \|\beta\|_q^q \quad \text{s.t.} \quad \|\beta\|_0 \leq k_v.$$  \hfill (4.3)

The proposed method mitigates, to a large extent, the poor predictive performance of best-subsets in the low SNR regimes.
The quality of estimators is known to be very sensitive to the presence of corrupted observations (outliers). Dealing with the presence of outliers can be divided into two categories: (a) the so-called "robust statistics", that is robust-to-outlier loss functions and (b) outlier detection per se which exclude outliers from the training set. In category (a), [RL05] is a relevant reference (see for instance chapters 3,6 and 7). However, in category (b), [CCM13, Li13, LDB09, SO11] are worth mentioning. For both categories (a) and (b) [RH18, HA04] offer comprehensive references.

To solve the robust sparse regression problem, [WLJ07] proposed the least absolute deviation (LAD) loss to deal with outliers, together with the \( \ell_1 \) Lasso penalty, that is for \( \lambda \geq 0 \):

\[
\min_{\beta} \| X\beta - y \|_1 + \lambda \| \beta \|_1.
\]

Later, [LZ08, WWL12] showed that this problem was a particular case of a more general class of problems. To model outliers a sparse variable \( \tau \) was introduced in [WYG+08] for the first time. The idea was to minimize \( \| \beta \|_1 + || \tau \|_1 \) s.t \( y = X\beta + \tau \). This formulation is the convex relaxation of minimizing \( \| \beta \|_0 + || \tau \|_0 \) s.t \( y = X\beta + \tau \) as claimed by [WMM+10]. The same idea was developed in many works [LDB09, NT12] for example. Later and for the first time, the use of the \( \ell_0 \) norm for both variables \( \beta \) and \( \tau \) was proposed by [CCM13]. They proposed the brute force algorithm defined, for some \( q \in \{1,2\} \), by:

\[
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n} \frac{1}{q} \| X\beta + \tau - y \|_q
\]

\[\text{s.t.} \quad \| \beta \|_0 \leq k_v, \quad \| \tau \|_0 \leq k_o, \]

This formulation allows the selection of relevant variables and the avoidance of outliers, it can be solved by recasting it as a mixed integer optimization problem. Furthermore, as it consists of double \( \ell_0 \) norms, this formulation performs well for high SNR values, and its performance degrades as the SNR value decreases. To this end, we propose to regularize Problem (4.4) by adding an \( \ell_1 \) penalty term as done in [MRD17] to overcome the limitation of the \( \ell_0 \) norm when the SNR is low. The proposed problem is defined by:

\[
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n} \frac{1}{2} || y - X\beta - \tau ||_2^2 + \lambda || \beta ||_1
\]

\[\text{s.t.} \quad || \beta ||_0 \leq k_v, \quad || \tau ||_0 \leq k_o. \]

\[\text{(4.5)}\]

**Contributions:**

We summarize the contributions of this chapter below:

1. We propose to recast Problem (4.5) as a mixed integer optimization problem and use an efficient solver to solve it. Note that the suboptimality of the obtained solution is guaranteed even if we terminate the algorithm early,

2. We introduce an algorithm based on a discrete extension of first order continuous optimization methods. This framework is scalable and provides a local solution often close to the global one.

3. We propose to accelerate the MIO by using the discrete first order algorithm as a warm start.

4. We present computational results on both real and synthetic data sets. The results show that the proposed method performs well for low and high SNR values.
4.2 Mixed Integer Optimization Formulation

Binary variables will be introduced to reformulate Problems (4.4) and (4.5) as mixed integer binary optimization problems. These binary variables represent whether or not variables and observations are useful.

4.2.1 Introducing Binary Variables

Variable selection involves the $\ell_0$ norm function to count the number of useful variables. This counting function can be represented by introducing $p$ binary variables $z_j \in \{0,1\}$ such that

$$\|\beta\|_0 = \sum_{j=1}^{p} z_j \quad \text{and} \quad z_j = 0 \Leftrightarrow \beta_j = 0.$$ 

Different approaches can be used to force $z_j = 0 \Leftrightarrow \beta_j = 0$ into an optimization problem, such as:

1. Replace $\beta_j$ by $z_j \beta_j$ for $j = 1, \ldots, p$.

2. Set $|\beta_j|(1 - z_j) = 0$ for $j = 1, \ldots, p$ or $\sum_{j=1}^{p} |\beta_j|(1 - z_j) = 0$.

3. Use a big-M constraint, $|\beta_j| \leq M_v z_j$ for $j = 1, \ldots, p$ and for some fixed constant $M_v$ large enough (such as $M_v \geq \max_j |\beta^*_j|$, $\beta^*_j$ being the solution of the optimization problem).

4. Treat $z_j = 0 \Leftrightarrow \beta_j = 0$ as logical implications (also called indicator constraints or special ordered set SOS-1). Note that this kind of logical implication can be efficiently handled in a branch-and-bound procedure for MIO problems.

We now discuss and give a short overview of the advantages and drawbacks of each approach. The two first approaches involve nonlinear interaction terms between binary and continuous variables. Their interest lies in the possibility of obtaining interesting continuous relaxations. The main advantage of the big M method (approach 3) is that it brings only linear inequality constraints, but the value of the M term needs to be chosen carefully since it shows a great deal of practical influence on the solver performance. Logical implications (approach 4) have the advantage of avoiding these types of problems, as they do not rely on a separate constant value. However, they tend to have weaker relaxations, a condition which may lead to longer solve times in a model. In this paper we will use the third approach for our implementation. Outlier detection also involves the $\ell_0$ norm function to count the number of outliers. This counting function can be represented by introducing $n$ binary variables $t_i \in \{0,1\}$ such as

$$\|\tau\|_0 = \sum_{i=1}^{n} t_i \quad \text{and} \quad t_i = 0 \Leftrightarrow \tau_i = 0, (x_i, y_i) \text{ is not an outlier}.$$ 

4.2.2 MIO Formulation of Problem MIO Formulation of Problem (4.4)

Introducing binary variables for both variables and outliers with two big M constraints, given appropriate parameters $k_v, k_o, M_v$ and $M_o$, Problem (4.4) becomes for some $q \in$
\[ \begin{align*}
\text{(4.6)} & \\
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, z \in \{0,1\}^p, t \in \{0,1\}^n} & \frac{1}{2} \|X\beta + \tau - y\|_2^2 \\
\text{s.t.} & \sum_{j=1}^p z_j \leq k_v \quad \text{and} \quad |\beta_j| \leq z_j M_v, \quad j = 1, \ldots, p \\
& \sum_{i=1}^n t_i \leq k_o \quad \text{and} \quad |\tau_i| \leq t_i M_o \quad i = 1, \ldots, n.
\end{align*} \]

This problem is a mixed binary quadratic program.

### 4.2.3 MIO Formulation of Problem (4.5)

To deal with the \( \ell_1 \)-norm term in Problem (4.5), we introduce two variables \( \eta^+, \eta^- \in \mathbb{R}^p \) such that

\[ |\beta_j| = \eta^+_j - \eta^-_j \quad \text{and} \quad \beta_j = \eta^+_j + \eta^-_j. \]

\[ \begin{align*}
\min_{\beta \in \mathbb{R}^p, \tau \in \mathbb{R}^n, \eta^+ \in \mathbb{R}^p, \eta^- \in \mathbb{R}^p, z \in \{0,1\}^p, t \in \{0,1\}^n} & \frac{1}{2} \|X\beta + \tau - y\|_2^2 + \lambda \sum_{j=1}^p (\eta^+_j + \eta^-_j) \\
\text{s.t.} & \sum_{j=1}^p z_j \leq k_v \quad \text{and} \quad |\beta_j| \leq z_j M_v, \quad j = 1, \ldots, p \\
& \sum_{i=1}^n t_i \leq k_o \quad \text{and} \quad |\tau_i| \leq t_i M_o \quad i = 1, \ldots, n \\
& \eta^+_j - \eta^-_j = \beta_j \quad j = 1, \ldots, p.
\end{align*} \]

### 4.3 Discrete First Order Algorithms

In this section we propose discrete first order methods to obtain near optimal solutions for Problems (4.4) and (4.5). These first order methods are used as warm starts to the MIO formulations leading to a significant decrease in computational time [BKM15]. Furthermore, as it will be shown in numerical experiments, the first order algorithms provide high quality solutions in a short time (compared to MIO problems). The proposed algorithms borrow ideas from alternating minimization and projected gradient descent methods.

In [BST14], a proximal alternating linearized minimization (PALM) algorithm for non-convex and non-smooth problems was proposed to solve, under some assumptions, problems of the form:

\[ \min_{x,y} \Psi(x,y) := f(x) + g(y) + H(x,y). \]

To deal with cardinality constraints, it is appropriate to introduce the problem of finding the projection of a vector \( u \in \mathbb{R}^p \) onto the set of \( k \leq p \) sparse vectors

\[ \begin{align*}
\min_{v \in \mathbb{R}^p} & \frac{1}{2} \|v - u\|_2^2 \\
\text{s.t.} & \|v\|_0 \leq k.
\end{align*} \]

This problem is easy and its solution \( v^* \) is given by sorting on the absolute value of vector \( |u| \), that is by a sequence of indices \( (j) \) such that \( |u_{(1)}| \geq |u_{(2)}| \geq \cdots \geq |u_{(p)}| \). Using these indices, the projection \( v^* = P_k(u) \) of \( u \) is the vector \( u \) itself with its smallest coefficients set to 0 that is

\[ v^* = P_k(u) = \begin{cases} u_j & \text{if } j \in \{(1), \ldots, (k)\} \\ 0 & \text{else.} \end{cases} \]
We propose to use this projection mechanism, on both \(\beta\) and \(\tau\), to get a local solution to the initial Problems (4.4) and (4.5) at a low computational cost.

### 4.3.1 Discrete First Order Algorithm for Problem (4.4)

We use \(f(\beta, \tau)\) to denote the objective function in (4.4):

\[
\min_{\beta, \tau} F(\beta, \tau) := f(\beta, \tau) \quad \text{s.t.} \quad \|\beta\|_0 \leq k_\nu \quad \|\tau\|_0 \leq k_\sigma. \tag{4.9}
\]

The partial derivatives of \(f\) are given by:

\[
\nabla_\beta f(\beta, \tau) = X^T(X\beta + \tau - y) = G_\beta(\beta),
\]

and

\[
\nabla_\tau f(\beta, \tau) = (X\beta + \tau - y) = G_\tau(\tau).
\]

By simple calculation, it can be shown that \(G_\beta\) and \(G_\tau\) are Lipschitz with modules \(L_1 = \sigma_{\text{max}}(X)\) and \(L_2 = 1\) respectively, where \(\sigma_{\text{max}}(X)\) is the maximum singular value of \(X\).

We want to obtain local solutions for Problems (4.4) and (4.5) at a low computational cost. A possible way to achieve this goal consists of using the so-called block Gauss-Seidel iteration scheme on variables \(\beta\) and \(\tau\), also known as alternating minimization. To this end, a sequence \(\{(\beta^n, \tau^n)\}_{n \in \mathbb{N}}\) is generated starting from some \((\beta^0, \tau^0)\) using the following scheme:

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p} (\beta - \beta^\ell)^T X^T(X\beta^\ell + \tau^\ell - y) \\
&\quad \text{s.t.} \quad \|\beta\|_0 \leq k_\nu \quad \|\beta - \beta^\ell\|^2 \leq d_\nu
\end{align*}
\]

\[
\begin{align*}
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n} (\tau - \tau^\ell)^T (X\beta^{\ell+1} + \tau^\ell - y) \\
&\quad \text{s.t.} \quad \|\tau\|_0 \leq k_\sigma \quad \|\tau - \tau^\ell\|^2 \leq d_\sigma.
\end{align*}
\]

Where \(d_\nu\) and \(d_\sigma\) are two given positive parameters that can be changed each step. The idea of the proximal method is, at each iteration, to minimize a regularized first-order approximation of the cost that can be interpreted as a local trust region mechanism [9, for details see for instance]parikh2014proximal. This surrogate loss is also a local upper bound of the targeted loss since, for well chosen \(\rho_\nu\) and \(\rho_\sigma\), the Lagrange multipliers associated with the trust region constraints are

\[
\begin{align*}
\frac{1}{2}\|X\beta + \tau^\ell - y\|^2 &\leq \frac{1}{2}\|X\beta^\ell + \tau^\ell - y\|^2 + (\beta - \beta^\ell)^T X^T(X\beta^\ell + \tau^\ell - y) + \frac{1}{2\rho_\nu} \|\beta - \beta^\ell\|^2 \\
\frac{1}{2}\|X\beta^{\ell+1} + \tau - y\|^2 &\leq \frac{1}{2}\|X\beta^{\ell+1} + \tau^\ell - y\|^2 + (\tau - \tau^\ell)^T (X\beta^{\ell+1} + \tau^\ell - y) + \frac{1}{2\rho_\sigma} \|\tau - \tau^\ell\|^2.
\end{align*}
\]

For each iteration, this method introduced by [BST14] and called the proximal alternating linearized minimization (PALM) algorithm, consists of minimizing the upper bounds as follows:

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p, \|\beta\|_0 \leq k_\nu} (\beta - \beta^\ell)^T X^T(X\beta^\ell + \tau^\ell - y) + \frac{1}{2\rho_\nu} \|\beta - \beta^\ell\|^2 \\
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n, \|\tau\|_0 \leq k_\sigma} (\tau - \tau^\ell)^T (X\beta^{\ell+1} + \tau^\ell - y) + \frac{1}{2\rho_\sigma} \|\tau - \tau^\ell\|^2.
\end{align*}
\]

That is, after some algebra,

\[
\begin{align*}
\beta^{\ell+1} &= \arg\min_{\beta \in \mathbb{R}^p, \|\beta\|_0 \leq k_\nu} \frac{1}{2} \|\beta - \beta^\ell + \rho_\nu X^T(X\beta^\ell + \tau^\ell - y)\|^2 \\
\tau^{\ell+1} &= \arg\min_{\tau \in \mathbb{R}^n, \|\tau\|_0 \leq k_\sigma} \frac{1}{2} \|\tau - \tau^\ell + \rho_\sigma (X\beta^{\ell+1} + \tau^\ell - y)\|^2.
\end{align*}
\]
These two minimization problems are of the same kind as Problem (4.8) and thus the sequence can be generated by using two $\ell_0$ projected gradient, that is:

$$
\begin{align*}
\beta^{\ell+1} &= P_{k_1}(\beta^\ell - \rho_\nu X'(X\beta^\ell + \tau^\ell - y)) \\
\tau^{\ell+1} &= P_{k_o}(\tau^\ell - \rho_o(X\beta^{\ell+1} + \tau^\ell - y)).
\end{align*}
$$

Algorithm 4.1 presents the pseudo code of the PALM algorithm.

**Algorithm 4.1 :** Proximal alternating linearized minimization (PALM) [BST14].

<table>
<thead>
<tr>
<th>Data : $X, y, \nu$ initialization $\beta, \tau = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result : $\beta, \tau$</td>
</tr>
<tr>
<td>set $\rho_\nu \leq \frac{1}{\sigma_M}$ and $\rho_o \leq 1$</td>
</tr>
<tr>
<td><strong>while</strong> it has not converged ($|\beta_{n+1} - \beta_n|_2 &gt; \varepsilon$) do</td>
</tr>
<tr>
<td>$d \leftarrow \beta - \rho_\nu X^T(X\beta + \tau - y)$</td>
</tr>
<tr>
<td>$\beta \leftarrow P_{k_1}(d)$</td>
</tr>
<tr>
<td>$\delta \leftarrow \tau - \rho_o(X\beta + \tau - y)$</td>
</tr>
<tr>
<td>$\tau \leftarrow P_{k_o}(\delta)$</td>
</tr>
</tbody>
</table>

This algorithm converges towards a local minima of Problem (4.4) since it fulfills the assumption needed for Theorem 3.1 in [BST14]. Indeed, the partial gradients $G_\beta(\beta) = X^T(X\beta + \tau - y)$ and $G_\tau(\tau) = (X\beta + \tau - y)$ are globally Lipschitz with module respectively $\frac{1}{\sigma_M}$ and 1, $\sigma_M$ being the largest singular value of $X$. Also, to prove the convergence, the stepsizes have to be chosen such that $\rho_\nu \leq \frac{1}{\sigma_M}$ and $\rho_o \leq 1$.

### 4.3.2 Discrete First Order Algorithm for Problem (4.5)

The main difference between Problems (4.4) and (4.5) is the presence of an $\ell_1$ penalty in the objective function of (4.5). Let

$$
F(\beta) = \frac{1}{2}\|X\beta + \tau - y\|_2^2 + \lambda\|\beta\|_1 \quad \text{s.t.} \quad \|\beta\|_0 \leq k_\nu,
$$

$$
= f(\beta) + \lambda\|\beta\|_1 \quad \text{s.t.} \quad \|\beta\|_0 \leq k_\nu.
$$

The gradient of $f(\beta)$ is Lipschitz and continuous with parameter $L_\nu$, in fact:

$$
\|\nabla f(\beta) - \nabla f(\bar{\beta})\|_2 \leq L_\nu\|\beta - \bar{\beta}\|_2 \quad \forall \beta, \bar{\beta} \in \mathbb{R}^p.
$$

whith $L_\nu = \sigma_{\max}^2(X)$, where $\sigma_{\max}(X)$ is the maximum singular value of $X$. Consequently, for $L \geq L_\nu$, we have the following upper bound to $f(\beta)$:

$$
f(\beta) \leq f(\bar{\beta}) + \langle \nabla f(\bar{\beta}), \beta - \bar{\beta} \rangle + \frac{L}{2}\|\beta - \bar{\beta}\|_2^2 := Q_L(\beta, \bar{\beta}) \quad \forall \beta, \bar{\beta} \in \mathbb{R}^p.
$$

Our goal is to minimize this upper bound, that is:

$$
\min_{\|\beta\|_0 \leq k_\nu} Q_L(\beta, \bar{\beta}) + \lambda\|\beta\|_1 \Leftrightarrow \min_{\|\beta\|_0 \leq k_\nu} \frac{L}{2}\|\beta - \bar{\beta} - \frac{1}{L}\nabla f(\bar{\beta})\|_2^2 + \lambda\|\beta\|_1.
$$

Dealing with the $\ell_1$ penalty term necessitates the use of the soft-thresholding operator, while dealing with the cardinality constraint requires using the hard-thresholding operator (the projection operator).

To solve our problem, we introduce a thresholding operator [MRD17] combining both ideas:

$$
S(u; k_\nu; \lambda) = \arg\min_{\|\beta\|_0 \leq k_\nu} \frac{1}{2}\|\beta - u\|_2^2 + \lambda\|\beta\|_1.
$$
This threshold operator has the form:

$$\beta_i = \begin{cases} 
\text{sign}(u_i) \max\{0, |u_i - \lambda|\} & i \in \{1, 2, \ldots, k_v\} \\
0 & \text{otherwise},
\end{cases}$$

where $(1), \ldots, (p)$ is a permutation of the indices $1, \ldots, p$.

Summing up all together, we obtain that the $\beta$ update is given by: By introducing the soft-thresholding operator, it can be shown that the $\beta-$ update is given by:

$$\beta \leftarrow \beta - \rho v X^\top (X\beta + \tau - y)$$
$$\beta \leftarrow \text{sign}(\beta) \max(0, |\beta| - \rho v \lambda)$$
$$\beta \leftarrow P_{k_v}(\beta).$$

Putting all that together leads to Algorithm 4.2.

**Algorithm 4.2**: Proximal alternating linearized minimization (PALM) for Problem (4.5).

**Data**: $X, y$ initialization $\beta, \tau = 0$

**Result**: $\beta, \tau$

set $\rho_v \leq \frac{1}{\sigma_m}$ and $\rho_o \leq 1$

**while** it has not converged ($||\beta_{n+1} - \beta_n||_2 > 10^{-6}$) **do**

$$d \leftarrow \beta - \rho_v X^\top (X\beta + \tau - y)$$
$$d \leftarrow \text{sign}(d) \max(0, |d| - \rho_v \lambda)$$
$$\beta \leftarrow P_{k_v}(d)$$
$$\delta \leftarrow \tau - \rho_o (X\beta + \tau - y)$$
$$\tau \leftarrow P_{k_o}(\delta)$$

**Note that this algorithm converges towards a local minima of Problem (4.5) since it fulfills the assumption needed for Theorem 3.1 in [BST14].**

In the rest of the paper, algorithm (4.1) will be denoted by PALM$_0$, while algorithm (4.2) will be denoted by PALM$_{0,1}$.

### 4.4 Experiments on Synthetic Data Sets

The aim of the experiments is to shed the light on the superior performance of Problem (4.5) over Problem (4.4), especially for low SNR values. We note that, Problem (5) will be denoted by L$_{0,1}$, Problem (4) will be denoted by L$_0$, Algorithm (4.2) will be denoted by PALM$_{0,1}$ and Algorithm (4.1) will be denoted by PALM$_0$.

#### 4.4.1 Setup

Given $n, p$ (problem dimensions), $s$ (sparsity level), beta-type (pattern of sparsity), $\rho$ (predictor auto-correlation level), and $\nu$ (SNR level) as in [HTT], the setup can be described as follows:

- We define coefficients $\beta_0 \in \mathbb{R}^p$ with a sparsity level $s = 5$ and with beta-type, as described below.
- We draw the rows of the matrix $X \in \mathbb{R}^{n \times p}$ from $N_p(0, \Sigma)$, where $\Sigma \in \mathbb{R}^{p \times p}$ has entry $(i, j)$ equal to $\rho^{|i-j|}$. We considered two values $\rho = 0.3$ and $\rho = 0.6$
- The columns of $X$ are standardized to have mean zero and unit $\ell_2$ norm.
4.4. Experiments on Synthetic Data Sets

— We then draw the vector \( y \in \mathbb{R}^n \) from \( N_n(X\beta_0, \sigma^2 I) \), with \( \sigma^2 = \beta_0^T \Sigma \beta_0 / \nu \). We considered three values of SNR 0.5, 1 and 3.

— The data set (\( X, y \)) is used as a training set. A validation set (\( X_t, y_t \)) is created in the same way as (\( X, y \)) with \( n_t = 1000 \).

— 5\% of outliers were added to the training data set by following a normal \( N(50, \sigma) \) instead of \( N(0, \sigma) \).

— In order to determine the values of \( k_v, M_v, k_o, M_o \) and \( \lambda \), we run the PALM algorithms for and pick the solution minimizing the error on the testing data, let \( \hat{\beta}_{\text{PALM}} \) denote this solution.

— \( M_v = (1 + \alpha) ||\beta_{\text{PALM}}||_{\infty} \), \( M_o = (1 + \alpha) ||\tau_{\text{PALM}}||_{\infty} \) with \( \alpha = 0.1 \), \( k_v \) and \( k_o \) are set as the number of nonzero elements in the solutions \( \beta_{\text{PALM}} \) and \( \tau_{\text{PALM}} \) respectively.

— We considered three configurations: the low setting with \( n = 10, p = 20 \), the medium setting \( n = 50, p = 100 \) and the high-dimensional setting \( n = 100, p = 1000 \).

**Coefficients:** We considered two settings for the coefficients \( \beta_0 \in \mathbb{R}^p \):

— beta-type 1: \( \beta_0 = (1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, \ldots, 0) \) \( p-10 \) times

— beta-type 2: \( \beta_0 \) has its first 5 components equal to 1, and the rest equal to 0;

### 4.4.2 Selecting Tuning Parameters

In order to compare Problem (4.4) (L\(_0\)), Problem (4.5) (L\(_{0,1}\)), Algorithm (4.1) (PALM\(_0\)) and Algorithm (4.2) (PALM\(_{0,1}\)), we considered two different experiments:

**Experiment 1:**

To shed the light on the influence of the \( \ell_1 \) penalty, we run both PALM algorithms (4.1) and (4.2) on the data set (\( X, y \)) for \( k_v \in \{2, 5, 10, 15\} \) and for \( k_o = 5\% \) that is the true percentage of outliers added to the data. In order to determine \( \lambda \), we run PALM algorithm (4.2) for 100 values of \( \lambda \) starting with \( \lambda_1 = ||X'y||_{\infty} \). \( \{\lambda_i\}_{i=1}^{100} \) is a geometrically spaced sequence with \( \lambda_{100} = 10^{-4} \lambda_1 \).

We pick the solutions \( \hat{\beta}_{\text{PALM}_{0,1}}(\lambda, k_v) \) and \( \hat{\beta}_{\text{PALM}_0}(k_v) \) with smallest error \( ||X_t\hat{\beta} - y_t||_2^2 \). These two solutions are used as warm starts for MIO formulations.

We report the prediction error defined by:

\[
\text{PE} = ||X\beta - X\beta_0||_2.
\]

The results have been averaged over ten different replications of data.

**Experiment 2 on Synthetic Data**

In this experiment, we want to mimic real word setting, \( k_v \) and \( k_o \) are not fixed anymore. To this end we take a 3D grid of tuning parameters. \( \{\lambda_i\}_{i=1}^{N} \) is a geometrically spaced sequence of 100 values, \( k_v \in \{1, \ldots, 15\} \) and \( k_o \in \{0, 0.025n, 0.05n\} \). \( \lambda_1 = ||X'y||_{\infty} \) and \( \lambda_N = 10^{-4} \lambda_1 \). We train Algorithm (4.2) on (\( X, y \)) and find \( \hat{\beta}(\lambda, k_v, k_o) \) with minimal error on (\( X_t, y_t \)). This solution \( \hat{\beta}(\lambda, k_v, k_o) \) is used as a warm start for the MIO formulation (4.5). The same is done for Problem (4.4) but without \( \lambda \).
Figure 4.1 – Experiment 1 showing the effect of the $\ell_1$ penalty.

Figure 4.2 – Experiment 2 $\beta$-type 2 simulations with $n = 100$ and $p = 20$. The top two rows display the results for $\rho = 0.3$ while the bottom two rows display the results for $\rho = 0.6$. Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.
Figure 4.3 – Experiment 2 β-type 2 simulations with $n = 50$ and $p = 100$. The top two rows display the results for $\rho = 0.3$ while the bottom two rows display the results for $\rho = 0.6$. Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.
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Figure 4.4 – Experiment 2 $\beta$-type 2 simulations with $n = 100$ and $p = 1000$. The top two rows display the results for $\rho = 0.3$ while the bottom two rows display the results for $\rho = 0.6$. Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.
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Figure 4.5 – Experiment 2 β-type 1 simulations with $n = 100$ and $p = 20$. The top two rows display the results for $\rho = 0.3$ while the bottom two rows display the results for $\rho = 0.6$. Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.


**Figure 4.6** – Experiment 2 β-type 1 simulations with \( n = 50 \) and \( p = 100 \). The top two rows display the results for \( \rho = 0.3 \) while the bottom two rows display the results for \( \rho = 0.6 \). Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.
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Experiment 2: β-type 1, $n=100$, $p=1000$, $\rho=0.3$

Experiment 2: β-type 1, $n=100$, $p=1000$, $\rho=0.6$

FIGURE 4.7 – Experiment 2 β-type 1 simulations with $n = 100$ and $p = 1000$. The top two rows display the results for $\rho = 0.3$ while the bottom two rows display the results for $\rho = 0.6$. Prediction error refers to the best predictive models obtained after tuning on separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three SNR values were considered.
4.4.3 Computational Time

The PALM\(_{0,1}\) estimator is tuned over 100 values of \(\lambda\), 15 values of \(k_v\) and 3 values of \(k_o\). We denote by \(\beta_{\text{PALM}_{0,1}}(\lambda, k_v, k_o)\) the 3D family of solutions obtained. For \(n = 100, p = 20\) it takes about 15 seconds to compute this family. For \(n = 50, p = 100\) computing the family takes about 1 minute. For \(n = 100, p = 1000\) about 10 minutes were needed to find this family. The threshold of the discrete first order algorithms is \(10^{-6}\). Once the family is obtained, the best solution \((\hat{\lambda}, \hat{k}_v, \hat{k}_o)\) on a separate validation set. This solution is used as a warm start for the MIO solver with a time limit of 1000 seconds which seemed to be enough to obtain a global solution for the majority of problems solved. However even if the optimal solution is not certified, a near optimal solution with a high quality is guaranteed. We report the two solutions obtained by the DFO algorithm and the MIO formulation and we denote them by PALM\(_{0,1}\) and L\(_{0,1}\) respectively. The same is done to obtain the solutions PALM\(_0\) and L\(_0\) representing the solutions obtained by Algorithm (4.1) and Problem (4.4).

4.4.4 Results

We explore the properties of our estimator numerically on synthetic datasets with varying values of \(n, p, \text{SNR}\) and correlations among the predictors. The experimental results are summarized below:

— In Figure (4.1), it is shown that as \(k_v\) gets greater than the true sparsity level, the prediction error of L\(_0\) decreases. However, the performance of L\(_{0,1}\) stay stable, which demonstrate the significant importance of using the \(\ell_1\) penalty term since in practice, if the PALM algorithms are used to tune the parameters by a k-fold cross validation, we remarked that they overestimate the sparsity level especially for low SNR values. Thus using this penalty term, will ensure avoiding the decrease of the performance for overestimated sparsity level \(s\).

— For \(n = 100, p = 20\) Figures (4.2) and (4.5) show that when SNR=0.5, PALM\(_{0,1}\) produces the best solution in terms of prediction error. L\(_{0,1}\) is close to PALM\(_{0,1}\) and both outperform L\(_0\) and PALM\(_0\). As the SNR value increases, the difference between the penalized problem and the L\(_0\) problem decreases until obtaining almost similar results for SNR=3. Furthermore, the poor performance of the L\(_0\) problem are noticed for low SNR values because of the overfitting effect. We also note that as \(\rho\) increases, the \(\ell_1\) penalty ensures obtaining better solutions.

In terms of sparsity, the L\(_0\) produced a little bit sparser solutions.

— For the medium setting \(n = 50\) and \(p = 100\), we can see that in Figures (4.3) and (4.6), the penalized problems L\(_{0,1}\) and PALM\(_{0,1}\) still perform better than L\(_0\) and PALM\(_0\) but now with a bigger difference.

— For the high dimensional setting \(n = 100\) and \(p = 1000\), same results are obtained but in this case PALM algorithms have an advantage over their corresponding MIO formulations. This may be explained by the fact the MIO formulations have a time limit of 1000 seconds.

In general, the \(\ell_1\) penalty term improved the \(\ell_0\) formulation for low SNR values, higher correlation \(\rho\) values and high dimensional settings. The added shrinkage fixes the overfitting behavior of L\(_0\). Finally, the good performance of of both PALM algorithms is clearly noticed.
4.5 Experiments on Real Data Sets

We compare the performance of all mentioned methods above on five real data sets from the UCI Machine Learning Repository presented in Table 4.1. We split each data set into three parts: the training set (40%), the validation set (40%) and the testing set (20%). The training set was used to train both proximal algorithms for a variety of combinations of input parameters. For each combination of parameters, the mean squared error on the validation set was calculated, and this was used to select the best combination of parameters for PALM\(^{0,1}\) and PALM\(^{0}\). Finally, all methods were trained by using these best parameters on the combined training and validation sets, before reporting the out-of-sample prediction error, defined below, on the testing set. We note that the columns of \(X\) were standardized to have zero means and unit \(\ell_2\)-norms and that the response vector \(y\) was standardized to have zero mean. All methods were trained, validated, and tested on the same random splits, and computational experiments were repeated ten times for each data set with different splits. For each data set and regression method, we report the average of the results and the standard deviation in parentheses for the raw data.

\[
\text{Prediction Error} : \text{PE} = \frac{1}{n_t} \|X_{\text{test}} \beta - y_{\text{test}}\|_2^2,
\]

where \(n_t\) represents the number of observations of \(X_{\text{test}}\). Results in Table (4.2) shed the light on the good performance of the proposed algorithm. In fact, over five data sets, the \(\ell_1\) regularized methods performs better than \(\ell_0\) methods on three data sets. However there is no big difference between results on all methods. This can be explained by the fact that for high SNR values these methods perform almost similarly and the \(\ell_1\) regularized problem fixes the overfitting problem of the \(\ell_0\) problems for low SNR values.

### 4.6 Conclusion

In this chapter, an \(\ell_1\) regularized method performing both feature selection and outliers detection in linear regression. The problem is formulated as a mixed integer optimization problem and warm started by a discrete first order algorithm. We present an empirical comparison between the \(\ell_0\) algorithms and their \(\ell_1\) cousins. Results on synthetic data sets show that the regularized problems overperformed the \(\ell_0\) methods for low SNR values.
values and as the SNR increases, these methods become almost similar. Furthermore, results on real data sets show that the proposed method produce high quality solutions. Based on the above we propose to use the proximal algorithm (4.2) in practical use if we are not interested in obtaining the global solution, since it performs well for both high and low SNR values in a short time and it can be used for high dimensional problems.
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5.1 Introduction

Data classification sets the basic steps for anticipating corresponding labels of new points on the basis of a pre-defined set of labeled training points specially in the domain of machine learning and statistics. It is considered to be one of the supervised learning problems and it is applied in various domains such as document classification, handwriting recognition, internet search engines, etc. Instance-based learning methods, neural networks, decision trees, support vector machines (SVM) and many other methods have been developed to deal with data classification problems.

The Support Vector Machines often translated by the name of Large Margin Separator (SVM) are a class of learning algorithms initially defined for discrimination, i.e. the prediction of a binary qualitative variable. In the case of the discrimination of a dichotomous variable, they are based on the search for the optimal margin hyperplane which, when it is possible, correctly classifies or separates the data while being as far away as possible from all observations. The principle is therefore to find a classifier, or a discrimination function, whose generalization capability (forecasting quality) is as high as possible.

This approach stems directly from Vapnik's work in learning theory from 1995 onwards [CV95]. It focused on the generalization (or prediction) properties of a model by controlling its complexity. The principle founder of SVMs is precisely to include in the estimation the control of the complexity, i.e. the number of parameters which is associated in this case with the number of support vectors. Vapnik's other guiding idea in this development is to avoid substituting the original objective of discrimination with a or
problems that are ultimately more complex to solve, such as e.g. the non-parametric estimation of the density of a multidimensional law in discriminant analysis.

The basic principle of SVMs is to reduce the problem of discrimination to the linear problem of finding an optimal hyperplane. Two ideas or tricks to achieve this goal:

— The first one consists in defining the hyperplane as the solution of a constrained optimization problem whose objective function is expressed only by scalar products between vectors and in which the number of "active" constraints or support vectors controls the complexity of the model.

— The search for non-linear separating surfaces is obtained by introducing a kernel function in the scalar product implicitly inducing a non-linear transformation of the data to a larger feature space. Hence the commonly encountered name kernel machine. On the theoretical level, the kernel function defines a Hilbertian space, called self-replicating and isometric by the nonlinear transformation of the initial space and in which the linear problem is solved.

This tool is becoming widely used in many types of applications and proves to be a serious competitor of the most efficient algorithms. The introduction of kernels, specifically adapted to a given problem, gives it a great flexibility to adapt to very diverse situations (pattern recognition, genomic sequence recognition, etc.), of characters, spam detection, diagnostics...). Note that, on the algorithmic level, these algorithms are more penalized by the number of observations, i.e. the number of potential support vectors, than by the number of variables. Nevertheless, high-performance versions of the algorithms enable to take into account large databases in times of acceptable calculations.

5.2 Linear Support Vector Machines

A discrimination problem is said to be linearly separable when there is a linear decision function (also called a linear separator), of the form \( f(x) = \text{sign}(h(x)) \) with \( h(x) = w^T x + b, \quad w \in \mathbb{R}^P, \quad b \in \mathbb{R} \), correctly classifying all observations in the learning set \( (f(x_i) = y_i, \quad i = 1, \ldots, n) \). To any decision function and thus to linear decision functions we can associate a decision boundary:

\[
\Delta(W,b) = \{x \in \mathbb{R}^P | w^T x + b = 0 \}.
\]

5.2.1 Basics: Hyperplane, Margin and Support Vectors

For two given classes, the goal of SVM is to find a classifier that will separate the data and maximize the distance between these two classes. With SVM, this classifier is linear and called hyperplane. The nearest points, which alone are used for determining the hyperplane, are called support vectors. There are many hyperplanes that separate the two classes of examples. The principle of the SVM is to choose the one that will maximize the minimum distance between the hyperplane and the training examples (i.e. the distance between the hyperplane and the support vectors), this distance is called the margin. Intuitively, having a wider margin provides more security when classifying a new example. Moreover, if we find the classifier that behaves best with respect to the learning data, it is clear that it will also be the one that will best classify the new examples.
5.2.2 SVM for Binary Classification

The generic problem of binary classification starts with an input domain $E \subseteq \mathbb{R}^p$ to represent the values of the explanatory variables and a class domain $Y = \{-1, 1\}$ to act as labels. Let $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ be a data set. Assuming linear separability, the goal in binary classification is to use the data to estimate the $p$-dimensional vector $W = (w_1, \ldots, w_p)^T$ and the constant $b$, so that the hyperplane

$$H(w, b) = \{x : w^T x + b = 0\},$$

separates the observations $x_i$ into their class labels $-1$ and $+1$. Mathematically, the goal is to find a function $f : E \rightarrow \{-1, 1\}$ so that:

$$\text{class}(x_i) = f(x_i) = \text{sign}(w^T x_i + b) = \begin{cases} +1 & w^T x_i + b \geq 0 \\ -1 & w^T x_i + b < 0. \end{cases}$$

The natural way to quantify the performance of a classifier is using the 0-1 loss function: if the true class of $x$ is $y$ and the classifier delivers $f(x)$, the loss incurred, or the misclassification error, is

$$\ell(y, f(x)) = I(f(x) \neq y),$$

(5.1)

which is 0 if the classifier is correct and 1 otherwise, hence the name. However this loss function is non convex and non differentiable. To this end the hinge-loss, which is a convex surrogate for the 0-1 loss, was used.

**Hard SVM**

Maximizing the margin between two parallel hyperplanes that separate the two classes of data is called the Hard-SVM. Given $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, with $x_i \in \mathbb{R}^p$ and $y_i \in \{-1, 1\}$, the margin maximization principle applied to linear classifiers consists of finding the function $h(x) = w^T x + b$ that achieves [CFZ09]:

$$\max_{w, b} \left( \min_{i, y_i=+1} \frac{|w^T x_i + b|}{||w||} + \min_{i, y_i=-1} \frac{|w^T x_i + b|}{||w||} \right)$$

subject to $y_i (w^T x_i + b) \geq 1, \quad i = 1, \ldots, n$.

This optimization problem does not have a unique solution: if $w$ and $b$ are solutions, then for any constant $k \geq 1$, $k w$ and $k b$ are also solutions. Indeed, when $||k w|| \geq ||w||$, the boundaries of the classes move closer to the hyperplane $H(w, b)$, contrary to the goal of large margins. It would be nice to have a unique solution that makes $w$ and $b$ as small as possible. To do this, one seeks the smallest $k \in (0, 1]$ such that $k w$ and $k b$ remain solutions to the constrained optimization problem. Since small values of $k$ pushes the boundaries of the classes away from the separating hyperplane, the constraint $y_i (w^T x_i + b) \geq 1$ must be enforced. So, solutions are characterized by the fact that at least one pair $(x_i, y_i)$ exists such that $y_i (w^T x_i + b) = 1$ holds for each of the two classes. This means that it is enough for the points to be correctly classified; how far within its class a point is does not matter. Now, since $y_i = \pm 1$, an optimal solution to the minimization of the distance is characterized by $w^T x_i^* + b = +1$ for some points $x_i^*$ with $y_i^* = +1$ and $w^T x_i^* + b = -1$ for some other points $x_i^*$ with $y_i^* = -1$. In this context, for given $w$ and $b$, the canonical hyperplane for points of class $+1$ is defined by:

$$H_{+1}(w, b) = \{x : w^T x + b = +1, \text{ for } y = +1\},$$
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and the canonical hyperplane for points of class $-1$ is defined by:

$$H_{-1}(w, b) = \{ x : w^T x + b = -1, \text{ for } y = -1 \}.$$ 

Using the results above, it can be shown that the margin is given by: $M = \frac{2}{||w||}$. Now the optimization problem can be written as:

$$\max_{w, b} \frac{2}{||w||} \quad \text{s.t.} \quad y_i (w^T x + b) \geq 1, \quad i = 1, \ldots, n$$

The classical formulation of the SVM is obtained by minimizing $\frac{||w||^2}{2}$ instead of maximizing $\frac{2}{||w||}$. This is equivalent to minimizing $\frac{||w||^2}{2}$. Then the obtained optimization problem can be written as:

$$\min_{w, b} \frac{||w||^2}{2} \quad \text{s.t.} \quad y_i (w^T x + b) \geq 1, \quad i = 1, \ldots, n$$

This problem is a constrained quadratic optimization problem of the form:

$$\min_{w, b} \frac{1}{2} z^T A z - d^T z \quad \text{s.t.} \quad B z \leq e,$$

where $z = (w, b)^T \in \mathbb{R}^{p+1}$, $d = (0, \ldots, 0)^T \in \mathbb{R}^{p+1}$, $A = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$, with $I$ the identity matrix of $\mathbb{R}^P$, $B = -[\text{diag}(y) X, y]$, $e = -(1, \ldots, 1)^T \in \mathbb{R}^n$, $y \in \mathbb{R}^n$ and $X$ is the observations $n \times p$ matrix. This problem is convex since the matrix $A$ is semidefinite positive. It therefore admits a single solution (which exists since the problem is linearly separable by hypothesis) and the necessary conditions of first-order optimality are also sufficient. This (so-called primal) problem admits an equivalent dual formulation which is also a quadratic program. Solving the SVM problem on linearly separable data can be done directly (from the primal formulation) for example by using a Gauss-Seidel stochastic method, an active set method, an inner point algorithm, a Newton’s algorithm with confidence region or a conjugated gradient type. However, it is interesting to go through the dual formation of this problem:

— The dual problem is a quadratic program of size $n$ (equal to the number of observations) which may be easier to solve than the primal problem,
— the dual formulation reveals the Gram matrix $XX^T$ which allows in the general (non-linear) case to introduce non-linearity through cores.

In order to explain the necessary conditions of optimality of the first order it is classical when dealing with an optimization problem under constraints to explain its Lagrangian. In the case of SVM it is written:

$$\mathcal{L}(w, b, \alpha) = \frac{1}{2} ||w||^2 + \sum_{i=1}^{n} \alpha_i (y_i (w^T x_i + b) - 1),$$

where $\alpha_i \geq 0$ are the Lagrange multipliers associated with the constraints. The optimality conditions of Karush, Kuhn and Tucker (KKT) of the quadratic program associated with
SVM allow to characterize the solution of the primal problem \((w^*, b^*)\) and the associated Lagrange multipliers \(\alpha\) by the following system of equations:

\[
\begin{align*}
\delta L_w &= 0 \\
\delta L_b &= 0 \\
(y_i(w^T x_i + b) - 1) &\geq 0 \\
\alpha_i &\geq 0 \\
\alpha_i(y_i(w^T x_i + b) - 1) &= 0,
\end{align*}
\]

which leads to:

\[
\begin{align*}
w - \sum_i \alpha_i y_i x_i &= 0 \\
\sum_i \alpha_i y_i &= 0 \\
(y_i(w^T x_i + b) - 1) &\geq 0 \\
\alpha_i &\geq 0 \\
\alpha_i(y_i(w^T x_i + b) - 1) &= 0,
\end{align*}
\]

5.3 Robust and Sparse Support Vector Machines

In support vector machine (SVM) classification, the natural way to quantify the performance of a classifier is via the 0-1 loss. This loss is non-convex and considered to be NP-hard. To this end, the hinge loss, which is convex, was introduced for the first time with [CV95]. Since then, it has become one of the most popular classifiers. An important reason behind the popularity of SVM is its significant empirical success in various applications such as data mining, engineering and bio-informatics [Lee10].

Considering training examples \(x_i \in \mathbb{R}^p\) with their respective labels \(y_i \in \{-1, 1\}, \quad i = 1, \ldots, n\). The main goal of SVM is to find a hyperplane (classifier) by introducing hard margins for separable data and soft margins for linearly non-separable data, the purpose of which is to separate data as far as possible from the hyperplane. A decision hyperplane can be defined by an intercept term \(b\) and a decision hyperplane normal vector \(w\) which is perpendicular to the hyperplane. This vector is commonly referred to, in the machine learning, literature as the weight vector. To choose among all the hyperplanes that are perpendicular to the normal vector, we specify the intercept term \(b\). Because the hyperplane is perpendicular to the normal vector, all points \(x\) on the hyperplane satisfy \(w^T x + b = 0\). Let the margin be defined as the distance from the hyperplane to the closest point across both classes. It can be shown that the width of the margin is equal to \(\frac{2}{\|w\|_2}\), thus maximizing this width is equivalent to minimizing the norm \(\|w\|_2\) (or \(\frac{1}{2}\|w\|_2^2\)). To obtain the optimal hyperplane, one should solve the following optimization problem:

\[
\begin{align*}
\min_{w, \xi} \quad & \frac{1}{2}\|w\|_2^2 + C \sum_{i=1}^n \xi_i \\
\text{s.t.} \quad & y_i(w^T x_i + b) \geq 1 - \xi_i, \quad i = 1 \ldots n \\
& \xi_i \geq 0, \quad i = 1 \ldots n.
\end{align*}
\]

where \(\xi\) is a slack variable and \(C\) is a parameter controlling the trade-off between a large margin and a less constrained violation. The dual problem can be formulated through the
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use of Lagrange multipliers:

\[
\begin{align*}
\max_\alpha & \quad C \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j x_i^T x_j \\
\text{s.t} & \quad 0 \leq \alpha_i \leq C \quad i = 1, \ldots, n \\
& \quad \sum_{i=1}^{n} \alpha_i y_i = 0.
\end{align*}
\]

Both the primal and dual are convex quadratic optimization problems. Because the dual problem has fewer decision variables, and the majority of these variables tend to be equal to zero, it is typically the problem solved in practice [FHT01]. While algorithmic advances in integer optimization combined with hardware improvements have resulted in an astonishing 200 billion factor speedup in solving Mixed Integer Optimization (MIO) problems [BKM16], this rapid development of MIO enabled [TLX+14] to reformulate the 0-1 loss classification problem as a mixed integer optimization problem and use it to solve small-scale classification problems.

In addition to all benefits listed above, SVM suffers from the existence of outliers and the existence of irrelevant features (especially for high dimensional data sets). Indeed, in the past three decades, the dimensionality of the data involved in machine learning and data mining tasks has increased explosively. Data with extremely high dimensionality has presented serious challenges to existing learning methods [FHT01, LM07]. With the presence of a large number of features, a learning model tends to overfit, resulting in their performance degenerates. Feature selection for SVM has been widely studied. For example, [WMC+01] introduced an algorithm based upon finding the features which minimize bounds on the leave-one-out error. The search can be efficiently performed via gradient descent. [FCS03] proposed an approach that takes existing theoretical bounds on the generalization error for SVMs instead of performing cross-validation. This is computationally faster than k-fold cross-validation. Additionally, in general, the error bounds have a higher bias than cross-validation in practical situations they often have a lower variance and can thus reduce the overfitting of the wrapper algorithm. A convex energy-based framework to jointly perform feature selection and SVM parameter learning for linear and non-linear kernels was proposed by [NDlT10]. They also showed the equivalence between their approach and the \( \ell_1 \) SVM. In a recent work, [LEP19] developed an efficient method for sparse support vector machines with \( \ell_0 \) norm approximation. The proposed method approximates the \( \ell_0 \) minimization through solving a series of \( \ell_2 \) optimization problems, which can be formulated with dual variables.

Furthermore, in practical applications, training samples are often contaminated by noise and some even have wrong labels [FV13]. These are usually known as outliers. In order to mitigate the effects of outliers, different approaches have been proposed to improve the robustness of SVM. [SHX02] suggested to use the distance between each training sample and its class center to calculate an adaptive margin so as to reduce the influence of outliers. Weighted SVM (WSVM) or fuzzy SVM was also proposed to deal with outliers [WL13, LW02, BP10]. In WSVM, different weights are assigned to different training samples which can show their importance in the training data set. Several weight functions have been proposed [WL13, LW02, BP10]. [DX15] presented a novel combinatorial technique, which was called random gradient descent (RGD) tree, to identify and remove outliers in SVM and developed a new algorithm called RGD-SVM. [XCHP17] proposed the re-scaled hinge loss which is a monotonic, bounded and non-convex loss. Introducing a Ramp Loss function into one-class SVM optimization to reduce outliers influence was
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suggested by [XWX17]. Then the outliers are identified and removed from the training set. The final classification surface is obtained on the remaining training samples. [YD19] introduced a new robust loss function (called \(L^q\) loss) based on the concept of quantile and correntropy, which can be seen as an improved version of quantile loss function. To deal with label outliers, [BDPZ18] introduced a variable \(\Delta y_i \in \{0, 1\}\) where 1 indicates that the label was incorrect and has in fact been flipped, and 0 indicates that the label was correct. They also introduced a variable \(\Delta x\) to deal with uncertainty of features. They proposed the use of mixed integer optimization problems to solve the obtained problem. However, the algorithm is not sparse.

To obtain a sparse and robust least squares support vector machines (SR-LSSVM), [CZ18] proposed the SR-LSSVM algorithm to obtain a sparse solution of the robust least squares SVM (R-LSSVM) [WZ14, YTH14] by applying a low-rank approximation of the kernel matrix.

**Contributions:**

In this chapter, we address the problem of both feature selection and outlier detection using the \(\ell_0\) norm. We summarize our contributions in this paper below:

— We present an approach jointly performing feature selection and outlier detection for SVM classification;

— We propose to recast the presented problem as a mixed integer optimization problem which allows the use of efficient solvers (Gurobi) to solve it. Note that the suboptimality of the obtained solution is guaranteed even if we terminate the algorithm early;

— We present computational results on both real and synthetic datasets and compare the proposed approach with the classical 0-1 loss and hinge loss classification problems. The results show that the proposed approach provides high quality solutions.

### 5.3.1 Linear Binary Classification

We have \(n\) training points, where each input \(x_i\) has \(p\) attributes and is in one of two classes \(y_i \in \{-1, 1\}\). Under linear assumption, the classification function can be expressed as \(f(x, w) = w^T x + b\). The goal is to predict the target class \(\hat{y} \in \{-1, 1\}\) which is defined by:

\[
\hat{y}_i = \begin{cases} 
1 & f(x_i, w) \geq 0 \\
-1 & f(x_i, w) < 0 
\end{cases}.
\]

(5.3)

The natural way to quantify the performance of a classifier is using the 0-1 loss function: for a given instance \(x\) and a true binary label \(y \in \{-1, 1\}\), we incur a loss of \(1 \text{ if } \text{sign}(yf) < 0\), and 0 otherwise, that is:

\[
\mathbb{1}_{[y \neq \text{sign}(f(x, w))]} = \begin{cases} 
1 & \text{if } y \neq \text{sign}(f(x, w)) \\
0 & \text{otherwise} 
\end{cases}.
\]

(5.4)

where \(\mathbb{1}_A\) denotes the indicator function of set \(A\).

The 0-1 loss classification problem can be written as

\[
\min \sum_{i=1}^{n} \mathbb{1}_{[y_i \neq \text{sign}(f(x_i, w))]}.
\]

(5.5)
Problem (5.5) is non-convex, to this end it has been replaced by a convex surrogate such as the hinge loss. However, advances in integer optimization resulted in an impressive speedup in solving mixed integer optimization problems (MIO). To this end, [TLX+14] proposed to recast the problem of 0-1 loss classification (5.5) as a mixed integer optimization problem, that is:

$$\min_{l} \sum_{i=1}^{n} l_i$$
$$\text{s.t.} \quad y_i(w^T x_i + b) \geq 1 - M l_i$$
$$l \in \{0, 1\}^n.$$  \hspace{1cm} (5.6)

where $M$ is a sufficiently large constant. Since this formulation suffers from infinite number of optimal solutions and it lacks from the generalization ability, [TLX+14] proposed a maximum margin 0-1 loss classifier defined as follows:

$$\min_{l} \sum_{i=1}^{n} l_i + C w^T w$$
$$\text{s.t.} \quad y_i(w^T x_i + b) \geq 1 - M l_i$$
$$l \in \{0, 1\}^n$$  \hspace{1cm} (5.7)

where $C$ is a positive parameter, and showed the efficiency of this approach for small-scale classification problems.

**Introducing Binary Variables**

Variable selection involves the $\ell_0$ norm function to count the number of useful variables. This counting function can be represented by introducing $p$ binary variables $z_j \in \{0, 1\}$ such that

$$\|w\|_0 = \sum_{j=1}^{p} z_j \quad \text{and} \quad z_j = 0 \Leftrightarrow w_j = 0.$$  

Different approaches can be used to force $z_j = 0 \Leftrightarrow w_j = 0$ into an optimization problem, such as:

1. Replace $w_j$ by $z_j w_j$ for $j = 1, \ldots, p$,
2. Set $|w_j|(1 - z_j) = 0$ for $j = 1, \ldots, p$ or $\sum_{j=1}^{p} |w_j|(1 - z_j) = 0$,
3. Use a big-M constraint, $|w_j| \leq M v z_j$ for $j = 1, \ldots, p$ and for some fixed constant $M_v$ large enough (such as $M_v \geq \max_j |w^*_j|$, $w^*_j$ being the solution of the optimization problem),
4. Treat $z_j = 0 \Leftrightarrow w_j = 0$ as logical implications (also called indicator constraints or special ordered set SOS-1). Note that this kind of logical implication can be efficiently handled in a branch-and-bound procedure for MIO problems.
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We now discuss and give a short overview of the advantages and drawbacks of each approach. The two first approaches involve nonlinear interaction terms between binary and continuous variables. Their interest lies in the possibility of obtaining interesting continuous relaxations. The main advantage of the big M method (approach 3) is that it brings only linear inequality constraints but the value of the M term needs to be chosen carefully since it shows a great deal of practical influence on the solver performance. Logical implications (approach 4) have the advantage of avoiding these types of problems, as they do not rely on a separate constant value. However, they tend to have weaker relaxations, a condition which may lead to longer solve times in a model. In this paper we will use the third approach for our implementation.

Our Approach

To deal with the problem of outlier detection, we propose to add a variable $\tau$ so that Problem (5.2) becomes:

$$
\begin{aligned}
\min_{w, \xi, \tau} & \quad \frac{1}{2} \|w\|_2^2 + C \sum_{i=1}^{n} |\xi_i - \tau_i| \\
\text{s.t.} & \quad y_i (w^T x + b) \geq 1 - \xi_i \quad i = 1 \ldots n \\
& \quad \|w\|_0 \leq k_v \\
& \quad \|\tau\|_0 \leq k_o \\
& \quad \xi_i \geq 0 \quad i = 1 \ldots n.
\end{aligned}
$$

(5.8)

where the $\ell_0$ norm of a vector $w$ counts the number of nonzeros in $w$. We note that in Problem (5.8), $\tau(i) \neq 0$ means that the observation "i" is an outlier.

A MIP Formulation

To solve (5.8) exactly, we recast it as a mixed integer optimization problem. Two binary variables $z$ and $t$ are introduced to control the sparsity levels for $w$ and $\tau$ respectively. The
MIP formulation of (5.8) is as follows:

\[
\min_{w, \xi, \tau, t, z, b} \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} |\xi_i - \tau_i|
\]

s.t.
\[
\begin{align*}
\sum_{j=1}^{p} z_j &\leq k_v \\
|w_j| &\leq z_j M_v & j = 1 \ldots p \\
\sum_{i=1}^{n} t_i &\leq k_o \\
|\tau_i| &\leq t_i M_o & i = 1 \ldots n \\
y_i(w^*x_i + b) &\geq 1 - \xi_i & i = 1 \ldots n \\
\xi_i &\geq 0 & i = 1 \ldots n \\
|\xi_i - \tau_i| &\leq \alpha_i^+ + \alpha_i^- & i = 1 \ldots n \\
\alpha_i^+ &\geq 0 & i = 1 \ldots n \\
\alpha_i^- &\geq 0 & i = 1 \ldots n 
\end{align*}
\]

(5.9)

where \(w \in \mathbb{R}^p, \tau, \xi \in \mathbb{R}^n, t \in \{0,1\}^n, z \in \{0,1\}^p\) and \(b \in \mathbb{R}\).

When \(k_v = 0\) and \(k_o = 0\), no feature selection nor outlier detection are performed, the resulting problem is the classical hinge loss classification problem. In the above formula, \(M_v\) and \(M_o\) are two big values.

**Solving the Problem Using Gurobi**

To overcome the absolute value in the objective function, we introduce two new variables \(\alpha^+\) and \(\alpha^-\), such that \(\xi_i - \tau_i = \alpha_i^+ - \alpha_i^-\), and \(|\xi_i - \tau_i| = \alpha_i^+ + \alpha_i^-\), where \(\alpha_i^+, \alpha_i^- \geq 0\) for \(i = 1 \ldots n\). Then the new obtained problem is as follows:

\[
\min_{w, \xi, \tau, t, z, b} \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} (\alpha_i^+ + \alpha_i^-)
\]

s.t.
\[
\begin{align*}
\sum_{j=1}^{p} z_j &\leq k_v \\
|w_j| &\leq z_j M_v & j = 1 \ldots p \\
\sum_{i=1}^{n} t_i &\leq k_o \\
|\tau_i| &\leq t_i M_o & i = 1 \ldots n \\
y_i(w^*x_i + b) &\geq 1 - \xi_i & i = 1, \ldots, n \\
\alpha_i^+ &\geq 0 & i = 1 \ldots n \\
\alpha_i^- &\geq 0 & i = 1 \ldots n 
\end{align*}
\]

(5.10)

where \(w \in \mathbb{R}^p, \tau, \xi, \alpha^+, \alpha^- \in \mathbb{R}^n, t \in \{0,1\}^n, z \in \{0,1\}^p\) and \(b \in \mathbb{R}\).

**Computational Cost**

In Figure 5.3, the left panel shows the evolution of upper and lower bounds with time when \(k_v = p\), while the right panel shows this evolution when \(k_v = 0.8p\). By comparing the left and the right panels, we can see that the computational time increased from 1200 seconds to 1800 seconds (top panel) and from 4 seconds to 8 seconds (bottom panel). This means that the value of \(k_v\) has an influence on the computational cost.

Similarly, the top panel shows the evolution of upper and lower bounds with time when \(k_o = 5\%\), while the bottom panel shows this evolution when \(k_o = 2.5\%\). A simple comparison between the top and the bottom panels sheds the light on how much increasing
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![Graphs showing evolution of upper and lower bounds with time for different values of $k_o$ and $k_v$.]

Figure 5.3 – The evolution of the MIO for the breast cancer prognostic data set with $n = 194$ and $p = 33$. The top panel shows the evolution of upper and lower bounds with time when $k_o = 5\%$, while the bottom panel shows the evolution of upper and lower bounds with time when $k_o = 2.5\%$. The left panel shows the evolution of upper and lower bounds with time when $k_v = p$, while the right panel shows the evolution of upper and lower bounds with time when $k_v = 0.8p$. For all panels, $C = 1$.

the value of $k_o$ (percentage of outliers to detect) will increase the time needed to certify optimality. Indeed, decreasing $k_o$ from 5\% to 2.5\% resulted a significant decrease of the computational cost, that is from 1200 seconds to only 4 seconds, and from 1800 seconds to only 8 seconds.

We note that optimal solutions are found in a few seconds in the top panel examples, but it takes 20-30 minutes to certify optimality via the lower bounds. We also note that the computational time depends on the value of $C$ and the big-M values.

5.3.2 Experiments on synthetic data sets

To report the robustness of the proposed approach, we evaluated its performance on synthetically generated data sets. In these experiments, we run the classical hinge-loss classifier and the MIP approach to recover the separating hyperplane classifier.

Experimental setup

The experiment uses data in $\mathbb{R}^2$. The data are generated synthetically as follows:

1. Twenty-five points are generated as multivariate random normal, $N(3.5e,I)$ where $e$ is the vector of ones and $I$ is the identity matrix. These points are given the label $+1$.
2. Twenty-five points are generated as multivariate random normal, $N(-3.5e,I)$. These points are given the label $-1$.
3. Ten outlier points are introduced as multivariate random normal $N(0,3I)$, where 0 is the vector of zeros. The labels are randomly generated as either $-1$ or $+1$. 
We split the data 75% / 25% into training and validation sets, which we used to tune the parameters for both methods. To create the test set, we generated 1000 points in the same way as items 1 and 2 above.

An example of a data set generated according to this procedure is shown in Figure 5.4. By the symmetry of this data generation process, we can see that the true hyperplane separating the two clusters of points is given by $e^T x = 0$. The goal of the experiment is to show how closely the two methods can recover the truth in the data. We are interested in the following two measures:

— Accuracy: We measure and evaluate the out-of-sample accuracy of the trained classifiers on the test set, defined by:

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN},$$

where TP and TN represent the quantity of correct positive and correct negative samples, respectively; FN and FP respectively represent the number of misclassification negative and positive samples. The higher the values of the Accuracy, the better the model is.

— Similarity: To evaluate the ability of each method to recover the truth in the data, we measure the cosine of the angle between the separating hyperplane generated by the methods and the true hyperplane.

We recall that the cosine of the angle $\alpha$ between two vectors $u$ and $v$ is given by:

$$\cos(\alpha) = \frac{u \cdot v}{||u|| \times ||v||}.$$ 

**Results**

This experiment was repeated 1000 times. We present the means of the two measures for each method in Table 5.1. The results show that the MIP approach improved the per-
formance of classification. In fact, the accuracy increased by about 1% and that it recov-
ered the truth better than the classical hinge loss classifier (cosine value closer to 1 means
smaller angle between hyperplanes and thus better recovery).

5.3.3 Experiments on real data sets

To evaluate the effectiveness of the proposed method, we carry out numerical simu-
lations on twelve real-world data sets. All experiments are implemented using MATLAB-
Gurobi interface. The experiment environment is: PC with Intel Core i7 4700MQ (2.40
GHz) with 8 GB memory. We note that for each problem instance, we used a time limit of
15 minutes for Gurobi to optimize the classification problem.
We recall that to obtain: the hinge-loss classification problem solution we solved Problem
(5.2), the 0-1 loss problem solution we solved Problem (5.7). The solution of the MIP ap-
proach was found by solving Problem (5.8).

Experimental Setup

To evaluate the performance of the proposed approach, we considered two scenarios:
1. In the first scenario, 10% of the training and validation sets labels were randomly
flipped. The aim is to study the robustness of the mixed integer programming ap-
proach.
2. In the second scenario, we wanted to mimic real-world setting, hence data sets were
not modified.
For both scenarios, each data set was normalized using the min-max scaling and was split
into three parts: the training set (60%), the validation set (20%), and the testing set (20%).
The training set was used to train each classifier for a variety of combinations of input
parameters. For each combination of parameters, the accuracy on the validation set was
calculated, and this was used to select the best combination of parameters for each clas-
sifier. Finally, the classifier was trained by using these best parameters on the combined
training and validation sets, before reporting the out-of-sample accuracy on the testing
set. All methods were trained, validated, and tested on the same random splits, and com-
cputational experiments were repeated five times for each data set with different splits. For
each data set and classification method, we report the average out-of-sample accuracy
across all five splits. C was chosen from the set $[10^{-4}, 10^{-3}, \ldots, 10^4]$, $k_V$ was set to $k_V = p$
for the first scenario, and chosen from the set $[p, 0.8p, 0.6p]$ for the second scenario that
is no feature selection was performed, 80% and 60% of features are selected respectively.
$k_o$ was chosen from the set $[0.025n, 0.05n, 0.1n]$ that is 2.5%, 5% and 10% of outliers to be
detected respectively.

5.3.4 Results

Tables 5.2 and 5.3 present the means of the accuracy for each method. The robustness
of the proposed approach is shown in Table 5.2. In fact, it had a superior performance on
9 data sets, and a tie for one data set, when 10% of labels were flipped. An important re-
mark is that no variable selection was performed during this scenario so the comparison
between the MIP approach and the hinge-loss classification is based only on the robust-
ness of the MIP approach. This side by side comparison sheds the light on the significant
improvement obtained with the MIP approach.
The second scenario is closer to the real world setting. The data sets are taken without
### Table 5.2 – Out of sample accuracy averaged across five seeds for each classification method on all data sets. (first scenario).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n</th>
<th>p</th>
<th>Hinge loss</th>
<th>0-1 loss</th>
<th>MIP approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrythmia</td>
<td>68</td>
<td>280</td>
<td>52.31</td>
<td>64.62</td>
<td>64.62</td>
</tr>
<tr>
<td>Breast Cancer Coimbra</td>
<td>116</td>
<td>9</td>
<td>65.22</td>
<td>60.87</td>
<td>72.17</td>
</tr>
<tr>
<td>Breast Cancer Prognostic</td>
<td>194</td>
<td>33</td>
<td>63.16</td>
<td>78.42</td>
<td>84.74</td>
</tr>
<tr>
<td>Connections Bench Sonar</td>
<td>208</td>
<td>60</td>
<td>65.17</td>
<td>72.20</td>
<td>75.61</td>
</tr>
<tr>
<td>Fertility</td>
<td>100</td>
<td>9</td>
<td>64.00</td>
<td>78.00</td>
<td>86.00</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>33</td>
<td>63.71</td>
<td>84.86</td>
<td>85.43</td>
</tr>
<tr>
<td>Monks-1</td>
<td>124</td>
<td>6</td>
<td>65.83</td>
<td>72.50</td>
<td>71.67</td>
</tr>
<tr>
<td>Monks-2</td>
<td>169</td>
<td>6</td>
<td>65.45</td>
<td>63.03</td>
<td>60.51</td>
</tr>
<tr>
<td>Monks-3</td>
<td>122</td>
<td>6</td>
<td>82.50</td>
<td>77.21</td>
<td>83.33</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>56.60</td>
<td>68.37</td>
<td>76.73</td>
</tr>
<tr>
<td>Spect Heart</td>
<td>80</td>
<td>22</td>
<td>65.00</td>
<td>72.50</td>
<td>75.92</td>
</tr>
<tr>
<td>Spectf Heart</td>
<td>80</td>
<td>44</td>
<td>78.75</td>
<td>79.25</td>
<td>81.25</td>
</tr>
</tbody>
</table>

### Table 5.3 – Out of sample accuracy averaged across five seeds for each classification method on all data sets. (second scenario).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n</th>
<th>p</th>
<th>Hinge loss</th>
<th>0-1 loss</th>
<th>MIP approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrythmia</td>
<td>68</td>
<td>280</td>
<td>70.76</td>
<td>69.23</td>
<td>81.53</td>
</tr>
<tr>
<td>Breast Cancer Coimbra</td>
<td>116</td>
<td>9</td>
<td>73.04</td>
<td>70.43</td>
<td>70.43</td>
</tr>
<tr>
<td>Breast Cancer Prognostic</td>
<td>194</td>
<td>33</td>
<td>76.84</td>
<td>78.94</td>
<td>81.05</td>
</tr>
<tr>
<td>Connections Bench Sonar</td>
<td>208</td>
<td>60</td>
<td>72.19</td>
<td>76.58</td>
<td>76.58</td>
</tr>
<tr>
<td>Fertility</td>
<td>100</td>
<td>9</td>
<td>86.00</td>
<td>86.00</td>
<td>88.00</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>33</td>
<td>84.28</td>
<td>82.57</td>
<td>85.14</td>
</tr>
<tr>
<td>Monks-1</td>
<td>124</td>
<td>6</td>
<td>62.50</td>
<td>67.51</td>
<td>64.98</td>
</tr>
<tr>
<td>Monks-2</td>
<td>169</td>
<td>6</td>
<td>61.21</td>
<td>59.79</td>
<td>61.21</td>
</tr>
<tr>
<td>Monks-3</td>
<td>122</td>
<td>6</td>
<td>79.16</td>
<td>82.50</td>
<td>82.78</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>78.30</td>
<td>78.21</td>
<td>78.82</td>
</tr>
<tr>
<td>Spect Heart</td>
<td>80</td>
<td>22</td>
<td>63.75</td>
<td>67.50</td>
<td>70.83</td>
</tr>
<tr>
<td>Spectf Heart</td>
<td>80</td>
<td>44</td>
<td>70.00</td>
<td>71.25</td>
<td>77.50</td>
</tr>
</tbody>
</table>
5.4 Conclusion

Table 5.4 – Improvement Due to Robustness of MIP Approach, Comparing the Hinge-Loss Classifier to the Robust MIP Approach (second scenario).

<table>
<thead>
<tr>
<th>Name of the dataset</th>
<th>Percentage of MIP Robust Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrythmia</td>
<td>10.77 %</td>
</tr>
<tr>
<td>Breast Cancer Coimbra</td>
<td>-2.61 %</td>
</tr>
<tr>
<td>Breast Cancer Prognostic</td>
<td>4.21 %</td>
</tr>
<tr>
<td>Connections Bench Sonar</td>
<td>4.39 %</td>
</tr>
<tr>
<td>Fertility</td>
<td>2.00 %</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.86 %</td>
</tr>
<tr>
<td>Monks-1</td>
<td>2.48 %</td>
</tr>
<tr>
<td>Monks-2</td>
<td>0.00 %</td>
</tr>
<tr>
<td>Monks-3</td>
<td>3.62 %</td>
</tr>
<tr>
<td>Pima</td>
<td>0.52 %</td>
</tr>
<tr>
<td>Spect Heart</td>
<td>7.08 %</td>
</tr>
<tr>
<td>Spectf Heart</td>
<td>7.50 %</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>3.40 %</strong></td>
</tr>
</tbody>
</table>

any change or modification. From Table 5.3, it is clear that the prediction accuracy of our approach is higher than those of the compared algorithms for almost all datasets. We can remark a significant accuracy improvement for some datasets. For example, we obtained about 11% improvement for Arrythmia dataset. In general, it can be seen that the proposed approach provides high quality solutions. We also note that the pairwise comparison of the 0-1 classification against the hinge loss classification shows that none of the two losses dominates the other. Indeed each loss showed better results on six data sets, while a tie was obtained for one data set. An important caveat to emphasize upfront is that the $\ell_0$ robust regression algorithm was given 15 minutes time limit per problem instance per subset size. This practical restriction may have caused this algorithm to under perform in some cases.

Table (5.4) shows the improvement in out-of-sample accuracy of the MIP approach over the classical hinge-loss classification in-sample accuracy in the second scenario. We defined the robust improvement as the difference in out-of-sample accuracy between the methods. We note that over 11 from 12 data sets, the MIP approach over performed the classical hinge loss classifier.

5.4 Conclusion

In this chapter, we propose a method for support vector machine which solves the underlying optimization problem that handles both feature selection and outlier detection. We formulate the problem as a mixed integer optimization problem and use an efficient commercial solver (Gurobi) to solve it. Furthermore, we present an empirical comparison between this method, the classical hinge-loss and the 0-1 loss classification methods. The experimental results have verified the superior performance of the proposed method. In terms of computational efficiency, the MIP solution can already be adopted for relatively small data sets. For the high dimensional case, a screening procedure would be suggested to reduce the computational cost.
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6.1 Conclusion

This monograph focused on the optimization problems of robust and sparse linear regression and support vector machines. The problems consists of using double $\ell_0$ norm constraints where the $\ell_0$ norm can explicitly count the number of non-zero coefficients, nevertheless with the characteristics of non-smoothness and non-convexity, which makes the problems NP-hard. To obtain the optimal solution, each problem was formulated using mixed integer programming techniques.

In Chapter 2, we make all the preliminary definitions needed in the context of the thesis were surveyed. A mathematical background on optimization was introduced. Furthermore, convex and non-convex optimization algorithms were discussed briefly together with an introduction to linear and mixed integer programming.

In Chapter 3 we proposed a robust adaption of best subset selection that is highly resistant to contamination in both the response and the predictors. Our estimator generalized the notion of subset selection to both predictors and observations, thereby achieving robustness in addition to sparsity. This procedure is defined by a combinatorial optimization problem for which we apply modern discrete optimization methods. We formulated the problem as a mixed integer programming to find a provably optimal solution for the proposed problem.

Our approach has the appealing characteristic that if we terminate the algorithm early, we obtain a solution with a guarantee on its suboptimality. Furthermore, our framework can accommodate side constraints on $\beta$. We also introduced a general algorithmic framework based on a discrete extension of first order continuous optimization methods that provide near-optimal solutions for the best subset problem. The MIP algorithm significantly benefits from solutions obtained by the first order methods and problem specific information that can be computed in a data-driven fashion. An empirical comparison of the proposed method, its $\ell_1$ relaxation, the best subset selection problem, lasso and PALM was introduced on real and synthetic data sets. Experimental results showed the high quality solutions obtained by the MIP algorithm. However, the $\ell_1$ relaxation performed better.
for low SNR values due to the overfitting behavior of the $\ell_0$ norm.

In Chapter 4, we study the overfitting aspect of the robust and sparse linear regression model causing its under-performance for low SNR values. While the $\ell_0$ norm procedure is often perceived as the “gold standard” in sparse learning when the signal to noise ratio (SNR) is high, its predictive performance deteriorates when the SNR is low. In particular, it is outperformed by continuous shrinkage methods, such as the Lasso. We investigate the behavior double $\ell_0$ norm constraints in the low SNR regimes and propose an alternative approach based on a regularized version of the $\ell_0$ criterion. Our proposed estimators (a) mitigated, to a large extent, the poor predictive performance of best-subset selection in the low-SNR regimes; and (b) performed favorably, while generally delivering substantially sparser models, relative to the best predictive models available via the Lasso. We conducted an extensive theoretical analysis of the predictive properties of the proposed approach and provided justification for its superior predictive performance relative to best-subsets selection when the SNR is low. Our estimators can be expressed as solutions to mixed integer second order conic optimization problems and, hence, are amenable to modern computational tools from mathematical optimization. Furthermore, a discrete first order optimization algorithm was also proposed to solve the obtained problem. Experimental results on both real and synthetic data sets showed that the added $\ell_1$ penalty term improved the performance of the $\ell_0$ norm problem for low SNR values. In addition, the discrete first order algorithm performed very well and it was suggested to use it especially for the high dimensional case.

In Chapter 5, motivated by the fact that there may be inaccuracies in the training data, we applied robust optimization techniques to study in a principled way the uncertainty in data in classification problems and obtained robust formulations for the one of the most widely used classification methods: support vector machines. In addition, to control the level of sparsity, we added a cardinality constraint on the weights vector. We demonstrated the advantage of this robust and sparse formulation over two classical SVM methods: the 0-1 loss and hinge loss classification problems. We run large-scale computational experiments across a sample of 12 data sets from the University of California Irvine Machine Learning Repository and showed that the proposed method improved the accuracy in the majority of the data sets. We observed significant gains for the robust and sparse classification method when outliers were added to data sets and when data sets were used without any modification.

### 6.2 Future Work

The study of the exact $\ell_0$ norm optimization problem for variable selection and outlier detection is a promising research topic in statistical learning. The optimal solution can be obtained by formulating the problem as a mixed integer programming and solving it using an efficient solver. However, these problems are $\mathcal{NP}$-hard and they are not scalable to be used for high dimensional data. A possible way to address this scalability issue would be to adapt heuristic and metaheuristic algorithms for combinatorial optimization.

For the linear regression model, we proposed a proximal alternating minimization algorithm that provides a near-optimal solutions for the proposed problems. We also showed the high quality of the solutions provided by this algorithm even though these solutions are not optimal. To solve the problems exactly in a short time, we suggest to use a dedicated branch and bound methodology as in [MBM+20]. Such approach will ensure
solving the MIP problems exactly more efficiently than the optimization solvers, which makes the NP-hard problems more scalable to be used for high dimensional regimes.

For the robust and sparse support vector machines problem we propose the transformation of the original optimization problem by using the Lagrangian multipliers. Such transformation would decrease the computational time of providing a solution. As already pointed out, the shortcoming of the exact $\ell_0$ norm method is its high computational complexity. Fortunately, we can benefit from the fact that the optimization theory is well developing and the computational capability of the machine is highly improving.
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