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Abstract

The analysis of the ambient seismic noise has proven to be a powerful tool to assess
velocity changes within Earth’s crust using coda-wave interferometry (CWI). CWI is based
on the analysis of small waveform changes in the coda of the signals, which can give us
information about the structure or dynamic of the internal layers of the earth. The objective
of this thesis is to separate and locate at depth the source of these changes. The work here
presented is developed in three main stages:

First, we aim to disentangle the processes behind velocity changes detected from a ten-
year-long recording of seismic noise made with a single station in the region of Pollino, in the
south of Italy. This region is characterized by the presence of aquifers and by a relatively short
period of high seismic activity which includes aM5.0 earthquake that occurred on the 25th of
October 2012. We apply two models that estimate the water level inside the aquifer making
a good prediction of the measured apparent δv/v which means that the velocity variation is
driven by changes in the pore pressure inside the aquifer. A parallel independent confirmation
is obtained with geodetic measurements that show a volumetric expansion of the zone that
follows the same patterns observed in the models and the velocity variation. The subtraction
of these patterns from the measurements reveals a weak elastic response of the crust to the
rainfall and unravels the stress drop produced by the seismic event.

Second, we turn to the problem of localizing and imaging the source that generates the
changes at depth in the waveform registered at the surface. For this, we use a 3-D wave scalar
model that couples naturally body and surface waves. Based on this model we make important
deductions of the physical characteristics of the system like a depth-dependent body-to-surface
mean free path and a progressive energy transformation from surface to body waves. Using
the radiative transfer equations that describe this system we perform a series of Monte-Carlo
simulations to estimate the sensitivity kernel. We analyze its most important features and
find a good agreement when we compare it with other studies that use full wavefield numerical
simulations and independent surface and body wave sensitivities to estimate the sensitivity of
the system. We also find that the ratio between the surface wave penetration and the mean
free path completely determines the evolution of the system, a feature not seen in previous
studies.

Finally, we study the process of locating the sources using the sensitivity kernel and a
series of observations: the inversion problem. We design a series of synthetic tests to assess
the capacity of the inversion to retrieve a velocity perturbation in different scenarios that
involve the depth of the perturbation in the medium, the duration of the coda used in the
inversion, and the level of noise in the system. We make a first application of the inversion
for the case study in Italy and analyze its most relevant characteristics.
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Résumé

L’analyse du bruit sismique ambiant s’est avérée être un puissant outil pour évaluer les chan-
gements de vitesse au sein de la croûte terrestre à l’aide de l’interférométrie par onde de coda
(CWI). La CWI est basée sur l’analyse des petites variations de forme d’onde dans la coda
des signaux, ce qui peut nous donner des informations sur la structure ou la dynamique des
couches internes de la terre. L’objectif de cette thèse est de séparer et de localiser en pro-
fondeur la source de ces changements. Le travail présenté ici est développé en trois étapes
principales :

Premièrement, nous cherchons à dissocier les processus à l’origine des changements de
vitesse dans la région de Pollino, dans le sud de l’Italie. Pour cela, nous utilisons un enregis-
trement de bruit sismique continu d’une durée de dix ans avec une seule station. Cette région
est caractérisée par la présence d’aquifères et par une période relativement courte de forte
activité sismique, dont un tremblement de terre de M5 qui s’est produit le 25 octobre 2012.
Nous appliquons deux modèles qui estiment le niveau de l’eau dans l’aquifère permettant
une bonne prédiction du δv/v apparent mesuré, ce qui signifie que la variation de vitesse est
due aux changements de la pression interstitielle à l’intérieur de l’aquifère. Une confirmation
parallèle indépendante est obtenue avec des mesures géodésiques qui montrent une expansion
volumétrique de la zone qui suit les mêmes patterns que ceux observés dans les modèles et
la variation de vitesse. La soustraction de ces modèles de mesures révèle une faible réponse
élastique de la croûte aux précipitations et met en évidence la chute de contrainte produite
par l’événement sismique.

Ensuite, nous abordons le problème de la localisation et de l’imagerie de la source qui
génère les changements en profondeur dans la forme d’onde enregistrée à la surface. Pour
cela, nous utilisons un modèle scalaire d’onde 3D qui couple naturellement les ondes de vo-
lume et de surface. Sur la base de ce modèle, nous faisons d’importantes déductions sur les
caractéristiques physiques du système comme : un libre parcours moyen des ondes de volume
avant qu’elles ne se transforment en ondes de surface dépendant de la profondeur ; et une
transformation progressive de l’énergie des ondes de surface vers celles de volume. En utili-
sant les équations de transfert radiatif qui décrivent ce système, nous effectuons une série de
simulations de Monte-Carlo pour estimer le noyau de sensibilité. Nous analysons ses caracté-
ristiques les plus significatives et trouvons une bonne concordance lorsque nous le comparons
avec d’autres études qui utilisent des simulations numériques du champ d’onde complet et des
sensibilités indépendantes des ondes de surface et de volume pour estimer la sensibilité du
système. Nous constatons également que le rapport entre la pénétration des ondes de surface
et le libre trajet moyen détermine entièrement l’évolution du système, une caractéristique non
détectée dans les précédentes études.

Enfin, nous étudions le processus de localisation des sources en utilisant le noyau de
sensibilité et une série d’observations : le problème inverse. Nous concevons une série de
tests synthétiques pour évaluer la capacité de l’inversion à retrouver une perturbation de
vitesse dans différents scénarios qui impliquent la profondeur de la perturbation dans le milieu,
la durée de la coda utilisée dans l’inversion et le niveau de bruit dans le système. Nous
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faisons une première application de l’inversion pour l’étude de cas en Italie et analysons ses
caractéristiques les plus pertinentes.
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Chapter 1

Introduction

Understanding the structures and processes in the interior of the earth is one of the main
goals of all the different branches of geophysics. In seismology, this problem is approached
by analyzing the waveforms that can be recorded at the surface, produced mainly by natural
processes that change the distribution of stresses in the crust. One of the most distinctive
features of these waveforms is the coda (Aki, 1969) whose formation is associated with the
continuous scattering of the seismic field as a result of its interaction with the imperfections
and microstructures in the interior of the Earth. Although random in appearance, the fluc-
tuations of amplitude and phase of the coda wave are formed by deterministic interactions
and contain a great amount of valuable information about the state and structure of the
medium. However, the recording of this type of information is possible only under one condi-
tion: the occurrence of seismic events. This limits the eventual analysis of the Earth’s interior
temporally and geographically to zones that are seismically active.

This limitation partially disappeared when it was recognized that it is possible to retrieve
the seismic response (the Green’s function) of any region with continuous recordings of ambi-
ent seismic noise; this includes both the ballistic (Campillo and Paul, 2003) and the scattered
waves (Sens-Schönfelder and Wegler, 2006). Since then, a great number of insightful observa-
tions have been made based on the analysis of the ambient seismic noise, especially on how a
variety of phenomena like the stress release produced by earthquakes and its posterior recov-
ery (Brenguier et al., 2008a), or all type of meteorological processes like rainfall or variations
of the temperature (Wang et al., 2017) affect the velocity of the seismic waves. However,
their effects are sometimes complex to analyze because they can act simultaneously making
it difficult to distinguish the velocity changes they produce from each other. At the same
time, the exact location of the structural changes within the crust that generate the velocity
variations is still an interesting open problem that is being approached by different methods.
The objective of this thesis goes in both of these directions: the separation and localization at
depth of these processes from ambient noise recordings. The work here presented in organized
in the following way:

In chapter 2 we present the theoretical context and the main relevant concepts over which
this thesis is developed.

In chapter 3 we examine an aquifer system in the south of Italy using seismic, geodetic,
and atmospheric data aiming at understanding and separate the seismic processes to those
related to the pore pressure in the crust

In chapter 4 we present a scalar model that sustains the formation of surface and body
waves, allowing us to deduce a system of radiative transfer equations that couples them in a
manner analogous to what happens with the waves that propagate through the earth.

In chapter 5 we developed this model further to estimate the travel-time sensitivity kernel,
with the use of Monte Carlo simulations. The main characteristics of the sensitivity of body
and surface waves are analyzed



2 Chapter 1. Introduction

In chapter 6 we focus on the performance and capacity of the travel-time sensitivity kernel
to locate velocity perturbations at depth in the inversion problem.

In chapter 7 we summarize the most important finding of this work and present an inversion
of the sensitivity kernels to the ambien noise seismic data of chapter 3



3

Chapter 2

Concepts and methods

2.1 Radiative transfer theory

Seismic recordings evidence the presence of many imperfections in the crust of the earth
that continuously scatter the seismic energy. The observed waveforms at the surface can be
understood as the superposition of the many scattered seismic fields generated at each of
these events. It is reasonable to assume that the phase between all the randomly generated
waves cancel with each and therefore, that the energy is the important measurable physical
quantity at the receiver (this necessarily implies losing the information about the phases).
This is the main assumption of the radiative transfer equation (also called transport theory),
which was first introduced from a phenomenological approach in astrophysics to analyze the
light coming from stellar objects; here, we will follow this more intuitive approach. The formal
connection of the transport theory to wave phenomena is discussed by Margerin (2005) with
especial emphasis on seismic wave propagation.

Dainty et al. (1974) had applied a diffusion model to analyze the long coda waves obtained
as a result of impacts or seismic events in the moon that is considered a limit case of the
multiple scattering transport equation. The radiative transfer equation was first introduced
to seismology by Wu (1985) and Wu and Aki (1988) to separate scattering effects from intrinsic
attenuation, which allow to model seismograms envelopes. Later, SHANG and GAO (1988)
and Sato (1993) presented the solution for isotropic multiple scattering case in a 2-D medium
through alternative derivations, and the extension towards a 3-D medium was obtained by
Yuehua Zeng, Feng Su, and Aki (1991). Paasschens (1997) presented a solution for an isotropic
scattering medium that makes a good predicition of the energy envelope for single and multiple
scattering regimes.

A more practical method to estimate the independent contributions of scattering and in-
trinsic attenuations was developed by Hoshiba (1991), Fehler et al. (1992), and Mayeda et al.
(1992) that did not require the estimation of the total energy of the seismogram which can
be complicated by the presence of noise. A first application of the radiative transfer equa-
tions for surface waves in a spherical earth-like model was developed by Sato and Nohechi
(2001) and Maeda, Sato, and Ohtake (2003) for the single scattering case. The elastic case
was was first studied for multiple isotropic regime by Yuehua Zeng (1993) and Sato (1994b)
which considered mode conversions between P-waves and S-waves. This was extended to non-
isotropic cases in 2-D (Sato, 1994a) and in 3-D (Sato, 1995) geometries. Sato, Nakahara, and
Ohtake (1997) obtained synthetic seismograms envelopes from a non-isotropic shear disloca-
tion source. This was later applied by Nakahara et al. (1998) in a inversion to estimate the
spatial distribution of energy. Radiative transfer equations for the elastic case derived from
the wave equation contain also information of the polarization of the shear waves (Weaver,
1990; Ryzhik, Papanicolaou, and Keller, 1996).

Monte Carlo simulations are an ideal framework to analyze and solve the equations formu-
lated by the radiative transfer equations (Bal, Papanicolaou, and Ryzhik, 2000; Lux, 2018).
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Figure 2.1: Definition specific intensity. Modified from Peraiah (2002)

In Monte Carlo simulations, the energy propagation is modeled through a large number of
phonons that propagate following a random walk with propagation times statistically con-
trolled by the mean free times. They were first introduced to synthesize seismograms envelopes
by Gusev and Abubakirov (1987) and Hoshiba (1991). Margerin, Campillo, and Van Tiggelen
(2000) included scattering anisotropy, mode conversions and polarizations and reproduced
the known equipartition levels between elastic waves. Przybilla and Korn (2008) confirmed
the applicability of the use of Monte Carlo simulations comparing envelopes generated by the
technique, with envelopes obtained with finite differences methods of a 3-D elastic medium.
Imaging the earth structures have an important applications of the Monte Carlo simulation of
transport equations (Margerin, 2003; Mancinelli, Shearer, and Liu, 2016; Sens–Schönfelder,
Margerin, and Campillo, 2009; Sanborn and Cormier, 2018).

2.1.1 Radiative transfer equation

The basic entity in transport theory is the specific intensity, defined as

I(t, r,n) =
dE

|n · dS|dΩ(n)dωdt
(2.1)

that is, the radiated energy dE through a small area dS into a solid angle dΩ, in a small
frequency band (ω, ω + dω), in small period of time dt, with a direction n at position r. The
dependency of the intensity on the frequency was omitted for simplicity. The dot product
accounts for the effective flow through the area dS. This is illustrated in figure 2.1.

In terms of the specific intensity, we can define the local energy current

J(t, r) =

∫
4π
I(t, r,n)ndΩ(n) (2.2)

and the local energy density

ρ(t, r) =

∫
4π

1

v(ω, r)
I(t, r,n)dΩ(n) (2.3)

where v is the group velocity (Ishimaru, 1978; Margerin and Nolet, 2003). Two possible
mechanisms that decrease the specific intensity are absorption and scattering. In the first one,
the medium absorbs a part of the energy through its interaction with the wave, decreasing
the total energy propagating in the medium. In the second one, the energy is scattered into
the medium itself, meaning that a part of the incoming intensity is not necessarily lost but
projected into other directions. From a macroscopic point of view, the first one produces an
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overall decrease of the amplitude on the waveform registered at some point, while the second
one has as consequence the elongation of the coda wave. However, in practice, both produce
similar decays of the incoming intensity

δI = −δt
τ
I (2.4)

where τ is called the mean free time and δt is the time of propagation of the energy
through the medium. The solution of this equation, I = e−t/τ , shows that the intensity decay
is controlled by the mean free time which quantifies the scattering process. To each process
can be associated a mean free time. We could define another associated quantity, the mean
free path as l = vτ , related directly with the scattering cross section (Chapman, Cowling,
and Burnett, 1990)

In the following, we will assume that there is no absorption so the mean free time makes
reference to the scattering process and the overall energy in the system is conserved. This loss
of intensity through this process in one direction of propagation, implies necessarily the gain
of intensity in another. Therefore the gain in the intensity is the sum of the contributions of
all the incoming beams into the volume that may be scattered into the direction of interest n

δI =
δt

τ

∫
4π
p
(
n,n′

)
I
(
t, r,n′

)
dΩ
(
n′
)

(2.5)

where p (n,n′) represents the probability that a beam traveling in direction n′ is scattered
and contributes to the intensity in direction n. The prefactor δt/τ accounts for the decay of
the intensity in direction n′ in the same way as shown in equation 2.4. Therefore, the total
change in the intensity is

dI(t, r,n)

dt
=

(
∂

∂t
+ vn · ∇

)
I(t, r,n)

= −I(t, r,n′)
τ

+
1

τ

∫
4π
p
(
n,n′

)
I
(
t, r,n′

)
dΩ
(
n′
)

+ S(t, r,n)

(2.6)

where a source term S(t, r,n) was added. This is the radiative transfer equation. A
schematic explanation of the gains and losses of intensity by scattering can be seen in figure
2.2

2.1.2 Diffusion approximation

One very interesting case to analyze is the diffusion approximation. This regime sets in after
a large number of scatterings events have occurred in the system, rendering the overall system
equipartitioned. We begin expressing the intensity as the first terms of a moment expansion

I(t, r,n) =
ρ(t, r)v

4π
+

3

4π
J(t, r) · n̂ (2.7)

In this approximation the angular distribution of the intensity is almost constant, will a
small flux of intensity (Ishimaru, 1978). This approximation also implies that the first term in
the right hand of equation 2.7 is bigger than the second one, signalling a slower transmission
of energy in the system in comparison with the first stages of the system (Khan and Jiang,
2003). Replacing 2.7 into the radiative transfer equation 2.6, and integrating over the whole
solid angle, leads to
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I(n)

I(n’)

I(n’)
Lost I

Gained I

Gained I

Figure 2.2: Schematic view of the gains and losses of intensity by scattering. The black lines rep-
resents the incoming specific intensity I(n), and the red and purple lines represent specific intensities

that end up contributing to I(n). In this particular case the total intensity increases.

v

3
∇ρ(t, r) +

1

v

∂J(t, r)

∂t
= −J(t, r)

l

(
1− 1

4π

∫
4π
p(n · n′)n · n′ dΩ

(
n′
))

(2.8)

The last term in parenthesis accounts for the possible scattering anisotropy of the system
between the incoming n and scattered n′ directions of the intensity. Notice, however, how this
term depends in their relative directions only and not in the absolute direction of propagation
of the intensity which indicates the isotropy of the medium. Since n ·n′ = cos θ where θ is the
angle between the two directions, the right hand side term in the parenthesis in equation 2.8
can be interpreted as the weighted average -〈cos θ〉- of the cosine of the scattering angle over
the whole solid angle. Assuming that ∂J/∂t = 0 we arrive to the first Fick’s law of diffusion
(Bergman et al., 2011)

J(t, r) = −D∇ρ(t, r) (2.9)

where D is the diffusivity, that on this particular case is D = vl?/3 where

l? =
l

1− 〈cos θ〉 (2.10)

is called the transport mean free path. This means that the velocity of the diffusion process
is controlled by the scattering anisotropy, tending to be higher for bigger values of l?. In the
particular case where the scattering is isotropic l? = l and we get the lowest possible value of
D. When there is scattering anisotropy, the beam of energy tends to conserve the direction of
propagation for a longer distance that the mean free path; in this sense, the transport mean
free path can be interpreted as the distance over which the energy lost all information about
its original direction.
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2.2 Equipartition of the energy

One common feature to all scattering systems is that they eventually reach to a diffusive state
in which each normal mode is excited equally, independently of the initial conditions of the
field. The amount of energy is proportional to the number of modes that can be sustained in
the medium (Hill, 1986; Morse and Bolt, 1944), or in other words, to the density of states; for
example, in an elastic medium there can be two transversal modes of propagation (s-waves),
and one longitudinal (p-wave). Then, the energy partition between the two types of waves is
(Weaver, 1982)

R =
Es
Ep

= 2
c3α
c3β

(2.11)

where cα and cβ are the velocities of P-waves and S-waves respectively. The density of
states can also be calculated in another way: the Green’s function of a linear operator L can
be defined as

[z − L(r)]G
(
r, r′

)
= δ

(
r − r′

)
(2.12)

where z is a complex variable, and L represents the wave equation operator. L has a set
of eigenfunctions un and eigenvalues λn that per definition obey the following relation

L(r)un(r) = λnun(r) (2.13)

Each eigenfunction represents the a normal mode in the system. It can be shown that the
spectral representation of the Green’s function is an analytic function except for the points
where z = λn, which means that it diverges at the resonant modes of the system (Economou,
2006). This important property can be used to isolate and count the normal modes of the
system with the Green’s function. As an example, the density of states ρ for the Helmholtz
equation can be expressed as (Sheng and Tiggelen, 2007)

ρ(ω, r) = −dk2(ω)

dω

1

π
ImG

(
ω, r = r′

)
(2.14)

where ω represents the frequency, and k the wavenumber.
The equipartition of the energy was observed by Shapiro et al. (2000) and later by Hennino

et al. (2001) who made a series of observations theoretical estimations of equipartition ratios
in different combinations of seismic waves. Margerin, Campillo, and Van Tiggelen (2000)
studied numerically the equipartition time in inhomogeneous elastic media using Monte Carlo
simulations that included mode conversions and polarization.

2.3 Coda wave interferometry

The seismic wavefronts propagating through the earth get distorted by the interaction with
heterogeneities that scatter a fraction of their energy in different directions. This process
produces the characteristic coda wave segments after the main arrivals in the seismograms
(Aki, 1969). Although complicated to analyze, the coda wave is not random and can be
understood as the superposition of all the possible wave fronts that propagated through many
different paths when going from the source to the receiver (Sato and Fehler, 2012). This implies
that a complex seismogram generated by a seismic event can be reproduced if, by some mean,
we repeat the same seismic source at the same position; this has been observed with two
or more earthquakes that occur in the same location with very similar magnitudes (Geller
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and Mueller, 1980; Poupinet, Ellsworth, and Frechet, 1984; Beroza, Cole, and Ellsworth,
1995). However, although very similar, the received waveforms at the surface are not exactly
equal: small variations are produced as a consequence of small changes of the properties
of the medium that happen in the period of time between the two seismic events. This is
the main principle behind some studies that use these alike earthquakes, called doublets, to
track the changes in the velocity (Poupinet, Ellsworth, and Frechet, 1984; Ratdomopurbo and
Poupinet, 1995) or in the attenuation (Beroza, Cole, and Ellsworth, 1995) of the crust. We
also refer the reader to Sato (1988) for a review of temporal variations of attenuation detected
with coda waves. Coda wave interferometry (CWI) is the use of the coda of a waveform to
detect an locate all these changes in the medium.

CWI has been applied in experiments to monitor changes of ultrasound waves propagating
through granite, (Snieder et al., 2002; Grêt, Snieder, and Scales, 2006), in a volcano using
its natural mild repeating explosions(Grêt et al., 2005), in concrete induced by thermal vari-
ations (Larose et al., 2006), in the crust as a consequence of earthquakes (Nishimura et al.,
2000; Peng and Ben-Zion, 2006), and associated to structural changes preceding eruptions
(Ratdomopurbo and Poupinet, 1995; Wegler et al., 2006).

From the assumption of superposition of the field, the travel-time perturbation 〈τ〉 pro-
duced by a small perturbation of the propagation velocity between a source and a receiver,
can be understood as the average of the travel time perturbations τP generated between all
the possible trajectories P (Pacheco and Snieder, 2005; Snieder, 2006)

δt = 〈τ〉 =

∑
P IP τP∑
P IP

(2.15)

where IP represents the energy intensity of the wave that has propagated along path
P . This result is very interesting as it establishes a relationship between the eventual phase
perturbations of the coda waves and the energies arriving to a certain point which are the main
physical quantity of the radiative transfer theory that assumes that the phases cancel each
other at the receiver. This is fundamental in the conceptual development of the sensitivity
kernels.

With coda wave interferometry it is possible to relate different type of perturbations to
measurements made in the coda. These perturbations can be of different nature: velocity
fluctuations, random displacements of punctual scatterers and perturbations in the position
of the source (Snieder et al., 2002; Snieder, 2006); here we focus on the first one. A typical
phase change in the waveform recorded at the surface, generated by a change in the velocity
of a medium can be seen in figure 2.3. The difference between the waveforms obtained with
and without the velocity change increases proportionally to the time that the wave has spent
traveling in the medium. In this case, the relationship between the velocity variation and
the phase delay at different lapse times is −δt/t = δv/v. The quantity −δt/t is called the
apparent velocity variation, also denoted ε by some authors. The term apparent is added
because when the velocity is changed in only one part of the medium, there is still a change
in the phases at the surface, but the quantity −δt/t is not necessarily equal to the velocity
pertubation δv/v in the medium anymore.

2.3.1 MCSW method

In monitoring, a linear relation between the phase delay and the velocity change in the medium
is assumed; therefore, the apparent velocity variation is obtained as the slope of the phase
delay δt for different lapse times t. One of the main methods to estimate this slope is the
Moving Cross Spectral Window (MCSW) also known as the doublets method, as it was first
proposed and used to analyze the phase differences between the coda generated by doublets
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Figure 2.3: Effect of the variation of velocity over a seismogram. The red line represents the obtained
waveform after a decrease in the velocity of the whole medium in 1% with respect to an unperturbed

medium represented by the black line. Taken from Froment (2011)

earthquakes by Poupinet, Ellsworth, and Frechet (1984). The MCSW method is based on a
well know property of the Fourier transform: let u(t) represent a signal and U(ω) = F [u(t)]
its Fourier transform. Then the Fourier transform of temporal shifted version of this signal
u(t± δt) is (Pinsky, 2008)

F [u(t± δt)] = U(ω)e±iωδt (2.16)

Notice how this temporal shift affects different frequencies at different degrees; a compar-
ison between the Fourier transform of the original and the shifted signals would show a linear
relationship between their phase differences and the frequency. In this way, the δt can be
estimated for a small section of the coda of the two signals. Since this delay is different for
different lapse times, this procedure is repeated over a window that is systematically moved
along the coda. This procedure is schematized in figure 2.4. In the end, a linear regression is
performed between the obtained values of δt and their respective lapse times to obtained the
apparent velocity estimation.

2.4 Seismic interferometry

The link between recordings of correlations of noise and the properties of the medium can be
traced back to early works done in helioseismology (Duvall et al., 1993; Giles et al., 1997).
Later, a formal connection of these cross-correlations with the retrieval of the Green’s func-
tion of the medium was established (Weaver and Lobkis, 2004; Lobkis and Weaver, 2001;
Wapenaar, 2004). The Green’s function represents the response that one part of the system
(in this case, the displacements on the surface) would have as a consequence of an impulsive
unit source in the medium. This relationship permits the use of tools of analysis in seismol-
ogy that pass from monitoring to imaging, to regions where there is no presence of active
sources. The reconstruction of the Green’s function using ambient seismic noise is called
Seismic Interferometry (SI).

Let u (t,x1) and u (t,x2) denote time dependent displacements recordings of noise seismic
field at two points over the surface. Then the noise cross correlation over a time interval [0, T ]
can be written as

CT (τ,x1,x2) =
1

T

∫ T

0
u (t,x1)u (t+ τ,x2) dt (2.17)
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Figure 2.4: Moving Cross Spectral Method. Top: a reference signal (black), the signal registered
with a velocity perturbation (red), and the window to be analyzed (zone in gray). Middle left: zoom
of the differences between the coda segments highligthed section in gray in the top. Middle right:
linear relation between the phase and the frequency as product of the time shift between. Bottom: δt

measured at different lapse times. Taken from Hadziioannou (2011)
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Figure 2.5: Cross correlation of recordings at two stations (triangles) from a seismic noise field
generated by a random distribution of sources (circles). Taken from Garnier and Papanicolaou (2009)

where τ represents the time lag between the two signals. In a diffusive, equipartitioned
field it can be shown that (Snieder, 2004; Roux et al., 2005a)

∂

∂τ
CT (τ,x1,x2) = G (τ,x1,x2)−G (−τ,x1,x2) (2.18)

as long as T is sufficiently large. The positive and negative parts of the Green’s function
are related to the causal and anti-causal parts of the cross-correlation, shown in figure 2.5.
Each of them represents two possible waves traveling in opposite directions from one station
to another. The equipartitioning of the seismic field can be generated with a good distribution
of seismic sources, or as a consequence of the scattering produced by heterogeneities in the
earth. Several factors can affect the formation of a diffusive field like strong attenuation,
an asymmetric distribution of noise sources or a limited observation time window of the
coda (Paul et al., 2005; Stehly et al., 2008). in practice, the Green’s function is recovered
through the average of many correlations obtained with a dense seismic network or over several
days. Maybe the most visible feature of the cross-correlations of ambient seismic noise is the
reconstruction of the travel times between several stations as is shown in the image 2.6. It has
been shown, nonetheless, that even in situations where the Green’s function is not perfectly
reconstructed, it is still possible to track changes in the medium using the cross-correlation
(Hadziioannou et al., 2009).

2.4.1 Passive image interferometry

Sens-Schönfelder and Wegler (2006) showed that not only the ballistic surface waves and P-
waves can be retrieved from correlations of continuous recordings of ambient seismic noise
(Roux et al., 2005b) but also the scattered waves that form the coda. Coda Wave Interfer-
ometry applied to the Green’s function coda recovered by ambient seismic noise methods is
called Passive Image Interferometry (PSI).

PSI has been used to measure the variation of the seismic field velocity caused by a variety
of phenomena like earthquakes (Wegler and Sens-Schönfelder, 2007; Brenguier et al., 2008a;
Wegler et al., 2009; Nakata and Snieder, 2011), volcanic activity (Rivet, Brenguier, and Cappa,
2015; Brenguier et al., 2008b), the thermoelastic response of the soil (Meier, Shapiro, and
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Figure 2.6: Cross correlations from stations around the globe. The late arrivals (after and before
∼ ±5000s) correspond to surface waves that have traveled between the two stations making a turn

around the earth. Taken from Nakata, Gualtieri, and Fichtner (2019)

Brenguier, 2010), clay landslide (Mainsant et al., 2012), pressurized water injection (Hillers
et al., 2015), internal erosion in earthen dams (Planès et al., 2016), the earth tides produced
by the sun and the moon (Sens-Schönfelder and Eulenfeld, 2019), temperature variations due
to periodic heating of the lunar surface by the sun (Sens-Schönfelder and Larose, 2008), and
variations in the loading and pore pressure perturbations over and below the glacial cover
(Mordret et al., 2016). Analysis of the ambient noise can also be used to predict earthquake
ground motion (Prieto and Beroza, 2008) and study the seismic response of civil structures
(Prieto et al., 2010; Nakata et al., 2013).

Many studies focus on the hydrological effects on the δv/v: Sens-Schönfelder and We-
gler (2006) estimated the underground water level using a model developed by Akasaka and
Nakanishi (2000), to make a direct relation with the measured velocity variations in a vol-
cano. Meier, Shapiro, and Brenguier (2010) analyze velocity variations within the Los Angeles
basin and conclude that the seasonal variations are strongly influenced by groundwater level
changes and thermo-elastic strain variations. Tsai (2011) proposed periodic models to recre-
ate displacements and velocity changes from thermo-elastic stresses or hydrological loadings.
Wang et al. (2017) found a direct relation between velocity variations and several hydrological
and meteorological processes across Japan, mainly based on the pore pressure generated by
the rainfall water through a diffusion process. Hillers, Campillo, and Ma (2014) also show the
correlation between velocity changes and periodicity of precipitation events in Taiwan.

2.5 Sensitivity kernels

2.5.1 Observation and motivation

The phase fluctuations generated in the surface as a consequence of the presence of a bulk
velocity perturbation do not necessarily have a linear relationship with the lapse time; their
relationship depends on the position and size of the perturbation. The behavior of the ap-
parent velocity variation δt/t for two opposite cases is shown in figure 2.7. These results
are obtained in a 2-D elastic medium with both the source and the receivers located at the
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Figure 2.7: Apparent velocity variation for a perturbation made in a layer at 20m (left) and at
1.5km (right) from the surface in an elastic 2-D heterogeneous medium. Taken from Obermann et al.

(2013a)

surface. Both are examples of the apparent velocity perturbations measured on the surface
when the velocity of a whole layer in a medium is slightly modified. At the left the δt/t mea-
surements are obtained when the layer is located close to the surface, and at the right when
the perturbation is deeper in the medium. In the first one, the apparent velocity variation at
early times is high as the perturbed layer is quickly sampled by most of the energy emitted
by the source; however, it quickly decreases as the seismic field expands into deeper regions,
making the perturbation relatively smaller in comparison with the total explored area. In the
second case, the perturbation is only detected by the front of the propagating energy at the
beginning and is later sampled progressively more with the ongoing expansion of the wave
field. Notice that the magnitudes also change dramatically: in the latter case, δt is one order
of magnitude smaller than in the former case. This simple example shows that the difference
of behavior of the apparent velocity variation opens the possibility of estimating the shape
and location of the perturbation with the measurements made on the surface: this is the main
objective of developing the travel-time sensitivity kernels.

The travel-time sensitivity kernel was first introduced by Pacheco and Snieder (2005) for
the diffusive regime, and by Pacheco and Snieder (2006) for the single scattering regime. These
sensitivity kernels relate a travel-time perturbation measured between a source and a receiver
with all the possible velocity perturbations in the medium around them. For the first one,
an analytical expression was obtained for the autocorrelation configuration (coincident source
and receiver) for two and three dimensions and was compared against numerical simulations
where a small perturbation is introduced. The travel-time sensitivity kernel for the single
scattering regime was calculated following the approach of Sato (1977) to obtain the energy
density of scattered waves assuming single isotropic. Later Planès et al. (2014) introduced
the decorrelation sensitivity kernel that related a perturbation in the medium that alters
the paths going from the source to the receiver, with the distortion that it generates to the
waveform at the receiver. Later Margerin et al. (2016) made an alternative derivation of this
kernel and extended the travel-time sensitivity kernel to include the direction of the energy
propagation with the use of the specific intensity. In this work was proposed the idea that the
difference between the travel-time and the decorrelation sensitivities depended on whether
the perturbation had an active or passive role over the generation of new propagation paths
between the source and the receiver. Applications like localizing perturbations in numerical
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simulations have been done using the sensitivity kernel. The decorrelation sensitivity kernel
was successfully used in locating millimetric holes drilled in a concrete sample (Larose et al.,
2010). The sensitivity kernels can be expressed as convolutions of intensity which makes
the radiative transfer theory a natural tool for their estimation; Lesage, Reyes-Dávila, and
Arámbula-Mendoza (2014), for example, makes use of a solution of the transport equations
for 2-D to locate changes produced by volcanic activity. On the other hand, Obermann et al.
(2016) makes use of the 3-D radiative transfer solution proposed by Paasschens (1997) to
estimate the body wave sensitivity kernel.

The coupling between body and surface waves has remained one challenging factor to the
development of the sensitivity kernels in a 3-D halfspace that is the usual setting for most
seismic applications. Obermann et al. (2013a) and Obermann et al. (2016) approached this
problem by expressing the sensitivity as a linear combination of two independent sensitivities,
one for surface and another for body waves, with a controlling factor mediating between them
that changes with time, and that is estimated by comparisons with full wavefield numerical
simulations. These studies show the predominance of surface waves at early lapse times and of
body waves at late lapse times. However, Wu et al. (2016) measured velocity variations from
the phase of the Rayleigh waves obtained by seismic interferometry, and observed a progressive
decrease of the velocity drop produced by the 2004 Parkfield earthquake (Brenguier et al.,
2008a) at lower frequencies. Since the surface waves penetration increases at lower frequencies,
they conclude that the velocity variation is mostly constrained in the surface. Furthermore,
they concluded that the observations can be explained only by the surface wave dispersion
as body wave sensitivity would produce both velocities decreases and increases at different
points; this last affirmation was supported by travel-time sensitivity kernels that show that in
a spherical geometry, direct shear waves may have alternating early or late arrivals depending
on the position on the surface of the receiver (Stein and Wysession, 2009; Zhao, Jordan,
and Chapman, 2000). Similar findings were reported by Nakata and Snieder (2011) that
found that the magnitude (MW ) 9.0 Tohoku-Oki earthquake produced a shear wave velocity
reduction limited to the first 100m of the crust, despite being extended to an area 1200km
wide by comparing arrival times between stations located at the surface and in a borehole in
ranges of 100m to 337m depth. This, however, contradicts Wang et al. (2019) that through an
inversion made with seismic and long-period tiltmeters data, found that the same earthquake
produced changes that reach 40km depth in the crust.

2.5.2 Basic theory of traveltime sensitivity kernels

We begin with a concise derivation of the travel-time sensitivity kernel for a diffusive medium
following its intensity interpretation (Pacheco and Snieder, 2005), and later make a connection
with the more general version based on the specific intensities (Margerin et al., 2016). Let
us imagine a normalized intensity impulse generated at a source, that propagates through a
medium. The intensity at lapse time t at a point r is then described by P (r, t). If there is no
mechanism of intrinsic attenuation acting on the system, the total energy at time t

W (V, t) =

∫
V
P (r, t)dV (r) (2.19)

is always equal to 1, that is, the total energy emitted by the source. The normalization
of the intensity allows us to make two additional interpretations of this quantity: P (r, t)
represents the probability that a particle, following a random walk, arrives or passes by the
position r at time t (Roepstorff, 2012). P (r, t) can also be understood as the Green’s function
of the diffusion equation at position r at time t. The probability that a particle that was
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Figure 2.8: Random walk of a going from the source, passing through a small volume dV and
arriving to the receiver. Taken from Pacheco and Snieder (2005)

emitted at the source at s arrives to the receiver at r at time t, can be written in terms of the
transit of the phonon through a volume dV located at r′ at time t′ (illustrated in figure 2.8).

P
(
r, s, t+ t′

)
=

∫
V
P
(
r, r′, t− t′

)
P
(
r′, s, t′

)
dV
(
r′
)

(2.20)

This is the Chapman-Kolmogorov equation (Ross, 2014; Papoulis and Pillai, 2002; Roep-
storff, 2012) which states that the probability of going from the source to the receiver can
be written by using the intermediate point r′ at a time t′, as long as all of them are taken
into account. Each of the terms involved in the last equation are transition probabilities; for
example

P
(
r′, s, t′

)
= P

(
r′, t′|s, t = 0

)
(2.21)

is the probability that particle transits the position r′ at time t′, under the condition that
it was emitted from the source at position s and at time t = 0. An integration over all the
possible travel-times of these equations leads to

t =

∫
V

[∫ t

0

P (r, r′, t− t′)P (r′, s, t′)
P (r, s, t)

dt′
]
dV (r′) (2.22)

The term inside the square parenthesis is the sensitivity kernel K. One of the most
remarkable features of the kernel is that it expresses the travel time as a spatial distribution
over the volume around the source and the receiver. An observer that could follow all the
phonons going from the source to the receiver, could measure the sensitivity as the average
time spent inside each volume of the medium (Margerin et al., 2016); therefore, the sensitivity
kernels show which parts of the medium are preferred by the particles when going from the
source to the receiver. As such, the regions around the source, the receiver, and between
them, are zones that we expect to have high sensitivity as they are probably very frequented
by the phonons that travel between the two. A simple schematic explanation of the travel-
time sensitivity can be seen in figure 2.9. From equation 2.22 we can estimate the travel-time
lags at the surface generated by a velocity perturbation in the medium

〈δt〉
t

= −
∫
V
K
(
r′, t
) δv
v

(
r′
)
dV
(
r′
)

(2.23)
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(a) A single particle travels between the source and
the receiver

(b) Its travel-time can be distributed in small parts
through the medium

(c) A second particle makes a different path between
the source and the receiver

(d) Their travel-times distributions can be added be-
tween them

(e) Once normalized we have an image of the sensibil-
ity kernel. The sum of all the times in this distribution

is equal to the travel time

(f) If done with many particles, some areas will have
higher sensitivity (red) than others (yellow)

Figure 2.9: Explanation of the travel-time sensitivity calculation between a source (at left) and a
receiver (at right) with two phonons.
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Figure 2.10: Travel-time sensitivity kernel for isotropic (left) and strongly anisotropic scattering
(right). The kernels are symmetric between a source and the receiver. The distances have been

normalized by the mean free path. Taken from Margerin et al. (2016)

where 〈· · · 〉 represents the average travel time change generated by all the volume elements.
This shows that in principle, the location of the perturbation can be done inverting from the
information of the phase delays at the surface, and the kernels. However, the estimation of
the kernel is usually a complicated task and in most cases, the solutions are estimated through
numerical methods.

A second important interpretation can be made from equation 2.22: the sensitivity kernel
is a convolution between the intensity perceived at r′ by the pulse generated at the source,
and the intensity perceived at the receiver by the pulse generated at r′. Many of the studies
done with the sensitivity kernels were based on this kernel for diffusive waves, and the kernel
for a single scattering model (Pacheco and Snieder, 2006). Margerin et al. (2016) unified and
extended these cases with the use of the specific intensity, allowing them to track the seismic
field within its early period, which is strongly marked by the directionality of the energy
radiation. With this new approach, the sensitivity kernel can be written as

K
(
r′, t; r, r0

)
= S

∫ t

0

∫
S

P (r, r′, t− t′,−n′)P (r′, s, t′,n′) dt′dn′

P (r, s, t)
(2.24)

where n represents the direction of propagation of the phonons in the volume dV , and
S represents its area. This kernel introduces the direction of the particles in the Chapman-
Kolmogorov equation in addition to their positions. This also allowed the theory to include
anisotropic scattering. The travel-time sensitivity kernel obtained for isotropic and strong
anisotropic scattering can be seen in image 2.10.
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Chapter 3

Separation of phenomena from δv/v
measurements

Andres Barajas, Piero Poli, Nicola D’Agostino, Ludovic Margerin, Michel Campillo
Article in preparation

There is a wide variety of phenomena that can affect the properties of the crust of the
Earth. For this reason, it is usual that measurements of the apparent velocity variation ob-
tained from recordings from ambient seismic noise, present variations that are the sum of the
simultaneous action of these phenomena. Identifying to what degree an apparent velocity
variation in the surface is caused by a certain physical process is a challenging work that usu-
ally requires the cross-examination and comparison with independent sources of information
beyond the velocity itself. In this chapter, we present one effort in this direction in the Pollino
region, Italy. This area was chosen because most of its seismic activity is limited to a relatively
small period within the time frame of study, and because some exploratory measurements of
the velocity variation in the zone showed interesting patterns. The advantage of having a
period free of seismic activity is the possibility of having a control set against which we can
compare the velocity changes when there is seismic activity. Another very important aspect of
this region is the presence of aquifers as it is well known that the water content in the crust is
one of the main factors behind the velocity variation of the seismic waves. Furthermore, there
is a well-preserved record of the rainfall of the zone and a good distribution of GPS stations in
the area that make this region an ideal subject of study. In this chapter following the standard
notation, the term δv/v is referred to as the measured or apparent velocity variation; behind
this is the usual assumption of a linear relationship between the actual velocity perturbation
at depth and the apparent velocity variation at the surface. However, in later parts of this
thesis, the distinction between both will be necessary and therefore δv/v will be reserved for
the actual variation at depth, and −δt/t for the apparent velocity changes measured at the
surface.

3.1 Abstract

Analysis of the ambient seismic noise has proven to be a powerful tool to infer the structure
or dynamic of the crust through the measure of the variation of the seismic field velocity.
However, given the high sensitivity of this method, it’s common to register velocity variations
produced by many different factors like seismic events or changes in the crust due to atmo-
spheric phenomena. In this study, we aim to disentangle these processes from a ten-year-long
recording of seismic noise made with a single station in the region of Pollino, in the south of
Italy. This region is characterized by the presence of aquifers and by a relatively short period
of high seismic activity which includes slow slip events, and a M5.0 earthquake that occurred
the 25 October 2012.
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We apply two models that estimate the water level inside the aquifer assuming it is con-
tinuously recharged from the rainfall of the region. We find that both models make a good
prediction of the measured δv/v which means that the velocity variation is driven by changes
in the pore pressure inside the aquifer: an increase of the water level produces a decrease in
the seismic velocity in the zone. Our interpretation of the dynamic inside the aquifer is fur-
ther confirmed by geodetic measurements which show that in a direction parallel to the strike
angle of the fault rupture, the displacement of the zone follows the same patterns observed in
the models and in the velocity variation. This could be understood as a poroelastic behavior
in which the aquifer expands and contracts due to the pressure generated by the water on its
interior, which also causes the velocity changes.

Going one step further, we analyze the nature of the small discrepancies between the
measured and modeled velocity variations. We find that these are well correlated with the
rainfall and with the vertical geodetic measures, which points to an instantaneous elastic
response of the zone to the loading generated by the rain. The comparison between these
variables allows us to make a clear identification of the period of seismic activity in the zone,
represented by the characteristic drop in the seismic velocity in the period from the beginning
of 2012 to mid-2013.

3.2 Introduction

The analysis of the ambient seismic noise (Campillo and Paul, 2003; Shapiro and Campillo,
2004; Campillo, 2006) has permitted estimate changes in the velocity in the crust related to
a variety of phenomena, like earthquakes (Brenguier et al., 2008a), volcanic activity (Rivet,
Brenguier, and Cappa, 2015; Brenguier et al., 2008b) and the thermoelastic response of the soil
(Meier, Shapiro, and Brenguier, 2010), among others. Many studies focus on the hydrological
effects on the δv/v. Sens-Schönfelder and Wegler (2006) estimated the underground water
level using a model developed by Akasaka and Nakanishi (2000), to make a direct relation with
the measured velocity variations in a volcano. (Meier, Shapiro, and Brenguier, 2010) analyze
velocity variations within the Los Angeles basin and conclude that the seasonal variations are
strongly influenced by groundwater level changes and thermo-elastic strain variations. Tsai
(2011) propose periodic models to recreate displacements and velocity changes from thermo-
elastic stresses or hydrological loadings. Wang et al. (2017) found a direct relation between
velocity variations and several hydrological and meteorological processes across Japan, mainly
based on the pore pressure generated by the rainfall water through a diffusion process. Hillers,
Campillo, and Ma (2014) shows the correlation between velocity changes and periodicity of
precipitation events in Taiwan.

Hydrological deformation processes have also been studied through geodetic data (Bawden
et al., 2001; Watson, Bock, and Sandwell, 2002; Borsa, Agnew, and Cayan, 2014; Chanard
et al., 2014). In general, the effects of rainfall can be seen in two possible ways: as an elastic
response where the water exerts a loading pressure that subsides the surface (Amos et al.,
2014; Argus, Fu, and Landerer, 2014; Nof et al., 2012), or as a poroelastic response that
generates a rise of the surface as a consequence of the recharge of the porous inner structure
of the soil (Galloway and Burbey, 2011; King et al., 2007).

From the aforementioned studies emerge that thermal and hydrologic effects on δv/v are
significant, and can thus mask velocity changes induced by tectonic processes. It is thus
fundamental to quantify the environmental effect to resolve the tectonic induced velocity
variations for fault physics studies. Examples of this approach are the study of Hillers et al.,
2019, where the seasonal variations were filtered out, to highlight deformation patterns of
tectonic origin around the San Jacinto fault, or the work of Poli et al., 2020 where tectonic
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and hydrological processes are separated from a single station analysis of the δ/v. In this
study we pursue this same objective: we disentangle the influence of the water content inside
the crust from the tectonic related events, in a δv/v time series obtained from ambient seismic
noise recorded in a single station in the region of Calabria, Italy (Figure 3.1).

One of the main characteristics of this zone is the presence of karst aquifers which is
likely the driving factor behind geodetic of seismic velocity measurements (Poli et al., 2020;
D’Agostino et al., 2018). Furthermore, this area was relatively inactive seismically until the
beginning of 2012, when began a seismic swarm that lasted until the middle of 2013, a period
that included several earthquakes including a M5.0 event on the 25 October 2012 (Passarelli
et al., 2015). It has been estimated that 75 percent of 6000 events detected during the
swarms are not aftershocks, which means that there may be a transient forcing acting as the
driving mechanism behind the swarm. The physical nature of this transient forcing can be
fluid filtration, pore pressure diffusion, or aseismic slow slip (Parotidis, Rothert, and Shapiro,
2003; Peng and Gomberg, 2010). This last scenario can also be associated with fluid-related
phenomena reducing the normal stress in the fault. It has also been suggested that a big
part of the crustal deformation in the zone is accommodated through transient slow slip event
(Cheloni et al., 2017).

In this work, we apply two different models that calculate the water level inside the aquifer
based on the information of the rainfall and compare the obtained behavior with the seismic
noise-based velocity variations. We make an independent verification of the obtained results
through horizontal geodetic measures of the zone. We also analyze at a deeper level the
velocity variation removing from it, the modeled behavior controlled by the water level inside
the aquifer. This allows us to identify a weaker pattern controlled mainly by the immediate
elastic response of the zone to the rainfall which is also the main driving factor behind the
variations of the vertical geodetic measurements. Finally, this procedure reveals a velocity
drop most probably related to the stress release of the zone through seismic activity.

3.3 Data processing description

An overall layout of the data stations can be seen in figure 3.1. The seismic ambient noise
is recorded at the station MMNO in Pollino area (Italy) (INGV Seismological Data Centre,
2006). The three components’ continuous signals were band-passed between 0.5Hz and 1Hz.
For each day, the whole signal is divided into overlapping windows of half an hour (50% over-
lap). Later, we calculated the cross-correlation between the 30-minutes windows for all the
possible combinations of the three available channels; this means that for each 30 minutes
segment, we obtain 6 cross-correlations. In the practice, we calculate them simultaneously us-
ing the Covet package (Seydoux, Rosny, and Shapiro, 2017). The half-hour cross-correlations
are average between them for each day, resulting in 6 cross-correlations per day. Two aver-
aging processes for each combination is performed: the first one consists of making a moving
average with the correlations of 30 days around each day to stabilize the obtained signal and
reduce possible transient noise sources. The second consists of obtaining six global reference
cross-correlations averaging between all the available days. A variation of the velocity can
be estimated if we consider that a perturbation in the medium will generate a change in the
shape of the cross-correlation with respect to the global average, in the same way, that a pulse
emitted in the position of the seismic station would be registered differently if the velocity of
the medium change. We calculated this possible change in the frequency domain (Poupinet,
Ellsworth, and Frechet, 1984) using the segment of the coda of the cross-correlations between
10s and 50s. All the 6 velocity variations time series are averaged daily and finally, a moving
average of 30 days is applied over the resulting δv/v series.
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Figure 3.1: General disposition of the seismic, rain and GPS stations, the location of the aquifers
and the M5.0 earthquake in the region of Calabria, Italy. The CPTS, MF and PF lines represent the
Castello Seluci-Timpa della Manca, Mercure and Pollino faults respectively. The rain data is obtained

from the Multi-risk Functional Centre (Centro funzionale multirischi della Calabria).
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Figure 3.2: a) Seismic measurements of δv/v and daily rainfall in the region. b) Daily accumulated
seismic moment in the region and reported slip-rate by Cheloni et al., 2017. The dashed line marks

the date of the M5.0 seismic event.

The GPS displacements were obtained from the Rete Integrata Nazionale GPS network
(INGV Seismological Data Centre, 2006). This data was processed using the Jet Propulsion
Laboratory (JPL) GIPSY-OASIS II software.

The rain data was collected in the 3 closest available stations shown in 3.1. Not all three
stations have available data in all the studied period, so the average process is done each day
using only the available information. The result of this process gives us the estimation of the
regional daily rainfall show in figure 3.2a.

3.4 Procedure and results

3.4.1 Measured and modeled velocity variations

The noise-based velocity variations plotted in figure 3.2a reveal several patterns. We recognize
a periodic ( 1 year) oscillation that is likely to be controlled by the amount of water in the
crust. Indeed, the daily rain observed on the region (fig. 3.2a) increase during the winter, with
an associated velocity reduction (Sens-Schönfelder and Wegler, 2006). Beyond the periodic
signal, a long term trend of increasing velocity is observed for the full period (fig. 3.2a).

To separate hydrologic signal from the possible presence of tectonic stress change effects
in the seismic δv/v series, we model the induced velocity variations generated by the amount
of water in the crust. For this, we developed and applied two different models allowing the
estimation of accumulated water inside the aquifer as a function of time.
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The aquifer is recharged with the rainfall through a fast process thanks to the characteristic
permeable material of the karst. We assume that this happens at a higher velocity than in a
normal diffusion process: rainfall is added each day directly to the water level of the aquifer.
The discharge process can be described by two different models, both of them related to the
stored water inside the aquifer. The first one, the linear reservoir (Fiorillo, 2011), assumes
that the aquifer loses water through a flux with its surroundings, at a discharge rate dQ/dt
(being Q the stored volume of water) that is proportional to the difference of concentration
between the interior and the exterior of the karst ∆φ, and the contact area between the two
AL

dQ

dt
= UAL∆φ+R (3.1)

where R is any external source supplying the aquifer. In the last equation U plays the role
of a conductance over the surface, that is, the proportionality constant between the flux of
water leaving the aquifer (per unit of area) and the concentration difference; in fact, U is the
equivalent of the heat transfer coefficient in the heat transfer Newton’s law of cooling. From
this point of view, this is parallel to obtaining Newton’s law of cooling from the heat equation
that is described also as a diffusive process. The total quantity of water inside the aquifer
can be written in terms of its density and the volume it occupies. The water in the aquifer
accumulates at its bottom, and therefore, this volume can be written in terms of the area
of the bottom AB and the height of the column of water h. On the other hand, we assume
that the area that transmits water is just the lateral one (no difference-of-concentration flux
at the top or at the bottom). Then, the contact area can be written approximately as the
multiplication of a perimeter and the height of the column of water AL = P ∗ h. Introducing
these changes turn the discharge equation into

d (ABh)

dt
= UPh∆φ+R (3.2)

that means that the rate at which the aquifer lose water is proportional to the water level
itself

dh(t)

dt
= −kh(t) + r (3.3)

where h is the water level inside the aquifer, r is the source term written in terms of the
change it generates in the water level inside the aquifer and k = UP∆φ/AB that depends on
the geometry of the aquifer and the conductance of the medium.

The second model, the Torricelli reservoir (Fiorillo, 2011), assumes that the aquifer works
as a container that loses water through a spring at its bottom. The velocity at which the
water leaves the aquifer is proportional to the square root of the height of the contained water,
as stated by Torricelli’s law

v =
√

2gh (3.4)

where g represents the gravity. In this case, the discharge can be written in terms of this
velocity, and the area through the water is escaping (As)

dQ

dt
= Asv +R = As

√
2gh+R (3.5)

If we write again the volume of water inside the aquifer as ABh, the change on the water
level will follow the same mathematical structure ,
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dh(t)

dt
= −k′

√
h(t) + r (3.6)

where k′ = As
√

2g/AB, and r represents the source supplying the aquifer in terms of the
water level. The constants in both of these equations are related to the physical characteristics
of the aquifer, and modifying them changes the strength and the delay of the discharge for a
given water quantity inside the aquifer.

Therefore, the water level at each day will be the level of the day before, plus the level
gained by the rainfall on that day r, minus the losses that are calculated according to the
model:

hi+1 = hi − kf(hi) + ri+1 (3.7)

Here f(hi) represents the particular functional dependence of the model in the water level,
defined by equation 3.3 or 3.6. At this point it’s important to remark the units of the water
level as obtained by the models: they are equal to the units of the rainfall, which is measured
as mm of water recollected per square meter. This means that only if we have an aquifer of
exactly 1m2, recollecting the totality of the indicated rainfall (that is most probably not the
case), we will have the water levels predicted by the models. Furthermore, if the area that
collects the water (the area of the aquifer) is different from the area that supplies the rainfall,
the proportion between both units will not be 1-to-1. This implies that both models allow us
to predict relative changes in the water level, but not its absolute value. However, this is not
a problem as will be clear below.

If the water level controls the velocity variation, the resulting series for h should show the
same behavior as the δv/v, or in other words, there would be a linear relationship between
them. We find the value of the constant k in each model that optimizes the linear relation
between them with the following grid search:

• A value of k is chosen, and using the rain data as the input, the water level time series
is calculated following the recursive formula 3.7

• The water level is shifted towards the zero removing its time average (represented by〈·〉):

h(t)→ h(t)− 〈h(t)〉 (3.8)

• The proportionality constant between (δv/v)(t) and the water level time series is calcu-
lated as the ratio between the covariance and the variance: a = cov ((δv/v)(t), h(t)) /(var(h(t))

• The shift or intercept between the two series is estimated as the average of the seismic
velocity variation: b = 〈(δv/v)(t)〉

• A synthetic velocity variation δv/vsyn is obtained from the water level model using both
constants a and b:

δv

v syn
(t) =

〈
δv

v
(t)

〉
+

(
cov

(
δv
v (t), h(t)

)
var(h(t))

)
· h(t) (3.9)

• For a given constant k, the fit to the data of the model to describe the seismic velocity
variation is measured as

σ2(k) =
1

n

n∑
i=1

(
δv

v
(i)− δv

v syn
(i, k)

)2

(3.10)
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Figure 3.3: Seismic noise measurements and water level model. a) Seismic and synthetic δv/v
obtained from the water level model. b) difference between the model and the measured δv/v smoothed
with a 30 days window and reported slip-rate by Cheloni et al., 2017. The shaded zone highlights
the systematic excess of velocity reduction between the seismic δv/v and the rain-based model. The

dashed line marks the date of the M5.0 seismic event

• The process is repeated for a whole set of values of k and the one with the lowest σ2 is
chosen.

Both the models produce almost indistinguishable results because a daily input will high-
light in the long term only a linear dependence with the input itself. The misfit of each model
and a comparison between them can be seen in the supplementary material. The predicted
velocity variation obtained with the linear reservoir model for the best fitting constant can
be seen in figure 3.3a; this will be the model used in the rest of the paper. In both cases the
covariance between the seismic measurements and the water level model is negative, which
means that they are anti-correlated: the increase of the water content in the aquifer decreases
the seismic velocity in the medium. This happens because the presence of water increases the
pore pressure, which in turn, reduces the overall effective pressure in the zone and therefore,
reduces the seismic velocity. We can see that the models reproduce accurately the seismic-
based series, not only on its seasonal patterns but also in the overall multi-year trend, which
means that the water content in the aquifer is effectively the main driving factor behind the
registered velocity variations. The positive trend observed between 2014-2019 is a regional
multi-annual hydrological trend observed also in the spring discharge and in the modulation
of seismicity along the Irpinia Fault (D’Agostino et al., 2018).

The difference between measured velocity changes and the modeled velocity changes can
be seen in figure 3.3b. It can be seen that there is a periodic misfit between them which
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means that a small part of the seismic velocity variation is not predicted by our models. This
could be due to a defect of the model or to the presence of a second phenomenon acting
in parallel with the water accumulation. Furthermore, the most remarkable feature of this
difference is a systematic excess of velocity reduction, that begins at the beginning of 2012
when there is high seismic activity, and that lasts approximately until the end of 2014; the
velocity changes measured in the seismic field are not completely accounted by the water
level model, that is, by the accumulated water able to increase the hydraulic head and the
aquifer pore pressure. Although the 1-month moving average applied over the time series
makes it difficult to talk about specific dates, this systematic difference is probably generated
by tectonic stress release as it happens simultaneously with the seismic activity. Furthermore,
through 2013 this difference seems to increase and seems to have its maximum peak around
the same time of the last pulse of the reported slow slip in the zone. It was found that this
late slip happened simultaneously with an enlargement of the crustal area affected by the
seismicity (Cheloni et al., 2017). However, the systematic difference with our model extends
beyond the slow slip event for several months. This extended behavior could be related to
the stress change produced by the earthquake and its posterior recovery phase that could last
several months (Brenguier et al., 2008a). It could also be possible that the earthquake or
the slow slip changed the internal structures of the aquifer which will produce a migration
of water that would change temporarily the water level. Whatever may be the cause, the
changes in the velocity are completely recovered by the end of 2013.

3.4.2 Analysis of geodetic data

Geodetic measurements are useful to measure displacements related to earthquakes and to
slow slip events, and also to analyze hydrological processes inside aquifers (Cheloni et al.,
2017; D’Agostino et al., 2018; Silverii et al., 2016). We turn to analyze GPS traces as an
independent way to assess the modeled variation of the velocity and its possible mechanisms.
For this, we use GPS traces obtained in four stations of the zone which are shown in figure
3.1.

We begin analyzing the relative displacement between the two closest stations to the
earthquake, VIGG and MMNO, smoothed with the same 1-month window as was done with
the velocity variation. Both relative horizontal components can be seen in figure 3.4a. To
simplify the visualization of the GPS traces, all of them have been shifted vertically towards
the zero without modifying their behavior or their relative values. This doesn’t affect our
analysis as we are interested in the patterns described by the traces and not in their absolute
values. The relative displacement shows seasonal patterns in all the directions and a clear
change of baseline due to the M5.0 event.

Perhaps the most interesting feature of the traces in figure 3.4a is the behavior of the NS
component from 2014 until the end of the series, as it shows a similar pattern to the one
observed in the δv/v: a yearly seasonal variation over a multiyear increasing behavior, with
approximately the same shape. However, this behavior is not present in the EW direction.
There are a couple of reasons why this behavior can not be seen in both components. One
of these is a possible anisotropic response of the aquifer to hydrostatic pressure in the hori-
zontal direction (Silverii et al., 2016). Commonly, a porous medium like an aquifer presents
fractures than can open and close temporarily with the pressure generated by the water in
them (Amoruso et al., 2014; Daniele, Braitenberg, and Nagy, 2012). If these fractures happen
predominately in a specific direction, the macroscopic expansion-contraction dynamics will be
more (or only) visible in such direction, which constitutes an anisotropic response. Another
possible reason could be simply the relative position of the GPS station to the aquifer: for
example, if we had a GPS station at the north of a perfectly circular aquifer, we would expect
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to see the expansion-contraction registered only in the NS component and not in the EW
component, even in an isotropic fracture system.

Likely, the main expansion-contraction direction is not exactly NS. With this in mind, we
perform a rotation of the horizontal GPS traces to find the angle that maximizes the presumed
linear relation between the GPS displacement, and the modeled water level inside the aquifer.
This is done through a similar grid search like the one implemented before, between one
rotated component of the GPS and the measured seismic δv/v.

The reason why this angle minimizes the fit can be easily seen in figure 3.4c: the trace
in the direction N39.3W shows the same behavior of the modeled velocity variations for all
times, even in the period in which the earthquake and the slow slip happened. There may be
two reasons why this trace reproduces so well the water level in the aquifer: the fist one, the
direction of this rotated GPS is the only direction in which the fault rupture of the earthquake
is not visible, that is, the direction of the strike angle of the earthquake. This is important
as any other direction will show a discontinuity in the horizontal expansion of the aquifer.
On the other hand, it’s possible that the localization of the GPS station, NW of the aquifer,
helps to accentuate the expansion-contraction process in that specific direction.

Beyond the mechanism that accentuates one direction in particular, is clear that the
behavior of the displacements is related to the variations seen in both the velocity changes and
in the water model, which is coherent with an expansion-contraction dynamics in the aquifer
(Cheng, 2000). As the aquifer stretches between the four GPS stations, this process should
be visible by different combinations of stations and not only between VIGG and MMNO: in
effect, calculating the relative displacement between all the other couples, and finding the best
rotation for each case produce a similar pattern, as can be seen in the figure 3.5. Although
different GPS combinations are better fitted around different angles, all the combinations
that involve the station MMNO (the closest to the seismic event) are maximized around 36
degrees, possibly as a consequence of finding the projection that doesn’t show the effect of the
earthquake itself. Moreover, it can be seen that different couples produce different levels of
intensity between the seismic event and the water-driven pattern, which signals a possible new
way to analyze the complexity of the system, and particularly, the directions of volumetric
expansion of the zone.

3.5 Loading effect of the rainfall

A deeper inspection of the seismic velocity variations can be made if we analyze the part of
it that is not controlled by the water level in the aquifer. This can be done by subtracting
one from another as is shown in figure 3.6a. This is the same difference shown in figure
3.3 but processed with a longer smoothing window of 180 days to stabilize the fluctuations
and highlight seasonal patterns. The longer smoothing window and the fact that this is the
difference between the measured and modeled velocity variations, explains why the obtained
pattern amplitude is around 20 percent of the original amplitude of the velocity. As was seen
in figure 3.3, this residual velocity is not in phase with the modeled water level in the aquifer.
However, a quick inspection of the rainfall smoothed over the same moving window of 180
days (figure 3.6b) reveals that both are in phase, which means that the observed behavior
probably comes from the instantaneous loading that the rainfall is generating over the surface.
This conclusion is confirmed by the vertical component of the GPS stations in the regions
(figure 3.6c) which show an anti-correlation between the rainfall itself and the elevation of
the surface. As it would be expected, when the rainfall increases, the loading on the zone
increases generating a positive residual velocity variation, and at the same time, produces a
downward motion of the vertical position (Meier, Shapiro, and Brenguier, 2010; Lecocq et al.,
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2017). This is consistent with regional observations made by Silverii et al. (2016) where they
find a correlation between the vertical GPS data and GRACE (Gravity Recovery and Climate
Experiment) satellite observations.

This implies that the response of the crust to the rain happens in two ways: in the first
one the water generated by the rainfall accumulates in the aquifer and as a result, produces
an expansion of the zone which is registered by the horizontal GPS. This is a poroelastic
reaction. In the second one, the rainfall generates an instantaneous load over the zone which is
measured by the vertical GPS motion. This is an elastic reaction. Although both mechanisms
are acting simultaneously, they have peaks that are not in phase. Both are measured with
different intensities by the velocity variations of the seismic noise.

Lastly, in figure 3.6 is highlighted a period in which the pattern measured in the velocity
variation doesn’t match the seasonal loading. The most probable cause of this mismatch is
the simultaneously high seismic activity of the zone, including the M5.0 earthquake, which
happens almost in the middle of the registered anomaly in the velocity variation. All of this
is coherent with the temporary velocity drop that dominates this period, which suggests a
stress release within the medium (Brenguier et al., 2008a).

3.6 Conclusions

We measure the variations of the seismic velocity during ten years in the region of Calabria,
Italy, with a single seismic station. They show a yearly oscillation characteristic of seasonal
factors, superimposed over a multi-year pattern. The water content in the soil is usually
one of the main factors controlling the velocity variations of a region; for this reason, we use
two models that estimate the water level inside the aquifer of the zone, assuming that it is
recharged by the rainfall and that it loses water through two different mechanisms. Both
models use constants whose values depend on the geometric particularities of the aquifer,
that are unknown. For this reason, we perform a grid search comparing the resulting water
level models with the velocity variations, for different constants. This comparison consists of
recreating a modeled velocity variation that is essentially modifying the water level overall
amplitude and mean, to match those of the measured velocity variation, and calculating the
root-mean-square error between the two. We find that both the models do a good prediction
of the velocity variation showing in both cases an anti-correlation between the levels of water
in the aquifer and the velocity of the seismic waves. The increase of pore pressure generated
as a consequence of the presence of water leads to a reduction in the effective pressure in the
medium and therefore, to a reduction in the seismic velocity. The model recreates the yearly
seasonal behavior and the long multi-year trends. This shows that the total water inside the
aquifer changes slowly, influenced by long-lasting periods of heavy rains or droughts.

The comparison between the model and the measured δv/v also shows a systematic dis-
crepancy between them that lasts between one and two years. In this period, the seismic
measurements show that the velocity on the zone is lower than what is predicted by the con-
tent of water able to increase the hydraulic head and the aquifer pore pressure. This happens
in the same period on which the M5.0 earthquake and the slow slip events occur (Cheloni et
al., 2017), which suggests that velocity drop discrepancy is produced by a stress release in the
tectonic system through seismic activity and transient aseismic deformation. This difference
disappears by the end of 2013.

The component NS of the relative displacement between the GPS stations across the
fault, VIGG and MMNO, suggests that the deformation in the zone occurs synchronously
with both the δv/v and the water level of the aquifer, for the period after the seismic activity
happening between 2012 and 2013. We found that the relative displacement in the direction
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N36W follows the same behavior that both the measured and modeled velocity variations,
for the whole period recorded with the GPS. This can be explained by the pressure generated
by the water that opens and closes the fractures of the porous media, generating the overall
displacements registered by the GPS; this behavior is also seen between all the other stations
that are located in the zone. This confirms our assumption of a poroelastic recharge and
discharge process of the aquifer, upon which we based the water level models. The angle
at which this occurs for the couples that involve the station MMNO is always around 36◦,
which is close to the angle of the strike fault of the M5.0 event (24◦), possibly because at this
direction the sharp displacement generated by the earthquake is minimized. Moreover, the
angles that maximize this expansion-contraction mechanism for the couples that are not close
to the earthquake (namely, VIGG-CAVI, VIGG-SALB, and CAVI-SALB), show interesting
differences that are possibly related to the shape of the aquifer or local anisotropic behavior.

The subtraction of the predicted velocity variation generated by the water level inside the
aquifer from the observed seismic one, reveals a pattern of weaker amplitude that is in phase
with the regional rainfall. We also observe that the vertical displacements of the GPS on the
zone are well anti-correlated with the rainfall of the zone. This indicates an elastic behavior
of the zone that happens in parallel with the described poroelastic dynamics: the rainfall
generates an instantaneous loading over the surface that has a consequence, the subsidence
of the elevation of the zone (therefore the anti-correlation with the vertical GPS) and a small
increase on the stress of the crust (and consequently an increase of the seismic velocity) that
is registered in the δv/v.

Finally, this procedure highlights a period on which an anomalous velocity drop breaks
the in-phase behavior between the residual seismic velocity and both the rainfall and the
vertical GPS. This happens simultaneously with the period of high seismic activity of the
region, which includes theM5.0 event. Therefore, the velocity drop is probably related to the
stress release associated with the seismic activity of the zone. This means that our analysis
allows us to extract the seismic signature of the tectonic stress release, despite having two
environment processes, the elastic and the poroelastic response to the precipitation, working
simultaneously and dominating the variation of the seismic velocity.
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Chapter 4

Coupling between surface and body
waves

Ludovic Margerin, Andres Barajas, Michel Campillo
Article in published in Geophysical Journal International

In the preceding chapter we studied the influence of different factors on the measurements
of apparent velocity at the surface, and we proposed a way to separate them using alternative
sources of data and physical modeling. However, we want to locate the actual perturbations
at depth that generate the phase fluctuations at the surface. This would give us a natural
way of separating the phenomena responsible for those changes and a more insightful vision
of the processes in the crust of the Earth. The first step towards that objective is to develop
a theoretical frame over which we can describe the coupling between surface and body waves,
and the energy exchange between them close to the surface. However, developing this model
for the elastic case is still an open and challenging problem in seismology. In this chapter, we
present a simpler case, a scalar model in the half-space that includes a particular boundary
condition that gives rise to the natural formation of surface waves. Based on this model we
find fundamental relations of the conversion between surface and body waves and we construct
a set of transport equations that will be fundamental for the estimation of the travel-time
sensitivity kernel in the next chapter.

4.1 Abstract

To describe the energy transport in the seismic coda, we introduce a system of radiative
transfer equations for coupled surface and body waves in a scalar approximation. Our model
is based on the Helmholtz equation in a half-space geometry with mixed boundary conditions.
In this model, Green’s function can be represented as a sum of body waves and surface waves,
which mimics the situation on Earth. In a first step, we study the single-scattering problem
for point-like objects in the Born approximation. Using the assumption that the phase of
body waves is randomized by surface reflection or by interaction with the scatterers, we
show that it becomes possible to define, in the usual manner, the cross-sections for surface-to-
body and body-to-surface scattering. Adopting the independent scattering approximation, we
then define the scattering mean free paths of body and surface waves including the coupling
between the two types of waves. Using a phenomenological approach, we then derive a set of
coupled transport equations satisfied by the specific energy density of surface and body waves
in a medium containing a homogeneous distribution of point scatterers. In our model, the
scattering mean free path of body waves is depth dependent as a consequence of the body-
to-surface coupling. We demonstrate that an equipartition between surface and body waves
is established at long lapse-time, with a ratio which is predicted by usual mode counting
arguments. We derive a diffusion approximation from the set of transport equations and
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show that the diffusivity is both anisotropic and depth dependent. The physical origin of
the two properties is discussed. Finally, we present Monte-Carlo solutions of the transport
equations which illustrate the convergence towards equipartition at long lapse-time as well
as the importance of the coupling between surface and body waves in the generation of coda
waves.

4.2 Introduction

In seismology, Radiative Transfer (RT) has been used for more than three decades to charac-
terize the scattering and absorption properties of Earth’s crust (see for instance Fehler et al.,
1992; Hoshiba, 1993; Carcolé and Sato, 2010; Eulenfeld and Wegler, 2017). Since its intro-
duction by Wu (1985) for scalar waves in the stationary regime, RT has been considerably
improved to bring it in closer agreement with real-world applications. In particular, the cou-
pling between shear and compressional waves was developed in a series of papers by Weaver
(1990), Turner and Weaver (1994), Yuehua Zeng (1993), Sato (1994b), and Ryzhik, Papan-
icolaou, and Keller (1996). The model of Sato (1994b) was applied to data from an active
experiment by Yamamoto and Sato (2010) and showed impressive agreement between obser-
vations and elastic RT theory. For comprehensive introductions to RT, the reader is referred
to the review chapter by Margerin (2005) or the monograph of Sato and Fehler (2012).

Parallel to the physical and mathematical developments of the theory, more and more
realistic Monte-Carlo simulations of the transport process were developed over the years.
This includes, for example, the treatment of non-isotropic scattering (Abubakirov and Gu-
sev, 1990; Hoshiba, 1995; Gusev and Abubakirov, 1996; Jing, Zeng, and Lin, 2014; Sato and
Emoto, 2018), velocity and heterogeneity stratification (Hoshiba, 1997; Margerin, Campillo,
and Tiggelen, 1998; Yoshimoto, 2000), coupling between shear and compressional waves
(Margerin, Campillo, and Van Tiggelen, 2000; Przybilla, Wegler, and Korn, 2009), later-
ally varying velocity and scattering structures (Sanborn, Cormier, and Fitzpatrick, 2017).
With the growth of computational power, Monte-Carlo simulations opened up new venues for
the application of RT in seismology: imaging of deep Earth heterogeneity (Margerin, 2003;
Shearer and Earle, 2004; Mancinelli and Shearer, 2013; “On the frequency dependence and
spatial coherence of pkp precursor amplitudes”), mapping of the depth-dependent scattering
and absorption structure of the lithosphere (Mancinelli, Shearer, and Liu, 2016; Takeuchi
et al., 2017), modeling of propagation anomalies in the crust (Sens–Schönfelder, Margerin,
and Campillo, 2009; Sanborn and Cormier, 2018), P-to-S conversions in the teleseismic coda
(Gaebler, Sens-Schönfelder, and Korn, 2015), to cite a few examples only.

Recently, RT has also been applied to the computation of sensitivity kernels for time-lapse
imaging methods such as coda wave interferometry (see e.g. Poupinet, Ellsworth, and Frechet,
1984; Snieder, 2006; Poupinet, Got, and Brenguier, 2008). Coda Wave Interferometry (CWI)
exploits tiny changes of waveforms in the coda to map the temporal variations of seismic
properties in 3-D. The mapping relies on the key concept of sensitivity kernels, which, in the
framework of CWI, were introduced by Pacheco and Snieder (2005) in the diffusion regime
and Pacheco and Snieder (2006) in the single-scattering regime. These kernels take the form
of spatio-temporal convolutions of the mean intensity in the coda. It was later pointed out
by Margerin et al. (2016) that an accurate computation of traveltime sensitivity kernels, valid
for an arbitrary scattering order and an arbitrary spatial position, requires the knowledge
of the angular distribution of energy fluxes in the coda. These fluxes, or specific intensities,
are directly predicted by the radiative transfer model, which makes it attractive for imaging
applications.
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In noise-based monitoring (Wegler and Sens-Schönfelder, 2007) -also known as Passive
Image Interferometry (PII)- the virtual sources and receivers are located at the surface of
the medium so that the early coda is expected to contain a significant proportion of Rayleigh
waves. At longer lapse-time, the surface waves couple with body waves and the coda eventually
reaches an equipartition regime when all the propagative surface and body wave modes are
excited to equal energy (Weaver, 1982; Hennino et al., 2001). Because the volumes explored
by surface and body waves are significantly different, the knowledge of the composition of the
coda wavefield at a given lapse-time in the coda is key to locate accurately the changes at
depth in the crust.

Obermann et al. (2013a) and Obermann et al. (2016) proposed to express the sensitivity
of coda waves as a linear combination of the sensitivity of surface and body waves, whose
kernels are computed from scalar RT theory in 2-D and 3-D, respectively. The relative contri-
bution of the 2-D and 3-D sensitivity kernels at a given lapse-time in the coda is determined
by fitting the traveltime shift predicted by the theory against full wavefield numerical simula-
tions in scattering media, where the background seismic velocity is perturbed in a fine layer
at a given depth. This method has been validated in the case of 1-D perturbations through
numerical tests and has the advantage of modeling exactly the complex coupling between sur-
face and body waves in heterogeneous media. Furthermore, it can easily incorporate realistic
topographies, which is important for the monitoring of volcanoes. The main drawbacks of
the approach of Obermann et al. (2016) are the numerical cost and the fact that it requires a
good knowledge of the scattering properties of the medium, which have to be determined by
other methods such as MLTWA (Fehler et al., 1992; Hoshiba, 1993).

This brief overview illustrates that CWI and PII would benefit from a formulation of RT
theory which incorporates the coupling between surface and body waves in a self-consistent
way. In the case of a slab bounded by two free surfaces, Trégourès and Van Tiggelen, 2002
derived from first principles a quasi 2-D RT equation where the wavefield is expanded onto a
basis of Rayleigh, Lamb and Love eigenmodes. Thanks to the normal mode decomposition,
this model incorporates the boundary conditions at the level of the wave equation. The energy
exchange between surface and body waves is treated by normal mode coupling in the Born
approximation. A notable advantage of this formulation is the capacity to predict directly
the energy decay in the coda and its parttioning onto different components. The two main
limitations for seismological applications are the slab geometry, which may not always be
realistic and the fact that the disorder should be weak, i.e., the mean free time should be
large compared to the vertical transit time of the waves through the slab.

Zeng (2006) proposed a system of coupled integral equations to describe the exchange of
energy between surface waves and body waves in the seismic coda. The formalism used by
the author is interesting and bears some similarities with the one developed in this work, al-
though we formulate the theory in integro-differential form. A blind spot in the work of Zeng
(2006) is the coupling between surface and body waves, which is introduced in an entirely phe-
nomenological way and differs significantly from our findings. A very promising investigation
of the energy exchange between surface and body waves on the basis of the elastodynamic
equations in a half-space geometry was performed by Maeda, Sato, and Nishimura (2008).
Using the Born approximation, these authors calculated the scattering coefficients between all
possible modes of propagation in a medium containing random inhomogeneities. The main
limitation of their theory comes from the fact that the conversion from body to surface waves
is quantified by a non-dimensional coefficient, which makes it difficult to extend their results
beyond the single-scattering regime. The authors argue that the absence of a characteristic
scale-length for body-to-surface attenuation is a consequence of the fact that all conversions
occur in approximately one Rayleigh wavelength in the vicinity of the surface.
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In this work, we revisit the problem of coupling surface and body waves in a RT frame-
work using an approach similar to the one of Maeda, Sato, and Nishimura (2008). For
simplicity, we limit our investigations to a scalar model based on the Helmholtz equation
with an impedance (or mixed) boundary condition in a half-space geometry. To make the
presentation self-contained, we review the most important features of this particular wave
equation. Specifically, we recall that the modes of propagation are composed of body waves,
and surface waves whose penetration depth depends on the impedance condition only. Hence,
our model mimics the situation on Earth while minimizing the mathematical complexity. We
then introduce a simple point-scattering model and study its properties in the Born approxi-
mation. Using the additional assumption that the surface reflexion randomizes the phase of
the reflected wave, we are able to derive simple expressions for the scattering mean free path
of both body and surface waves including the coupling between the two. We elaborate on this
result to establish a set of two coupled RT equations satisfied by the specific energy density
of surface and body waves using a phenomenological approach. Some consequences of our
simple theory are explored, in particular the establishment of a diffusion and equipartition
regime. Monte-Carlo simulations show the potential of the approach to model the transport
of energy in the seismic coda from single-scattering to diffusion.

4.3 Scalar wave equation model with surface and body waves

In this section, we present the basic ingredients of our scalar model based on the Helmholtz
equation. We describe how an appropriate modification of boundary conditions at the surface
of a half-space gives rise to the presence of a surface wave. We subsequently present an
expression of the Green’s function and its asymptotic approximation. The concept of density
of states, important for later developments, is recalled. For a thorough treatment of the
mathematical foundations of our model, the interested reader is refered to the monograph of
Hein and Hein R. (2010).

4.3.1 Equation of motion

We consider a 3-D version of the membrane vibration equation in a half-space geometry:

(ρ∂tt − T∆)u(t,R) = 0 (4.1)

where t is time and R is the position vector. It may be further decomposed as R = r + zẑ
(z ≥ 0) with r = xx̂ + yŷ and (x̂, ŷ, ẑ) denotes a Cartesian system. In Eq. (4.1) u, ρ and T
may be thought of as the displacement, the density and the elastic constant of the medium,
respectively. The wave Eq. (4.1) is supplemented with the boundary conditions:

(∂z + α)u(t,R)|z=0 = 0

+radiation condition at ∞ (4.2)

The case of interest to us corresponds to α > 0, i.e. when, as recalled below, the boundary
can support a surface wave. Equation (4.1) can be derived by applying Hamilton’s principle
to the following Lagrangian density:

L =
1

2

[
ρ(∂tu(t,R))2 − T (∇u(t,R))2 + αTu(t,R)2δ(z)

]
(4.3)

Thanks to the last term of the Lagrangian (4.3), which corresponds to a negative elastic
potential energy stored at the surface z = 0, the first B.C. in Eq. (4.2) becomes natural in
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the sense of variational principles. To make the presentation self-contained, we explain in
Appendix 4.8.1 the origin of the delta function in Eq. (4.3) in the simple case of a finite string
with mixed boundary conditions at one end and free boundary conditions at the other end.

In the case of a harmonic time dependence u ∝ e−iωt (ω > 0), the vibrations are governed
by Helmholtz Eq.:

∆u(R) +
ω2

c2
u(R) = 0 (4.4)

with c =
√
T/ρ the speed of propagation of the waves in the bulk of the medium. Eq. (4.4)

is complemented with the mixed boundary condition ∂zu+ αu = 0 at z = 0 and an outgoing
wave condition at infinity. From (4.3), we can deduce the energy flux density vector J and
the energy density w using the concept of stress-energy tensor (Morse and Ingard, 1986). For
harmonic motions, their average value over a period can be expressed as:

J =− T

2
Re {iωu∗∇u} (4.5)

w =
1

4

{
ρω2|u|2 + T |∇u|2 − αT |u|2δ(z)

}
(4.6)

In the following section, we recall the consequences of mixed boundary conditions on the
Helmoltz Eq., in particular the fact that it gives rise to a surface wave mode.

4.3.2 Eigenfunctions and Green’s function

Due to the translational invariance of the medium, we look for eigen-solutions of Eq. (4.4) in
the form u = ψ(z)eik‖·r with k‖ = (kx, ky, 0). This leads to a self-adjoint eigenvalue problem
in the z variable only. For α > 0, part of the spectrum is discrete with eigenfunction :

us(r, z) =
√

2αe−αz
eik‖·r

2π
(4.7)

with k‖ · k‖ − α2 =
ω2

c2
. The rest of the spectrum forms a continuum of body waves with

normalized eigenfunctions:

ub(r, z) =
1

(2π)3/2
(e−iqz + r(q)eiqz)eik‖·r, q ≥ 0 (4.8)

with q2 + k‖ · k‖ =
ω2

c2
and:

r(q) =
q + iα

q − iα (4.9)

Note the relations: (1) q = (ω cos j)/c = k cos j with j the incidence angle of the body
wave and (2) |r(q)|2 = 1, i.e., there is total reflection at the surface. For later reference, we
introduce a specific notation for the vertical eigenfunction of body waves:

ψb(n̂, z) = (e−ikzn̂·ẑ + r(kn̂ · ẑ)eikzn̂·ẑ) (4.10)

with n̂ · ẑ = cos j. Note that throughout the paper, we use a hat to denote a unit vector.
The surface waves (4.7) and body waves (4.8) are normalized and orthogonal in the sense of
the scalar product 〈u|v〉 =

∫
R3
+
u(R)∗v(R)d3R, where u and v are arbitrary square integrable
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Figure 4.1: Dispersion of surface waves in a half-space with mixed boundary conditions. On the
horizontal axis, the normalized frequency is defined as ωα/c. On the vertical axis, the velocity is

normalized by the speed of body waves c.

functions. The surface wave phase velocity cφ is given by:

cφ =
c√

1 +
c2α2

ω2

(4.11)

and is always smaller than the bulk wave velocity c. The group velocity may be obtained in
two different manners, namely, (1) using the classical formula based on the interference of a
wave packet:

vg =
dω

dk
=
c2

cφ
= c

√
1 +

c2α2

ω2
(4.12)

and (2) using the principle of energy conservation:

vEs =
〈J〉
〈w〉 = vgk̂‖ (4.13)

where the brackets indicate an integration over the whole depth range.
The dispersion properties of the surface wave in our scalar model are illustrated in Figure

4.1. As is evident from Eqs (4.11)-(4.12), the group velocity is always faster than both the
phase and body wave velocity. In the high-frequency limit, the phase and group velocity tend
to the common value c. Using definition (4.13) it is possible to define the energy velocity of
a body wave eigenmode (see Eq. 4.8):

vEb = lim
h→∞

〈J〉h
〈w〉h

= c sin jk̂‖, (4.14)

where 〈〉h denotes an integration from the surface to depth h. The depth averaging smoothes
out the oscillations of J and w caused by the interference between the incident and reflected
amplitudes. The passage to the limit is necessary because the integrals over depth diverge.
Eq. (4.14) can be interpreted as follows. In the full-space case, the current vector of a single
unit-amplitude plane wave with wavevector k = k(cos jẑ + sin jk̂‖) is given by J = ρωc2k/2
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Figure 4.2: Geometry of the surface employed to compute the energy radiation of a point source
located at (0, 0, z0). C is a cylindrical surface of radius Rc and height h. H is a hemispherical surface

of radius R.

and carries an energy density w = ρω2/2. If we define kr as the mirror image of k across the
plane z = 0 and consider the sum of the current vector of two plane waves with wavevectors k
and kr we obtain J + Jr = ρω2c sin jk̂‖. After normalization by the sum of energy densities,
the result (4.14) is recovered. In other words, on average, the energy transported by a body
wave mode is simply the sum of the energies transported by the incident and reflected waves,
as if the two were independent.

Using the eigenmodes (4.7) and (4.8), one may obtain an exact representation of the
Green’s function of Helmholtz Eq. with mixed BC in the form:

G(r, z, z0) =
1

(2π)3

∫ +∞

0
dq

∫
R2

eik‖·r(e−iqz + r(q)eiqz)(e−iqz0 + r(q)eiqz0)∗

k2 − k2‖ − q2 + iε
d2k‖

+
2αe−α(z+z0)

(2π)2

∫
R2

eik‖·r

k2 + α2 − k2‖ + iε
d2k‖

, (4.15)

where z0 denotes the source depth, ε is a small positive number which guarantees the con-
vergence of the integrals and the star ∗ denotes complex conjugation. In Eq. (4.15) the first
(resp. second) line represents the body wave (resp. surface wave) contribution. As shown
in Appendix 4.8.2, the surface wave term can be computed analytically in terms of Hankel
functions. The following far-field approximation of the Green’s function of the Helmholtz Eq.
(4.4) can be obtained using the stationary phase approximation for the body wave term:

G(r, z, z0) = − e
ikR

4πR
ψb(R̂, z0)−

αe−α(z+z0)+iksr+iπ/4√
2πksr

(4.16)

with ks = ω/cφ, R̂ = R/R and R = r + zẑ. The expansion (4.16) is performed with
respect to the midpoint of the source point and its mirror image by the surface z = 0. The z
dependence of the first term is simply given by the body wave eigenfunction (4.8). For further
computational details, the reader may consult Appendix 4.8.2.
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4.3.3 Source radiation and density of states

We now compute the energy radiated by a point source located at (0, 0, z0). To do so, we
introduce a cylindrical surface C of radius Rc extending from the free surface to a depth h
greater than z0 and large compared to 1/α. We close this surface with a hemispherical cap H
of radius R centered at the surface point (0, 0, 0). The geometry is schematically depicted in
Figure 4.2. The energy flux vector (4.5) of the radiated field contains terms that are purely
surface, purely bulk and cross-terms. The contribution of surface waves to the flux across the
hemispherical surface is negligible (the error made is exponentially small). The contribution
of body waves to the flux across the lateral cylindrical surface is also negligible because this
surface subtends a solid angle which goes to 0 as Rc increases. The cross-terms are negligible
across the whole surface because the coupled surface/body wave term decays algebraically
faster than the surface wave term on the cylindrical surface and exponentially faster than the
body wave term on the hemispherical surface. Hence, we may split the flux of radiated waves
into a contribution of surface and body waves, respectively.

The energy transported per unit time by body waves through the hemispherical cap H is
given by:

Eb(z0) =
ρω2c

2

∫
H
|Gb(r, z, z0)|2R2dR̂

=
ρω2c

32π2

∫
2π
|ψb(R̂, z0)|2dR̂,

(4.17)

with Gb the body wave part of Green’s function. In the second line of Eq. (4.17), the integral
is over the space directions subtended by the hemispherical cap. (N.B.: strictly speaking, the
total solid angle is not equal to 2π because one should remove the directions corresponding to
the cylinder. But as noted before, the measure of this set of directions goes to zero as Rc goes
to infinity.) The function defined in Eq. (4.17) oscillates with depth around the following
mean value:

〈Eb〉 =
ρω2c

8π
(4.18)

Here the brackets may have at least 2 different meanings. The most obvious is an average
over depth, as was done in the calculation of the group velocity. But we may also assume
that the surface “scrambles" the phase of the reflected wave φr so that it becomes a random
variable. In this scenario, the brackets would mean an average over all realizations of the
random reflection process. Upon averaging over phase or depth, the interference pattern
between the incident and reflected wave is smoothed out, so that the two approaches yield
the same result. Note that the randomization of the phase does not affect energy conservation
because the incident flux is still totally reflected. In particular, the discussion following the
interpretation of Eq. (4.14) would still be valid. In practice, the assumption that the phase
of the reflected wave is randomized by the surface may not be as unrealistic as it seems.
Observations of reflected SH waves by Kinoshita (1993) at borehole stations in Japan indeed
suggest that the reflected field is a distorted version of the incident one. This concurs with
the general view that the subsurface of the Earth is highly heterogeneous at scales that can be
much smaller than the wavelength and brings support to the idea that aberrating fine layers
could indeed randomize the phase of the reflected wave as we hypothesize. In what follows,
the scrambled-phase assumption will be adopted to simplify the treatment of the reflection of
body waves at the surface.
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The energy transported per unit time by surface waves through the lateral cylindrical
surface C is given by:

Es(z0) =
ρω2vg

2

∫
C
|Gs(r, z, z0)|2rdφdz

=
ρω2vgα

2e−2αz0

4πks

∫ 2π

0
dφ

∫ h

0
e−2αzdz

=
ρωc2α

4
e−2αz0

(4.19)

with Gs the surface wave part of Green’s function. Because h is large compared to 1/α the
integral over depth may be performed from 0 to +∞ (the error incurred is exponentially
small). We find the depth dependent surface-to-body energy ratio:

R(z0) =
Es(z0)
〈Eb〉

=
2πcα

ω
e−2αz0 (4.20)

Formula (4.20) can also be understood in the light of the local density of states ns,b defined
as (Sheng, 2006):

ns,b(z0) = − ImGs,b(r, z0, z0)
π

∣∣∣∣
r=0,z=z0

×
dk2s,b(ω)

dω
, (4.21)

where ks,b(ω) stands for the wavenumber of surface or body waves. Using the spectral repre-
sentation (4.15), one obtains the (exact) formulas:

nb(z0) =
ω2

8π2c3

∫
2π
|ψb(R̂, z0)|2d2R̂ (4.22)

〈nb〉 =
ω2

2πc3
(4.23)

ns(z0) =
αω

c2
e−2αz0 (4.24)

which show that the partitioning of the energy radiated into surface and body waves by the
source R(z0) is given by the ratio of their local density of states ns(z0)/〈nb〉. Finally, we may
compute the partitioning ratio R between the modal density of surface and body waves by
integrating Eq.(4.24) over z and taking the ratio with (4.23). This yields the simple result:

R =

∫ ∞
0

ns(z)

〈nb〉
dz =

πc

ω
(4.25)

where it is to be noted that the modal density ratio R is independent of the scale length α
appearing in the mixed boundary condition of the Helmholtz equation. This result could have
been deduced directly from the dispersion relations of body and surface waves using classical
mode counting arguments (Kittel, 1976). It is worth noting that the local density of states
(4.23) is exactly the same as in the case of the Helmholtz equation in full 3-D space. Although
the integral in (4.22) is carried over one hemisphere only, each eigenmode ψb is composed of
an incident and a reflected wave, which -on average- doubles its contribution compared to a
single plane wave state. In the next section, we use our knowledge of the Green’s function
to derive the scattering properties of surface and body waves including the coupling between
the two modes of propagation.
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4.4 Single scattering by a point scatterer

In this section, we calculate the energy radiated by a single scatterer in a half-space geometry
for incident surface or body waves. For simplicity, we restrict our investigations to point scat-
terers and employ Born’s approximation. The resulting expressions are simplified following
the scrambled phase approximation and interpreted in terms of scattering cross-sections.

4.4.1 Scattering of a surface wave

We now consider the following perturbed Helmholtz Eq.:

∆u(r, z) + k2(1 + εa3δ(r)δ(z − zs))u(r, z) = 0 (4.26)

Here a represents the typical linear dimension of the scatterer located at (0, 0, zs) and it is
understood that ka � 1. ε is the local perturbation of inverse squared velocity. Following
the standard procedure (Snieder, 1986), we look for solutions of Eq. (4.26) of the form:
u = u0 +us, where u0(r, z) = e−αz+i

√
α2+ω2/c2x is a surface wave eigenmode of the Helmholtz

equation (the incident field) and us is the scattered field. Using the Born approximation, one
obtains:

u(r, z) = u0(r, z)− k2εa3G(r, z, zs)u0(0, zs) (4.27)

Introducing the coupling strength S = k2a3εe−αzs , one may express the energy radiated by
the body waves through the hemispherical cap H (per unit time) as:

U s→b =
ρω2S2c

2(4π)2R2

∫
2π
|ψb(R̂, zs)|2R2dR̂. (4.28)

Note that the coupling term S depends on both intrinsic properties of the scatterer -size and
strength of perturbations- as well as on the properties of the incident wave -depth dependence
of eigenfunction and frequency-.

For a unit amplitude surface wave, the vertically-integrated time-averaged energy flux
density is given by

|Js| =
ρω2vg

4α
. (4.29)

The ratio of (4.28) and (4.29) gives the surface-to-body scattering cross-section:

σs→b(zs) =
αck4a6ε2e−2αzs

8π2vg

∫
2π
|ψb(R̂, zs)|2dR̂ (4.30)

This cross-section has unit of length. In the case where the surface scrambles the phase of
the reflected wave, we may compute the mean conversion scattering cross-section by taking
the average over the random phase φr.

〈σs→b(zs)〉 =
cαk4a6ε2e−2αzs

2πvg
(4.31)

Let us remark again that the averaging smoothes out the interference pattern of the body
wave eigenfunction ψb but does not affect the conservation of energy. Furthermore, the aver-
aging procedure makes the scattering pattern isotropic since 〈|ψb(R̂, zs)|2〉 = 2 with an equal
contribution of upgoing and downgoing waves. The computation of the surface-to-surface
scattering cross-section proceeds in a similar way. The surface-wave energy radiated through
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the lateral surface is given by:

U s→s =
ρωc2α2S2

4π

∫
2π

∫ +∞

0
e−2α(z+zs)dφdz

=
ρωc2αS2e−2αzs

4

(4.32)

Normalizing the result (4.32) by the incident flux yields the surface-to-surface scattering cross
section:

σs→s(zs) =
cα2k3a6ε2e−4αzs

vg
, (4.33)

again with unit of length. If we have a collection of point scatterers with volume density
n, we may define a surface wave scattering mean free path using the independent scattering
approximation as (Lagendijk and Van Tiggelen, 1996; Trégourès and Van Tiggelen, 2002;
Maeda, Sato, and Nishimura, 2008):

1

ls
=

∫ ∞
0

n
(
σs→s(z) + σs→b(z)

)
dz (4.34)

The approximate formula (4.34) neglects all recurrent interactions between the scatterers,
which is valid for sufficiently low concentrations of inclusions.

4.4.2 Scattering of body waves

In the case of an incident body wave mode (4.8), the computation of the energy radiated in
the form of body or surface waves can be performed as in the previous section. The definition
of the scattering cross-section, however, is problematic if we stick to the modal description.
Indeed, the vertically integrated energy flux density of a body wave mode, as defined in Eq.
(4.8), diverges. We must therefore come back to a conventional plane wave description. We
first consider the situation where the scatterer is located at a large depth in the half-space.
In this case, it appears reasonable to think that the scattering of a body wave mode should
be equivalent to the scattering of a plane wave in the full-space case, at least in a sense to be
specified below. To verify the correctness of this assertion, we start by computing the body
wave cross-section in absence of a boundary. Assuming a unit amplitude incident plane wave
and using again the Born approximation, one may express the scattered energy as:

Ufull =
ρω2c(k2εa3)2

8π
, (4.35)

Normalizing the result by the energy flux density of the incident wave:

|Jb| =
ρω2c

2
(4.36)

we obtain:

σfull =
(k2εa3)2

4π
(4.37)

In the half-space geometry, the incident wave has the form (4.8). The total energy scattered
in the form of body waves is still given by Eq. (4.28) provided one redefines the coupling
constant as S = k2a3ε|ψb(R̂i, zs)|2, where R̂i refers to the incidence direction of the body
wave. Eq. (4.28) differs from formula (4.35) as a consequence of the interference between
the incident and reflected waves. In the case of a scattering medium, we may expect these
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interferences to be blurred due to the randomization of the phase by the scattering events. In
this scenario, the phase of the incident and reflected waves may be expected to be uncorrelated.
Upon averaging the result (4.28) over the random phase of the reflected wave, one obtains:

U b→b =
ρω2c(k2εa3)2

4π
, (4.38)

which is exactly the double of the full-space result (4.35). Keeping in mind that the energy flux
of the incident plane wave interacts twice with the scatterer (direct interaction + interaction
after reflexion) and using the assumption that the energy fluxes of incident and reflected waves
do not interfere and may therefore be added, we obtain the result:

〈σb→b〉 = σfull (4.39)

As announced, the average scattering cross-section of body waves in the half space is the same
as in the full space for a scatterer located far away from the boundary. Conceptually, the
“scrambled phase" approximation allows us to extend the result (4.39) to a scatterer located
at an arbitrary depth in the medium thanks again to the assumption that the incident and
reflected waves are statistically independent. In this scenario, on average, the surface does
not modify anything to the scattering of body waves into body waves as compared to the
full-space case.

Following the same approach and approximation, we can calculate the body-to-surface
scattering cross-section. The energy radiated in the form of surface waves is given by:

U b→s =
ρωc2α(k2εa3)2e−2αzs |ψb(R̂i, zs)|2

4
(4.40)

After averaging and normalization by the total energy flux (incident + reflected), one finds:

〈σb→s〉(z) =
α(k2εa3)2e−2αzs

2k
(4.41)

Note that all the remarks pertaining to the mean scattering pattern made after Eq. (4.30)
also apply to the derivation of Eq. (4.39) and (4.41). The scattering cross-sections σb→b

and σb→s have unit of surface. Using the independent scattering approximation again, we
conclude that the inverse scattering mean free path of body waves defined as:

1

lb(z)
= n(σb→s(z) + σb→b) (4.42)

depends on the depth in the medium, as a consequence of the coupling with surface waves. A
simple but fundamental reciprocity relation may be established between the surface-to-body
and body-to-surface scattering mean free time. The later may be expressed as:

τ b→s(z) =
2ke2αz

ncα(k2a3ε)2
(4.43)

while the former may be obtained after performing the integral over depth in Eq. (4.34):

τ s→b =
4π

nc(k2a3ε)2
(4.44)
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The ratio between the two quantities is given by:

τ s→b

τ b→s(z)
=

2παe−2αz

k
= R(z) (4.45)

where Eq. (4.20) has been used. Eq. (4.45) establishes a link between the surface-to-body
versus body-to-surface conversion rates and the local density of states. In the case of elastic
waves, a similar relation applies (Weaver, 1990; Ryzhik, Papanicolaou, and Keller, 1996): the
ratio between the P -to-S and S-to-P scattering mean free times is given by the ratio of the
density of states of P and S waves. As shown in the next section, the relation (4.45) plays a
key role in the establishment of an equipartion between surface and body waves.

4.5 Equation of radiative transfer

In this section, we employ standard energy balance arguments to derive a set of coupled
equations of RT for surface and body waves in a half-space containing a uniform distribution
of point-scatterers. A notable feature of our formulation is the appearance of the penetration
depth of surface waves as a parameter in the Equations.

4.5.1 Phenomenological derivation

Before we establish the transport equation, a few remarks are in order. It is clear that the
transport of surface wave energy is naturally described by a specific surface energy density
εs(t, r, n̂) where n̂ is a unit vector in the horizontal plane. The surface energy density of
surface waves may in turn be defined as:

εs(t, r) =

∫
2π
εs(t, r, n̂)dn̂ (4.46)

where the integral is carried over all propagation directions in the horizontal plane. Note
that the εs symbol should not be confused with the strength of fluctuations in Eq. (4.26). In
contrast with surface waves, the transport of body waves is described by a specific volumetric
energy density eb(t, r, k̂, z) where k̂ is a vector on the unit sphere in 3-D. The volumetric
energy density of body waves is again obtained by integration of the specific energy density
over all propagation directions in 3-D:

Eb(t, r, z) =

∫
4π
eb(t, r, z, k̂)dk̂ (4.47)

In the usual formulation of transport equations, energy densities have the same unit (either
surfacic or volumetric). In order to treat on the same footing surface and body waves, we
introduce the following volumetric energy density of surface waves as:

es(t, r, z, n̂) = 2αεs(t, r, n̂)e−2αz (4.48)

It is clear that upon integration of es over depth, one recovers the surface density εs. The
exponential decay of the surface wave energy density is directly inherited from the modal
shape and implies that the coupling between surface and body waves mostly occurs within a
skin layer of typical thickness 1/2α. For future reference, we introduce the following notation:

Es(t, r, z) =

∫
2π
es(t, r, z, n̂)dn̂ (4.49)
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to represent the volumetric energy density of surface waves, consistent with Eq. (4.47). Note
that the total energy density at a given point will be defined as the sum (Eb(t, r, z)+Es(t, r, z)),
thereby implying the incoherence between the two types of waves.

With this definition of the surface wave energy density, the phenomenological derivation
of the radiative transport equation follows exactly the same procedure as in the multi-modal
case (Turner and Weaver, 1994). A beam of energy followed along its path around direction
n̂i is affected by (1) conversion of energy into other propagating modes and/or deflection into
other propagation directions n̂o 6= n̂i; (2) a gain of energy thanks to the reciprocal process:
a wave with mode i propagating in direction n̂i can be converted into a wave with mode
o propagating in direction n̂o by scattering. In the general case of finite size scatterers we
may anticipate scattering to be anisotropic. To describe such an angular dependence of the
scattering process, we may introduce normalized phase functions pi→o(n̂o, n̂i). The phase
function may be understood as the probability that a wave of mode i propagating in direction
n̂i be converted into a wave of mode o propagating in direction n̂o. To be interpretable
probabilistically, its integral over all outgoing directions (n̂o) should equal 1. Note that in
addition to the incoming and outgoing propagation directions, the phase function may also
depend on the depth in the medium as a consequence of the presence of the surface. In the
case of point scatterers, this complexity disappears thanks to the scrambled phase assumption
and will therefore not be considered in our formalism.

A detailed local balance of energy yields the following system of coupled transport equa-
tions:

(∂t + vgn̂ · ∇) es(t, r, z, n̂) =− es(t, r, z, n̂)

τ s
+

1

τ s→s

∫
2π
ps→s(n̂, n̂′)es(t, r, z, n̂′)dn̂′

+
1

τ b→s(z)

∫
4π
pb→s(n̂, k̂′; z)eb(t, r, z, k̂

′)dk̂′ + ss(t, r, z, n̂)(
∂t + ck̂ · ∇

)
eb(t, r, z, k̂) =− eb(t, r, z, k̂)

τ b(z)
+

1

τ b→b

∫
4π
pb→b(k̂, k̂′)eb(t, r, z, k̂

′)dk̂′

+
1

τ s→b

∫
2π
ps→b(k̂, n̂′)es(t, r, z, n̂′)dn̂′ + sb(t, r, z, n̂)

(4.50)

where the terms ss,b represent sources of surface and body waves. To take into account the
reflection of body waves at the surface, the sytem (4.50) is supplemented with the following
boundary condition for the energy density eb:

eb(t, r, 0, k̂) = eb(t, r, 0, k̂r) (4.51)

where k̂r is the mirror image of the incident direction k̂ (k̂ · ẑ < 0) across the horizontal plane
z = 0. The boundary condition (4.51) is compatible with the assumption that the incident
and reflected waves are statistically independent.

In the simple case of a unit point-like source at depth z0, the terms ss and sb are given
respectively by:

ss(t, r, z, n̂) =
2αR(z0)e

−2αzδ(r)

2π(1 +R(z0))

sb(t, r, z, k̂) =
δ(z − z0)δ(r)

4π(1 +R(z0))

(4.52)

where R(z0) is the energy partitioning ratio defined in Eq. (4.20). Note that ss follows the
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same exponential decay as es with depth z (see Eq. 4.48), which takes into account the vertical
dependence of the surface wave eigenfunction. In Eq. (4.52), the complex dependence of the
body wave radiation with depth has been simplified by averaging the exact result (4.17) over
the random phase of the reflected wave. As a consequence, the energy radiation at the source
covers uniformly the whole sphere of space directions in 3-D.

A similar remark applies to the scattering from body waves to body waves, which have been
treated as if the surface was absent in Eq. (4.50). Again, this approximation is admissible if
the scattered upgoing and downgoing energy fluxes are statistically independent, a condition
which is guaranteed by the randomization of the phase of the waves upon reflection at the
surface in our model. As discussed in the previous section, in the case of point scatterers the
phase averaging procedure makes all scattering processes isotropic which allows us to simplify
the system of Eqs (4.50) by evaluating the scattering integrals on the right-hand side of Eq.
(4.50):

(∂t + vgn̂ · ∇) es(t, r, z, n̂) =− es(t, r, z, n̂)

τ s
+
Es(t, r, z)

2πτ s→s
+
Eb(t, r, z)

2πτ b→s(z)
+ ss(t, r, z, n̂)(

∂t + ck̂ · ∇
)
eb(t, r, z, n̂) =− eb(t, r, z, k̂)

τ b(z)
+
Eb(t, r, z)

4πτ b→b
+
Es(t, r, z)

4πτ s→b
+ sb(t, r, z, k̂)

(4.53)

where we have used the normalization condition of the phase functions. The decreasing efficacy
of scattering conversions with depth is guaranteed by the exponential decay of τ b→s(z)−1 and
Es(t, r, z) in the first and second Eq. of the coupled sytem (4.53), respectively. It is worth
recalling that the depth dependence of the scattering mean free times of body waves τ b(z)
and τ b→s(z) is caused by the coupling with surface waves and not by a stratification of
heterogeneity.

4.5.2 Energy conservation and equipartition

A self-consistent formulation of coupled transport equations should verify two elementary
principles: energy conservation and equipartition. To demonstrate these properties from the
basic set of equations (4.50) or (4.53), we proceed in the usual fashion (Turner and Weaver,
1994). An integration of each equation over all possible propagation directions n̂ (in 2-D) or
k̂ (in 3-D) yields:

∂tEs(t, r, z) +∇ · Js(t, r, z) =− Es(t, r, z)

τ s→b
+
Eb(t, r, z)

τ b→s(z)

∂tEb(t, r, z) +∇ · Jb(t, r, z) =− Eb(t, r, z)

τ b→s(z)
+
Es(t, r, z)

τ s→b
,

, (4.54)

where we have used the definition of the mean free times on the RHS of (4.54). Note that
we have dropped the source terms since they are not essential to our argumentation. In Eq.
(4.54), we have introduced the energy flux density vector of surface and body waves:

Js =

∫
2π
es(t, r, z, n̂)vgn̂dn̂

Jb =

∫
4π
eb(t, r, z, k̂)ck̂dk̂

(4.55)

Note that Js is contained in a horizontal plane. Upon integration over the whole half-space,
the terms which contain the current density vectors can be converted into surface integrals
that vanish. Denoting by a double bar an integration over r and z, and summing the two Eqs
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of the system (4.54) leaves us with:

∂t

(
¯̄Es(t) + ¯̄Eb(t)

)
= 0 (4.56)

which demonstrates the conservation of energy.
In order to prove the existence of equipartition, we integrate each Eq. of the system (4.54)

over the horizontal plane and from the surface to a finite depth h, typically large compared
to the surface wave penetration depth. To simplify the derivation, we assume that at z = h
lies a perfectly reflecting surface through which no energy can flow. Because αh � 1, the
medium may be still be considered as a half-space in the treatment of surface waves. This
leads us to:

∂t
¯̄Es(t) =−

¯̄Es(t)

τ s→b
+

∫ h

0

Ēb(t, z)

τ b→s(z)
dz

∂t

∫ h

0
Ēb(t, z)dz =−

∫ h

0

Ēb(t, z)

τ b→s(z)
dz +

¯̄Es(t)

τ s→b
,

(4.57)

where the single bar denotes an integration over r only. Note that ¯̄Es is the total energy
of surface waves (up to an exponentially small correction term), in contrast with Ēb which
represents the body wave energy per unit depth. Our goal is not to solve the system of Eq.
(4.57) in its full generality but rather to exhibit an equipartition solution. In this regime, we
expect the distribution of body wave energy to become independent of depth. Hence we look
for solutions of the system (4.57) of the form:( ¯̄Es(t)

Ēb(t, z)

)
=

( ¯̄E0
s

Ē0
b

)
e−λt (4.58)

Reporting the ansatz (4.58) into the integro-differential system (4.57), one arrives at a linear
and homogeneous system of algebraic equations. A non-zero solution is obtained only if the
determinant of the sytem vanishes which implies:

λ

(
λ− 1

τ s→b
− 1

h

∫ h

0

dz

τ b→s(z)

)
= 0 (4.59)

One of the solutions is given by λ = 0 which corresponds to the asymptotic equipartition
state such as:

¯̄E0
s

Ē0
b

=

∫ h

0

τ s→b

τ b→s(z)
dz ≈

∫ +∞

0
R(z)dz = R (4.60)

where Eq. (4.25) and (4.45) have been used, and the depth integral is again extended to
+∞ thanks to the assumption αh � 1. Eq. (4.60) illustrates that the ratio between the
energy density of surface and body waves approaches the ratio of their density of states R
at long lapse-time. Note that the energy density is not perfectly homogenized spatially, even
at equipartition, as a consequence of the decay of the surface wave eigenfunction with depth.
This may be related to the depth-dependence of the density of states near the boundary
(see e.g. Hennino et al., 2001). The result (4.60) could have been predicted using the usual
concept of equipartition which states that when filtered around a narrow frequency band, all
the propagating modes of a diffuse field should be excited to equal energy (Weaver, 1982). In
the case where the medium is unbounded at depth, there will be a flux of energy across the
lower boundary z = h which vanishes as the lapse-time increases. As demonstrated through
numerical simulations later in this paper, equipartition also sets in in this configuration,
though probably more slowly than in the slab geometry.
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4.5.3 Diffusion Approximation

Having established the existence of an equipartition state, we now derive a diffusion approxi-
mation for the transport process. At the outset, it should be clear that the volumetric energy
density Es may not be the solution of a diffusion equation because it exhibits a decay with
depth which is inherited from the modal shape and therefore independent of the scattering
properties. To circumvent the difficulty, we derive a closed diffusion equation for Eb from
which we subsequently deduce the energy density of surface waves. To simplify the calcula-
tions, we assume that the scattering is isotropic. Proceeding in the usual fashion, we expand
the specific energy density into its first two angular moments (Akkermans and Montambaux,
2007):

es(t, r, z, n̂) =
Es(t, r, z)

2π
+

Js(t, r, z) · n̂
π

eb(t, r, z, k̂) =
Eb(t, r, z)

4π
+

3Jb(t, r, z) · k̂
4π

. (4.61)

Multiplying, respectively, the first and second line of Eq. (4.53) by the unit vectors n̂ and
k̂, integrating over all possible directions and employing the moment expansion (4.61), we
obtain the following set of Equations:

∂tJs(t, r, z)

vg
+
vg
2
∇‖Es(t, r, z) =− Js(t, r, z)

vgτ s

∂tJb(t, r, z)

c
+
c

3
∇Eb(t, r, z) =− Jb(t, r, z)

cτ b

, (4.62)

where ∇‖ denotes the gradient operator in the horizontal plane. Note that the expansions
(4.61) are used only to evaluate the integral of the gradient on the left-hand side of the RT
Equation. All other terms follow directly either from the definition of the energy flux density
vector or the assumption of isotropic scattering. Our final approximation consists in neglecting
the derivative of the current vector with respect to time which yields the equivalent of Ohm’s
law for the mutiply-scattered waves:

Js(t, r, z) =−Ds∇‖Es(t, r, z)
Jb(t, r, z) =−Db(z)∇Eb(t, r, z)

(4.63)

where the following notations have been introduced:

Ds =
v2gτ

s

2

Db(z) =
c2τ b(z)

3

(4.64)

Note that the total reflection condition (4.51) imposes that there is no net flux of body waves
across the surface z = 0. To make progress, we now invoke the equipartition principle to fix
the ratio between the energy densities of surface and body waves:

Es(t, r, z)

Eb(t, r, z)
= R(z) (4.65)

in agreement with Eq. (4.60). This allows us to express the total energy flux as:

J = Jb + Js = −(R(z)Ds +Db(z))∇‖Eb(t, r, z) +Db(z)ẑ∂zEb(t, r, z) (4.66)
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which may be interpreted as a generalization of Ohm’s law for diffuse waves. Eq (4.66)
demonstrates that the coupling between surface and body waves renders the energy transport
both depth-dependent and anisotropic. It is worth emphasizing that depth-dependence and
anisotropy are caused neither by specific orientations/shapes of the scatterers nor by the non-
homogeneity of the statistical properties. As further discussed below, these properties stem
from the coupling between body and surface wave modes.

The conservation equation for the total energy E = Es + Eb excited by a point source at
t = 0 is obtained by taking the sum of the set of Eqs (4.54):

∂tE(t, r, z) +∇ · J(t, r, z) = δ(t)δ(z − z0)δ(r), (4.67)

where the right-hand side now contains the source term with z0 the source depth. Making
use of Eqs (4.65) and (4.63), we obtain the following diffusion-like equation verified by the
body wave energy density:

∂tEb(t, r, z)−∇‖ ·
(
Db(z) +R(z)Ds

1 +R(z)
∇‖Eb(t, r, z)

)
− 1

1 +R(z)
∂z (Db(z)∂zEb(t, r, z)) =

δ(t)δ(r)δ(z − z0)
1 +R(z0)

(4.68)

The last term on the left-hand side of Eq. (4.68) differs from the traditional form for the
diffusion model due to the (1 +R(z))−1 factor in front of the derivative operators. Actually,
this difference is purely formal as may be shown by the change of variable z → z′ where z′ is
defined as:

z′ =
∫ z

0
(1 +R(x))dx,

=z +
π

k

(
e−2αz − 1

) (4.69)

where Eq. (4.20) has been used. In the new variables, Eq. (4.68) may be rewritten as:

∂tE
′
b(t, r, z

′)−∇‖ ·
(
D‖(z

′)∇‖E′b(t, r, z′)
)
− ∂z′

(
D⊥(z′)∂z′E

′
b(t, r, z

′)
)

= δ(t)δ(r)δ(z′ − z′0)
(4.70)

In Eq. (4.70), we have introduced the notations E′b(t, r, z
′) = Eb(t, r, z), z′0 =

∫ z0
0 (1+R(x))dx,

as well as the following definitions of the horizontal and vertical diffusivities:

D‖(z
′) =

Db(z) +R(z)Ds

1 +R(z)

D⊥(z′) =Db(z)(1 +R(z))

(4.71)

Hence, a simple change of scale in the vertical direction reduces Eq.(4.68) to the conventional
diffusion Eq. (4.70). Note that the (1 + R(z0))

−1 factor on the right-hand side has been
absorbed by the change of variable (4.69).

We explore the consequences of Eq. (4.71) by first considering the case z′ →∞. According
to Eq. (4.69), this implies z′ ≈ z. Since the partitioning ratio R(z) goes to zero at large depth
in the medium, Eq. (4.71) indicates that the vertical and horizontal diffusivities become equal
and the diffusion tensor isotropic. Furthermore, because the coupling between surface and
body waves is negligible at large depth, its magnitude tends to the constant value Dbulk

b =
c2τ b→b/3, as expected on physical grounds. In other words, the diffusion process at depth is
governed by a simple 3-D diffusion equation for body waves with diffusion constantDbulk

b . This
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in turn suggests that at long lapse-time, the coda should decay as t−3/2 in a non-absorbing
medium. This point will be further substantiated by numerical simulations.

In the vicinity of the surface z = O(α−1), Eq. (4.71) shows that the diffusivity of cou-
pled body and surface waves is both depth dependent and non-isotropic. The origin of the
z-dependence is clear since the efficacy of the coupling between surface and body waves de-
cays exponentially with depth. In the vicinity of the surface, the anisotropy stems from the
transport of a fraction of the energy by surface waves whose velocity and scattering mean free
time differ from the one of body waves. In Eq. (4.71) the transverse diffusivity is recognized
as a weighted average of the surface and body wave diffusivities with coefficients dictated by
the equipartition principle. The vertical diffusivity is -up to the (1+R(z)) pre-factor inherited
from the change of scale in the vertical direction- equal to the diffusivity of body waves. In
the next section, we illustrate the transport process of coupled body and surface waves by
numerically simulating the system of Eq. (4.50).

4.6 Monte-Carlo Simulations

In this section, we explore some of the key features of our model with the aid of numerical
simulations. The approach to equipartition as well as the role of mode coupling in the coda
excitation are illustrated.

4.6.1 Overview of the method

As outlined in introduction, Monte-Carlo simulations have been used for more than thirty
years in seismology to simulate the transport of seismic energy in heterogeneous media. Our
approach to the solution of the coupled set of transport equations (4.53) for surface and body
waves follows closely the approach of Margerin, Campillo, and Van Tiggelen (2000), with
some appropriate modifications which we outline briefly.

Energy transport is modeled by the simulation of a large number of random trajectories
of particles or seismic phonons (Shearer and Earle, 2004). Each particle is described by its
mode, position, propagation direction and time. The initial mode of propagation is randomly
selected, following the source energy partitioning ratio (4.20), and the initial propagation
direction is a uniformly distributed random vector in 2-D (resp. 3-D) for surface (resp. body)
waves. Note that when the particle is of surface type, the particle propagates in a horizontal
plane and its exact depth is immaterial. In fact, we may say that a particle of surface type is
present at all depth with a probability distribution given by ps(z) = 2α exp(−2αz) inherited
from the modal shape. The lapse-time to the first scattering event is randomly determined and
obeys a simple exponential distribution when the particle represents surface waves. In the case
of body waves, the selection process is more complicated because their scattering mean free
time depends on the depth in the medium. To address this difficulty, we employ the method of
delta collisions, which simulates in a simple and exact way a completely general distribution
of scattering mean free time. We will not detail the method here and refer the interested
reader to the pedagogical treatment by Lux (2018). At each scattering event, the mode of the
particle is randomly selected by interpreting probabilistically Eqs (4.34) and (4.42) defining the
scattering attenuations. As an example, (1/ls→b)/(1/ls) may be interpreted as the transition
probability from a surface to a body wave mode. Note that when such an event occurs, the
particle is reinjected at a random depth in the medium following the probability distribution
ps(z). To obtain energy envelopes, the position and mode of the particle is monitored on a
cylindrical grid at regular time intervals. The local energy density is estimated by averaging
the number of particles per cell over a sufficiently large number of random walks. For accuracy,
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neous half-space filled point scatterers. The energy is averaged over a depth range �z = ↵�1/5 = 0.2km

and the horizontal axis shows the depth normalized by ↵�1. The solid and dashed line correspond to

a shallow source (z0 = 1km) and a deep source (z0 = 5km), respectively. The lapse time in the coda

in mean free time unit is indicated on the right of the corresponding curves.

Figure 4.3: Local and global evolution of energy partitioning for a shallow (solid line) and a deep
(dash-dotted line) source in a heterogeneous half-space filled with point scatterers. The horizontal
time scale is the mean free time for surface wave scattering. The penetration depth of surface waves
is α−1 = 1 km and the angular frequency is ω = 2π Hz. The shallow and deep source are located,
respectively, at depth α−1 and 5α−1. (Left): Temporal evolution of the ratio between the total
energy of surface waves ( ¯̄Es) and the energy density of body waves integrated over a horizontal plane
(Ēb). The body wave energy is evaluated at the surface and averaged over a depth ∆z = 1km. The
asymptote (left) is the prediction of Eq. (4.25). (Right) Temporal evolution of the ratio between the
total energy of surface ( ¯̄Es) and body waves ( ¯̄Eb). The dotted line shows an algebraic t−1/2 decay.

it is important that the cells be relatively small compared to the shortest mean free path in
the medium.

4.6.2 Numerical results

Figure 4.3 illustrates the striking difference between the global and local partitioning of the
seismic energy into surface and body waves. The following parameters have been employed in
the simulation: α = 1km−1, c = 3km/s and τ s→s = 20s, τ s→b = 30s, τ b→b = 30s, τ b→s(z) =
10 exp(2z)s. Note that in our model the group velocity of surface waves vg ≈ 3.32km/s is
slightly faster than the speed of propagation of body waves. Two source depths are considered:
a relatively shallow one (z0 = 1km) and a deep one (z0 = 5km), which radiate approximately
29% and 0.01% energy as surface waves, respectively.

On the left, we show the temporal evolution of the ratio between the total energy of
surface waves ¯̄Es (see the remarks before Eq. 4.56 for a reminder of the notations), and the
horizontally-integrated energy density of body waves Ēb at the surface z = 0, averaged over
a depth range ∆z = 1km. Hence, the ratio ¯̄Es/Ēb has unit of inverse length. Independent
of the source depth, we find that the partitioning of the energy density at the surface -into
surfacic energy of surface waves and volumetric energy of body waves- converges toward the
prediction of equipartition theory, at long lapse-time in the coda (see Eq. 4.25 and 4.60).
This numerical result confirms that the analysis of equipartition given in the previous section
in slab geometry extends to the half-space geometry. Furthermore, we find that the surface-
to-body energy ratio overshoots the prediction of equipartition theory for the two sources at
short lapse-time, by a factor which decreases with the source depth z0.

The stabilization of the local energy density ratio of surface and body waves at the surface
of the half-space is to be contrasted with the evolution of the global partitioning of the energy
into surface and body wave modes. Figure 4.3 (right) shows that after a few mean free times,
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Figure 4.4: Horizontally-averaged energy density of body waves Ēb as a function of depth in a
heterogeneous half-space filled with point scatterers. The energy is averaged over a depth range
∆z = α−1/5 = 0.2km and the horizontal axis shows the depth normalized by α−1. The solid and
dashed lines correspond to a shallow source (z0 = 1km) and a deep source (z0 = 5km), respectively.
The lapse time in the coda in mean free time unit is indicated on the right of the corresponding curves.

most of the energy is carried in the form of body waves in the medium. The Figure also
suggests that the global transfer of energy from surface waves to body waves occurs at a rate
proportional to t−1/2 at long lapse-time.

Further insight into the equipartition process is offered in Figure 4.4, where we show the
depth dependence of the horizontally-averaged body wave energy density at different lapse-
time in the coda. All the parameters of the simulation are the same as in Figure 4.3, except
for the much finer spatial resolution ∆z = α−1/5 = 0.2 km, which allows us to track processes
that occur in the skin layer where the coupling between surface and body waves occurs. We
observe that after roughly 10 mean free times, the depth distribution of body wave energy
becomes homogeneous over a depth range at least as large as 10α−1, independent of the source
depth. This simulation therefore confirms the theoretical analysis performed in slab geometry.
The homogenization of the energy of body waves is a dynamic process: the energy density
of surface waves increases exponentially near the surface, thereby generating a larger amount
of body-wave converted energy; this process is compensated by the exponential increase of
the conversion rate from body to surface waves, which eventually yields an equilibrium. Note
that the total energy density does not homogenize with depth, due to the exponential decay
of the surface wave eigenfunction with depth.

In Figure 4.5 and 4.7, we illustrate in greater details the multiple-scattering process by
showing snapshots of the surfacic and volumetric energy densities εs(t, r) and Eb(t, r, z)|z=0

at regular time intervals ∆t = 1τ s starting at a lapse time t = 0.8τ s for a shallow (z0 = 1km)
and a deep (z0 = 5km) source, respectively. The scattering parameters are the same as in
Figure 4.3 and the energy is averaged over a range of epicentral distance ∆r = 5km and depth
∆z = 5km. We use a double horizontal axis on Figures 4.5-4.7 to show simultaneously the
epicentral distance in kms and in units of mean free path. Note that in the case of body waves,
we take the value of the mean free path in the bulk of the medium τ b→b. For comparison,
we show in Figure 4.6, snapshots of energy density of surface waves and body waves when
the coupling between the two is deactivated. In the case of surface waves, this amounts to
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Figure 4.5: Snapshots of the energy density of surface waves εs (left) and of the volumetric energy
density of body waves Eb (right) at the surface of a heterogeneous half-space filled with point scatterers
in the case of a shallow source (z0 = α−1). The horizontal axes are in units of the scattering mean
free path of surface waves (left, top), body waves (right, top) and in kms (bottom). For body waves,
we take the mean free path value in the bulk of the medium (z →∞). The energy is averaged over

cylindrical shells of width ∆r = 5km and deph ∆z = 5km.
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Figure 4.6: Same as Figure 4.5 but the coupling between surface and body waves has been deacti-
vated. See text for further explanations.
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Figure 4.7: Snapshots of the energy density of surface waves εs (left) and of the volumetric energy
density of body waves Eb (right) at the surface of a heterogeneous half-space filled with point scatterers
in the case of a deep source (z0 = 5α−1). The horizontal axes are in units of the scattering mean
free path of surface waves (left, top), body waves (right, top) and in kms (bottom). For body waves,
we take the mean free path value in the bulk of the medium (z → ∞). The energy is averaged over

cylindrical shells of width ∆r = 5km and depth ∆z = 5km.
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Figure 4.8: Contribution of the different orders of scattering to the energy envelopes of surface waves
shown in Figure 4.5 (left, solid lines) and 4.7 (right, solid lines). Snapshots of the mean scattering
order are represented as a function of the distance from the source. For reference, the dashed line
show the same distribution for a conventional transport model in 2-D. The horizontal axes are in units

of the scattering mean free path of surface waves (top) and in kms (bottom).
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computing the solution of a conventional 2-D multiple-scattering process with the mean free
time τ s. In the case of body waves, we consider a conventional 3-D multiple-scattering process
in a half-space with a constant mean free time τ b→b, i.e., we remove the boundary layer where
the coupling with surface waves occurs. To facilitate the comparison between Figure 4.5 and
4.6, we have adjusted the strength of the source term in the conventional multiple-scatttering
simulations so that they match exactly the energy released at the source in the form of body
and shear waves in the coupled case.

We first analyze the transport of surface waves in the case of a shallow source. As compared
to the conventional 2-D case, mode coupling has at least two visible effects on the spatial
distribution of the surface wave energy. First, it lowers the energy level in the coda. As
an illustration, we observe that after 10 mean free times the coda intensity is reduced by
a factor at least equal to 10 in Figure 4.5 compared to Figure 4.6. Second, mode coupling
appears to enhance the visibility of ballistic surface waves. In Figure 4.6, the ballistic term is
completely masked by the diffuse contribution at roughly 6 mean free path from the source,
whereas a small ballistic peak is still visible at roughly 10 mean free paths from the source in
Figure 4.5. It is worth noting that the ballistic contribution is exactly identical in Figures 4.5
(left) and 4.6 (left). Again, this is the strong decrease of the energy of scattered coda waves
which explains the difference between the two Figures. Figure 4.8, which displays the spatial
distribution of the mean order of scattering in the coda, reveals that the coda of coupled
surface waves is depleted in high-order multiply-scattered waves compared to a conventional
2-D transport process. In other words, mode conversions entail a strong conversion of multiply-
scattered surface waves into body waves which decreases the energy level of surface wave coda
and, by comparison, enhances the ballistic contribution. Examination of Figures 4.5 (right)
and 4.6 (right) reveals that the effects of mode coupling on body waves are opposite to the
ones just described for surface waves. Thus, we observe that the energy level in the coda
is slightly increased by the transfer energy from surface wave to body waves. An additional
contribution comes from the increase of the scattering strength of body waves near the surface
which attenuates the ballistic waves and transfers their energy into the coda. Examination of
the decay of the ballistic peak of body waves with epicentral distance in Figures 4.5 and 4.6
confirms the increased attenuation entailed by the coupling with surface waves. Other more
exotic phenomena are also visible in Figure 4.5 such as some precursory body waves arrival
due to the coupling from surface waves to body waves. However this process is a very peculiar
feature of our model, due to the higher wavespeed of surface waves compared to the one of
body waves.

Further differences between our coupled model for surface and body waves and conven-
tional transport theory is illustrated in Figure 4.7 where we show snapshots of the energy
distribution of surface and body waves in the case of a deep source. Note that in that case,
surface waves can only be generated by mode conversions so that ballistic arrivals are absent
in Figure 4.7 (left). Interestingly, our numerical simulations indicate that surface waves are
rapidly excited to a non-negligible level in the coda. Examination of Figure 4.8 (right) fur-
ther indicates that multiple-scattering is at the origin of the generation of surface waves in the
coda when the source is located at large depth. These observations agree with our theoretical
analysis of equipartition, which implies that, independent of the source depth, the coda at
the surface of a half-space always appears as a mixture of surface and body waves.

In Figure 4.9, we show envelopes of energy densities for surface and body waves in the
case of a shallow source (z0 = 1km) and a deep source (z0 = 5km) at an epicentral distance
of 50km. The scattering parameters are the same as in all previous Figures and the spatial
resolution of the computation is 5km again. The impact of the depth of the source on the
excitation of ballistic waves is obvious in Figure 4.9 and confirms the analysis of Figures 4.5
and 4.7. In particular, it is apparent that the direct body waves are less attenuated in the case
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Figure 4.9: Energy density of body waves Eb (left) and surface waves εs (right) at the surface of a
heterogeneous half-space filled with point scatterers in the case of a shallow source (z0 = α−1). The
enegy is averaged over a depth ∆z = 5km and an epicentral distance range ∆r = 5km. The station is
located at an epicentral distance of 50km. The horizontal axis is in units of the scattering mean free

time of surface waves in logarithmic scale. Typical algebraic decays are also shown.

of the deep source, as a consequence of the exponential decay of the scattering conversions
from body to surface waves with depth. To facilitate the identification of different propagation
regimes in the coda, we have superposed on the graphs some typical algebraic decays: t−1

for scattering in 2-D (either single or multiple, see e.g. Paasschens, 1997), t−3/2 for multiple
scattering in 3-D, and t−2 for single-scattering in 3-D. In Figure 4.9, we observe that for both
body and surface waves the coda obeys a t−3/2 decay law at long lapse-time, independent of the
source depth, which is characteristic of a 3-D diffusion process. This supports the predictions
of the diffusion model and confirms the dominance of body waves in the transport process
at large lapse-time. At short lapse-time, we observe a distinct behavior between the two
kinds of waves, particularly in the case of a shallow source. After the passage of the ballistic
waves, body waves appear to decay slightly more slowly than the asymptotic t−3/2 behavior.
This may reflect the conversion of surface waves to body waves as discussed in the analysis
of Figure 4.5. Two propagation regimes show up clearly on the surface wave energy envelope,
with a transition between the two around a lapse-time of 10 mean free times. At short time,
the decay of surface waves appears to be faster than the one of body waves, probably as a
consequence of the transfer of surface wave energy into the volume as discussed in relation
with Figure 4.5. Taken together, Figures 4.5-4.9 illustrate the much richer behavior of the
coupled system of transport Eq. (4.50), compared to the conventional transport process
without coupling between surface and body waves.

4.7 Conclusions

This work represents a first attempt at formulating a self-consistent theory of RT of seismic
waves in a half-space geometry including the coupling between surface and body waves. The
main approximation underlying our work is that, upon reflection at the surface, the phase
of body waves is randomized so that upgoing and downgoing fluxes may be considered as
statistically independent. Our approach distinguishes itself from the standard Eqs of RT for
scalar waves found in the literature in one important way: it keeps track - to some extent - of
the wave behavior in the vicinity of the surface. This has a number of consequences: (1) surface
and body waves are coupled by conversion scattering (2) even in a statistically homogeneous
medium it requires that the scattering properties of body waves depend on the depth in
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the medium. Furthermore, the reciprocity relation between the surface-to-body vs body-to-
surface mean free times plays a prominent role in the establishment of an equipartition regime
with a ratio that conforms to the predictions of standard mode counting arguments. Besides
equipartition, a notable outcome of our RT equations is the anisotropy of the diffusivity
of seismic waves, due to the difference in scattering properties and wave velocities of body
and surface waves. We also show that our RT Eqs are operational, in the sense that they are
readily amenable to numerical solutions by Monte-Carlo simulations. These simulations could
be used in the future to study in more details the dynamics of equipartition, in particular,
how the equipartition time varies as a function of the ratio between the penetration depth of
surface waves and the scattering mean free path for body-to-surface wave coupling.

Before becoming a viable alternative to current approaches, our theory needs to be tested
and improved. In the future, we plan to address the following issues: (1) Evaluate the
impact of neglecting the interference between upgoing and downgoing body waves on the
scattering cross-section and, if possible, go beyond this approximation. (2) Extend the theory
to more realistic finite size scatterers and more general spatial distributions of scatterers. (3)
Incorporate polarization effects for elastic waves at a free surface. (4) Absorption of energy is
also a very important mechanism of attenuation, which has been entirely neglected in this work
for simplicity. Because the sub-surface of the Earth is thought to be very strongly attenuating
due to the widespread presence of fluids, we may expect dissipation to affect more severely
surface waves than body waves. In turn, this may modify the partitioning of the energy in the
coda as was previously shown by Margerin, Van Tiggelen, and Campillo (2001) in the case of
coupled S and P waves. Special efforts should be devoted to this important topic before our
formalism can be applied to real seismic data.

4.8 Supplementary information

4.8.1 Variational formulation for mixed boundary conditions

Here, we recall briefly on a simple one-dimensional example how mixed boundary conditions of
the type used in Eq. (4.2) can be incorporated into a variational formulation. The interested
reader will find further details and more examples in the classic book by Gelfand and Fomin
(1963), after which our treatment is modeled. For simplicity we consider a vibrating string
of density ρ, tension T and length L. For the moment, we do not specify the boundary
conditions. The total kinetic energy stored in the string at time t is given by:

T [u](t) =

∫ L

0
ρ(∂tu(x, t))2dx, (4.72)

where u denotes the displacement field. The instantaneous potential energy stored in the
string may be expressed as

V [u](t) =

∫ L

0
T (∂xu(x, t))2dx (4.73)

According to Hamilton’s principle, among all possible displacement fields, the one that satisfies
the actual equations of motion should make the following action integral:

I[u] =

∫ t2

t1

(T − V )[u](t)dt (4.74)
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stationary. Mathematically, this principle of stationary action may be expressed as:

∂εI[u+ εψ]|ε=0 = 0 (4.75)

where ψ is an arbitrary function. This is sometimes written as δI = 0, where δI is known
as the first variation of the action integral. Using integration by parts, Gelfand and Fomin
(1963) establish that:

δI =ε

(∫ t1

t0

∫ L

0
(−ρ∂ttu(x, t) + T∂xxu(x, t))ψ(x, t)dxdt

+ T

∫ t1

t0

(∂xu(0, t)ψ(0, t)− ∂xu(l, t)ψ(l, t))dt

)
(4.76)

The arbitrariness of the function ψ in Eq. (4.76) implies both the governing wave equation
for the vibrating string:

ρ∂ttu(x, t)− T∂xxu(x, t) = 0 (4.77)

as well as the so-called natural boundary conditions:

∂xu(x, t)|x=0 = 0 and ∂xu(x, t)|x=l = 0, (4.78)

which correspond to a string with free ends. In order to obtain mixed boundary condi-
tions, it suffices to add to the potential energy (4.73), a term of the form χu(0, t)2 where
χ is a constant. Eq. (4.76) must be modified accordingly by adding the new contribution
−εχ

∫ t1
t0
u(0, t)ψ(0, t)dt which, in turn, implies a natural boundary condition of the mixed type

at x = 0:
(χ∂xu(x, t)− Tu(x, t)) |x=0 = 0 (4.79)

The total potential energy may be rewritten in integral form as follows:

V [u](t) =

∫ L

0

[
χu(0, t)2δ(x) + T (∂xu(x, t))2

]
dx (4.80)

which justifies the appearance of the delta function in Eq. (4.3) and Eq. (4.6) in a simplified
context.

4.8.2 Far-field expression of the Green’s function for scalar waves in a
half-space with mixed B.C.

In this Appendix, we summarize the key steps to the derivation of Eq. (4.16 ) from Eq. (4.15).
We split the computation into two parts and begin with the surface wave contribution:

Gs(r, z, z0) =
2αe−α(z+z0)

(2π)2

∫
R2

eik‖·r

k2 + α2 − k2‖ + iε
d2k‖ (4.81)

Introducing cylindrical coordinates (k‖, φ) and integrating over angle yields:

Gs(r, z, z0) =
2αe−α(z+z0)

2π

∫ +∞

0

J0(k‖r)

k2 + α2 − k2‖ + iε
dk‖ (4.82)
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where J0 denotes the standard Bessel function of order 0. Using the same trick as in Aki and
Richards (2002, Chapter 6), we extend the wavenumber integral over the whole k‖ axis using
the Hankel function of the first kind instead of the Bessel function:

Gs(r, z, z0) =
αe−α(z+z0)

2π

∫ +∞

−∞

H
(1)
0 (k‖r)

k2 + α2 − k2‖ + iε
dk‖ (4.83)

In the last step, we employ the residue theorem by closing the contour in the upper half of
the complex plane with a semi-circle of radius R → +∞ and note the presence of pole at
k‖ =

√
k2 + α2 + iη, (η → 0+). Thanks to the exponential decay of the integrand, the integral

on the semi-circle vanishes which yields:

Gs(r, z, z0) =
−iα
2π

e−α(z+z0)H(1)
0 (
√
k2 + α2r). (4.84)

The result (4.84) is exact. The far-field approximation (4.16) follows by application of stan-
dard asymptotic expansions to the Hankel function.

The computation of the body wave contribution can also be split into two parts:

Gb(r, z, z0) =
1

(2π)3

∫ +∞

0
dq

∫
R2

eik‖·r(e−iqz + r(q)eiqz)(e−iqz0 + r(q)eiqz0)∗

k2 − k2‖ − q2 + iε
d2k‖

=
1

(2π)3

∫ +∞

−∞
dq

∫
R2

eiq(z−z0)eik‖·r

k2 − k2‖ − q2 + iε
d2k‖

+
1

(2π)3

∫ +∞

−∞
dq

∫
R2

r(q)eiq(z+z0)eik‖·r

k2 − k2‖ − q2 + iε
d2k‖

=G∞(r, z, z0) +Gr(r, z, z0)

(4.85)

where the unitarity of the reflection coefficient has been used and the q integral has been
extended from −∞ to +∞ thanks to the relation r(q)∗ = r(−q). The first term in the second
equality of (4.85) may be recognized as the full-space solution to the Helmholtz Eq.:

G∞(r, z, z0) =
1

(2π)3

∫ +∞

−∞
dq

∫
R2

eiq(z−z0)eik‖·r

k2 − k2‖ − q2 + iε
d2k‖

=− eikR0

4πR0
,

(4.86)

where R0 =
√
r2 + (z − z0)2. The second term in the second equality of (4.85) represents the

waves reflected at the surface:

Gr(r, z, z0) =
1

(2π)3

∫ +∞

−∞
dq

∫
R2

r(q)eiq(z+z0)eik‖·r

k2 − k2‖ − q2 + iε
d2k‖ (4.87)

The computation of this integral may be attacked in exactly the same way as we did for the
surface wave term Gs to obtain:

Gr(r, z, z0) =
−i
8π

∫ +∞

−∞
r(q)eiq(z+z0)H

(1)
0 (
√
k2 − q2r)dq, (4.88)

To approximate this last integral in the far-field of the source, we first remark that for |q| > k
the cylindrical waves are evanescent so that we may legitimately take −k and +k as integration
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limits. We next make use of the far-field expansion of the Hankel function to obtain the
following oscillatory integral representation:

Gr(r, z, z0) ≈
−i
8π

√
2

πr

∫ +k

−k

r(q)eiq(z+z0)+i
√
k2−q2r−iπ/4√

k2 − q2
dq (4.89)

Further noting that the derivative of the phase term:

φ(q) = q(z + z0) +
√
k2 − q2r (4.90)

vanishes at :
q0 =

k(z + z0)

R′0
(4.91)

with R′0 =
√
r2 + (z + z0)2, we apply the stationary phase formula to obtain after some

straightforward algebra:

Gr(r, z, z0) ≈ −
r(q0)e

ikR′
0

4πR′0
. (4.92)

This term may be interpreted as the contribution of the image point of the source with a
strength given by the reflection coefficient evaluated at an incidence angle corresponding to
the specularly reflected ray connecting the source to the detection point (see Eq. 4.91). To
complete the far-field approximation, we first note the following expansions: R0 = R−z0z/R+
o(1/R), R′0 = R + z0z/R + o(1/R) where R =

√
r2 + z2. Neglecting all terms smaller than

1/R for the amplitude, all terms smaller than z0/R for the phase and further approximating
q0 as kz/R, formula (4.16) is recovered.
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Chapter 5

Sensitivity Kernels

Andres Barajas, Ludovic Margerin, Michel Campillo
Article in preparation

A change in the properties of the crust can generate a perturbation in the propagation
velocity of the seismic waves. The phase perturbations of the waveforms registered at the
surface depend on the position of this property change. The connection between the two
is the sensitivity kernel. Therefore, if we want to localize perturbations at depth we must
estimate the sensitivity kernel for the model presented in the previous section: this is the
main objective of this chapter. To this end, we first study the changes that generate in the
scalar surface wave velocity perturbation in the medium. Later, we extend the travel-time
sensitivity kernels theory so it incorporates the propagation and detection and surface and
body waves. Then, based on these results and in the radiative transfer equations obtained in
the preceding chapter, we estimate the sensitivity kernel for body and surface waves. Although
the theory presented here is general for the scalar case, we restrict ourselves for simplicity to a
depth description of the sensitivity. Furthermore, thinking in the eventual application of these
results to the case study analyzed in chapter 3 where we make measurements from a single
station, the estimation of the sensitivity kernel is done for the autocorrelation configuration,
it means, with the source and the receiver located in the same location.

5.1 Introduction

The heterogeneities present in the crust interact with the passing seismic waves and scatter
them in multiple directions. This phenomenon is directly related to the formation of the coda
wave which contains information about the strength and properties of this interaction. The
first study in this direction was done by Aki (1969) where he defines for the first time the
coda wave and he defines his principal characteristics, and later use it to estimate specific
properties of the region (Aki, 1973) and to analyze the attenuation properties related to
the structure of the Earth (Sciences, Aki, and Chouet, 1975). More studies followed that
showed that the fluctuations in the amplitude and phase of the scattered waves enable the
identification of small variations in the properties of the crust (Poupinet, Ellsworth, and
Frechet, 1984; Ratdomopurbo and Poupinet, 1995; Schaff and Beroza, 2004). The estimation
of these changes from the continuous seismic noise field is one of the fundamental principles
of passive image interferometry monitoring which have shown to be effective in detecting
velocity variations in fault zones (Wegler and Sens-Schönfelder, 2007; Brenguier et al., 2008a),
in volcanoes (Sens-Schönfelder and Wegler, 2006), or as a consequence of a diverse number of
meteorological phenomena (Meier, Shapiro, and Brenguier, 2010; Wang et al., 2017; Hillers,
Campillo, and Ma, 2014).

The phase differences changes generated in the coda depend on the location of the per-
turbation and the time that the seismic field has to sample it, or in other words, with the
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lapse time. This means that it is possible to locate the perturbation in the crust with the
information registered at the surface at different times. Coda wave interferometry establishes
the link between the two through the introduction of the sensitivity kernels by Pacheco and
Snieder (2005) for the diffusive wave state, and Pacheco and Snieder (2006) for the single
scattering case. The sensitivity kernel is a travel-time density function that shows the most
probable sectors through which a wave would pass when going from the source to the receiver
in a given lapse time. The kernel can be calculated as a convolution of the probabilities of the
particle traveling between the source, the receiver, and each part of the medium around them
that is sampled by the waves (Pacheco and Snieder, 2005). Each of these probabilities can
be interpreted physically as the intensity received at one point of space after a unitary pulse
was emitted from another (Margerin et al., 2016). This is the reason why the estimation of
the sensitivity pass through the calculation or use of known Green’s functions and solutions
of the transport equation in different dimensions (Paasschens, 1997; Sato and Fehler, 2012).
Later (Margerin et al., 2016) demonstrated the importance of the directionality of the seis-
mic field in the first stages of the system which implied that an analyses of the sensitivity
based only in the energy intensities was insufficient; to solve it, they developed the sensitivity
kernels through specific intensities overcoming with this the restrictions on the propagation
regime that was previously limited to the extreme cases as a diffusive or a single-scattering
assumptions, and extending the theory toward anisotropic scattering events.

The sensitivity kernels have been used to localize perturbations in numerical simulations
(Planes et al., 2015; Kanu and Snieder, 2015), in a concrete sample (Larose et al., 2010), or
generated by changes in the medium preceding volcanic eruptions (Lesage, Reyes-Dávila, and
Arámbula-Mendoza, 2014; Obermann et al., 2013b). The coupling between body and surface
waves has remained one challenging factor to the development of the sensitivity kernels in a
3-D halfspace that is the usual setting for most seismic applications. Obermann et al. (2013a)
and Obermann et al. (2016) approached this problem by expressing the sensitivity as a linear
combination of two independent sensitivities, one for surface and another for body waves, with
a controlling factor mediating between them that changes with time, and that is estimated
through full wavefield numerical simulations. This factor helps to recreate predominance of
surface and body wave sensitivities at different lapse times. This method has been extended
to localize small scale perturbations in the medium (Obermann et al., 2019).

Recently, Margerin, Bajaras, and Campillo (2019) developed a new scalar model that
integrates naturally body and surface waves, making it possible to find the different mean
free paths and times between the two modes and therefore, to establish the radiative transfer
equations of the system. Based on this model, we reformulate the sensitivity equations from
a probabilistic point of view to include the two types of propagation and estimate them
statistically through a series of Monte Carlo simulations. This allows us to obtain the travel-
time density distributions between the two modes of propagation, for different depths in a
3-D half-space medium. In parallel, we estimate the phase perturbations in the surface waves
as a consequence of a perturbation in the medium and integrate it with the results of the
simulations to obtain the sensitivity kernel of the system. We compare the performance of
this kernel with previous works and analyze its most important features.

5.2 Scalar model

We begin with a quick overview of the scalar model developed by Margerin, Bajaras, and
Campillo, 2019. First, we state the wave equation in a 3-D half-space

(ρ∂tt − T∆)u(t, r, z) = 0 (5.1)
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where, t is time, and (r, z) the position vector (r, z ≥ 0), ρ is the density, T represents
the elastic constant of the medium, and u is the displacement. The rise of surface waves is
achieved when over the surface is imposed the Robin boundary condition

(∂z + α)u(t, r, z)|z=0 = 0 (5.2)

where α is a positive constant. One of the possible solutions of these equations is the sum
of the incident and reflected body wave

ub(t, r, z) = A(e−iqz + r(q)eiqz)eik‖·r, q ≥ 0 (5.3)

where k‖ = (kx, ky, 0) is the horizontal wavenumber, with q2 + k‖ · k‖ =
ω2

c2
and

r(q) =
q + iα

q − iα. (5.4)

The second possible solution is

us(t, r, z) = Ah(z)ei(k‖·r−ωt); (5.5)

where h(z) = e−αz determines automatically the depth penetration of surface wave. The
surface phase velocity cR in this case is

cR =
c√

1 +
c2α2

ω2

(5.6)

with c representing the body wave velocity. One particularity of this system is that the
surface group velocity vg, is always higher than both the body and the surface wave velocities

vg =
c2

cR
= c

√
1 +

c2α2

ω2
(5.7)

This implies that the ballistic energy received at a point on the surface will come mainly
from the surface waves. Thanks to the body and surface eigenfunctions on this system, is
possible to calculate the scattering cross-section as a balance of the incoming and outgoing
energy of a punctual scatterer and therefore, to estimate the mean free times of all the possible
transitions in the system

τ s→s =
1

α

4

ck3a6ε2

τ s→b =
4π

ck4a6ε2

τ b→b =
4π

ck4a6ε2

τ b→s(z) =
e2αz

α

2

ck3a6ε2

(5.8)

where a represents the linear dimension of the scatterer, and ε is the local perturbation of
the inverse square velocity. The total mean free paths for each mode are therefore

1

τ s
=

1

τ s→s
+

1

τ s→b
;

1

τ b(z)
=

1

τ b→s(z)
+

1

τ b→b
(5.9)
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The dependence of τ b→s on the depth is directly related to the surface wave eigenfuntion
which changes the probabilities of a scattering event for a body wave depending on its location
relative to the surface. The ratio between the energy of surface waves and the depth-integrated
energy of body waves generated by a point source:

R(z) =
τ s→b

τ b→s(z)
=

2πcα

ω
e−2αz. (5.10)

The transport of energy of body waves can be described in terms of the specific volumetric
energy density eb(t, r, z,k) where k is a vector on the unit sphere in 3-D. The integration of
this specific density over a solid angle gives us the volumetric energy density

Eb(t, r, z) =

∫
4π
eb(t, r, z, k̂)dk̂ (5.11)

On the other hand, the transport of surface waves can be described in terms of the specific
surface energy density εs(t, r,n) where n is a unit vector in the horizontal plane. To be able
to describe the system through the formulation of transport equations, it is necessary to have
energy densities of equal dimensions; for this reason, is introduced the specific volumetric
energy density of surface waves

es(t, r, z,n) = 2αεs(t, r,n)e−2αz (5.12)

which integrated over depths give us back the specific surface density εs(t, r,n). Using
this new specific volumetric density is now possible to define a volumetric energy density of
surface wave

Es(t, r, z) =

∫
2π
es(t, r, z, n̂)dn̂ (5.13)

The total energy density at a point in the medium will be the sum of the energy densities
of body and surface waves Eb(t, r, z) +Es(t, r, z), which is supported by the orthogonality of
their representative eigenfunctions.

From these definitions are constructed the radiative transport equations. The scattering
process is assumed to be isotropic and the increase and decay of intensity are stated in terms
of the conversion between all the possible modes

(∂t + vgn̂ · ∇) es(t, r, z, n̂) =− es(t, r, z, n̂)

τ s
+
Es(t, r, z)

2πτ s→s

+
Eb(t, r, z)

2πτ b→s(z)
+ ss(t, r, z, n̂)(

∂t + ck̂ · ∇
)
eb(t, r, z, n̂) =− eb(t, r, z, k̂)

τ b(z)
+
Eb(t, r, z)

4πτ b→b

+
Es(t, r, z)

4πτ s→b
+ sb(t, r, z, k̂)

(5.14)

where the terms ss,b represent sources of surface and body waves, which are given in terms
of the energy partitioning ratio

ss(t, r, z, n̂) =
2αR (z0) e

−2αzδ(r)

2π (1 +R (z0))

sb(t, r, z, k̂) =
δ (z − z0) δ(r)

4π (1 +R (z0))

(5.15)
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5.3 Penetration depth of the surface wave

One of the fundamental characterizing parameters of the interaction between body and surface
waves is the penetration depth of the surface waves. For this reason, finding an equivalence
between the scalar model and the elastic model is fundamental to trace parallels between
the two systems. For the elastic case we take as reference the Rayleigh waves formed in a
homogeneous half-space. The sensitivity of both surface waves to physical variations at depth
is a direct function of their respective surface eigenfunctions, or more precisely, to the square
of these functions which is related to their energy.The displacement eigenfunctions for the
Rayleigh waves can be written as (Ben-Menahem and Singh, 1981):

ux(ω;x, z) =Ar1(ω; z) sin(ωt− kx)

r1(ω; z) =

[
e−γαkRz −

(
1− c2r

2c2β

)
eγβkRz

]
uz(ω;x, z) =Ar2(ω; z) cos(ωt− kx)

r2(ω; z) =

(
1− c2r

c2α

)1/2
−e−γαkRz +

(
1− c2r

2c2β

)−1
e−γβkRz


(5.16)

where ux is the displacement in the direction parallel to the wave propagation, uz is the
displacement perpendicular to the surface, A represents the amplitude of the wave, cα and
cβ are velocities of the P-waves and S-waves respectively, kR the wavenumber of the Rayleigh
waves, and the gamma factors are

γα =

(
1− c2r

c2α

)1/2

γβ =

(
1− c2r

c2β

)1/2

(5.17)

The energy density of the Rayleigh wave averaged over one cycle can be written in terms
of r1 and r2 (Aki and Richards, 2002)

1

2
ρ
(
r21(ω; z) + r22(ω; z)

)
(5.18)

where ρ is the density of the medium. We want to find a function in the form of a
simple exponential that resembles the shape and especially the reach of the Rayleigh energy
density function; the purpose of having a simplified proxy of the elastic surface wave is to
mimic the mathematical function that describes the scalar surface eigenfunction. In equation
5.16 the penetration at depth of the energy is dominated by the exponential function with
the lower exponent, that in the case for a Poisson solid is e−γβkRz with β = 0.39. We take a
slightly modified version of this function that resembles a bit better the elastic wave at shallow
depths without changing significantly its reach, e−0.3kRz; this is the equivalent scalar surface
eigenfunction. A comparison between them can be seen in figure 5.1. Although their shape
is not exactly equal (which would be technically impossible with the simplifications made),
they both have fairly similar reaches and shapes.

Since the scalar surface eigenfunction is also h(z) = e−αz, it is clear that the parameter
α must be equal to α = 0.3kR. it is important to notice that the behavior here illustrated is
completely independent of the Rayleigh wavelength λR and that this equivalence between the
elastic and the scalar cases gives a natural scaling with frequency to the scalar surface wave.

We take Ls = 2α−1 as the penetration distance of the scalar surface wave, as at this depth
the amplitude of the eigenfunction is ∼14% of its amplitude at the surface. To compare this
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Figure 5.1: Comparison of the penetration depth of the energy of Rayleigh
waves and a simplified model. Both have the amplitudes normalized.
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penetration with the elastic case, we can write Ls in terms of the Rayleigh wavelength using
the proposed equivalence between both cases

Ls = 2α−1 = 2(0.3kR)−1 ≈ 1.06λR (5.19)

This result is coherent with the rule of thumb that estimates the penetration of the
Rayleigh waves around 1 horizontal wavelength λR.

5.4 Phase velocity variation for surface waves

The interaction of a surface wave with a perturbation in the medium is one the principal
mechanisms that control the response that is recorded at the surface. This interaction is
different from that of the body waves in the sense that the surface waves propagate as a
whole over a volume close to the surface, which implies that any small change in one layer of
the medium within its penetration depth, should affect all the surface wave without breaking
or changing its structure, which should remain the same for a given frequency. In particular,
we are interested in determining how the surface phase velocity change with a fractional change
in the bulk velocity. To do so, we begin with the Lagrangian that has the usual potential and
kinetic terms of a wave scalar field, plus an elastic potential energy at the surface associated
with the boundary condition:

L =
1

2

[
ρ(∂tu(t, r))2 − T (∇u(t, r))2 + αTu(t, r)2δ(z)

]
(5.20)

We integrate the Lagrangian over depth and average over one cycle to put it in terms of
the energy integrals ∫ ∞

0
〈L〉dz =

1

2

[
ω2I1 − k2‖I2 − I3 + Is

]
(5.21)

where

I1 =
1

2

∫ ∞
0

ρh2dz, I2 =
1

2

∫ ∞
0

Th2dz,

I3 =
1

2

∫ ∞
0

T

(
dh

dz

)2

dz, Is =
1

2

∫ ∞
0

αTh2δ(z)dz.

(5.22)

Now, following Aki and Richards (2002) we find the perturbation of this expression, that
is equal to

ω2δI1−k2‖δI2 − δI3 + δIs

= ω2

∫ ∞
0

ρhδhdz − k2‖
∫ ∞
0

Thδhdz −
∫ ∞
0

T
dh

dz

dδh

dz
dz +

∫ ∞
0

αThδhδ(z)

=

∫ ∞
0

{
ω2ρh− k2‖Th+

d

dz

(
T
dh

dz

)}
δhdz − T

dh

dz
δh

∣∣∣∣∞
0

+ αThδh|z=0

(5.23)

The terms inside the curly brackets are equal to the application of the equation 5.1 to the
surface eigenfunction and therefore, equal to zero

− ρω2h+ Tk2‖h− T
d2h

dz2
= 0 (5.24)
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The two remaining terms on the rigth hand side of equation 5.23 can be simplified knowing
that δh = 0 at z =∞ and using the boundary condition dh/dz|z=0 = −αh|z=0

T
dh

dz
δh

∣∣∣∣
z=0

+ αThδh|z=0 = T (−αh)δh|z=0 + αThδh|z=0 = 0 (5.25)

Therefore, the integrated Lagrangian is stationary for a perturbation of the surface eigen-
function

ω2δI1 − k2‖δI2 − δI3 + δIs = 0 (5.26)

On the other hand, we can show that the integrated lagrangian 5.21 is equal to zero for
the surface eigenfunction as expected from the energy conservation. To do so we multiply
5.24 by −h/2 and integrate it over depth to obtain

0 =
1

2

∫ ∞
0

ρω2h2dz − 1

2

∫ ∞
0

Tk2‖h
2dz +

1

2

∫ ∞
0

Th
d2h

dz2
dz

=
1

2

∫ ∞
0

ρω2h2dz − 1

2

∫ ∞
0

Tk2‖h
2dz − 1

2

∫ ∞
0

T

(
dh

dz

)2

dz +
1

2
Th

dh

dz

∣∣∣∣∞
0

(5.27)

The first three terms are I1, I2, and I3 respectively. Using the boundary conditions we
can write the last term as follows

− 1

2
Th

dh

dz

∣∣∣∣
0

= −1

2
Th(−αh)|0 =

1

2

∫ ∞
0

αTh2δ(z)dz = Is (5.28)

and therefore
ω2I1 = k2‖I2 + I3 − Is (5.29)

Having established this, we proceed to find the change in the phase surface wave velocity
as a consequence of a perturbation in the medium. To do so, we make a perturbation in the
eigenfunction at fixed frequency h+ δh = h(ρ+ δρ, T + δT, k‖ + δk‖, ω), in the Lagrangian

ω2

∫ ∞
0

(ρ+ δρ) (h+ δh)2 dz = (k‖ + δk‖)
2

∫ ∞
0

(T + δT ) (h+ δh)2 dz

+

∫ ∞
0

(T + δT )

[
d

dz
(h+ δh)

]2
dz −

∫ ∞
0

α(T + δT ) (h+ δh)2 δ(z)dz

(5.30)

Eliminating perturbations of second order and subtracting the previous know relations
between the energy integrals, we obtain

∫ ∞
0
−2k‖δk‖Th

2 dz =

∫ ∞
0

k2‖δTh
2 dz +

∫ ∞
0

δT

(
dh

dz

)2

dz

−
∫ ∞
0

ω2δρh2 dz −
∫ ∞
0

αδTh2δz dz

(5.31)

From this we can calculate the change in phase velocity

(
δcR
cR

)
ω

= −
δk‖
k‖

=

∫∞
0

[
k2‖h

2 +
(
dh
dz

)2]
δTdz −

∫∞
0 ω2h2δρdz −

∫∞
0 αδTh2δzdz

2k2‖
∫∞
0 Th2dz

(5.32)
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We made a series of assumptions to simplify this expression: we assume that there is no
perturbation of the density (δρ = 0) and that the background elastic constant T does not
depend on depth. We also suppose that the elastic constant is not perturbed at the surface
(δT (z = 0) = 0) as a way to avoid perturbations over the boundary condition or over the
surface elastic energy that supports the surface waves. We then finally obtain(

δcR
cR

)
ω

=
ρc2

2k2‖I2

∫ ∞
0

[
k2‖h

2 +

(
dh

dz

)2
]
δc

c
(z)dz (5.33)

where I2 is the energy integral defined in 5.22, and we made use of the relations between
the rigidity and the bulk velocity δT/T = 2δc/c, T = ρc2. This equation shows that any
possible variation of the bulk velocity will change the surface wave velocity as long as it
happens within the penetration depth determined by the surface eigenfunction. The weight
of this integral will be written as

KCph(z) =
ρc2

2k2‖I2

[
k2‖h

2 +

(
dh

dz

)2
]

(5.34)

This expression shows us that the effective sensitivity reach of the surface waves at depth
is proportional to the square of the eigenfunction and its derivative

5.5 Group velocity

The introduced frequency dependence of the parameter α used to trace a parallel with the
elastic case, has a collateral effect over the group velocity of the surface waves. We recalcu-
late this velocity with the variational approach previously introduced. First, we estimate a
perturbation of the eigenfunction both in k‖ and in ω, h + δh = h(k‖ + δk‖, ω + δω), in the
energy integrals 5.29 to obtain

(ω + δω)2 (I1 + δI1) = (k‖ + δk‖)
2 (I2 + δI2) + (I3 + δI3)− (Is + δI ′s) (5.35)

δI ′s can be calculated from the definition of I ′s (equation 5.22) keeping in mind that α is
a frequency dependent quantity

δI ′s =
1

2

∫ ∞
0

αT2hδhδ(z)dz +
1

2

∫ ∞
0

δαTh2δ(z)dz = δIs +
δα

α
Is (5.36)

Subtracting equations 5.29 and 5.26 from this expression we find that

2ωδωI1 = 2k‖δk‖I2 −
δα

α
Is (5.37)

and therefore the group velocity is

U =
δω

δk‖
=
k‖
ω

I2
I1
− δα

δk‖

1

2αω

Is
I1

(5.38)

We start evaluating some of these integrals. I2/I1 can be calculated from their definitions

I2
I1

=
T
∫∞
0 hδhdz

ρ
∫∞
0 hδhdz

= c2 (5.39)

On the other hand, from equation 5.6 α is
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α =
ω

c

√(
c

cR

)2

− 1 (5.40)

Therefore

δα

δk‖
= cR

δα

δω
=
cR
c

√(
c

cR

)2

− 1 =
cRα

ω
(5.41)

Finally, to evaluate Is and I1 we make direct use of the eigenfunction h = e−αz

I1 =
1

2

∫ ∞
0

ρh2dz =
1

2
ρ

(
− 1

2α
e−2αz

)∣∣∣∣∞
0

=
ρ

4α
(5.42)

Is =
1

2

∫ ∞
0

αTh2δ(z)dz =
1

2
αT (5.43)

Putting all this together we obtain that

U =
δω

δk‖
=
c2

cR
− cR

α2

ω2
c2 =

c2

cR
− cR

(
c2

c2R
− 1

)
= cR (5.44)

which conveniently fix the group velocity of surface waves with a lower value than the
velocity of body waves.

5.6 Time densities

Our objective is to determine how a fluctuation in the background velocity will affect the
apparent velocity of the seismic field recorded at the surface. The two are related through the
typical time a seismic phonon passes in each part of a medium and the typical time it passes
on each mode of propagation (in this case, as a body or as a surface wave). To analyze this
we take a probabilistic approach. We begin denoting by A the event of the emission of the
seismic phonon at time t0 = 0, B the event of a phonon propagating in time t′, and event C
the phonon arriving at a receiver. The time will be implicitly included in the differentiation
between events A, B, and C marking a temporal transition between them. The probability of
each event will be written as P (E) where E represents the event. The state of each phonon
in one event is specified with a subindex marking its position r, its direction k, or its mode of
propagation m; the mode is b or s when the phonon propagates as a body or surface particle
respectively. For example, P (Bz′,b′) is the probability that the phonon is propagating in time
t′ as a body particle at depth z′, independently of its radial position r of the direction of
propagation k. Therefore, P (Bb′) is the probability that the phonon was propagating in time
t′ as a body particle, irrespective of its position or its direction. Naturally, P (Bb′) is the sum
of P (Bz′,b′) for all the depths, which for a continuous system can be written as

P (Bb′) =

∫
z′
P (Bz′,b′)dz

′ (5.45)

In general, removing an index of an event probability implies grouping all the events
designed by that index by summing their individual probabilities

P (Ei,j) =
∑
k

P (Ei,j,k) (5.46)
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We can divide specify the event set with any index classification we want as long as it
covers the original set completely, or in other words, under the condition that it forms a
sample space of the original event (Miller and Childers, 2012).

The probability that a phonon arrives to the receiver at r under the condition that it was
emitted at the source in r0, can be written as the conditional probability P (Cr | Ar0) (Gut,
2013). We can rewrite this in terms of conditional probabilities with an intermediate state
of propagation using the Chapman–Kolmogorov equation (Ross, 2014; Papoulis and Pillai,
2002; Roepstorff, 2012)

P (Cr | Ar0) =

∫
ω
P (Cr | Bω)P (Bω | Ar0) dω (5.47)

where ω represents every single outcome of the probability sample space. This equation
says that the probability of going from event A to C can be found from the probabilities of the
phonon going from A to B and from B to C, as long as we add all the possible intermediate
events B. The sample space can be classified in different ways: for example, we could specify
the event B uniquely for its position, and this would effectively cover the whole range of
possibilities.

P (Cr | Ar0) =

∫
r′
P (Cr | Br′)P (Br′ | Ar0) dr′ (5.48)

However, this election would only allow us to describe a system on which the propagation
direction of each of the phonons is independent of its position: this is the case of a diffusive
system as was proposed by Pacheco and Snieder (2005). If we want to describe the first stages
of the system this description is inadequate as they are marked by a strong directionality of
the propagation of the waves (Margerin et al., 2016). Therefore, we classify the sample space
with a combination of the position, the direction, and the mode of propagation of each phonon

P (Cr | Ar0) =

∫
r′

∫
k′

∑
m

P (Cr | Br′,k′,m)P (Br′,k′,m | Ar0) dk′ dr′ (5.49)

k′ was not specified in the source or the arrival events because the direction of propagation
of the phonons at those events is not important. Notice that the integration of equation 5.49
over all directions (and modes) does no lead to equation 5.48 because it implies a joint inte-
gration between the two conditional probabilities sharing the same k′. Integrating equation
5.49 over the time of the propagation event B (t′) for all the possible travel times (between 0
and t), and reorganizing the terms gives

t =

∫
r′

[∫ t

0

∫
k′

∑
m

P (Cr | Br′,k′,m)P (Br′,k′,m | Ar0)

P (Cr | Ar0)
dk′dt′

]
dr′ (5.50)

The parenthesis was added to highlight the fact that the term inside is the time sensitivity
kernel (Pacheco and Snieder, 2005; Margerin et al., 2016), extended to track the two possible
modes of propagation. To simplify this equation and to approach us to the measurements
made in the Monte Carlo simulation, we assume that we’re only interested in the phonons
emitted by the source at the location r′ = 0 (source in the surface), which forms now our
whole and only set of particles. This allows us to drop the references to the event A

t =

∫ t

0

∫
r′

∫
k′

∑
m

P (Cr | Br′,k′,m)P (Br′,k′,m)

P (Cr)
dk′dr′dt′ (5.51)

Using the Bayes formula (Papoulis and Pillai, 2002; Gut, 2013)
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P (Cr | Br′,k′,m)P (Br′,k′,m) = P (Br′,k′,m | Cr)P (Cr) (5.52)

we can rewrite equation 5.51 as

t =

∫ t

0

∫
r′

∫
k′

∑
m

P (Br′,k′,m | Cr) dk
′dr′dt′ (5.53)

Thanks to the simplification made, we can now integrate over all directions

t =

∫ t

0

∫
r′

∑
m

P (Br′,m | Cr) dr
′dt′ (5.54)

Now, we proceed to make explicit the contribution of each mode, and to simplify the spatial
dependence integrating over the whole space for the surface mode, and over the horizontal
plane for the body mode

t =

∫ t

0
P (Bs′ | Cr) dt

′ +
∫ t

0

∫
z′
P (Bz′,b′ | Cr) dz

′dt′ (5.55)

The surface mode of propagation does not depend on the depth and for that reason, its
probability was fully integrated. Before going any further, it is useful to interpret each of these
probabilities as a counting process. Let us imagine that we shoot a great number of seismic
phonons from the source, some of which reach the receiver at time t; if we receive a number
high enough of particles, their travel histories will be representative of all the possible paths
to go from the source to the receiver. This is the set of particles that fulfill the condition in
each of the conditional probabilities of equation 5.55: arrive to the receiver located at r in the
time t. Because they represent the whole set of possibilities, estimating one probability can
be done by counting: for example, if we want P (Bz′,b′ | Cr), we just have to count the number
of body wave particles that were at the position z′ in the time t′ and divide this number by
the total of particles that arrive to the receiver. Therefore, equation 5.55 can be written as

t =

∫ t

0

Ns(t
′)

N
dt′ +

∫ t

0

∫
z′

Nb(z
′, t′)
N

dz′dt′ (5.56)

The relationship stated here will be fundamental later on: integrate the probability that
a particle propagates in a certain mode between all the possible travel-times is equivalent to
sum the time spent by all the particles in that mode and divide it by the total number of
particles, or in other words, is equivalent to the average time spent in that mode∫ t

0
P (Bm′ | Cr) dt

′ =
∫ t

0

Nm(t′)
N

dt′ = t̄m (5.57)

On these terms, equation 5.55 can be written as

t = t̄s +

∫
z′
t̄b dz

′ (5.58)

which makes evident that their sum is equal to the total lapse time. However, before
proceeding with this change, let us come back to the probability description of the system
in equation 5.55: up until this point, the mode on which the seismic phonon arrives to the
receiver has been ignored. However, it can be made explicit adding the probabilities at the
arrival point
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t =
P (Cr,s)

P (Cr)

∫ t

0
P (Bs′ | Cr,s) dt

′ +
P (Cr,b)

P (Cr)

∫ t

0
P (Bs′ | Cr,b) dt

′

+
P (Cr,s)

P (Cr)

∫ t

0

∫
z′
P (Bz′,b′ | Cr,s) dz

′dt′ +
P (Cr,b)

P (Cr)

∫ t

0

∫
z′
P (Bz′,b′ | Cr,b) dz

′dt′
(5.59)

being P (Cr,m) the probability of the phonon arriving at time t and in mode m, to the
receiver located at (r, z). Before, the surface mode was not sub-classified at different depths
because it propagates as a whole in a parallel direction to the surface. However, at the arrival
point it becomes necessary as the energy of the surface waves is highly dependent on the
depth and therefore, the position of the receiver will determine how strong it is detected.
The quantities in the form P (Cr,m)/P (Cr) can be interpreted as the fraction of particles that
arrive in a given mode m with respect to the total of particles that arrive to the receiver; given
that each of these phonons represents a package of energy following the propagation scheme
described by the transfer equations 5.14, this fractions can be written as Em(t, r)/E(t, r),
being Em(t, r) the energy that arrives in the mode m to the receiver, and E(t, r) the total
energy arriving at the same point. Using this equivalence and integrating for all the possible
travel times t′ results in

t =
Es(t, r, z)

E(t, r, z)
t̄s→s(t, r, z) +

Eb(t, r, z)

E(t, r, z)
t̄s→b(t, r, z)

+
Es(t, r, z)

E(t, r, z)

∫ ∞
0

t̄b→s(z
′; t, r, z) dz′ +

Eb(t, r, z)

E(t, r, z)

∫ ∞
0

t̄b→b(z
′; t, r, z) dz′

(5.60)

The semicolon in the arguments of each average time separates the variables of the propa-
gation, from the variables of the arrival, and the subindex indicates the temporal sequence of
propagation and arrival: for example, t̄s→b is the average time that the particles that arrived
in body wave mode, passed in surface wave mode. These times are schematized in figure 5.2
for two simplified cases. Also, the position of the receiver r was explicitly put in terms of the
depth and the radial distance, profiting from the cylindrical symmetry of the system. This
equation shows the flight distribution of the particles according to their mode of propagation,
and the depth (in the case of body waves) at which they propagate. Notice that how the
terms denominated by t in this equation are dimensionally different between them: for the
propagation of body particles we have times per unit of depth (tb→s and tb→b) and for the
surface waves they are simply times (ts→s and ts→b). Equation 5.60 describes what parts of
the medium and what modes of propagation are the preferred for the particles traveling from
the source to the receiver: a spatial and modal "distribution" of the total travel time. We can
simplify this equation by defining the effective time spent in each mode as an energy-weighted
average between the two possible modes of arrival

〈ts(t, r, z)〉 =
Es(t, r, z)

E(t, r, z)
t̄s→s(t, r, z) +

Eb(t, r, z)

E(t, r, z)
t̄s→b(t, r, z)

〈tb(z′; t, r, z)〉 =
Es(t, r, z)

E(t, r, z)
t̄b→s(z

′; t, r, z) +
Eb(t, r, z)

E(t, r, z)
t̄b→b(z

′; t, r, z)

(5.61)

which will result in a simpler version of equation 5.60
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Figure 5.2: Representation of the propagation times and modes for two simple cases. In the upper
plot we have an arrival in surface wave mode and in the bottom an arrival in body wave mode.

t = 〈ts(t, r, z)〉+

∫ ∞
0
〈tb(z′; t, r, z)〉 dz′ (5.62)

Notice how this equation is technically equal to equation 5.58 with the difference that the
weighted average process is explicit. Finally, it is worth noticing that equation 5.60 can be
re-arranged in a different way

t =
Es(t, r, z)

E(t, r, z)

(
t̄s→s(t, r, z) +

∫ ∞
0

t̄b→s(z
′; t, r, z) dz′

)
+
Eb(t, r, z)

E(t, r, z)

(
t̄s→b(t, r, z) +

∫ ∞
0

t̄b→b(z
′; t, r, z) dz′

) (5.63)

in which each sum inside the parenthesis is equal to the arrival time t. From this equation
is easier to analyze some particular cases: for example if the receiver is located at a great
depths, then the surfaces waves will not reach it (which implies that Es = 0 and Eb = E)
and equation 5.63 will turn into

t = t̄s→b(t, r, z) +

∫ ∞
0

t̄b→b(z
′; t, r, z) dz′ (5.64)

a simplified version of equation 5.62 with the effective times replaced by the averaged
times.

5.7 Sensitivity kernels

Let us suppose that on average, the particles propagating as body waves pass an effective time
〈tb(z′)〉 through a layer at depth z′, that has a slight velocity perturbation δc. The overall
travel time change is then δt = −〈tb(z′)〉(δc/c). In the case of the time spent as surface waves,
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the travel time perturbation will have an analogous expression using the relative surface wave
velocity perturbation δt = −〈ts〉(δcR/cR). Therefore, the effective travel time delay generated
by any set of perturbations in the medium can be written as

δt = −〈ts(t, r, z)〉
δcR
cR
−
∫ ∞
0
〈tb(z′; t, r, z)〉

δc

c
(z′)dz′ (5.65)

Putting the relative surface phase velocity perturbation in terms of δc at layer at depth z′

with equation 5.33, allow us to calculate the apparent velocity variation (δt/t = −ε) in terms
of the bulk velocity variation

δt

t
(t, r, z) =

∫ (
−〈ts(t, r, z)〉

t
KCph(z′)− 〈tb(z

′; t, r, z)〉
t

)
δc

c
(z′)dz′ (5.66)

The term between parenthesis is the sensitivity kernel K; the left part is the surface wave
sensitivity Ks and the right one the body wave sensitivity Kb. The negative signs indicate
that an increase of the velocity in the medium (δc/c > 0) generates an early phase arrival
(δt/t < 0). Replacing the effective times by their definitions (equation 5.61) give us

δt

t
(t, r, z) = −

∫ (
Es(t, r, z)

E(t, r, z)
Ks→s(z′; t, r, z) +

Eb(t, r, z)

E(t, r, z)
Ks→b(z

′; t, r, z)

+
Es(t, r, z)

E(t, r, z)
Kb→s(z

′; t, r, z) +
Eb(t, r, z)

E(t, r, z)
Kb→b(z

′; t, r, z)
)
δc

c
(z′) dz′

(5.67)

where

Ks→s(z′; t, r, z) =
t̄s→s(t, r, z)

t
KCph(z′)

Ks→b(z
′; t, r, z) =

t̄s→b(t, r, z)
t

KCph(z′)

Kb→s(z
′; t, r, z) =

t̄b→s(z′; t, r, z)
t

Kb→b(z
′; t, r, z) =

t̄b→b(z′; t, r, z)
t

(5.68)

These equations show the contribution of each mode to the sensitivity and the depth
dependence on the energy density of surface and body waves.

5.8 Monte Carlo simulations

The use of Monte Carlo simulations to recreate properties of the propagation of seismic waves
began with the application in equivalent acoustic systems that showed to be successful repro-
ducing features like coda envelopes generated by earthquakes, or the study of the attenuation
in different scattering regimes (Gusev and Abubakirov, 1987; Hoshiba, 1991; Abubakirov and
Gusev, 1990). This was later extended to models that include depth dependence of the ve-
locity structure and the mean free path (Hoshiba, 1997; Margerin, Campillo, and Tiggelen,
1998), elastic propagation modes (Margerin, Campillo, and Van Tiggelen, 2000; Przybilla,
Korn, and Wegler, 2006), lateral heterogeneous scattering and non-isotropic scattering (Sens–
Schönfelder, Margerin, and Campillo, 2009), or coupling between surface and body scalar
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Surface

Receiver volume

Figure 5.3: Model of the Monte Carlo simulations. The red star marks the location of the source,
and the grey volume represents the receiver zone.

waves (Margerin, Bajaras, and Campillo, 2019). Here, the last case will be further explored
towards the estimation of the time sensitivity kernels of both body and surface waves

5.8.1 General outline

The objective of the Monte Carlo simulations is to recreate the conditions set by the energy
transport equations shown in 5.14, and to make measurements of the time spent at each
depth and mode in a layered system. The general procedure consists in shooting many seismic
particles from the source, and allow them to travel in a straight line until they are scattered;
after each of these scattering events, a new direction and mode are chosen randomly following
certain probability distribution, and the particle continues its propagation. The time between
scattering events is statistically controlled by the mean free time of each mode. The receiver is
defined as a small finite volume through which the particles must cross in order to contribute
to the energy density and to the sensitivity measured from that point, at that particular time.
This is the particle counting method (Sens–Schönfelder, Margerin, and Campillo, 2009; Gusev
and Abubakirov, 1987). One of the main disadvantages of this method is that the probability
that a particle doing a random walk will pass through the receiver at a given time is low;
this is partially compensated by shooting many particles from the source, and exploiting
the symmetries of the system which may allow to turn the receiver into bigger volume. For
example, if we have a completely symmetric full-space, the receiver can be turned into a
spherical shell. In our case, the half-space symmetry allows us to have a ring-shaped receiver
around the source. it is worth noticing however that this symmetry can be broken if the
sources are non-isotropic, although this is not our case. The geometry used here if illustrated
in figure 5.3.

Nonetheless, maybe the main advantage of this method is that it allows us to follow the
trajectories of all the phonons and measure the time that each of them passes on every part
of the medium and on every mode. With these measurements, we can calculate the time
densities for each mode and depth that are the basis of the sensitivity kernel as was explained
in the previous sections. Next, we present the most important aspects of the simulations
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Propagation: A big number of particles are shot from a source located at the surface in
random directions, with initial modes chosen probabilistically to follow equations 5.15.
The body mode propagates in three dimensions and the surface mode in two; this means
that the surface particles do not have any depth coordinate. Each particle propagates
in a straight line in a random isotropic direction assigned at the beginning. The time
of propagation or free time of flight is also chosen randomly in such a way that its
distribution reconstructs the exponential probability density function τ−1et/τ (Welch,
Van Gemert, and Others, 2011) where τ is the mean free time. This means free time
is chosen according to the mode and depth of the particle (for the case of the body
particles) as indicated in equation 5.9. For the case of body waves, the dependence
of the mean free time on the depth is simplified through the method of delta collisions
which introduce virtual scattering events that do not modify the direction of propagation
(Lux, 2018). If a body particle reaches the surface, its movement is completely reflected
into the half-space without modifying any other parameter.

Scattering: Once the simulation time reaches the the free time of flight, a scattering event
occurs. A new propagation direction and mode are chosen. The mode is chosen ran-
domly between the two possible outcomes using their respective mean free times as
weights for each option. For example, the probability that a body wave scatter into a
surface wave is

pb→s(z) =
(τ b→s(z))−1

(τ b→s(z))−1 + (τ b→b)−1
(5.69)

It follows then that the probability that a body wave scatters into another body wave
is pb→b = 1 − pb→s. Notice that for this particular case, when the body particle is far
away from the surface, the probability of changing into a surface particle is practically
zero. When a surface particle scatters into a body particle, the depth of the particle is
defined randomly following the probability density function 2αe−2αz, which represents
the normalized energy density of the surface waves.

Time bookkeeping: In order to measure the time densities in equation 5.60, the half-space
is virtually segmented in horizontal layers. When the particle is propagating as a body
wave, we keep track of the time spent in each of these layers; these times tb, are added
between them when the particle passes several times through the same layer. If the
particle propagates as a surface wave, the time is registered and accumulated as the
independent value ts. This process is illustrated in figure 5.4. it is important to re-
member that although from the bookkeeping process the times recorded in a body or
surface modes seem equivalent, for the body waves case we are technically registering
the time per unit of layer length, contrary to the case of the surface waves where we’re
registering directly the total time as was explained in the section 5.6.

Detection and averaging: The source and the receiver are both located in the same posi-
tion over the surface to reproduce measurements of the seismic field obtained through
the auto-correlation. However in the practice, the receiver is a cylindrical volume: if the
particle is inside it, then it is assumed that it arrived to the receiver. This is illustrated
in figure 5.3. At the times at which we want to measure the sensitivity (the lapse times),
the simulation evaluates if the particle is inside the receiver volume: if that’s the case,
the bookkept times are registered along with the mode of the particle at that instant as
this is the arrival mode. If not, no registering process is performed but the simulation
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Figure 5.4: Time bookkeeping for body and surface waves. The probabilistic character of the time
between scatterings events has been simplified.
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Variable Monte Carlo
frequency* (Hz) 5.25
α* (km−1) 2.86
Surface penetration depth Ls (km) 0.7
B. energy velocity cE (km/s) 3.9
S. energy velocity cR (km/s) 3.7
Mean free time τ b→b (s) 0.35
Mean free path lb→b (km) 1.37
Grid spacing gr (m) 50
Receiver radius* (km) 5.7
Receiver depth* (m) 20
Model depth (km) 6
Model radius* (km) 5.7

Table 5.1: Parameters used in the Monte Carlo simulations. The half-space
has no bounds; the last two parameters are only relevant for the absorbing
boundary conditions. The parameters with an asterisk may differ from Ober-
mann et al. (2016) for reasons explained in the text; α is included in this list

as it has no equivalent in the elastic case.

Figure 5.5: Model used by (taken from) Obermann et al. (2016). The red star marks the source
positions and the inverted triangles the receiver positions

continues because it is still possible that the particle will be within the receiver volume
for another measurement at a later lapse time.

After all the particle paths have been simulated, the registered times are averaged
between them for particles that arrived in the same mode to the receiver at a given time
t, and that propagated at the same mode and at the same depth (for body waves). This
procedure gives us all the averaged times present in equation 5.60.

5.9 Surface and body wave sensitivity

We begin making a quick summary of the method used by Obermann et al. (2016) in an
elastic 3-D half-space; the model used can be seen in figure 5.5 They first estimate the surface
and body wave contributions to the apparent velocity variation independently. The surface
contribution εSurf is determined with a series of simulations in a 3-D homogeneous half-space
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elastic medium, where a source pulse is generated, and the resulting seismic field is recorded
at the surface. The apparent velocity perturbation is estimated by comparing the waveforms
obtained with and without a horizontal velocity perturbation located at different depths. In
particular, in this first set of simulations, the medium does not allow conversions into bulk
waves. The body wave contribution εBody is estimated with the kernel for the diffusive regime
by Pacheco and Snieder (2005). Afterward, a similar series of simulations is performed, but
this time including all the types of waves in an heterogeneous medium. From this is obtained
the total observed apparent velocity variation. They propose that the total apparent velocity
variation can be modeled as a linear combination of the independent contributions of body
and surface waves

εTheo (z, t) = α′(t)εSurf (z) + (1− α′(t))εBody (z, t) (5.70)

where α′ is the fitting parameter that they called partition coefficient (the prime was
added to differentiate it from the surface penetration factor of the scalar case α). For each
lapse time, they search for the best partition coefficient that optimizes the fit between εTheo

and observed total apparent velocity variation at depths.
The parameters used initially in the Monte Carlo simulation were chosen to resemble

the physical variables of Obermann et al. (2016) in order to compare with the results there
presented. They are shown in table 5.1. Some clarifications must be made about some of
these values: α was chosen to match the reach of the surface wave sensitivity reported in
Obermann et al. (2016) of Ls = 0.7km; this automatically fixed a value of the frequency
given their relationship explained in the section 5.3. The frequency in SPECFEM3D is not
directly controlled. Furthermore, the model used there had absorbing boundary conditions
which can be easily implemented in a random walk simulation by adding the condition that
the simulation ends once a particle leaves the allowed zone. In the case of Obermann et al.
(2016) this zone is rectangular (with a side length of 10km) while we make use of a symmetric
cylindrical zone; therefore, although the depth in both cases is the same, in our case we choose
the radius in such a way the total horizontal area would be approximately the same ( 100km2).
However, here the boundary conditions will be used only when explicitly stated for making
comparisons between the two studies; in general, there will be no absorption of the energy.

We estimate the apparent velocity variation (−δt/t) for a velocity perturbation of 20%
with a thickness of 50m (the grid spacing of the medium) located at different depths; the result
is represented as the yellow line in the figure 5.6. This is equivalent to take each of the values
of the discretized version of equation 5.66 and multiply them by δc/c = 0.02. Therefore, the
obtained velocity variations are proportional to the sensitivity kernels at depth. Given that
the sensitivity is the additive results of the surface and body sensitivities, we can track what
part of this velocity variation is due to which of them: this is represented by the solid blue
and red lines. The body and surface sensitivities show some expected characteristics: the
surface sensitivity disappears around 0.7km which is the imposed reach of the surface waves.
On the other hand, the body sensitivity shows a deeper reach that is related to the transit of
body wave particles to deeper zones of the medium and their eventual return. This snapshot
of the sensitivity at an early stage of the system shows a dominance of the surface sensitivity
in the zones closer to the surface, (the first 300m to be precise) and a limited reach of the
body wave sensitivity to the first couple of kilometers. Overall, a perturbation in the first
hundreds of meters of the medium can produce changes in the apparent velocity variation at
the surface one order of magnitude bigger than the same perturbation located below 1km.

figure 5.6 also shows the contribution of each sensitivity to the apparent velocity varia-
tion, classified by their propagation and arrival modes. For example, the dotted blue line
(contribution of Ks→b) shows the contribution of the surface wave particles that arrived in
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Figure 5.6: Total apparent velocity variation (yellow), associated to the body waves sensitivity (red),
to the surface waves sensitivity (blue) and to each of the times densities in equations 5.67 and 5.68 at

a lapse time of 2s (normalized time of t/τ b→b = 5.7) with a velocity perturbation of δc/c = 0.02

body wave mode, and the dashed blue line (contribution of Ks→s) shows the contribution of
the surface wave particles that arrived in the surface wave mode; the solid blue line is the
weighted average between the two of them (as can be seen in equations 5.67 and 5.68). The
sensitivity on a given mode is always higher when the arrival happens in the same mode; for
example the contribution of Kb→b is higher than the contribution of Kb→s. At this lapse time
(t/τ b→b = 5.7), there is still a low number of scattering events and therefore, a low probability
of changing mode. However, the total surface and body wave sensitivities (the solid blue and
red lines) seem the be closer to the surface mode arrivals (the dashed lines) indicating that
the number of surface particles at the receiver is higher. This is related to the location of
the receiver on the surface and is a common featured for all the results obtained with his
configuration.

The sensitivity at depth was obtained by Obermann et al. (2016) with a similar config-
uration except for the presence of absorbing boundary conditions: it can be seen on the left
in figure 5.7. The yellow line represents the observed apparent velocity variation measured in
full elastic simulations, the dashed black line is the result of the fitted model with equation
5.70, and the dashed red line represents the estimation only due to the body sensitivity kernel
calculated from the equation of Pacheco and Snieder (2005). To compare with our case, we
imposed also boundary conditions (the bounded geometry is indicated in the last two rows of
table 5.1 and recalculated the apparent velocity variation; the result is shown in the right of
figure 5.7 (right panel). The resemblance between the two of them is remarkable, especially if
we keep in mind that one of them is obtained in an elastic propagation field and the other in
a scalar one. A quick comparison between this result and the one obtained without absorbing
boundary conditions (figure 5.6) shows virtually no differences: although at this lapse time
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Total apparent velocity variation (yellow), contribution of body waves (red) and surface waves (blue)

sensitivities.

the ballistic part of the wave already reach the boundaries, most of the energy it is still a very
early stage of the system.

The temporal evolution of the profile for the surface and body sensitivity kernels can be
seen in figure 5.8. In this case, the factor δc/c = 0.02 was not multiplied so these are the
kernels themselves and not the apparent velocity variation. In general, there is a decrease of
surface sensitivity and an increase of body sensitivity related to the radiation of this type of
wave into the bulk of the medium (Margerin, Bajaras, and Campillo, 2019). The amplitude of
the surface wave sensitivity changes gradually but its shape remains the same: this peculiarity
comes from the manifest independence between KCph(z′) that contains the information of the
depth of the perturbation and 〈ts(t, r, z)〉 that acts as a modulating pre-factor (see equation
5.66). The deeper zones of the medium are sampled only by the body waves, as its sensitivity
extends over these regions at later lapse times. The surface wave sensitivity dominates in
regions close surface, especially at early lapse times and both types of sensitivities decrease
in the vicinity of the surface at longer lapse times.

5.9.1 Time partition coefficient

The contributions of the surface and body waves to the apparent velocity variation are pro-
portional to their corresponding sensitivities. We can represent the total contribution of each
of them rewriting equation 5.62 as

1 =
〈ts(t, r, z)〉

t
+
〈tb(t, r, z)〉

t
= ηs + ηb (5.71)

where the average time spent as a body particle was integrated for all depths. The fractions
in the right hand side of this equation are the time partition coefficients. They represent the
time that the system passed on each mode (as a fraction between 0 and 1), and are, therefore,
proportional to the total sensitivity on each mode. Any change that increases the total
time spent in the body wave mode (for example moving the receiver at a deeper layer) will
necessarily produce a decrease in the total time spent in the surface wave mode. We could
make an analogous definition of the partition coefficients in terms of Ks and Kb (which implies
including the variation of the surface wave velocity with perturbations at depth KCph), but we
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Figure 5.8: Profile of the surface (dashed lines) and body (solid lines) waves sensitivity kernels at
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will keep it in terms of the time densities as their interpretation is more immediate and it does
not produce relevant changes in the result. We can extend this definition to the classification
by mode of propagation and arrival using the equation 5.63

1 =
Es(t, r, z)

E(t, r, z)
(ηs→s + ηb→s) +

Eb(t, r, z)

E(t, r, z)
(ηs→b + ηb→b) (5.72)

where each sum inside the parenthesis is equal to 1. We can write the time partition
coefficient for body and surface waves as a weighted average of these time partition coefficients
following equations 5.61

ηs =
Es(t, r, z)

E(t, r, z)
ηs→s +

Eb(t, r, z)

E(t, r, z)
ηs→b

ηb =
Es(t, r, z)

E(t, r, z)
ηb→s +

Eb(t, r, z)

E(t, r, z)
ηb→b

(5.73)

The evolution of the partition coefficients in time can be seen in plot 5.9. At very early
lapse times, the time partition coefficient is strongly dominated by the surface waves because
the location of the source favors the excitation of surface wave modes; this implies a predom-
inance of the total surface wave sensitivity. The partition coefficients of body and surface
waves are equal (the crossing point) around 6 mean free times: this marks the moment in
which the body wave sensitivity starts dominating the total sensitivity.

figure 5.9 also shows the dynamics of the coefficients classified by modes of propagation and
arrival. Just as before, the coefficients associated with the arrivals in the surface mode (the
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dashed blue ηs→s and red ηb→s lines) seem to be closer to the total average (the solid lines),
especially at early lapse times. This indicates a bigger weight in the averages in equation
5.73 as a consequence of a higher level of energy surface at the receiver. Let us focus on
the particles that arrive in the surface wave mode: the time partition ηb→s (red dashed line)
is greater than ηs→s (blue dashed line) for long lapse times. Therefore, at this stage of the
system, a surface particle arriving to the receiver has actually passed most of its travel time
propagating as a body particle. At this point, the difference of the time partition coefficient
between the two arrival modes tends to disappear: for example, the difference between ηb→s
(red dashed line) and ηb→b (red dotted line) is minimum at after 60 mean free times. This
indicates that the system has spent a relatively large time in the diffusive state.

The application of absorbing boundary conditions (represented by the black lines) comes
to be evident only after 30 mean free times, where we start seeing a decrease of the sensitivity
of the body waves and an increase of the surface waves sensitivity. The absorption implies
removing the paths between the source and the receiver that pass outside of the allowed
volume at any point. figure 5.10 shows the effect of the boundary conditions in the balance
between the total surface and body waves energies for the whole space: as the surface particles
can only escape through the lateral side of the volume, while the body particles can do it by
the sides and the bottom, the rate of body phonons leaving the simulation is higher. It is
then clear that the surface sensitivity for the system with the absorbing boundary conditions
in figure 5.9 is higher because there is an over-representation of the paths that remain in the
surface wave mode of propagation. Although just a fraction of the phonons represented in
figure 5.10 participate in the sensitivity and in the time partition coefficients measured in
the surface, for long lapse times the amount of energy sampling the medium is just a small
fraction of the total energy emitted by the source.

figure 5.11 shows a comparison of the evolution of the partition coefficient between the
elastic case calculated by Obermann et al. (2016) (left) and the times partition coefficient in
scalar case (right). In the elastic case, the time is normalized with the transport mean free
time, that is, the time over which a particle loses all information about the initial direction
of propagation (Margerin, 2011; Sheng and Tiggelen, 2007). When the scattering is isotropic,
as in our case, the transport mean free path and the mean free path are equal. Therefore, the
time in the Monte Carlo simulation is normalized with the body-to-body mean free time. The
surface and body partition coefficients reach equal values (the crossing point) approximately
at the same time for both cases; that this point is reached a bit later for the elastic case may
be related to the high surface sensitivity of the system at the beginning of the simulation in
comparison with the scalar case. This is probably due to a strong excitation of surface wave
modes by the source whereas in our case this is statistically controlled to follow the energy
partitioning ratio in the source radiation (equation 5.15). The other important difference
comes from the partitioning coefficient at long lapse times: the elastic case seems to show
a strong tendency towards the disappearance of the surface sensitivity. In the scalar case,
this process is more gradual as it shows a rate of energy transfer of surface wave energy into
body wave energy proportional to the squared root of time (Margerin, Bajaras, and Campillo,
2019).

5.10 Spatial scaling parameter

The mean free time is a natural scaling factor for the time as it quantifies the degree of
scattering in the system. In a propagation medium without boundaries, two systems with
different mean free times, but at the same normalized time t/τ , will have similar distributions
of energy and sensitivities in a system spatially scaled with mean free path. However, the
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Figure 5.10: Fraction of the total energy in body (solid lines) and in surface wave mode (dashed
lines) with absorbing boundary conditions (black lines) and without (red and blue lines).
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Figure 5.11: Partition coefficients with absorbing boundaries condition. Left: partition coefficient
for different degrees of heterogeneity. The time has been normalized by the transport mean free
time. (modified from Obermann et al. (2016)). Right: time partition coefficient for the configuration
presented in table 5.1.The time has been normalized with the body-to-body mean free path. In both

cases the red correspond to the body wave and blue line to the surface wave.
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Variable Monte Carlo
Surface penetration depth Ls (km) 1, 2, 10, 20, 100
B. energy velocity cE (km/s) 3.9
S. energy velocity cR (km/s) 4.1
Mean free path lb→b (km) 1, 5, 10, 50, 100
Grid spacing gr (m) 50
Receiver radius (km) 4lb→b

Receiver depth (m) 20

Table 5.2: Parameters used in the Monte Carlo simulations for the scaling
parameter section. The radius of the receiver zone is scaled with the mean free

path.

introduction of the surface boundary in the half-space problem breaks this symmetry. To
see why, let us think about the energy proportions between the two types of waves, which
are controlled through two parallel mechanisms happening in parallel: the first one, the
continuous energy exchange between the two modes happening through scattering. This
process is confined to the region close to the surface and is controlled by the surface-to-body
and body-to-surface mean free times. The second, the continuous propagation of the body
waves towards deeper levels of the medium, which implies that a smaller amount of body wave
energy is available to convert to surface wave at longer times. In general, the shorter is the
time the body particle passes in the region close to the surface, the lowest is the probability
of scattering into surface wave mode. Therefore, two systems with the same mean free times
and source will have very different energy distributions if the exchange zone for scattering into
surface waves is of different sizes between them. The region on which the energy exchange
happens is delimited by the penetration of the surface waves, and therefore, the natural
quantity to compare this length is the body-to-body mean free path.

We study the time partition coefficient for different proportions between the penetration
length of the surface wave and the body-to-body mean free path, fixing the first one at 10km
and modifying the mean free path with values ranging from 1km to 100km; the result for the
body wave coefficient is shown in figure 5.12 as the solid lines. The curves representing the
coefficients of the surface wave was omitted for simplicity as it contains the same information
of the body coefficients. The general parameters used in this set of simulations are shown in
table 5.2. It is worth remembering at this point that the partition coefficients are calculated
only with the particles that arrive to the receiver. Despite that the conditions of the source are
equal between all the configurations (and therefore the initial proportion of energies between
the two modes) the partition coefficient show drastic differences after one lapse time between
different configurations. From there on, the total surface sensitivity decreases quicker for
the configurations with the higher mean free paths (represented in this case by the purple
lb→b = 100km and the red line lb→b = 50km) as in those cases the particles have higher
chances of escape exchange zone and the energy feedback into surface energy is lower, as was
discussed before.

Evaluate how the proportion between lb→b and Ls affects the evolution of the system
can also be done by fixing the mean free path and modifying the penetration depth of the
surface waves. This is shown also in figure 5.12 as the scatter plots. it is evident that the
evolution of the system follows the same path as before. However, the interesting aspect of
these results lies in the proportions: notice, for example, that the values of lb→b and Ls for
the configuration represented by the blue line are ten times smaller than for the configuration
represented by the blue scatter plot. In the opposite case, these values for the purple lines are
ten times bigger than their purple scatter plot counterpart. This means that the evolution
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Figure 5.12: Body partition coefficient for different values of Ls and lb→b. Lines: time partition
coefficient of body waves for a penetration length of Ls = 10km and different values of lb→b. Triangle
scatter plots: time partition coefficient of body waves for a body-to-body mean free path of lb→b =
10km and different values of Ls. The time has been normalized by the body-to-body mean free time.
The dotted black line indicate the level at which the body and surface time partition coefficients are

equal (the crossing points)
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(blue) for configurations with lb→b = 100km; Ls = 10km (solid lines) and with lb→b = 10km; Ls =
1km (dashed lines), for a lapse time of t/τ bb = 6. The depth was scaled with their respective body-

to-body mean free paths.

of the system is determined by the ratio lb→b/Ls, in addition to the normalized time t/τ b→b.
All the configurations that share the same color in figure 5.12, have the same value for this
spatial scaling parameter.

The comparison of the sensitivity profile with depth for the configurations in purple in
the plot 5.12, can be seen in the figure 5.13; the sensitivities are virtually equal. As expected,
the sensitivity extends through very different scales of length and therefore is necessary to
scale them down with their respective body-to-body mean free paths. The time densities (and
therefore the sensitivities) are also affected by the difference of scale as the grid spacing gr is
not proportional with the mean free paths. To equalize them we should have a layering ten
times thicker for the configuration with the largest mean free path, or to add the sensitivity
for several layers over a distance that makes the grid proportional to the mean free path, as
was done in this case. For the configuration with lb→b = 100km the sensitivity was added
every ten layers so the ratio lb→b/gr = 200 is equal for the two configurations.

The crossing time of the time partition coefficient (the normalized time in which the surface
and body wave coefficients are equal to 0.5) marks the moment where the body sensitivity
starts being predominant over the surface sensitivity. We can see from figure 5.12 that this
moment varies depending on the value of lb→b/Ls. figure 5.14 shows the normalized time
of the crossing point for systems in which the spatial scaling parameter lb→b/Ls goes from
0.1 to 10. When the mean free path is several times bigger than the penetration length
(lb→b/Ls � 1) the coupling between surface and body waves is weak and the crossing time
seems to approach asymptotically a minimum possible value. In the opposite case, when
the mean free path is several times smaller than the penetration length (lb→b/Ls � 1) the
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Figure 5.14: Normalized time at which the body and surface wave partition coefficients are equal
for different ratios of lb→b/Ls

sensitivity transition between surface and body waves happens more slowly since most of the
body wave energy gets confined inside the energy exchange zone delimited by the surface
wave. The biggest change of the system happens around the point where the mean free path
and the penetration length are similar to each other. This overall behavior is not present in
the results of Obermann et al. (2016) shown in figure 5.7

5.11 Conclusions

We develop over the scalar model with mixed boundary conditions recently proposed by
Margerin, Bajaras, and Campillo (2019) for the estimation of the travel-time sensitivity kernels
in 3-D for body and surface waves. First, we apply a variational approach in the scalar case
to determine the response of the surface wave velocity to perturbations of the bulk velocity.
After some simplifications, we reach an expression that relates them through the eigenfunction
of the surface wave which automatically sets a sensitivity depth limit for the surface waves.

As part of the effort to build parallels with the elastic case, we find an equivalence between
the penetration depths of the surface wave in the scalar model and the Rayleigh wave. We
find that they have a similar reach within the medium when the parameter α that configures
the boundary condition, is equal to 0.3kR, a fraction of the wavenumber of the Rayleigh wave.
This parallel between the two of them has the advantage of giving the scalar surface wave a
scaling behavior with the Rayleigh wavelength and a natural dependency with the frequency.
Furthermore, we propose Ls = 2α−1 as the effective penetration that the surface wave has
in the medium for the scalar case. Then, we reconstruct the sensitivity kernel formalism to
include the two possible modes of propagation, as surface and as body waves. To do so, we
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start with a classic probabilistic description of the transit of phonons from the source to the
receiver, which we extend towards different modes and depths. This includes also the modes
of arrival to the receiver, and the corresponding equivalence to the energies ratios at this
point. The conceptual link of each of these probabilities with the possible paths going from
the source to the receiver is developed to establish a link with the time densities and with the
Monte Carlo simulations to measure them. The formalism here presented has the advantage
that it can be easily extended to a full vectorial distribution of travel-time densities. These
results are used to construct an equation for the travel-time sensitivity kernel of the system
that integrates the body and the surface wave sensitivities in a natural way.

A crucial part of the estimation of this kernel is the measurement of the time densities with
the Monte Carlo simulations which are described in detail. The initial set of parameters used
are chosen to mimic as close as possible the work of Obermann et al. (2016) where estimations
of the body and surface sensitivities were made with the help of full wavefield numerical
simulations. We evaluate the apparent velocity variation at the surface generated by a bulk
velocity perturbation located at different depths. As the kernel is a linear combination of
the sensitivities of body and surface waves, the contribution of each of them to the apparent
velocity change can be estimated independently. The contribution of the surface waves is
limited to an effective penetration equal to Ls as expected, while the body contribution is less
dominant at the surface but has a longer reach within the medium. The total sensitivity of
the seismic field can be one order of magnitude stronger for perturbations close to the surface,
than to perturbations located deeper in the medium.

The apparent velocity variation obtained by the scalar kernel with absorbing boundary
conditions holds a remarkable resemblance with the reported results by Obermann et al.
(2016) both in amplitude and shape. The increase of lapse time in the system produces a
decrease of the surface wave sensitivity that does not alter its shape but only its amplitude;
this is a consequence of the independence between the depth and the temporal variables of
the surface kernel. On the other hand, the body wave sensitivity increases its reach towards
deeper levels of the medium. However, the sensitivity of both of them decreases progressively
at the surface with time.

The time partition coefficients represent the total contribution of each of the modes of
propagation to the total sensitivity of the system. The evolution of the coefficients charac-
terizes the influence of one or other type of wave in the sampling of the perturbations at
depth in different moments of the system. At very short lapse times the surface waves dom-
inate the sensitivity because the location of both the source and the receiver in the surface
excites predominately the surface wave modes. After, there is a decrease of the surface wave
sensitivity coupled with an increase of the body wave sensitivity related to the progressive
transformation of surface wave energy into body energy and the continuous radiation of this
last one into the bulk of the medium (Margerin, Bajaras, and Campillo, 2019).

The inclusion of the absorbing boundary conditions is only evident after around 30 mean
free times, the point at which there seems to be a higher surface sensitivity (and lower body
sensitivity) with respect to the unbounded case. This can be explained in light of the energy
losses generated by the absorption: although we observe a decrease in both types of energy,
it is more accentuated for the body energy because the total area through which it can
escape is bigger that for the surface case. This implies that the higher surface sensitivity
in the absorbing case is just an artificial effect of the over-representation of the surface wave
particles in the calculation of the time densities. The comparison with the partition coefficient
evolution obtained by Obermann et al. (2016) leads to similar crossing points but differs at
long lapse times where the scalar case tends to show a more gradual process of decrease
(increase) of the surface (body) wave sensitivity.
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The classification of the travel-time densities by their mode of propagation and arrival gives
a deeper view into the dynamics of the system: there is a natural higher contribution of the
mode of arrival that coincides with the mode of propagation for both cases. This is a feature
characteristic of an early stage of the system where the number of scattering events is still
low, and therefore, there is a lower probability of changing mode arriving to the receiver than
to keep the same mode of propagation. At later stages we also see an equalization between
the partition coefficient for different arrival modes; this is a consequence of the system passing
an increasing amount of time in a diffusive state on which there is no predominance of any
mode on the arrival point beyond the one dictated by the modes density.

The evolution of a scattering system can be measured in terms of the normalized time.
However, the introduction of the surface breaks this principle as the time that each body
phonon passes in the exchange zone increases the probabilities of being scattered into a surface
particle, and therefore, affect drastically the overall energy balance between the two modes.
The natural quantities that characterize this process are the body-to-body mean free path
and the thickness of the exchange zone, that is, the penetration of the surface wave. We
perform a series of simulations with different proportions between these two quantities that
show that the evolution of time partition coefficient is highly dependent on them. When the
mean free path is considerably bigger than the penetration of the surface waves, the body
and the surface waves are weakly coupled which implies that the body wave energy has more
chances to radiate away from the exchange zone which accelerates the overall decrease of
the surface wave sensitivity. In the opposite case, this process is more gradual as there is
a continuous energy feedback between the two modes of propagation. We also observe an
invariance in the evolution of the time partition coefficient between systems that share the
same scaling parameter lb→b/Ls independently of the absolute values of lb→b and Ls. We show
that this invariance extends to their sensitivities profiles with depth as long as the distance
is normalized with their respective mean free paths lb→b, and the thickness of the grid used
to measure the time sensitivities is proportional to lb→b.

The crossing time (i.e. the moment on which the total body and surface wave sensitivities
are equal to each other) marks the moment in which the body sensitivity starts dominating
in the system. An analysis of the dependence of this moment with the adimensional scale
of the system lb→b/Ls shows that the strongest qualitative change happens when this last
value is between 1 and 2; increasing this ratio decreases the coupling between the two modes
and accelerates the domination of the body waves in the sensitivity. However, this process
quickly reaches a minimum limit around 5 mean free times. On the other hand, decreasing
this ratio implies confining the body wave energy within the penetration zone of the surface
waves, which generates a continuous feedback that delays the overtake of the body wave time
partition coefficient.

Despite the natural limitations of the scalar description of wave propagation (like the
lack of polarization of the existence of a single mode of propagation for the body waves) our
approach reproduces know features of the overall sensitivity in the system with the advantage
of requiring low computational resources.
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Chapter 6

Recovery of velocity variations at
depth

Andres Barajas, Ludovic Margerin, Michel Campillo
Article in preparation

Our objective now is to use the sensitivity kernels obtained in the preceding chapter to
localize in depth the perturbations in the medium from a set of observations at the surface;
this is the inversion problem. In this chapter we test the capabilities and limitations of the
kernel to identify velocity variations in the crust under real-life conditions. In this section
we focus in the effect of three variables within the inversion: the depth of the perturbation,
the duration of the coda segment to invert and the level of noise in the system. The results
here presented are obtained for the autocorrelation configuration as the will be applied to the
single-station measurements obtained in the chapter 3

6.1 Introduction

The seismic wavefronts propagating through the earth get distorted by the interaction with
heterogeneities that scatter a fraction of their energy in different directions. This process
produces the characteristic coda wave segments after the main arrivals in the seismograms
(Aki, 1969). Although complicated to analyze, the coda wave is not random and can be
understood as the superposition of all the possible wave fronts that propagated through many
different paths when going from the source to the receiver (Snieder, 1999; Pacheco and Snieder,
2005; Pacheco and Snieder, 2006). This implies that a complex seismogram generated by an
seismic event can be reproduced if, by some mean, we repeat the same seismic source at
the same position; this has been observed with two of more earthquakes that occur in the
same location with very similar magnitudes (Geller and Mueller, 1980; Poupinet, Ellsworth,
and Frechet, 1984; Beroza, Cole, and Ellsworth, 1995). However, although very similar, the
received waveforms at the surface are not exactly equal: small variations are produced as a
consequence of small changes of the properties of the medium that happen in the period of time
between the two seismic events. This is the main principle behind some studies that use these
alike earthquakes, called doublets, to track the changes in the velocity (Poupinet, Ellsworth,
and Frechet, 1984; Ratdomopurbo and Poupinet, 1995) or in the attenuation (Beroza, Cole,
and Ellsworth, 1995) of the crust.

The natural limitations of this approach are the scarce occurrence of doublets, and the
impossibility of applying this technique to zones where there is not strong seismic activity.
This problem can be circumvented with Passive Image Interferometry (Sens-Schönfelder and
Wegler, 2006) which shows that the Green’s function of a random medium can be obtained
by cross-correlating the diffuse seismic fields registered by two receiver located in the surface
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(Campillo and Paul, 2003; Weaver and Lobkis, 2004). This means that a cross correlation
between continuous recordings of noise at two stations is equal to what would be observed
by one of the stations, if there were a unitary impulsive force at the other. The obtained
waveforms have not only the ballistic part of the wave but also the coda, meaning that the
seismic noise samples the medium in the same way a seismic event would do. The fluctuation
of the phases in the coda of the cross correlations has allowed to estimate changes in the
velocity in the crust related to a variety of phenomena, like earthquakes (Brenguier et al.,
2008a), volcanic activity (Rivet, Brenguier, and Cappa, 2015; Brenguier et al., 2008b), the
thermoelastic response of the soil (Meier, Shapiro, and Brenguier, 2010), the earth tides
produced by the sun and the moon (Sens-Schönfelder and Eulenfeld, 2019), among others.

The particular way in which the coda is perturbed is closely related to the lapse time that
the wave had to travel from the source to the receiver, and the location of the perturbation in
the medium. Coda wave interferometry establishes the link between the perturbations of the
waveform at the receiver point and the location of the perturbation, through the introduction
of the sensitivity kernels by Pacheco and Snieder (2005) and Pacheco and Snieder (2006).
The sensitivity kernel is a travel-time density function that shows the most probable sectors
through which a wave would pass when going from the source to the receiver in a given
lapse time. The kernel can be calculated as a convolution of the probabilities of the particle
traveling between the source, the receiver, and each part of the medium around them that is
sampled by the waves (Pacheco and Snieder, 2005; Margerin et al., 2016; Pacheco and Snieder,
2003). Obermann et al. (2013a) and Obermann et al. (2016) proposed a sensitivity kernel for
wave propagation in a 3-D half space as a linear combination of two independent sensitivities,
one for surface and other for body waves, with a controlling factor mediating between them
that changes on time, and that is estimated through full wavefield numerical simulations. .
This factor helps to recreate predominance of surface and body wave sensitivities at different
lapse times. In this work we use the sensitivity kernel described in the preceding chapter
(based on the scalar model of Margerin, Bajaras, and Campillo (2019)) which estimates the
probabilities of propagation in surface and body modes with a series of Monte Carlo simulation
that integrates them simultaneously.

However, the process to obtain the parameters or sources, from the kernel and a series of
observations is not straightforward: this is the inverse problem. The quality of the obtained
results depends on the levels of noise in the system and on the specific conditions of the
mathematical function that relate the sources and the observations. For that reason it is
important to know the capabilities and limitations of the kernel when applied to inversions.
Towards that objective we perform a series of synthetic tests that are aimed at assessing the
capacity of the time sensitivity kernels to retrieve a velocity perturbation in different scenarios
that involve the depth of the perturbation in the medium, the set of measurements used, or
the level of noise in the system, for a setting where the source and the receiver are located in
the same position at the surface.

6.1.1 The inversion problem

Let’s imagine a system where we can define two physical quantities. When measured at
different positions or moments, these two quantities take a series of values that we can store
in two vectors d and m, each of which have a number d and m of elements respectively. Let’s
suppose now that there is a causal relationship between the two variables: this means that
the variation of the values in one of the variables m, that we will call the model, will generate
changes in the other variable d, that we will call the observations. This relationship between
them can be written as d = G(m), where G is a mathematical representation of the physical
mechanism that acts between the model and the observations, and that we will call generically
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the operator. If the relation between the model and the observations is linear, this relation
can be written simply as a matrix multiplication

d = Gm (6.1)

where G represents a d by m matrix. We assume that we can have access to the series
of observations d, and that we can make a good mathematical representation of the physical
mechanism mediating between them, G. Then, the inversion problem consists in estimating
the series of values of the model that generate the observations, or in other words, to obtain
m. This problem can be seen as a minimization of the difference between the observed and
the calculated values of d, where the later is the multiplication between the operator and the
estimation we make of the model

‖Gm̃− d‖ (6.2)

the accent in m̃ highlights the fact that this is an estimated model. This minimization
problem can be solved by the least-squares method, which provides us with the following
equation (Aster, Borchers, and Thurber, 2018; Snieder and Trampert, 1999)

m̃ =
(
GTG

)−1
GTd (6.3)

In an ideal case, the estimated and the real model parameters are equal m̃ = m. One of
the main difficulties related to the application of the inversion is the presence of noise which
may produce unreliable or simply wrong estimations. The stability of the solution 6.3 to the
noise, lies in the intrinsic characteristics of the operator G; if the application of this formula
produces the amplification of the noise (that is usually the case) the inverse problem is said
to be ill-conditioned.

Assessing the instability of the operator in the inversion can be done through its singular
value decomposition (SVD), which allow us to write the d by m matrix G, as the product of
three matrices:

G = USVT (6.4)

where U is a d by d orthogonal matrix whose columns U.,i span the data space, V is a m
by m orthogonal matrix whose columns V.,i span the model space, and S is a d by m diagonal
matrix whose diagonal elements si are the so called singular values. It can be shown that
given the SVD, the estimated model m̃ can written as (Aster, Borchers, and Thurber, 2018):

m̃ =

p∑
i=1

UT
·,i · d
si

V·,i (6.5)

where p is the number of non-zero singular values. From this equation, it is clear that
the solution is a linear superposition of the basis V.,i, with factors inversely proportional to
the singular values. If one of these singular values is unusually small in comparison with the
others, the introduction of a small amount of noise in the observations (d) will be amplified,
and its associated term in the sum 6.4 will likely dominate the others. The condition number
of the operator is usually quantified by dividing the biggest singular value, that is also the
first one, in the smallest one, that corresponds to the last one s1/sp; if this ratio is big, then
the matrix G is probably ill-conditioned.

Qualitatively speaking, the problem is that the minimization of ‖Gm̃−d‖ may produce a
result that overfits m̃ to the noise, generating estimations with big fluctuations, and therefore,
unstable. This can be fixed if we try to minimize not only this quantity but also the norm of
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the solution itself ‖m̃‖. This ensures that the solution will be close enough to the observations,
but at the same time that its amplitude will be controlled. The quantity to minimize will be
then

‖Gm̃− d‖2 + µ2‖m̃‖2 (6.6)

where µ is the regularization or damping parameter, in charge of controlling the trade-off
between the minimization of the first and the second term. The least-squares approach for
this situation gives us the following solution

m̃ =
(
GTG + µ2I

)−1
GTd (6.7)

where I is a m by m identity matrix. The stabilization of the estimation through the
introduction of the new term can be seen explicitly if we write this equation in terms of the
singular value decomposition (Aster, Borchers, and Thurber, 2018)

m̃ =

p∑
i=1

s2i
s2i + µ2

UT
·,i · d
si

V·,i (6.8)

where

fi =
s2i

s2i + µ2
(6.9)

are the filter factors. The introduction of the damping parameter helps to modulate the
contribution of the smallest singular values: if µ � si the filter factor will be close to zero
fi ≈ 0 and therefore there will be no contribution of the associated basis vector V.,i. On the
contrary, if µ� si then fi ≈ 1 and the respective vector will contribute like in the no-damped
solution. In this sense, the damping parameter works as a threshold value below which the
singular values, and their associated basis vector, are gradually excluded from the solution.
Although this helps to control the influence of the noise, it inevitably reduces the precision of
the estimated model, rendering it smoother and less complex.

In general, we search for a solution that can reproduce the observations with good preci-
sion, without overfitting it to the presence of noise, or in other words, a solution with good
stability. The precision can be quantified through the the residual norm ‖Gm̃− d‖ and the
stability through the norm of the solution itself ‖m̃‖; when performing inversions, we search
to balance the trade-off between them. In practice, different damping values minimize the
solution or the residual norm in such a way that plotting them simultaneously will give the
characteristic trade-off L-curve that can be seen in figure 6.1; the dot marks the point that
effectively minimizes both parameters, although, in the practice, the best performing damping
parameter may not be necessarily exactly at this position, but close to it.

In the minimization problem can also be introduced a certain weight to each of the obser-
vations or each of the parameters of the model, changing

m̃→ Lm̃ d→ Qd (6.10)

This is a way to introduce information about the measurements uncertainties or about
features that we know (or want) our model should have (REF ASTER). Under these changes,
the quantity to minimize is

‖Q(Gm̃− d)‖2 + µ2‖Lm̃‖2

= (Gm̃− d)TWd(Gm̃− d) + µ2m̃TWmm̃
(6.11)
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Figure 6.1: Characteristic trade-off curve between the norm of the solution
m̃ and the residue ‖Gm̃− d‖

where Wd = QTQ and Wm = LTL. Notice that this equations is a more general version
of equation 6.6. The solution of this equation is a weighted version of equation 6.7

m̃ =
(
GTWdG + µ2Wm

)−1
GTWdd (6.12)

The weight matrices can be related to the covariances matrices of the model and the data
(Snieder and Trampert, 1999)

Wd = Cd
−1 Wm = Cm

−1 (6.13)

For example, the uncertainties of d measurements can be included in the inversion as the
elements of a diagonal matrix Cd as long as they are independent between them; otherwise,
the elements off the diagonal won’t be necessarily equal to zero. This perspective is especially
useful if there is a priori information on the system, case on which both the model and its
covariance can be calculated as (Tarantola, 2005)

m̃ = m̃prior +
(
GTCd

−1G + µ2Cm
−1)−1GTCd

−1(d−Gm̃prior)

C̃m =
(
GtCd

−1G + Cm
−1)−1 (6.14)

where m̃prior represents a priori model information, with its respective covariance Cd.
Finally, for the sake of completeness, we make some last remarks about the relative proportions
between the number of parameters in the model m and the number of observations d. The
solutions presented previously are for cases where the number of unknowns is less than the
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number of observations (m > d), with exception of the equations in terms of the singular
value decomposition, that are applicable for all the cases. When there are more unknowns
than observations (m > d) there are many possible solutions and the optimization criteria is
the minimization of ‖m̃‖ which leads to slightly different versions of the equations 6.3, 6.7 and
6.12 . However, most of the cases of interest for us are over-determined, mixed-determined,
or weakly under-determined and for all of these cases, the best approach is the one that
was presented here. The interested reader can find an extensive discussion about both the
over-determined and the under-determined problem and its solutions in Menke (2018).

6.2 Setting of the seismic inverse problem

If we compare two seismograms obtained before and after the inclusion of a small velocity
perturbation in a heterogeneous medium, we would notice a small phase shift between them
(Obermann et al., 2013a). These phase perturbations can be interpreted as an apparent
velocity variation of the seismic field (ε = −δt/t). Our objective is to deduce the variations of
velocity generated in the crust from the measured apparent velocity variations at the surface.
Therefore, the changes in velocity at depth are the components of the model vector

m =

(
δc

c
(z1),

δc

c
(z2), · · · ,

δc

c
(zm)

)
(6.15)

and the apparent velocities measured at the receptor at different lapse times are the
components of the vector of observations

d = (ε(t1), ε(t2), · · · , ε(td)) (6.16)

For most of practical applications, the coda wave of the seismograms is retrieve with
seismic interferometry, which is obtaining the medium’s Green’s function from the cross-
correlation of continuous records of the ambient seismic noise in the surface (Weaver and
Lobkis, 2004; Campillo and Paul, 2003). Each segment of the coda of these correlations is
representative of a part of the energy that traveled from the source to the receiver. Then, in
theory, measuring this phase delay for every point in a long enough coda would give us as
many measures as we want which would be advantageous to perform the inversion. However,
in practice, the obtained correlations are far from perfect due to factors like unstable or non-
symmetric noise sources (Snieder, 2004; Liu and Ben-Zion, 2013). Even with ideal noise-free
correlations, it is desirable to limit the observations of the apparent velocity variations to a
certain frequency range which implies dividing the coda in windows wide enough to contain
several oscillations of the desired frequencies. This means that every estimation of δt/t is not
made with a very specific lapse time but with a portion of the coda around it. The limitations
are also related to the overall portion of the coda that can be used to measure the phase delay:
at later lapse times there is a natural decrease of signal-to-noise ratio so the measurements
become unreliable. All these factors limit the useful portion of the coda to make the inversion,
and the number of measurements we can take from it.

6.2.1 Construction of the operator G

The relation between the apparent velocity measurements in the surface and the velocity
variations at depth can be represented as
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d = G m
ε(t1)
ε(t2)
...

ε(td)

 =


G1,1 G1,2 · · · G1,m

G2,1 G2,2
...

. . .
Gd,1 Gd,m




(δc/c)(z1)
(δc/c)(z2)

...
(δc/c)(zm)

 (6.17)

The operator G can be constructed with the sensitivity kernel obtained previously in 5.66,
but adapted to a discretized medium

G = (Gi,j) =

(〈ts(ti)〉
ti

KCph(zj) +
〈tb(zj ; ti)〉

ti

)
(6.18)

where the source and the receiver were assumed to be at the same place in the surface
(z = 0, r = 0). Each row of the operator is related to the travel-time of the phonons going
from the source to the receiver ti, and each column to the depth through which they passed
during this process at any time zj ; this is the reason why a colon has been preserved in the
notation of tb(zj ; ti), making a clear distinction between the variables that refer to the transit
of the phonon through the medium, and the variables that make reference to the arrival event.
From this equation is clear that the dimensions of the operator are dependent of the amount
of observations made d, and on the desired layers to resolve through the inversion m. The
first term of the right hand side of the equation 6.18 is representative of the surface waves
sensitivity, and the second one of the body waves sensitivity.

The quantities ts(ti) and tb(zj ; ti) are estimated through the Monte Carlo simulation as
was explained in the preceding chapter. For a chosen set of parameters, a single simulation is
run registering ts and tb, in many different lapse times ti, with a very high depth resolution
which is obtained dividing the half space in many thin layers zj . The operator G formed
with all the registered lapse times over a set of very thin layers, will be referred to as the
high-resolution operator. However, real applications of the inversion will be done over a more
sparse set of lapse times (equal to the measurements of δt/t), to obtain velocity perturbations
in a relatively thick layered system (with every layer in the order of kilometers or hundreds
of meters). The full-resolution operator can be adapted for these applications as follows:

Time axis: The closest lapse time of the simulation is chosen, and its respective row in the operator
is preserve, meaning that all the others are simply removed. This decrease the number
of rows of the operator to the same number of measurements of the apparent velocity
variation or δt/t.

Depth axis: The sensitivity between different columns is grouped and summed to match the desired
thickness. For example, from an operator layered every 0.2km, can be constructed a
new operator layered every 1km, summing every 5 columns of the operator.

After this procedure the resulting operator will have less columns than the full-resolution
original operator. We will refer to the operator with both axis reduced, as the down-sampled
operator Gds .

6.2.2 Parameters election

With the purpose of obtaining velocity perturbations in the crust from real data obtained in
the region of Pollino, in the south of Italy, the parameters of the construction of the kernel
were chosen to resemble as close as possible the actual physical conditions found there. The
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Variable Monte Carlo simulation
frequency (Hz) 0.75
B. velocity (km/s) c = 3.48
S. velocity (km/s) cR = 3.7 (group v.)
α (km−1) 0.49
Penetration depth Ls (km) 4.1
Mean free time (s) τ b→b = 30.4
Mean free path l (km) lb→b = 100
Thickness receiver layer (km) 0.2
Radius receiver layer (km) 50

Table 6.1: Parameters of the Monte Carlo simulations used in all the inver-
sions. The source and the receiver volume are located in the same point.

P-wave velocity in this region of Italy is around cα = 5.8km/s (Orecchio et al., 2011). The
S-wave velocity is calculated from the P-wave velocity assuming that the Lamé constants
are equal, or in other words, that we’re working with a Poisson solid on which cα/cβ =

√
3.

Therefore, cβ = 3.35km/s. The velocity of the body waves in the scalar case is calculated
from both of these velocities: the time the energy travels between two points can be calculated
as an averaged time between the two types of body waves, using the energy ratios as weigths

tE =
Eβ

Eβ + Eα
tβ +

Eα
Eβ + Eα

tα (6.19)

where Eβ is the energy of the S-waves, Eα is the energy of the S-waves. For the Poisson
solid the energy ratio between both modes of body waves is rp = Eβ/Eα = 10.39 (Hennino
et al., 2001), so the energy velocity, understood as an effective average velocity, is

1

cE
=

rp
(rp + 1)

1

vβ
+

1

(rp + 1)

1

vα
=

0.91

vβ
+

0.09

vα
(6.20)

All the used parameters are listed in the table 6.1. These same configuration is used for
all the following tests.

6.3 Performance of the inversion in synthetic tests

To determine how susceptible is the inversion to the presence of noise and to have an idea
of its resolution capacity, we perform a series of synthetic tests. Each test consists first in
creating a simple velocity perturbation profile m. After, with the help of the full-resolution
operator, we deduce what would be the measured δt/t at the surface at different times, leading
to the synthetic data vector d. Finally, the inversion is applied over this vector d to obtain
an estimation of the original model m̃. In perfect conditions, the original perturbation model
and the model estimated through the inversion would be equal. However, the presence of
noise and finite time window for observations may create big differences between the two.

The synthetic test, illustrated in detail in figures 6.2 and 6.3, is as follows:

I. A model m is created containing a single velocity perturbation as shown in the figure
6.2a. In this case, the perturbation is 10km of thick and is located between 10km and
20km depth. This profile is defined over a finely discretized grid of 0.2km thick although
it is not evident from the figure given the simple shape. it is also important to note
that the depths extend up to 180km to cover all the positions at which the sensitivity
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Figure 6.2: Synthetic tests procedure. a) Original velocity perturbation profile δv/v. b) Exact δt/t
calculated from δv/v and the operator, after the addition of noise, and passed through moving average
window of 10s every 2.5s. c)- f) Selected estimated models retrieved from the inversion with their
respective damping value. The color of the line is related to a damping value as shown in the color

bar at the right. Continued in figure 6.3
.
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Figure 6.3: Synthetic tests procedure, continuation. a) Trade-off curve. Each point represents an
inversion. b) Real residue calculated for the same set of estimated models. c) Estimated velocity per-
turbations for the best inversion as chosen by the trade-off criteria, along with its damping parameter.
This configuration is highlighted in the two upper plots with a black border. The colors of the dots

and line are related to the value of the damping parameter.
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is significant, although in the figure only the first 75km are shown for visualization
purposes

II. We calculate what would be the exact δt/t measured at the surface making a matrix
multiplication between the model and the full-resolution operator G as schematized in
the equation 6.17. Then we add to this exact δt/t a randomly generated noise. Both
of these sets of δt/t are defined over a dense set of lapse times. To mimic real-life
measurements taken from a cross-correlation, we make a moving average going from 15s
to 105s, every 2.5s over the δt/t with noise. The three δt/t are shown in figure 6.2b

III. The operator is down-sampled with the averaged lapse times and a new layering (in this
case, of thickness of 10km )

IV. The inversion is performed following equation 6.7 with a set of damping values that
are chosen to be between the maximum and the minimum singular value of the down-
sampled operator. In figures 6.2c-f can be seen the result of 4 of these inversions with
their respective damping values.

V. For each of these estimated models m̃ we calculate the residual norm ‖Gm̃ − d‖ and
the solution norm ‖m̃‖ to make a trade-off curve shown in the figure 6.1: in our case
the result of this trade-off curve is shown in the figure 6.3a.

VI. We increase the depth resolution of the estimated model over the more dense set of
depths (with thickness of 0.2km) to make a direct comparison between the m and m̃
with the root-mean-square error, for each damping value:

Rr =

√√√√ 1

N

N∑
i=0

(
δv

v
(i)real −

δv

v
(i)estimated

)2

(6.21)

where Rr is what we call the real residue and N is the total number of layers. The
smaller is this value, the closer is the estimated model from the real one. We plot each
damping value with its respective real residue to compare their performance as shown
in figure 6.3b.

VII. Finally, imitating what would be a real case scenario, we chose the model whose damping
value is closer to the elbow of the trade-off curve as the correct one. This particular
model is highlighted with a black border in the plots 6.3a and 6.3b, and is plotted in
the figure 6.3c. In this example this configuration happens to have the smaller real
residue which means that the trade-off criteria is appropriate. Although this won’t be
necessarily always the case, in general, this "elbow" configuration is always close to the
best performing one.

This simple example shows the known effect of µ in the inversion: as can be seen in figures
6.2c-f, the lowest is the damping parameter the highest is the amplitude and the oscillation of
the estimated model. Although this parameter helps to damp the estimated model limiting
the influence of noise, it does it sacrificing its resolution. This trade-off behavior can be
seen in the plot 6.3a where low damping values result in models with strong oscillations (big
solution norms) that may be overfitting the presence of noise (low residual norm), whereas
high damping values results in models with weak oscillations (low solution norms) that may
not be fitting good enough to the observations (high residual norm). Before continuing we
define the zero-residue R0 as the residue that would produce an estimated model in which all
(δv/v)estimated = 0:
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Figure 6.4: Direct inversion without artifical noise. a) Real model and estimated model for the
inversion made with the full-resolution operator from the δt/t. b) δt/t obtained with the full-resolution

operator
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=
‖m‖√
N

(6.22)

This value will be used as a reference point: an estimated model with a higher residue
than R0 has lost all information.

6.3.1 Noise-free inversion: Effects of the downsampling process

We make a control test where no noise is introduced. It consists of estimating the model
using the full-resolution operator, it means, applying the equation 6.5 directly over d. The
result of this is shown in figure 6.4a. Although the result shows the presence of fluctuations
most likely generated by numerical imprecisions, it reproduces the original sharp velocity
perturbation. The produced phase perturbations at the surface (figure 6.4b) is consistent
with a wave propagation understanding of the sensitivity: δt/t deviates from zero at later
lapse times because of the seismic field samples progressively deeper zones of the medium,
where the perturbation is located. It is worth noticing that this inversion makes full use of
all the available lapse times, a feature that in real applications is not possible.

The next test consists in making the inversion over the averaged measurement of δt/t
using the down-sampled operator, for two cases: the first one, analyzing big perturbations at
depth, and the second case analyzing smaller perturbations close to the surface. In figures
6.5a and 6.5b can be seen the real model and the produced δt/t respectively. The original
model is the same used in figure 6.4.

In this case the inversion is done with a down-sampled operator over a set of δt/t between
15s and 65s, with a spacing of 2.5s between them, represented by the dots in the figure 6.5b;
the duration of the window in this moving window average is 10s. The half-space is divided
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Figure 6.5: Inversion without artificial noise for a deep perturbation. a) Original model, estimated
model for the inversion made directly with the down-sampled operator, and estimated model for the
inversion made with the down-sampled operator including a damping parameter. b) δt/t obtained

with the full-resolution operator and averaged δt/t around the measurements points.

with a regular layering of 10km spanning from 0km to 180km depth. A first inversion can
be made directly over the averaged δt/t using the down-sampled operator with the equation
6.5; this produces the very unstable model estimation represented by the dotted blue line in
figure 6.5a. The wide amplitude of this solution seems to suggest that the reduction of the
resolution of the data and the operator, acts as a noise introduction in the system. This means
that its overall effect can be controlled through the introduction of the damping parameter;
in effect, making a full set of inversions, and choosing the best one according to the L-curve
criteria (as was described in the previous section), leads to the solution in red in figure 6.5a,
which resembles more closely the real model. However, this solution shows already a loss of
resolution which is characteristic of the introduction of the damping parameter. This helps
to illustrate that even in a noise-free scenario, the regularization process is necessary.

Now, we test how the inversion performs over a 1km perturbation within the first kilome-
ters of depth, as the one shown in figure 6.6a. The layering of the downsampled operator is
has a thickness of 1km. The generated δt/t and its averaged version are represented by the
line and the dots in figure 6.6b respectively; in this case, the δt/t diverges from 0 at an early
lapse time, as expected from a perturbation located close to the surface. As occurred before,
the inversion made directly with the down-sampled operator produces a very irregular esti-
mation, represented by the blue dotted line in figure 6.6a. However, the introduction of the
damping parameter does not produce a reliable estimation either: in this case, the damped
estimated model (green line in figure 6.6a) does not show any distinctive feature that can be
related to the original perturbation.

To increase the performance of the inversion, we introduce a weighting factor that searches
for models that have velocity perturbations within the first layers of depth and penalizes
solutions that show fluctuations at deeper levels. The idea is to prioritize solutions that lie
in what would be the crust, and ignore the rest; this is a reasonable expectation as most
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Figure 6.6: Inversion without artificial noise for a shallow perturbation. a) Original model and
estimated models for the inversion made directly with the down-sampled operator, with the down-
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of the known factors that generate fluctuations in the δt/t come from phenomena located
within these first kilometers of the crust, like earthquakes and weather-related cycles. In the
practice, this is done multiplying m with a smooth sigmoid function L (equation 6.10) that
leaves the component of m equal if it is located between 0km and 15km, but penalizes them
by a factor of 10 if they are at deeper levels than this threshold. This function can be seen
in figure 6.7. The introduction of the associated matrix Wm in the equation 6.12 produces
the solution represented by the red line in figure 6.6a. This increases the capacity of the
inversion to resolve thinner perturbations, at the expense of being unable to locate changes
at a deeper layer. In a practical setting, a simultaneous inversion for deep thick velocity
structures, complemented with other for thin shallow ones, should be enough to obtain a
comprehensive set of observations of the dynamic in the medium.

6.3.2 Performance at different depths

The performance of the inversion is tested moving the perturbation at depths without artificial
noise. The used set of measurements δt/t ranges from 15s to 65s every 2.5s. The result of some
selected depths is shown in figure 6.8. As we move deeper, the best performant configuration
(as selected by the L-curve criteria) is generated by a systematically lower damping parameter.
This indicates that when the perturbation is close to the surface the estimated models are
more robust but have less resolution. Figure 6.8b shows a case where the velocity perturbation
is located between two layers of the inversion, which leads to more unstable results.

Figure 6.9a shows the residues (equation 6.21) for different depths without noise: the
oscillation is generated by the location of the perturbation between layers, having the lower
values when the perturbation is aligned to the layering. At deeper levels, the residue of
the aligned cases is progressively lower as these configurations use a lower damping value,
that produces higher resolution estimations. In figure 6.9b we see the residues of a set of
inversions under the same conditions but with an artificial level of noise added to the δt/t;
the residues increase at depth as the noise make the less robust inversions unstable. Below
80km there are no more residues because for these configurations the trade-off curve does
not have anymore its characteristic L-shape, and therefore, it is impossible to know what is
the best configuration between different damping parameters. This is also a sign of the low
quality of the estimations. Interestingly enough, this suggests that the level of noise limits
the practical reach of the inversion, as will be seen afterwards in detail. In the case where
there is no noise, the inversion seems to reach a limit at around 110km location at which
the sensitivity values are too low. it is worth mentioning that the big instabilities that are
produced when the perturbation is close to the surface between layers (at depths of 2km,
4km, and 6km to be precise) are one of the reasons why a second configuration with thinner
layers is analyzed independently.

Figure 6.10 illustrates how the noise weakens and can drown completely the information
contained in the perturbation of the phase. The δt/t for the deeper layer is around one order
of magnitude smaller that for the shallow layer, which makes it more susceptible to the noise;
the noise amplitude for the former is comparable with the changes in δt/t, and therefore,
almost all the information is gone.

The same analysis is performed over the inversion with thinner and shallower layers,
making use of the depth penalization in the minimization as was previously explained. In this
case, the perturbation has 1km thickness and is shifted by steps of 200m. The half-space is
divided into layers of 1km. Four selected inversions are shown in figure 6.11 (a fifth one can
be seen in figure 6.6a). The inversion shown in 6.11a is made for a perturbation that is not
aligned with the layering, and contrary to what we saw in the thicker case, this does not lead
to an unstable estimation. We see as in the first case, a migration of the damping parameter
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Figure 6.9: Real residue for the perturbation at several depths for a system a) without noise b)with
added artificial noise of 10−3 of amplitude. The dashed line marks the value of R0.

towards lower values when inverting for deeper layers. However, the general resolution of all
the solutions is lower and the estimations seem to be poorly located. When the perturbation
is located below 9km (6.11d), it appears a bias in the estimated model because at this depth
it starts increasing the amplitude of the sigmoidal penalization function (shown in figure 6.7.

The residue plot for the cases with and without noise (figure 6.12) lead to similar conclu-
sions as before: the addition of noise limits the reach of the inversion, in this case, shortening
the range that was set by the depth penalization. In the first kilometer is present the oscil-
lation generated when the perturbation is not aligned with the layering system. However, in
this case, we obtain an acceptable estimation as the residue values are below R0.

6.3.3 Performance with different lapse times

Next, we analyze an important question: how the coda window duration used in the inversion
affects the final model estimation. To test this, we use a perturbation fixed at 50km depth, and
we start with a set of measurements of δt/t that goes from 15s to 45s. Then we progressively
add a new δt/t measurements at later coda times (47.5s, 50s, ...) and redo the inversion. This
means the segment of the coda used begins always at 15s but finish a different lapse times;
this last lapse time will be used as the identifier of the set. This process mimics what would
be a real case-scenario where the length of the coda time to include in the apparent δv/v at
the surface is usually chosen with a trial-and-error process.

A sample of two inversions with different coda times sets is shown in figure 6.13. These
two estimated solutions show a general behavior: using a smaller set of lapse times leads to
solutions with a lower damping parameter, and therefore, more sensitive to noise. However,
when using lower coda segments what is gained in robustness is lost in resolution. This can
also be seen in figure 6.14a where the residue increases with the number of measurements,
because of this loss of precision. As expected, this tendency in the residue is reversed when
noise is introduced as shown in 6.14b: the inversions made with the smaller lapse time sets,
i.e., using a smaller section of the coda, produce unstable model estimations. Although this
last plot suggests that after adding 60s to the set of δt/t the results are almost the same,
in reality, there are important quantitative differences between them, as can be seen in the
figure 6.15. This shows that the residue estimation, although useful, is not the best way to
assess the performance of the inversion when the features of the system are being smoothed
at very different degrees. The case with the thinner and shallower perturbations shows the
same trends (longer lapse times leads to more robust and smoothed solutions) and therefore
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Figure 6.10: Inversion results at two selected depths with artificial noise in the system. Original
velocity perturbation located at a) 10km, c)70km. Exact δt/t, after the addition of noise, and passed

through moving average window of 10s every 2.5s for the perturbation at b) 10km, d)70km.
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Figure 6.11: Result of the inversion without noise for the velocity perturbation located at a) 0.4km,
b) 4km, c) 6km and d) 11km. The black and the color lines represent the original and the estimated
model respectively for each case. Each color is associated to a damping value as shown in the colorbar.
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Figure 6.12: Real residue for the perturbation at several depths for a system a) without noise b)with
added artificial noise of 10−3 of amplitude. The dashed line marks the value of R0.
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Figure 6.13: Result of the inversion for a set of δt/t measurements from a) 15s to 45s, b) 15s to
100s. The black and the color lines represent the original and the estimated model respectively for
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Figure 6.14: Real residue for different lapse time ranges starting at 15s and ending at the lapse time
given in the horizontal axis a) without noise b) with added artificial noise of 10−3 of amplitude. The

dashed line marks the value of R0.

are not shown. However, as in that case the solutions are already smoothed, adding too many
measurements of δt/t may degrade critically the resolution of the model. This also means
that this case is even more sensitive to noise.

6.3.4 Performance with different levels of noise

Let’s think that we generate a perturbation at a certain depth and that we try to retrieve it
through the inversion. We know that the quality of the estimated model will depend on the
level of noise that we add to the system; in fact, we have seen that if we keep increasing the
level of noise systematically, at some point the information of the δt/t is completely lost and
the inversion will be unable to retrieve the original model. Even more, we saw that this also
depends on the depth of the layer as that may change the amplitude of the δt/t itself.

We want to find for each depth the maximum level of noise under which the inversion
makes an acceptable job. For this, we make a series of inversions using always the coda
between between 15s and 125s. We proceed as follows: we create a perturbation of 10km and
calculate the zero-residue R0. We choose a value a bit lower, 0.92R0, as a symbolic threshold
under which the results are still acceptable. Now, with the perturbation located at a certain
depth, we proceed to perform inversions increasing gradually the level of noise in the system.
Once the residue threshold is reached, the noise amplitude is registered: this is the maximum
amplitude of noise that the system can tolerates at this depth. However, this maximum
amplitude may be different for the same model with different realizations of the noise given
its random nature. For this reason, the process is repeated for the same model with 50
different realizations of noise, and all the maximum-amplitudes are averaged between them.
Finally, the whole operation is repeated for the perturbation located at another position. The
maximum amplitude of the noise for each depth is shown as the scatter plot in figure 6.16. It
is clear that the deeper is the perturbation, the lower is the maximum level of noise that can
introduce into the system without losing the original information. However, the interesting
aspect of this behavior is that the maximum tolerable amplitude of noise can be related to
the sensitivity kernel itself.

From 6.17 can be seen that an unitary perturbation at different positions produce mea-
surements of δt/t that are proportional to the the sensitivity. As the noise is added to the
δt/t, its effect on the inversion depends on to the relative amplitudes between the two: if
the sensitivity is high compared with the level of noise, most of the features of the δt/t are
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preserved and the inversion performs well. If both are comparable, the behavior of the δt/t is
masked and it is impossible to recover the velocity perturbation with the inversion. In figure
6.16 is also plotted the kernel profile for different times at different depths, which shows this
proportionality. This means that the maximum level of noise that we can add to the system
without losing completely the information is a fraction of the maximum sensitivity at that
point. This practical relation can be quite useful to determine the possibilities of retrieving
information at a certain depth, by analyzing the kernel profile and the general level of noise
in the signals.

Nonetheless, it must be pointed out that the actual proportion between the amplitude of
the noise and the amplitude of the sensitivity may be altered by the actual value of the velocity
perturbation (that will be a number much smaller than 1) and by the averaging process in
the temporal dimension that may affect the effective noise amplitude of the system. Below
30km the relation does not hold because at those depths there is a dramatic change in the
sensitivity due to the surfaces waves and because the shape itself of the δt/t may change a lot
and be quite different from the characteristic shape generated by having the perturbation at
depth (see for example 6.5b). Finally, this same analysis cannot be done close to the surface
with the surface waves sensitivity because the parameter we use to determine the quality of
the inversion (the residue Rr) does not work well with smoothed shapes as was seen in the
previous section.

6.4 Conclusions

Based on the scalar model that couples body and surface waves, a linear relationship can be
established between the changes of velocity on the crust, and the changes of phase in the cross-
correlations obtained by seismic-noise based methods at the surface: this is the sensitivity
kernel. This particular kernel is obtained for the case where the source and the receiver
are located at the same position. With it we can construct a discrete matrix operator that
connects a series of measurements δt/t, with its sources δv/v. However, this first operator is
defined over a dense set of lapse times and depths, and in practice, we have a limited number of
observations. We discuss the process to reduce the dimensions of this full-resolution operator
to obtain a down-sampled version that is the one that we would use in applications.

We design a general procedure under which we test the performance and limitations of the
inversion. This is based on obtaining an estimated model for a range of values of the damping
parameter, and choosing automatically the best one following the L-curve criteria. We test
the precision of the criteria calculating the residual difference between the original model
and the estimated model and observe an overall good performance. We also conclude that
downsampling the set of measurements available for the inversion acts like a noise introduction
in the system. Therefore the utilization of the damping parameter is necessary. However, this
has as side-effect the inevitable loss of resolution of the original model.

We separate the analysis in two systems of layering of 10km and 1km thick, and we use
perturbations of similar size (10km and 1km respectively) to test the inversion. The second
one is desgined to image interesting phenomena like seismic events or seasonal-driven fluid
movements in the crust, that happen in the first kilometers close to the surface. The use of
the damping parameter is not sufficient to recover the original model in the thinner layering
system. To increase the capacity of the inversion the introduce a penalization function that
prioritize solutions with perturbations located in the first layers of the half-space. This is done
through a smooth sigmoid function that assigns a larger weight to the deeper parameters
of the model in the minimization process of the least square solution. We find that this
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depth penalization helps us to retrieve the location of the original perturbation, although the
estimated models are of lower resolution.

The performance of the inversion is tested when the perturbation is located at different
depths. We find that in noise-free conditions, the deeper is the δv/v the lower is the damping
value of the estimated model. This has two main implications: first, it means on these
conditions the estimated model at depth is a bit more precise than close to the surface, where
the estimations are smoother. The second one is that closer to the surface the solutions are
less vulnerable to the effect of the noise. In effect, we find that the introduction of an artificial
random generated noise in the system leads to a dramatic loss of precision when we are trying
to resolve the velocity structure deeper in the medium. This effect is so strong, that there is
a depth after which the original information is completely lost. This is product of the levels
of δt/t falling under the levels of noise, or in other words, of a low signal-to-noise ratio. This
same behavior is observed in the thinner layering system, with the difference that on this case
the maximum depth to which the inversion can recover the perturbation is determined by the
penalization sigmoid function.

We are also interested in knowing how the duration of the coda used in the inversion affects
the quality of the calculated models. For this, we compare the results of a series of inversions,
that use a progressively bigger set of measurements of δt/t. This is done by attaching a
new measurement in a slightly later lapse time. Both cases (the thicker and thinner layering
system) show that the smaller is the number of measurements, the lower is the damping
value of the estimated model; as before, this leads to models with higher precision but quite
unstable to the introduction of noise. A large set of measurements will generate very stable
results that have unfortunately lower resolution. In the practice making tests starting with a
large number of δt/t measurements, could reveal the presence of structures, that can after be
resolved with higher resolution decreasing progressively the used coda in the inversion. In the
thinner layering case, the use of long segments of the coda can deteriorate beyond recognition
the velocity perturbations, so in that case the search of the equilibrium point between stability
and precision should start with the smallest possible set of δt/t.

Finally, the overall role of the noise in the inversion is analyzed. For each depth, we
make a series of inversions where the noise is gradually increased until the original velocity
perturbation is almost completely gone. This is the maximum level of noise that the system
can tolerate without losing completely the information. We find that in general, this level
is proportional with the sensitivity. This gives a very convenient tool to assess the eventual
robustness of the inversion based on the characteristics of the kernel itself. However this does
not hold for points close to the surface due to the presence of the surface waves, and to the
varied shapes that the δt/t takes in those regions
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Chapter 7

Conclusions and perspectives

We present in this thesis a study focus on the development of tools for the analysis of ambient
seismic noise. Our main interest is to have a deeper understanding of the mechanisms that
are responsible for the well-known velocity perturbations of the seismic waves in the crust.
This means separating and localizing each of these processes with the information that is
usually recorded on the surface. In the first part, we analyzed a particular case in the south
of Italy. This region shows a very particular set of characteristics that makes it an interesting
study case: the presence of an aquifer, a limited period of seismic activity that included slow
slip events and a M5.0 earthquake, and a convenient deployment of GPS and meteorological
stations along with a seismic station located very close to the fault system. We proposed
some simple physical models that allow us to predict the observed velocity variations in the
zone from the rainfall of the region, and validate our physical interpretation of the process
inside the crust with geodetic data. We successfully separate and recognize the independent
influence of seasonal and tectonic phenomena in the measurements obtained from the analysis
the ambient seismic noise.

On the other hand, we address one of the main objectives of Passive Image Interferometry:
localize the changes in the crust from the phase delays registered at the surface. This objective
is complementary to the previous analysis as we expect that different processes affect different
parts of the crust. We develop this part of the project in three stages: the study of a
scalar model that allows the coupling between surface and body waves, the estimation of the
sensitivity kernel of this system, and the technical study of inverse problem with this kernel
to locate velocity perturbations in a real-life like scenario.

In the first stage, we use a scalar model with a mixed boundary condition that sustains
the natural propagation of surface waves. We study the scattering cross sections between
all the possible combinations of propagation in this system, and from it, we estimate the
scattering mean free times. Based on this we construct the radiative transfer equations of the
system and test them in a Monte Carlo simulation. The results show that the scalar model
reproduces expected behaviors in the limit cases, and gives us an insightful perspective of the
energy exchange between body and surface waves in the first stages of propagation after the
activation of an impulsive source.

In the second stage, we reconstruct the sensitivity framework including the directionality
of the energy and add into it the two modes of propagation. At the same time, we use
a variational approach to quantify how a velocity perturbation in the medium affects the
propagation velocity of the surface waves. We use once again Monte Carlo simulations, this
time to estimate the travel-time distribution of the energy when propagating from a source
to a receiver, both of them located at the same spot on the surface. All of these results are
integrated into the construction of a sensitivity kernel that accounts simultaneously for both
types of waves. Basic tests on this newly found kernel found good agreement with previous
results based on full wavefield elastic simulations and theoretical solutions in 3-D full space
propagation. However, we also observe disagreements related to the evolution of the system,
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caused by the introduction of the coupling or exchange region delimited by the penetration
of the surface waves. Furthermore, we find evidence that shows that the coupled system is
invariant when the ratio between the mean free path and the penetration depth of the surface
wave is maintained.

Finally, in the third stage, we study the capabilities and limitations of the kernel to
identify velocity variations in the crust under real-life conditions within the framework of the
inverse problem. In this section, we focus on the effect of three variables within the inversion:
the depth of the perturbation, the duration of the coda segment to invert, and the level of
noise in the system. We find useful relations for each of these cases to make a more effective
interpretation of the result of an inversion performed with the scalar sensitivity kernel.

In figure 7.1 we present a first result of the inversion over measurements of δt/t obtained
from the station MMNO in the region of Pollino, Italy, described in Chapter 3. On top,
we have the apparent velocity variation, and at the bottom the actual velocity variation in
the crust for several depths, ranging from 0km to 1.2km depth. Each of these curves was
smoothed using a moving average of 10 days. The parameters used for the measurements of
the time densities are shown in table 6.1 on page 112. We use a frequency band between 0.5Hz
and 1.0Hz and measurements of the apparent velocity variation obtained with the Moving
Cross Spectral Window technique between 10s and 40s each 0.4s with a window of 8s around
each lapse time. The apparent velocity variation is usually obtained with the average between
all the possible correlations between the three available channels for the stations. However,
for the inversion, we use only the measurements of δt/t of the correlation North-North as it
shows the closest estimations to the final apparent velocity variation

For each day we have a measurement of values of δt/t and therefore the inversion is
performed for each date independently. This means that the damping parameter chosen
automatically with the L-curve criteria may be different for different days; however, in figure
7.1 we present the inversion made with the average damping parameter obtained from all the
dates. This decision is justified if we recognize that the velocity perturbations appear and
remain in the same position in the crust over long lapse times, in this case, in the order of
months. This allows us to obtain results from days when the trade-off curve of the inversion
is poor. In this case, the perturbations in the medium seem to be constrained to the first
kilometers of depth. This is possibly a consequence of the predominance of the surface waves
on this part of the coda: when normalize by the body-to-body mean free time, the later lapse
time 40s is equal to t/τb→b = 1.39, a very early stage of the system where the sensitivity of the
system is almost completely determined by the surface wave sensitivity (see figure 5.12 on page
100). However, the recovered model shows an interesting feature: from some times before the
earthquake (September-October 2012), until the reported last slow slip event in the zone (mid
2013, see figure 3.3 on page 26) the velocity variation passes through its strongest decrease of
the whole 10-year period, accentuated by an overall decrease of the natural fluctuation of the
time series. Although the behavior at depth is not really distinctive, the inversion seems to
highlight the period in which there is the most notable stress redistribution of the zone.

Figure 7.2 shows the results of the inversion at deeper zones of the medium. These first
results indicate that the annual variations and long-term trend are associated with the most
superficial layers, more precisely the first kilometer. This is in line with our interpretation
in terms of the filling of the karstic system. Note that these fluctuations are not incorrectly
projected at depth. Unfortunately, due to the dominance of the sensitivity of surface waves,
the effects of changes in the deep layers are of small amplitude at short lapse times and
our measurements seem to be contaminated by errors that are projected at depth. At this
stage it is clear that these instabilities in the delay measurements need to be reanalyzed
and reduced by extended time averaging and by the use of noise reduction techniques such
as those proposed by Baig, Campillo, and Brenguier (2009) or Moreau et al. (2017). We
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Figure 7.1: Top: average apparent velocity variation measures from continuous seismic records
in the station MMNO at Pollino, Italy. Bottom: velocity variation at several depths obtained
from the inversion. A shift of 0.2 was added between them for visualization purposes. The dashed

line marks the date of the M5.0 seismic event.
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will also consider using the continuous wavelet method of Mao et al. (2020) in place of the
MWCS method considered so far. Prior to these studies we cannot conclude on a possible
tectonic origin of the differences observed in Chapter 3 between observations and models
derived from meteorological observations. It is also clear that in situation where the surface
wave sensitivity is strong, it could be mandatory to use measurements in different frequency
bands to constraint the depth distribution of the changes.

There are many directions of improvement for the work here presented, that go from
conceptual aspects like the introduction of two types of body wave modes of propagation
or the development and estimation of the sensitivity kernel for a full-spatial description, to
technical aspects like the use of dense seismic networks or more advance methods for the
inversion. The first results show encouraging aspects that may lead in the future to accurate
applications of ambient seismic noise as a regular imaging tool of the crust.
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