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Chapter 1

Introduction

This thesis is a contribution to the mathematical field of shape optimization which may be seen as a sub-discipline of the calculus of variations. We are interested in the study of isoperimetric estimations relating spectral and geometric shape functionals.

1.1 Notational conventions and definitions

Although the notations used in this manuscript will be properly introduced in due time, we gather here, for the sake of readability, the most common ones used throughout the chapters.

- Sets and classes of sets:

1. \( \mathbb{N} \) is the set of non-negative integers, \( \mathbb{N}^* \) is defined as \( \mathbb{N}^* = \mathbb{N}\setminus\{0\} \).
2. \( \mathbb{R} \) is the set of real numbers, \( \mathbb{R}^* \) is defined as \( \mathbb{R}^* := \mathbb{R}\setminus\{0\} \) (resp. \( \mathbb{R}^- \)) is the set of non-negative (resp. non-positive) real numbers, \( \mathbb{R}^*_+ \) (resp. \( \mathbb{R}^*_\) ) is the set of positive (resp. negative) real numbers.
3. For any \( n \in \mathbb{N}^* \), \( \mathbb{R}^n := \{(x_1,\ldots,x_n)\mid x_1,\ldots,x_n \in \mathbb{R}\} \).
4. For any \( n \in \mathbb{N}^* \), \( \mathcal{K}^n \) is the class of convex compact subsets of \( \mathbb{R}^n \) and \( \mathcal{K}^{n}_1 \) is the class of convex compact subsets of \( \mathbb{R}^n \) of unit Lebesgue measure.
5. For any \( n \in \mathbb{N}^* \), \( \mathcal{S}^n \) is the class of open bounded simply connected subsets of \( \mathbb{R}^n \).
6. For any \( N \geq 3 \), \( \mathcal{P}^N \) is the class of convex polygons of at most \( N \) sides.

- Shape functionals: Let \( n \in \mathbb{N}^* \).

1. The diameter of a given set \( \Omega \subset \mathbb{R}^n \) is denoted \( d(\Omega) \).
2. The inradius of a given set \( \Omega \subset \mathbb{R}^n \) (which is the radius largest ball included in \( \Omega \)) is denoted \( r(\Omega) \).
3. The underlying measure is the Lebesgue measure. For any any Borel set \( \Omega \subset \mathbb{R}^n \), \( |\Omega| \) is the \( n \)-th dimensional Lebesgue measure. It is called volume of \( \Omega \) or more specifically area of \( \Omega \) when \( n = 2 \).
4. For any any Borel set \( \Omega \subset \mathbb{R}^n \), \( P(\Omega) \) denotes the perimeter of De Giorgi of \( \Omega \) in \( \mathbb{R}^n \), see for example [140]. We note that there are other definitions for the perimeter and that they all agree for domains with Lipschitz boundary conditions.
5. Let \( \Omega \subset \mathbb{R}^n \) be a bounded Borel set. The Cheeger constant of \( \Omega \) is defined as

\[
h(\Omega) := \inf_{E \subset \Omega, \text{ measurable}} \frac{P(E)}{|E|},
\]
A set $C_{\Omega} \subset \Omega$ for which the infimum is attained is called a Cheeger set of $\Omega$.

6. Let $\Omega \subset \mathbb{R}^n$ be an open subset of $\mathbb{R}^n$. The first eigenvalue of the Laplace operator with Dirichlet boundary conditions $\Omega$ is defined as follows:

$$\lambda_1(\Omega) := \inf_{u \in H_0^1(\Omega) \backslash \{0\}} \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega} u^2 \, dx}.$$ 

1.2 Structure of the introduction

This Introduction is structured as follows:

We present the main problems and questions treated in the present thesis in Section 1.3. We state and comment our main results in Section 1.4 and describe the sketches of proofs and the developed methods. Finally, in Section 1.5, we present some open problems and possible research projects.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Presentation of the problem and main questions</th>
<th>Main results and methods of proofs</th>
<th>Detailed proofs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blaschke-Santaló diagrams for $(P, h,</td>
<td>\cdot</td>
<td>)$</td>
<td>Section 1.3.1</td>
</tr>
<tr>
<td>Blaschke-Santaló diagrams for $(P, \lambda_1,</td>
<td>\cdot</td>
<td>)$</td>
<td>Section 1.3.1</td>
</tr>
<tr>
<td>Blaschke-Santaló diagram for $(r, h,</td>
<td>\cdot</td>
<td>)$</td>
<td>Section 1.3.1</td>
</tr>
<tr>
<td>Cheeger’s inequality for convex sets</td>
<td>Section 1.3.2</td>
<td>Section 1.4.3</td>
<td>Sections 2 &amp; 3 of Chapter 4</td>
</tr>
<tr>
<td>Numerical study of convexity constraint</td>
<td>Section 1.3.3</td>
<td>Section 1.4.4</td>
<td>Chapter 5</td>
</tr>
<tr>
<td>Optimal placement of an obstacle</td>
<td>Section 1.3.4</td>
<td>Section 1.4.5</td>
<td>Chapter 6</td>
</tr>
</tbody>
</table>

1.3 Presentation of the problems

Let us first introduce the reader to the subject of shape optimization: let $J$ be a shape functional, that is an application that takes a set $\Omega \subset \mathbb{R}^n$ ($n \in \mathbb{N}^*$) as an input and returns a real value $J(\Omega) \in \mathbb{R}$. We would be interested in problems of the form:

$$\inf_{\Omega \in \mathcal{F}_{ad}} J(\Omega),$$

where $\mathcal{F}_{ad}$ is a class of admissible shapes. It encodes the constraints of the problem. This can for example be the class of convex sets or those of unit volume...

Unfortunately, the task of explicitly finding optimal shapes (when they exist) can be very challenging (or even impossible), thus it is natural and classical to ask the following type of questions when working on a shape optimization problem:

- Does the problem admit a solution ?
- Can we prove some qualitative results on the optimal set (regularity, symmetries...)?
• Can we prove that a given shape is a local solution for the problem? (the term local depends on the choice of topology of the class of domains).
• How can we use numerical simulations to find approximations of the optimal shapes?

We note that each of those questions will be discussed at a certain level in this thesis.

The present thesis is structured in 5 chapters organized in two parts:

Part I: Study of some relevant Blaschke-Santaló diagrams.

• Chapter 2: Blaschke-Santaló diagrams for the volume, the perimeter and the Cheeger constant.
• Chapter 3: Blaschke-Santaló diagrams for the volume, the perimeter and the first Dirichlet eigenvalue.
• Chapter 4: On the Cheeger inequality for convex sets.
• Chapter 5: Numerical study of the convexity constraint and application to Blaschke Santaló diagrams.

Part II: Optimal placement of an obstacle.

• Chapter 6: Where to place a spherical obstacle so as to maximize the first Steklov eigenvalue?

1.3.1 Chapters 2 & 3 and Section 1 of Chapter 4 Blaschke-Santaló diagrams

Introduction to Blaschke-Santaló diagrams

In all mathematical fields, it is always interesting and useful to have (sharp) estimates of quantities (for which it could be difficult or impossible to have an explicit expression) via other functionals (easier to handle). This is why inequalities relating given shape functionals were extensively studied in the literature by various mathematical communities.

When studying the inequalities relating some given quantities, a natural question arises:

Can one describe all the possible inequalities relating given shape functionals? in the sense that there would be no other estimate (involving the considered quantities) which improves the latter ones.

The first mathematician who raised interest of such questions was Blaschke [28] in 1915. He considered a compact convex set \( \Omega \) in \( \mathbb{R}^3 \), with volume \( |\Omega| \), surface area \( P(\Omega) \), and integral of the mean curvature \( M(\Omega) \). He asked for a characterization of the set of all points in \( \mathbb{R}^3 \) of the form \( (|\Omega|, P(\Omega), M(\Omega)) \) as \( \Omega \) ranges over the family \( \mathcal{K}^3 \) (where \( \mathcal{K}^n \) denotes the class of compact convex sets in \( \mathbb{R}^n \) for \( n \geq 1 \)). Due to scaling arguments, the latter problem is equivalent to the characterization of the following set of points:

\[
\{(P(\Omega), M(\Omega)) \mid |\Omega| = 1 \text{ and } \Omega \in \mathcal{K}^3\}.
\]

This set of points is known as the Blaschke diagram. Then, in 1959, L. A. Santaló proposed a related family of problems involving the following purely geometrical functionals: area \( |\cdot| \), perimeter \( P \), diameter \( d \), minimal width \( w \), circumradius \( R \) and inradius \( r \) for the class \( \mathcal{K}^2 \). As in [28], the problem is to find complete systems of inequalities for any 3 quantities chosen from the ones listed above (this yields a total of \( \binom{5}{3} = 20 \) problems). In his work [168], L.A. Santaló completely solved 6 cases, then came a series of recent papers [110, 112, 36, 111, 71], where 8 other diagrams are solved, meanwhile, up to our knowledge the remaining 6 problems remain unsolved. We refer to the introduction of the very recent paper [71] for a detailed state of the art.

Let us now settle the general framework of the so called Blaschke-Santaló diagrams: we consider 3 homogeneous shape functionals \( J_1, J_2 \) and \( J_3 \) defined on a given class \( \mathcal{F}_{ad} \) of subsets of \( \mathbb{R}^n \) for
$n \in \mathbb{N}^*$. By homogeneous, we mean that there exists $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}$ such that $J_i(t\Omega) = t^{\alpha_i}J_i(\Omega)$ for every $t > 0$ and $\Omega \in \mathcal{F}_{ad}$ and $i \in \{1, 2, 3\}$. It is possible (due to homogeneity properties) to define the Blaschke-Santaló diagram associated to the triplet $(J_1, J_2, J_3)$ in the class $\mathcal{F}_{ad}$ as the following set of points:

$$
\mathcal{D}_{\mathcal{F}_{ad}} := \{(J_1(\Omega), J_2(\Omega)) \mid J_3(\Omega) = 1 \text{ and } \Omega \in \mathcal{F}_{ad}\}.
$$

The ultimate goal is to provide the explicit description of $\mathcal{D}_{\mathcal{F}_{ad}}$. In this case, we say that we managed to find a complete system of inequalities relating the three functionals $J_1$, $J_2$ and $J_3$ on the class $\mathcal{F}_{ad}$. Unfortunately, the task of finding the diagram may be very difficult or even impossible, especially when a spectral quantity is involved, see the discussion of Conjecture 4 for example. Here is a non-exhaustive list of recent works in this framework [11, 13, 22, 24, 44, 49, 60, 92, 138]. Here are some questions that are classically asked when working on Blaschke-Santaló diagrams:

1. **Is the diagram closed? Arcwise connected?**

   In general, both assertions are true when $\mathcal{F}_{ad}$ is given by the class of convex sets of $\mathbb{R}^n$. The proof of this is quite classical and relies on the continuity of the functionals, compactness of convex sets for the Hausdorff distance (see Blaschke selection Theorem [164]) and the use of Minkowski sums to construct continuous paths relating points of the diagram. We refer for example to [13, Theorem 2.2] and [138, Proposition 3.10].

2. **Does the diagram contain holes?**

   Even though, this seems in general to be false, this might be quite challenging to prove, see for example [13, Conjecture 1] and [138, Conjecture 2]. In Chapters 2 and 3, we develop a strategy that allows to tackle this question for the studied diagrams in the case of convex sets. This result (of simple connectedness) seems up to our knowledge to be the first of its kind when dealing with diagrams mixing spectral and geometrical quantities on convex sets. In Section 1.4.2, we explain the main difficulties in this framework (in contrary to the purely geometrical one) and present the methods we developed to overpass it.

3. **Is the diagram convex? Or at least vertically or horizontally convex?**

   A diagram is said to be vertically (resp. horizontally) convex, if the segment relating any couple of points with the same abscissa (resp. ordinate) is included in the diagram.

   We note that proving the convexity of a Blaschke-Santaló diagram is a quite challenging question, see for example [49] where the authors could not establish the convexity of a certain diagram but proved the vertical and horizontal convexity.

4. **Can we give qualitative properties on the boundary of the diagram?**

   For example one may be interested in properties such as continuity, monotonicity, differentiability or convexity of the curves describing the boundary of the diagram, see for example [49, 138].

   Another classical problem is to find or at least have estimates on the tangent of the boundary at some special points (for example the one corresponding to the ball). We refer for instance to [44] where the authors prove that the boundary of the diagram associated to the triplet $(\lambda_1, \lambda_2, |\cdot|)$ (where $\lambda_1$ and $\lambda_2$ are the first and second Dirichlet Laplacian eigenvalues) has a horizontal tangent at its lowest point corresponding to the union of two disjoint balls of half measure.

5. **Can we numerically describe the diagram? And state new conjectures?**

   Numerical simulations may significantly help to have a better understanding of the diagram. It may be used to state or numerically validate some related conjectures. We refer for example to Chapter 5 for a description of the different methods we used to study some relevant diagrams.
Study of an example: the $(P, |·|, r)$-diagram

For a better understanding, let us discuss the purely geometrical diagram of the triplet $(P, |·|, r)$ in the case of planar convex domains. We recall that this diagram had already been solved by Santaló in [163].

Let us first recall some classical inequalities between the considered quantities. We have for every $\Omega \in K^2$:

$$\frac{P(\Omega)}{|\Omega|^{1/2}} \geq \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi}, \quad (1.1)$$

where $B \subset \mathbb{R}^2$ is the ball of unit volume. This is the famous isoperimetric inequality.

Then, there are the following inequalities, which are direct consequences of the inclusion of the inscribed ball in $\Omega$:

$$|\Omega| \geq \pi \times r(\Omega)^2, \quad (1.2)$$

and

$$P(\Omega) \geq 2\pi \times r(\Omega). \quad (1.3)$$

All these inequalities are sharp as equality occurs when $\Omega$ is a ball, but, as explained before, the main question is to know if they form a complete system of inequalities: to do so we study the following set of points:

$$\mathcal{D} := \{(P(\Omega), |\Omega|) \mid r(\Omega) = 1 \text{ and } \Omega \in K^2\}.$$

We note that inequalities (1.1), (1.2) and (1.3) are represented in the diagram as the curves of some functions that delimit a subregion of $\mathbb{R}^2$ which contains the diagram $\mathcal{D}$, indeed:

$$(x, y) \in \mathcal{D} \Rightarrow \exists \Omega \in K^2 \text{ such that } r(\Omega) = 1, \ x = P(\Omega) \text{ and } y = |\Omega|,$$

$$\Rightarrow y \leq \frac{x^2}{4\pi}, \ y \geq \pi \text{ and } x \geq 2\pi.$$

Thus, we get the inclusion:

$$\mathcal{D} \subset \left\{ (x, y) \mid y \leq \frac{x^2}{4\pi} \right\} \cap \left\{ (x, y) \mid y \geq \pi \right\} \cap \left\{ (x, y) \mid x \geq 2\pi \right\}.$$

Figure 1.1 shows inequalities (1.1), (1.2) and (1.3) and the domain they describe which contains $\mathcal{D}$. We note that thanks to this graphical representation, one can easily see that the isoperimetric inequality (1.1) is stronger than (1.3). This is one of the reasons that make these diagrams useful and very interesting to study.
Now that we have a better understanding of the diagram, let us push forward the analysis and give the explicit description of $D$. This is done in two steps:

**Step 1: Finding the (external) boundary of the diagram $D$**

In general to do so, one has to solve the following shape optimization problems:

\[
\begin{align*}
\inf & \{ |\Omega| & & |\Omega| \in \mathcal{K}^2, \ r(\Omega) = 1 \ \text{and} \ P(\Omega) = p_0 \}, \\
\sup & \{ |\Omega| & & |\Omega| \in \mathcal{K}^2, \ r(\Omega) = 1 \ \text{and} \ P(\Omega) = p_0 \}, \\
\inf & \{ P(\Omega) & & |\Omega| \in \mathcal{K}^2, \ r(\Omega) = 1 \ \text{and} \ |\Omega| = a_0 \}, \\
\sup & \{ P(\Omega) & & |\Omega| \in \mathcal{K}^2, \ r(\Omega) = 1 \ \text{and} \ |\Omega| = a_0 \},
\end{align*}
\]  

(1.4)

where $p_0 \in [2\pi, +\infty)$ and $a_0 \in [\pi, +\infty)$. As noted by Santaló, these problems are solved in [35]: the first and third are solved by stadiums, while the second and fourth are solved by symmetric 2-cap bodies, namely the convex hull of a disk of radius 1 and two points lined-up with its center. We then have the following inequalities:

\[
P(\Omega)r(\Omega) \leq 2|\Omega|, \quad \text{(1.5)}
\]

and:

\[
|\Omega| \leq r(\Omega)(P(\Omega) - \pi r(\Omega)). \quad \text{(1.6)}
\]

This shows that the (external) boundary of the diagram $D$ is given by the curves of the functions:

\[
x \in [2\pi, +\infty) \mapsto \frac{x}{2} \quad \text{and} \quad x \in [2\pi, +\infty) \mapsto x - \pi.
\]

**Step 2: Filling the diagram (i.e. showing that it contains no holes)**

Once the external boundary is found, it remains to prove that the whole region delimited by this boundary is in the diagram. As it is explained above, this step could be rather challenging when dealing with diagrams for which no (or few) information on the extremal sets (those corresponding to the points on the external boundary) is known. Fortunately, this is not the case for the present $(P, |\cdot|, r)$ diagram. Indeed, one can use the linearity property of perimeter and inradius for Minkowski sums and the continuity of the functionals for Hausdorff distance in $\mathcal{K}^2$ to construct vertical lines that connect the upper boundary to the lower one. Let us take $K_1$ and $K_2$ two convex sets of inradius 1 and perimeter $p_0$: for every $t \in [0, 1]$, we have $P(tK_1 + (1-t)K_2) = t \times P(K_1) + (1-t) \times P(K_2) = p_0$ and $r(tK_1 + (1-t)K_2) = t \times r(K_1) + (1-t) \times r(K_2) = 1$, thus, the vertical and continuous line $\{p_0\} \times [|K_1|, |K_2|]$ relating the points corresponding to $K_1$ and $K_2$ is included in the diagram $D$.

Finally, we conclude that:

\[
D = \{(x, y) \mid y \leq x - \pi\} \cap \{(x, y) \mid y \geq x/2\},
\]

which means that inequalities (1.5) and (1.6) form a complete system of inequalities of the triplet $(P, |\cdot|, r)$, see Figure 1.2.
Another classical representation of the diagrams

At last, we point out that it is classical to represent Blaschke-Santaló diagrams in the square $[0, 1] \times [0, 1]$. It is done by looking for 2 inequalities such that each one involves only two functionals. These inequalities allows to define new variables $X, Y \in [0, 1]$. In our case, as already mentioned in [163], this may be done by using inequalities:

\[ 2\pi r(\Omega) \leq P(\Omega) \quad \text{and} \quad \frac{P(\Omega)^2}{|\Omega|} \geq 4\pi, \]

and then considering the following set of points:

\[ \left\{ \left( \frac{2\pi r(\Omega)}{P(\Omega)}, \frac{4\pi |\Omega|}{P(\Omega)^2} \right) \mid \Omega \in \mathcal{K}^2 \right\} \subset [0, 1] \times [0, 1]. \]

Let us denote $X = \frac{2\pi r(\Omega)}{P(\Omega)}$ and $Y = \frac{4\pi |\Omega|}{P(\Omega)^2}$, where $\Omega \in \mathcal{K}^2$. Inequalities [1.5] and [1.6] are respectively equivalent to:

\[ Y \geq X \quad \text{and} \quad Y \leq X(2 - X). \]

The diagram is then given by Figure 1.3.

Figure 1.3: The diagram that fits into the unit square $[0, 1] \times [0, 1]$. 
An overview on the main diagrams studied in the present thesis

In the present thesis, we are mainly interested in the study of the following diagrams:

- The diagram of the triplet \((P, h, \cdot)\) is studied in Chapter 2.
- The diagram of the triplet \((P, \lambda_1, \cdot)\) is studied in Chapter 3.
- The diagram of the triplet \((r, h, \cdot)\) is studied in Chapter 4.

Let us give more details on the problems and the questions we are interested in.

The diagram \((P, h, \cdot)\)

Since the Cheeger constant is defined via the infimum of the ratio between the perimeter and the area, it seems natural to seek for complete systems of inequalities that relates the latter functionals. We are then interested in the study of the following sets of points:

\[
D^h_C := \{ (P(\Omega), h(\Omega)) \mid \Omega \in \mathcal{C} \text{ and } |\Omega| = 1 \},
\]

where \(\mathcal{C}\) is a class of planar measurable sets.

Let us first give some classical and trivial inequalities: if \(\Omega\) is a measurable subset of \(\mathbb{R}^2\) and \(B\) a disk of unit area, we have:

- the isoperimetric inequality:
  \[
  \frac{P(\Omega)}{|\Omega|^{1/2}} \geq \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi},
  \]
  (1.7)

- a consequence of the definition of the Cheeger constant
  \[
  h(\Omega) = \inf_{E \subset \Omega} \frac{P(E)}{|E|} \leq \frac{P(\Omega)}{|\Omega|},
  \]
  (1.8)

- a Faber-Krahn type inequality:
  \[
  |\Omega|^{1/2} h(\Omega) \geq |B|^{1/2} h(B) = \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi},
  \]
  (1.9)

One should note that inequalities (1.8) and (1.9) imply (1.7) and also define a region in the plane that contains the diagram, more precisely:

\[
D^h_C \subset \{(x, y) \mid x \geq h(B), \ y \geq P(B) \text{ and } y \leq x\}.
\]

It is then natural to ask the following questions:

**Questions 1.** Let \(\mathcal{C}\) a given class of measurable planar domains (we investigate simply connected sets, convex sets and convex polygons). Do inequalities (1.8) and (1.9) form a complete system of inequalities for the class \(\mathcal{C}\)? If not, Can we find a complete system of inequalities for the triplet \((P, h, \cdot)\) in the class \(\mathcal{C}\)?

We refer to Section 1.4.1 for the statement of the related results and sketches of proofs and to Chapter 2 for detailed demonstrations.
The diagram \((P, \lambda_1, |\cdot|)\)

Another interesting functional is the first eigenvalue of the Laplace operator with Dirichlet boundary condition denoted \(\lambda_1\). As for the latter example, we are interested in describing sets of points:

\[ \mathcal{D}_C^{\lambda_1} := \{ (P(\Omega), \lambda_1(\Omega)) \mid \Omega \in \mathcal{C} \text{ and } |\Omega| = 1 \}, \]

where \(\mathcal{C}\) is a class of open sets.

Again, we are interested in the inequalities that relates the three functionals: \(P\), \(|\cdot|\) and \(\lambda_1\). In addition to the isoperimetric inequality (1.7), there is the classical Faber-Krahn inequality that states that for every open set \(\Omega \subset \mathbb{R}^n\) (where \(n \geq 2\), one has:

\[ |\Omega| \frac{\pi^2}{4} \lambda_1(\Omega) \geq |B| \frac{\pi^2}{4} \lambda_1(B), \]  

(1.10)

where \(B\) is a ball of unit volume.

The isoperimetric and Faber-Krahn’s inequalities (1.7) and (1.10) imply that the diagrams \(\mathcal{D}_C^{\lambda_1}\) are included in the quadrant \([P(B), +\infty) \times [\lambda_1(B), +\infty)\). This leads to the following question:

**Questions 2.** Do inequalities (1.7) and (1.10) provide a complete system of inequalities for the triplet \((P, \lambda_1, |\cdot|)\)?

Yet, the answer to the latter question depends on the choice of the class of sets \(\mathcal{C}\). If the response is not trivial for general open sets (we refer to the first part of Theorem of the Thesis 2), it is not difficult to see that for other classes of domains the answer is no. For example, if \(\mathcal{C}\) is given by the class of planar bounded convex domains denoted \(\mathcal{K}^2\), there are other inequalities relating the involved functions which are sometimes better than (1.7) and (1.10). Indeed, if we denote \(\mathcal{K}^2\) the class of planar convex bodies, we have for any \(\Omega \in \mathcal{K}^2\):

1. Polya’s inequality \([156]\) (1959)

\[ \lambda_1(\Omega) < \frac{\pi^2}{4} \left( \frac{P(\Omega)}{|\Omega|} \right)^2. \]  

(1.11)

2. Makai’s inequality \([141]\) (1960):

\[ \lambda_1(\Omega) > \frac{\pi^2}{16} \left( \frac{P(\Omega)}{|\Omega|} \right)^2. \]  

(1.12)


\[ |\Omega| \lambda_1(\Omega) - |B| \lambda_1(B) \leq \lambda_1(B) \left( \frac{1}{J_1(j_{01})} - 1 \right) \left( \frac{P(\Omega)^2}{4\pi|\Omega|} - 1 \right), \]  

(1.13)

where \(B\) is a disk of unit area, \(J_1\) is the Bessel function of the first kind of order one and \(j_{01}\) is the first zero of the Bessel function of the first kind and of order zero.

These inequalities in addition to (1.10) provide a region in the plane (which is strictly included in the quadrant \([P(B), +\infty) \times [\lambda_1(B), +\infty)\)) that contains the diagram \(\mathcal{D}_{\mathcal{K}^2}^{\lambda_1}\), see Figure 1.4.
Since, there is no explicit formula for the first Dirichlet eigenvalue, giving an explicit description of the diagram $D_{K^2}^{\lambda_1}$ does not seem to be possible, this is in general the case for diagrams that involve spectral quantities, this why in this framework one is interested in proving qualitative properties of the diagrams, see for example [13, 24, 44, 49, 138]. Numerical simulations may be very helpful in conjecturing some properties of a Blaschke-Santaló diagram. In a first time, let us give a numerical approximation of $D_{K^2}^{\lambda_1}$ by generating $10^5$ random convex sets (polygons) of unit area for each we compute the first Dirichlet eigenvalue and the perimeter. We then obtain the following Figure 1.5.

![Figure 1.5: Approximation of the Blaschke-Santaló diagram $D_{K^2}^{\lambda_1}$ obtained by generating $10^5$ random convex polygons.](image)

As one sees in Figure 1.5, the diagram $D_{K^2}^{\lambda_1}$ seems to be given by the set of points located between the curves of two continuous and strictly increasing functions. Thus, it is natural to ask the following questions:
Questions 3.  
• Can we prove that $D_{K^2}$ is exactly given by the set of points contained between the curves of two continuous and strictly increasing functions? Note that this will in particular prove the vertical and horizontal convexities of $D_{K^2}$.
• Can we give asymptotic information on the boundary of the diagram?

We refer to Section 1.4.2 for the statement of the related results and sketches of proofs and to Chapter 3 for more details.

The diagram $(r, h, |·|)$ for planar convex sets

At last, we are interested in describing the inequalities between the inradius, the Cheeger constant and the area of planar convex sets. Here also, we introduce and study a Blaschke-Santaló diagram:

$D_{K^2} := \left\{ \left( \frac{1}{r(\Omega)}, h(\Omega) \right) \mid \Omega \in K^2 \text{ and } |\Omega| = 1 \right\}.$

Again, we denote $B$ a ball of unit area. Let us state the trivial and classical inequalities relating the involved functionals:

• the Faber-Krahn type inequality:

$|\Omega|^{1/2} h(\Omega) \geq |B|^{1/2} h(B) = \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi}, \quad (1.14)$

• an isoperimetric inequality for the inradius:

$\frac{r(\Omega)}{|\Omega|^{1/2}} \leq \frac{r(B)}{|B|^{1/2}}, \quad (1.15)$

• a consequence of the inclusion $B_{r(\Omega)} \subset \Omega$ and the definition of the Cheeger constant:

$h(\Omega) \leq \frac{P(B_{r(\Omega)})}{|B_{r(\Omega)}|} = \frac{2}{r(\Omega)}, \quad (1.16)$

where $B_{r(\Omega)}$ is a ball of radius $r(\Omega)$ contained in $\Omega$.

We note that the choice of defining the diagram via $\frac{1}{r}$ instead of $r$ is purely done to have a better readability of the diagram as the quantity $\frac{1}{r}$ appears in different inequalities, this is for example the case for (1.16). It also allows, by inequalities (1.14) and (1.15), to have a diagram included in the quadrant $[1/r(B), +\infty] \times [h(B), +\infty)$.

Here also, it is natural to ask:

Questions 4.  Do inequalities (1.14) and (1.16) provide a complete system of inequalities of the triplet $(r, h, |·|)$ in the class $K^2$? If not, can we find the explicit description of the diagram $D_{K^2}$?

We refer to Section 1.4.3 for the statement of the related results (see Theorem of the Thesis 4) and sketches of proofs and to the first section of Chapter 4 for detailed demonstrations.
1.3.2 Chapter 4 The Cheeger inequality for convex sets

A celebrated inequality proven by Jeff Cheeger in [55] states that, for every bounded domain $\Omega \subset \mathbb{R}^n$, with $n \geq 1$, one has:

$$\lambda_1(\Omega) \geq \frac{1}{4} h(\Omega)^2.$$  \hfill (1.17)

Recently, Enea Parini remarked in [152] that for planar convex sets the constant $1/4$ is not optimal. He took a shape optimization point of view and studied the functional

$$J_n(\Omega) := \frac{\lambda_1(\Omega)}{h(\Omega)^2}.$$  \hfill (1.19)

It is important to note that the functional $J_n$ is invariant by rigid motions and by dilations (i.e. $J_n(t\Omega) = J_n(\Omega)$ for $t > 0$): this is a consequence of the following homothety properties for the first Dirichlet eigenvalue and the Cheeger constant:

$$\forall t > 0, \quad \lambda_1(t\Omega) = \frac{\lambda_1(\Omega)}{t^2} \quad \text{and} \quad h(t\Omega) = \frac{h(\Omega)}{t}.$$  \hfill (1.20)

The planar case: study of the functional $J_2$

We summarize the main results of [152] in the following Theorem:

**Theorem 1.** We have the following bounds:

$$\forall \Omega \in K^2, \quad \frac{\pi^2}{16} < J_2(\Omega) = \frac{\lambda_1(\Omega)}{h(\Omega)^2} < \frac{\pi^2}{4}. \hfill (1.18)$$

- The upper bound is sharp: every sequence $(\Omega_k)$ in $K^2$, such that $|\Omega_k| = V$ for some $V > 0$ and $d(\Omega_k) \to +\infty$, where $d(\Omega_k)$ is the diameter of $\Omega_k$, satisfies

  $$\lim_{k \to +\infty} J_2(\Omega_k) = \frac{\pi^2}{4}.$$  

- $J_2$ admits a minimizer in the class $K^2$. Thus, the lower bound $\frac{\pi^2}{16}$ is not optimal.

We note that in the original work of E. Parini, the improved Cheeger inequality ($J_2(\Omega) > \frac{\pi^2}{16}$) is stated in a large form. Let us quickly show how one can obtain strict inequality: Parini’s proof is based on the definition of the Cheeger constant and the following classical inequality proved by Hersch [115]:

$$\forall \Omega \in K^2, \quad \lambda_1(\Omega) \geq \frac{\pi^2}{4r(\Omega)^2}. \hfill (1.19)$$

To get the strict inequality, we can use the following Protter’s inequality [158], which is an improved version of (1.19):

$$\forall \Omega \in K^2, \quad \lambda_1(\Omega) \geq \frac{\pi^2}{4} \left( \frac{1}{r(\Omega)^2} + \frac{1}{d(\Omega)^2} \right). \hfill (1.20)$$

For the denominator, E. Parini uses the following upper bound obtained by taking the inscribed ball $B_r(\Omega)$ as a test set in the variational definition of the Cheeger constant of $\Omega$:

$$h(\Omega) := \inf_{E \subset \Omega} \frac{P(E)}{|E|} \leq \frac{P(B_r(\Omega))}{|B_r(\Omega)|} = \frac{2}{r(\Omega)},$$

this inequality is an equality if and only if $\Omega$ is a ball.
We then write:

\[ J_2(\Omega) = \frac{\lambda_1(\Omega)}{h(\Omega)^2} = \frac{\lambda_1(\Omega) \times r(\Omega)^2}{(h(\Omega) \times r(\Omega))^2} \geq \frac{\pi^2}{16} \left( 1 + \left( \frac{r(\Omega)}{d(\Omega)} \right)^2 \right) > \frac{\pi^2}{16}. \]

We note that even-though the use of Protter’s inequality allows to obtain a strict inequality (and even a stronger lower bound in term of the diameter and the inradius of \( \Omega \)), it is not sufficient to improve the constant \( \frac{\pi^2}{16} \). Indeed, if we take \( \Omega_k := (0,k) \times (0,2) \) for \( k \in \mathbb{N} \setminus \{0,1\} \), we have \( d(\Omega_k) \geq k \) and \( r(\Omega_k) = 1 \). In this case, the correcting term goes to 0:

\[ 0 < \frac{r(\Omega_k)}{d(\Omega_k)} \leq \frac{1}{k} \xrightarrow{k \to +\infty} 0. \]

Thus, we cannot expect to obtain a better constant than \( \frac{\pi^2}{16} \) with these estimates.

It is natural to try to find (or at least conjecture) the optimal lower bound \( \min_{\Omega \in K^2} J_2(\Omega) \) or have more information on the minimizer \( \Omega^* \) (i.e., any set \( \Omega^* \in K^2 \) such that \( \min_{\Omega \in K^2} J_2(\Omega) = J_2(\Omega^*) \)).

In [152], the author gives some optimality conditions that a set should satisfy to be a minimizer and conjectures that it is given by squares (we recall that \( J \) is scaling invariant). In this case, the optimal lower bound would be:

\[ J_2((0,1)^2) = \frac{2\pi^2}{(2 + \sqrt{\pi})^2} \approx 1.387... \]

As far as we know, this conjecture was supported by the fact that the square (numerically) seems to realise the lowest value of \( J_2 \) between all regular polygons, it also the best between rectangles. It is then natural to ask the following question which is studied in Chapter 5:

**Questions 5.** Can we provide more numerical evidence to validate Parini’s conjecture that states that the squares minimize the functional \( J_2 \) between planar convex sets?

We note that it is quite unusual for the minimizer to be "singular" in shape optimization, which seems to be the case for the problem of minimizing \( J \) over planar convex domains as the minimizer seems to be a square. The phenomena of apparition of singular optimal sets (more precisely polygons) when imposing convexity constraint was observed in quite different fields [62, 129]. Then came a series of works by A. Novruzi, J. Lamboley and M. Pierre who extensively studied the convexity constraint and determined some “concavity” conditions on the functionals, which, once satisfied, ensure that the optimal set would be polygonal, we refer to [131, 134] (see also the work of C. Bianchini and A. Henrot [25] for the complete resolution of a purely geometrical shape optimization problem under convexity constraint).

Before getting back to the Cheeger inequality and stating the related questions theoretically studied in this thesis, let us give a beautiful and quite eloquent analogy that would help us heuristically understand why polygons may appear when imposing convexity constraint: in finite dimension optimization, it is quite common to minimize a given convex function on a compact subset (constraints) of \( \mathbb{R}^n \), where \( n \geq 1 \), but what happens if we assume the function to be concave? It is clear that in this case the solution of the minimization problem will be on the boundary of the compact subset and thus saturates the constraints. In the same spirit, if we assume our shape depending functional to be "concave" in a certain sense and minimize it under convexity constraint (over the set of convex domains) the solution should logically "saturate" the convexity constraint in the sense that its boundary tends to have flat parts.

**Questions 6.** Can we find a better lower bound for \( \inf_{\Omega \in K^2} J_2(\Omega) \) than the \( \frac{\pi^2}{16} \) obtained in Theorem 1?
We refer to Section 1.4.3 for the statement of the related results (see Theorem of the Thesis 3) and sketches of proofs and Section 4.3 of Chapter 4 for detailed demonstrations.

On higher dimensions

It is natural to seek for generalizations of Theorem 1 in higher dimensions. We distinguish two main research directions:

1. Finding upper and lower bounds for the functional $J_n$.

A natural and first strategy to attack the first point is to look for generalizations of the arguments used by Parini in the planar case. By doing so, L. Brasco recently remarked that the upper bound holds for any dimensions [40, Remark 1.1]. Similarly, for the lower bound, we remark that Hersch’s inequality (1.19) holds for higher dimensions (see [158, Theorem 2]). We then use the same strategy of Parini (detailed in the last paragraph) and obtain the following lower bound:

$$\forall \Omega \in \mathcal{K}^n, \quad J_n(\Omega) > \frac{\pi^2}{4n^2},$$

which improves the original constant $\frac{1}{4}$ given by J. Cheeger only for $n \in \{2, 3\}$. In this case, we have:

$$\forall \Omega \in \mathcal{K}^2, \quad J_2(\Omega) > \frac{\pi^2}{16} \approx 0.616 \ldots \text{ and } \forall \Omega \in \mathcal{K}^3, \quad J_3(\Omega) > \frac{\pi^2}{36} \approx 0.274 \ldots$$

2. Proving the existence of a minimizer of $J_n$ in the class $\mathcal{K}^n$.

The proof of [152] for the planar case follows the classical method of calculus of variations: the author proves that any minimizing sequence $(\Omega_k)$ of planar convex sets cannot collapse to a segment: indeed, if it was the case the author proves that $(J_2(\Omega_k))$ converges to $\frac{\pi^2}{4}$ which is strictly higher than $J_2((0,1)^2)$ and thus cannot be a minimizing sequence. In his paper [152], the author used explicit values of the Cheeger constant of triangles and noted (see [152, Section 6]) that such results are lacking in higher dimensions which makes the problem more challenging in this case.

In the present thesis, we study the following question:

**Questions 7.** Can we prove the existence of a minimizer of $J_n$ in the class $\mathcal{K}^n$?

We refer to Section 1.4.3 for the statement of the related results (see Theorem of the Thesis 5) and to Section 4.4 of Chapter 4 for detailed demonstrations.

In Subsection 1.4.3, we state the related results, explain the main challenges behind the latter questions and present the ideas and methods developed in order to overcome these difficulties. The details of the proofs may be found in Chapter 4.

1.3.3 Chapter 5: Numerical study of the convexity constraint and application to Blaschke-Santaló diagrams

Parametrization of shape optimization problems

As highlighted in the beginning of Section 1.3, the task of theoretically finding an optimal shape (when it exists) may be very challenging or even impossible, this motivates to develop numerical methods of shape optimization. This numerical framework is very interesting as it has various applications in
different fields, see for example [4, 5] for industrial examples and [31, 34] for more theoretical ones. In
the present thesis, we focus on numerical simulations related to spectral geometry.

When aiming to numerically solve a shape optimization problem, the first step is to understand the
situation and the related constraints in order to choose a suitable parametrization of the considered
shapes so as to reduce the optimization problem to a finite dimensional one in order to be able to
use common methods and software developed for finite dimensional optimization: this is known as
parametric shape optimization.

Mathematically, if we want to solve the following shape optimization problem:

$$\inf_{\Omega \in F_{ad}} J(\Omega),$$

where $J : \Omega \in F_{ad} \mapsto J(\Omega) \in \mathbb{R}$ is a given shape functional and $F_{ad}$ is a class of sets in $\mathbb{R}^2$ or
$\mathbb{R}^3$ defining the constraints or the problem (for example $F_{ad}$ could be the class of planar convex sets
of unit area). The idea is to choose an efficient (approximated) description of the set $\Omega$ via a finite
number of parameters $(p_1, ..., p_N)$. We then consider the function

$$j : (p_1, ..., p_N) \in \mathbb{R}^N \mapsto j(p_1, ..., p_N) := J(\Omega).$$

The constraints encoded in $F_{ad}$ would be given by inequalities and/or equalities on $(p_1, ..., p_N)$. Problem (1.21) is then approximated by the following finite dimensional optimization problem:

$$\inf_{p_1, ..., p_N} j(p_1, ..., p_N),$$

$$\forall k \in [1, L], \quad C_k(p_1, ..., p_N) \leq 0,$n

$$\forall k \in [1, L^eq], \quad C^eq_k(p_1, ..., p_N) = 0,$n

where $C_k$ and $C^eq_k$ are real functions associated to the constraints.

An example: the isoperimetric inequality for triangles

For a better understanding, let us develop an example. Assume that we want to solve the isoperimetric
problem for triangles, which is to look for the triangle that minimizes the perimeter between triangles
of the same area $V_0$? (The answer is well known: as expected, it is the regular one). Our problem
could be written as in (1.21):

$$\inf_{\Omega \in \mathcal{T}_{V_0}} P(\Omega),$$

where $\mathcal{T}_{V_0}$ is the class of triangles of area $V_0$. A natural parametrization of this problem would be via
the coordinates of the vertices of the triangles, then each triangle $\Omega := A_1 A_2 A_3$ will be corresponding
to the parameters $(x_1, x_2, x_3, y_1, y_2, y_3)$, where $(x_i, y_i)_{i \in \{1, 2, 3\}}$ are the coordinates of $A_i$. The problem
is then equivalent to the following one:

$$\inf_{(x_1, ..., y_3) \in \mathbb{R}^6} \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2} + \sqrt{(x_2 - x_3)^2 + (y_2 - y_3)^2} + \sqrt{(x_3 - x_1)^2 + (y_3 - y_1)^2},$$

$$\frac{1}{2} |(x_1 y_2 - x_2 y_1) + (x_2 y_3 - x_3 y_2) + (x_3 y_1 - x_1 y_3)| = V_0.$$n

This problem can then be solved by any optimization solver and one will obtain the coordinates of a
regular triangle.

An important tool: shape derivation

We note that to have accurate results it is highly recommended (if not to say mandatory) to have good
approximations of the gradients of the objective function and the constraints. Being time-consuming
and less efficient, the finite difference approximation is in general not suitable in the framework of shape optimization, especially when dealing with functionals depending on solutions of PDEs. This is one of the motivations behind the extensive study of the so called shape derivation, which is a notion of differentiation of a given shape depending functional. We recall that the term shape derivative usually refers either to Eulerian semiderivatives, using the speed method to define domain perturbations, see for example [67, Chapter 9], or to Fréchet derivatives, obtained using the method of perturbation of identity, see for example [108, Chapter 5]. It is well-known that they yield the same expression for the first order derivative, but different expressions for second order derivatives.

Throughout the following thesis the term directional shape derivative will correspond to the following notion:

**Definition 1.** Let us take a shape depending functional \( J : \Omega \subset \mathbb{R}^n \rightarrow \mathbb{R} \), where \( n \geq 2 \), and let \( V : \mathbb{R}^n \rightarrow \mathbb{R}^n \) a perturbation vector field. Let \( \Omega \subset \mathbb{R}^n \), we denote \( \Omega_t := (I + tV)(\Omega) \) where \( I : x \in \mathbb{R}^n \rightarrow x \) is the identity map and \( t \) a sufficiently small positive number. We say that the functional \( J \) admits a directional shape derivative at \( \Omega \) in the direction \( V \) if the following limit

\[
\lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t}
\]

exists. In this case we denote:

\[
J'(\Omega, V) := \lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t}.
\]

The importance given to the study of shape derivatives comes from the variety of their applications, we state for instance:

- Showing that a certain shape is a critical point for a shape optimization problem by proving that the first order shape derivative vanishes. In this case one could go further and study the coercivity of the second order shape derivative in order to prove that the latter critical shape is a local minimum of maximum of the functional, see for example [33, 159].
- Showing some quantitative inequalities and stability results, see for example [63, 41, 143].
- Numerical simulation of optimal shapes. Indeed, having an explicit formula of the shape derivative allows to get an efficient estimate of the shape gradient with less numerical costs.

When dealing with shape derivatives, two natural and main questions arise:

1. Do shape derivatives of a given functional exist? If yes, then how can we compute it?

A classical tool to show differentiability is the implicit functions Theorem, but it does not give a formula of the derivative, for example as explained in [106, Chapter 5] one may show without assuming any regularity assumption on the shape that the perimeter is differentiable (as a shape functional) at any order, but cannot write down formulae of the derivatives (unless more regularity is assumed).

If we want to sum up, there are up to our knowledge 3 ways of computing shape derivatives:

(a) by direct differentiation if we have an explicit formula of the functional, which is the case of the volume for example, as one can see in the example developed below.

(b) By differentiating a variational formulation as it is classically done to compute shape derivatives of Dirichlet energy or first Dirichlet eigenvalue \( \lambda_1 \) (see for example [106, Chapter 5]).

(c) By using classical techniques developed for differentiation of functions defined as infima, namely Danskin’s Theorem [65] which allows to show the existence and compute first order directional derivatives of such functions. This allows to prove that a functional defined as infimum (or supremum) of a certain quantity over some given space admits a first order directional shape derivative and also to derive a formula. For examples, we refer to [139] where the authors use similar approach for first Dirichlet eigenvalue of \( p \)-Laplace operator and [153] for the Cheeger constant.
2. **Are there different expressions for shape derivatives?**

It is common to express shape derivatives as integrals on the domain or (if possible) its boundary. Indeed, it is natural to expect that the variation of the functional could be quantified by the variation of the boundary of the domain along its normal directions. These type of results are called "Structure theorems for shape derivatives", they have been studied in detail for smooth domains, see for example [146], and are challenging in non-smooth settings, see for example [86, 85, 87, 135].

The main purpose behind the introduction of shape derivatives in this thesis is to apply them in numerical shape optimization. We ask the following question:

**Questions 8.** How can we compute the directional shape derivatives of the diameter and the Cheeger constant and use them in numerical simulations?

We refer to Theorems 19 and 20 of Chapter 5 for the corresponding results.

**Convexity constraint**

Let us now talk about the principal geometrical constraint treated in in this thesis: it is the convexity constraint. As explained above in the beginning of Section 1.3, the convexity constraint allows in general to have the existence of a solution of shape optimization problems and also may be very captivating since the optimal domain could be singular (polygonal for example, see [134]), which is not very common in shape optimization and seems to be very challenging to study from a numerical point of view, see Chapter 5.

One classical problem in spectral geometry is to find the domain that minimizes (or maximizes) a certain eigenvalue of a differential operator, for example the Laplacian, which was extensively studied in the last century and continues nowadays to interest various communities. One early result in this direction was (independently) obtained by Faber [78] and Krahn [126], who show that the set minimizing the first Dirichlet eigenvalue $\lambda_1$ among domains of given volume is the ball. As for the second one it was proved that the minimum is attained by the union of any two disjoint balls of half volume, see [155, 117, 126].

In 1973, Troesch performed some numerical simulations and remarked that if one add convexity constraint to the problem of minimizing $\lambda_2$ among planar sets of given area, the solution seems to be a stadium (ie. the convex hull of two balls). This conjecture was refuted in 2002 by A. Henrot and E. Oudet [107] who proved that the boundary of the optimal domains cannot contain circular arcs, which excludes stadiums, but proved that it contains two segments as supported by numerical evidence.

At last, here is a non-exhaustive list of works where authors obtain numerical results of shape optimization problems under convexity constraint:

- Maximizing Steklov eigenvalues under area constraint [32].
- Minimization of Dirichlet eigenvalues with constant width constraint [33].
- Numerical approximation of optimal convex shapes [19].
- Using the support function to parametrize convex sets [20, 128]

The questions we are interested in in the present thesis are the following
Questions 9. • How is the convexity constraint classically handled in the literature? can we provide some original methods?
• What are the advantages and disadvantages of each method?
• How to use numerical simulations to have a quite optimal and satisfying numerical description of Blaschke-Santaló diagrams involving the first Dirichlet eigenvalue, the perimeter, the area and the diameter?

In Subsection [1.4.4] we describe the different numerical approaches used in this thesis and present some numerical results. For more information and numerical results, we refer to Chapter 5.

1.3.4 Chapter 5: Where to place a spherical obstacle so as to maximize the first Steklov eigenvalue?

Up to this point a major interest was given to the study of shape optimization among convex sets. In the last part of the thesis, we study different kind of problems: we look for the sets that optimize certain functionals between multiply-connected domains (that contain holes) or in particular doubly-connected sets (that contain one simply connected hole). One can consider several extremum problems, letting the boundary conditions vary on the outer boundary and/or the hole. Most of the known results were obtained in the sixties by Payne, Weinberger and Hersch, see [114, 154]. Let us recall some classical results.

Maximizing the first Dirichlet-Neumann eigenvalue

Let $O_{L_0,A}$ be the class of doubly-connected planar domains $\Omega$ of area $A > 0$ with outer boundary $\Gamma_0$ of length $L_0 > 0$ and inner boundary $\gamma$. We denote by $\Lambda_{1}^{pw}$ the first eigenvalue of the following mixed problem:

$$
\begin{align*}
-\Delta u &= \Lambda_{1}^{pw}(\Omega)u \quad &\text{on } \Omega, \\
u &= 0 \quad &\text{on } \Gamma_0, \\
\frac{\partial u}{\partial n} &= 0 \quad &\text{on } \gamma.
\end{align*}
$$

Theorem 2. (Payne-Weinberger [154])
The annular ring (with concentric circles) maximizes $\Lambda_{1}^{pw}$ in the class $O_{L_0,A}^{2}$.

The proof relies on the construction of relevant test functions that one can plug into the variational characterization of the eigenvalue, we refer to [106, Section 3.5] for a survey on the topic and some detailed proofs. The latter idea is then adapted to other situations: for example if one denotes $O_{A,L_1}^{h}$ the class of doubly-connected planar domains $\Omega$ of area $A > 0$ with inner boundary $\Gamma_1$ of length $L_1 > 0$ and outer boundary $\gamma$, Hersch proved in [114] that here also the annular ring (with concentric circles) maximizes $\Lambda_{1}^{h}$ the first eigenvalue of the following mixed problem:

$$
\begin{align*}
-\Delta u &= \Lambda_{1}^{h}(\Omega)u \quad &\text{on } \Omega, \\
\frac{\partial u}{\partial n} &= 0 \quad &\text{on } \gamma, \\
u &= 0 \quad &\text{on } \Gamma_1.
\end{align*}
$$

For similar results for several holes, we refer to [150] for some recent generalisations to the case of the $p-$Laplace operator. As far as we know the latter problems are still open in higher dimensions.

On the pure Dirichlet boundary condition

One interesting case that has been widely studied is when we take Dirichlet boundary condition on both the outer and inner boundaries. A first result in this framework was obtained by Hersch, it is stated as follows:
Theorem 3. (Hersch [114])
Let $\mathcal{C}^2$ be the class of doubly-connected planar domains $\Omega$ of area $A$ satisfying:

- the outer boundary has length $L_0 > 0$,
- the inner boundary has length $L_1 > 0$,
- $L_0^2 - L_1^2 = 4\pi A$.

Then, the annular ring (with concentric circles) maximizes the first Dirichlet eigenvalue $\lambda_1$ in the class $\mathcal{C}^2$.

The proof relies on a result of H. Weinberger [173], that states that we can find a closed curve $\gamma$ "between" $\Gamma_0$ and $\Gamma_1$ such that the first eigenfunction $u_1$ of $\Omega$ satisfies:

$$\frac{\partial u_1}{\partial n} = 0 \quad \text{on } \gamma.$$ 

Then, the author considers the doubly connected sets $\Omega_0$ and $\Omega_1$ respectively delimited by $\Gamma_0$ and $\gamma$ on one hand and by $\gamma$ and $\Gamma_1$ on the other, he remarks that $\lambda_1(\Omega) = \lambda_1^{pw}(\Omega_0) = \lambda_1^{h}(\Omega_1)$ and then applies the latter results to write:

$$\lambda_1(\Omega) \leq \min(\lambda_1^{pw}(R_0), \lambda_1^{h}(R_1)),$$

where $R_0$ (resp. $R_1$) is the annular ring whose inner (resp. external) boundary’s length is equal to $L_0$ (resp. $L_1$) and such that $|R_0| = |\Omega_0|$ and $|R_1| = |\Omega_1|$. This brings the problem to the comparison of eigenvalues of annular rings (for which one has explicit expressions).

The case of spherical obstacles

Theorem 3 implies, in particular, that for doubly connected domains of the form $B_1 \setminus B_2$ where $B_1$ and $B_2$ are two disks such that $B_2 \subset B_1$, the first Dirichlet eigenvalue is maximal when the disks are concentric. Later, this result was simultaneously extended to higher dimensions by M. Ashbaugh and T. Chatelain in a private communication, E. Harrell, P. Kroger and K. Kurata in [105] and R. Kesavan in [123]. Actually, the generalization of [105] is given in the following way:

Theorem 4. Let $\Omega$ be a convex domain in $\mathbb{R}^n$ ($n \geq 2$) and $B$ a ball contained in $\Omega$. Assume that $\Omega$ is symmetric with respect to some hyperplane $H$. We are interested in the position of $B$ which maximizes or minimizes the first Dirichlet eigenvalue $\lambda_1(\Omega \setminus B)$. Then:

- at the minimizing position $B$ touches the boundary of $\Omega$,
- at the maximizing position $B$ is centered on $H$.

The proof relies on the judicious use of shape derivative, reflection arguments and the maximum principle that allow to prove a certain monotonicity result which is mainly that the eigenvalue decreases as the spherical obstacle approaches the boundary of $\Omega$.

After, came a series of works treating the case of spherical obstacles for different boundary conditions, we cite for example [5, 57, 73, 75, 172].

Steklov boundary condition

Very recently, there has been a grown interest for the so-called Steklov boundary condition which denotes a situation where the eigenvalue is defined in the equation on the boundary: let $\Omega \subset \mathbb{R}^n$, be a bounded, open set with Lipschitz boundary. The Steklov eigenvalue problem for the Laplace operator corresponds to the following system:

$$\begin{align*}
\Delta u &= 0 \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= \sigma u \quad \text{on } \partial \Omega.
\end{align*}$$ (1.22)
It is well-known that the Steklov spectrum is discrete as long as the trace operator \( H^1(\Omega) \to L^2(\partial\Omega) \) is compact, which is the case when the domain has Lipschitz boundary; in other words, in our framework the values of \( \sigma \) for which the problem \((6.1)\) admits non-trivial solutions form an increasing sequence of eigenvalues \( 0 = \sigma_0(\Omega) < \sigma_1(\Omega) \leq \sigma_2(\Omega) \leq \cdots \nearrow +\infty \), known as the Steklov spectrum of \( \Omega \).

Up to our knowledge, problems of optimal placement of obstacles in the framework of pure Steklov boundary conditions have not been extensively studied (at least as it was the case for other boundary conditions problems) and yet much problems remain unsolved.

Finally, before stating the main question tackled in this thesis, let us point out some recent results in the case of mixed Dirichlet-Steklov boundary conditions: we are interested in the first eigenvalue of the problem:

\[
\begin{cases}
\Delta u = 0 & \text{in } \Omega \setminus K, \\
u = 0 & \text{on } \partial K, \\
\frac{\partial u}{\partial n} = \tau u & \text{on } \partial \Omega,
\end{cases}
\tag{1.23}
\]

where \( \Omega \subset \mathbb{R}^n \) and \( K \) is a simply connected open set contained in \( \Omega \).

Up to our knowledge, this specific problem was considered for the first time by Hersch and Payne in 1968 \[116\], where the authors use conformal mapping to provide an upper estimate of the first eigenvalue of problem \((1.23)\) in the case of planar doubly connected domains. Recently, S. Verma and G. Santhanam \[172\] proved that in the particular case when both \( \Omega \) and \( K \) are balls, the eigenvalue \( \tau_1 \) is maximal when in the concentric case (this result was proved for dimensions \( n \geq 3 \) and is extended to the planar case \( n = 2 \) in the present thesis, see Theorem \[22\]). This result was then extended from Euclidean spaces to two-point homogeneous spaces by D.H. Seo \[165\]. Furthermore, in their very recent paper \[149\], G. Paoli, R. Piscitelli, and R. Sannipoli proved that the spherical shell locally maximizes the first eigenvalue among nearly spherical sets when both the internal ball and the volume are fixed.

To the best of our knowledge, results as those stated above have not been proven yet for the pure Steklov case which also seems very challenging as classical techniques (as the maximum principle and reflection arguments) cannot be used, we also note that the eigenfunctions corresponding to the first non-trivial eigenvalue of the spherical shell (the case of concentric balls) are not radial functions which complicates the computations and make it difficult to use them to construct suitable test functions.

In this thesis we provide an answer to the following questions:

**Questions 10.**

- Where to place a spherical obstacle inside a given ball so as to maximize its first non-trivial (pure) Steklov eigenvalue ?
- Can we provide an alternative proof of \[172, \text{Theorem 1}\] that does not rely on MATHEMATICA ? and can we extend the result to the planar case ?

In Subsection \[1.4.3\] we state the related results and describe the ideas and methods used in the proofs, we note that our approach allows to give an alternative and simpler proof to \[172, \text{Theorem 1}\]. For more information and detailed demonstrations, we refer to Chapter \[6\].

### 1.4 Main contributions and methods of the Thesis

#### 1.4.1 Contributions of Chapter 1: Blaschke-Santaló diagrams for volume, perimeter and Cheeger constant.

**Main results**

As explained in Paragraph \[1.3.1\] we are interested in describing all possible inequalities relating the perimeter, the area and the Cheeger constant for different classes of planar sets: we mainly consider the class \( S^2 \) of simply connected sets, the class \( K^2 \) of convex sets and the class \( \mathcal{P}_N \) of convex polygons of at most \( N \) sides.
All in all, in Theorem of the Thesis\cite{1} we provide complete descriptions of the diagrams:

\[ D^h_{S^2} := \{(P(\Omega), h(\Omega)) \mid \Omega \in S^2 \text{ and } |\Omega| = 1\}, \quad D^h_{K^2} := \{(P(\Omega), h(\Omega)) \mid \Omega \in K^2 \text{ and } |\Omega| = 1\}, \]

and

\[ D^h_N := \{(P(\Omega), h(\Omega)) \mid \Omega \in P_N \text{ and } |\Omega| = 1\}, \]

when \( N \in \{3\} \cup \{2k \mid k \geq 2\} \) and provide an advanced description of the boundary of \( D^h_N \) when \( N \geq 5 \) is odd.

\textbf{Theorem of the Thesis 1.} \((P, h, |\cdot|)-\text{diagrams.}\)

We denote by \( B \) a ball of unit area in \( \mathbb{R}^2 \) and \( R_N \) the regular polygon of \( N \) sides and unit area.

1. We denote by \( D^h_{S^2} \) the diagram in the case of simply connected sets of \( \mathbb{R}^2 \), we have:

\[ D^h_{S^2} = \{(P(B), P(B)) \cup \{(x, y) \mid x \geq P(B) \text{ and } P(B) < y \leq x\}. \]

2. We denote by \( D^h_{K^2} \) the diagram in the case of convex domains of \( \mathbb{R}^2 \), we have:

\[ D^h_{K^2} = \{(x, y) \mid x \geq P(B) \text{ and } \frac{1}{2} x + \sqrt{\pi} \leq y \leq x\}. \]

3. Let us now state results on Blaschke-Santaló diagrams for \( P_N \): we distinguish the following cases:

(a) if \( N = 3 \), we have

\[ D^h_3 = \{(x, x/2 + \sqrt{\pi}) \mid x \geq P(R_3)\}; \]

(b) if \( N \) is even, then

\[ D^h_N = \{(x, y) \mid x \geq P(R_N) \text{ and } x/2 + \sqrt{\pi} \leq y \leq f_N(x)\}, \]

where \( f_N : x \in [P(R_N), +\infty) \mapsto \frac{x + \sqrt{x^2 + 4(\pi - N \tan \frac{\pi}{N})}}{2} \).

(c) if \( N \geq 5 \) is odd, we provide a qualitative description of the boundary of the diagram \( D^h_N \):

- The lower boundary is given by the half line:

\[ \{(x, y) \mid x \geq P(R_N) \text{ and } y = x/2 + \sqrt{\pi}\}, \]

which is also included in the diagram \( D^h_N \).

- The upper boundary is given by the curve:

\[ \{(x, y) \mid x \geq P(R_N) \text{ and } y = g_N(x)\}, \]

which is also included in the diagram \( D^h_N \), where \( g_N \) is a continuous and strictly increasing function such that \( g_N \leq f_N \) on \([P(R_N), +\infty)\). Moreover, there exists \( c_N \geq b_N > P(R_N) \) such that \( g_N = f_N \) on \([P(R_N), b_N]\) and \( g_N < f_N \) on \([c_N, +\infty)\).
Some comments on the results of Theorem of the Thesis [1]

- In the first assertion of Theorem of the Thesis [1] we prove that inequalities (1.8) and (1.9) provide a complete system of inequalities for the class $S^2$. Meanwhile, we show in the second assertion that this is no longer the case for convex sets for which inequalities (1.8) and the following new one:

$$\forall \Omega \in K^2, \quad h(\Omega) \geq \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|},$$

are shown to realise a complete system of inequalities. We note (as explained in Chapter 2 (see Section 2.3.1 and also in [50, Remark 32]) that inequality (1.24) was already known for Cheeger regular polygons (those whose all sides touch their Cheeger set), but as far as we know the result was not known for arbitrary planar convex sets (neither general convex polygons).

- We note that in the proof of the case of simply connected sets relies on the characterization of the diagram of convex sets given in the second assertion, but we chose to present the result in this order for a more coherent presentation.
• In the case of convex polygons, we prove and use an improved version of inequality (1.8) in the class $P_N$:

$$
\forall \Omega \in P_N, \quad h(\Omega) \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 + 4(\pi - N \tan \frac{\pi}{N})|\Omega|}}{2|\Omega|},
$$

which, in addition to (1.24), provide a complete system of inequalities for the class $P_N$ only when $N \geq 4$ is even. Indeed, when $N$ is odd, we prove that the curve

$$
\{(x, y) \mid x \geq P(R_N) \text{ and } y = \frac{x + \sqrt{x^2 + 4(\pi - N \tan \frac{\pi}{N})}}{2}\},
$$

which corresponds to inequality (1.25), does not match with the upper boundary of the diagram $D_N$.

• As it is explained in the sketches of proofs, the method used to treat the cases of convex sets (diagram $D_{3,2}^h$) and convex $N$-gons (diagrams $D_N$), when $N$ is even, tightly relies on the fact that we are able (in the present cases) to find explicit extremal domains (that corresponds to the points on the boundary). Unfortunately, when $N \geq 5$ is odd, the problem of finding the upper domains seems to be very challenging as we do not have uniqueness of the solutions and we do not dispose of an explicit formula of the Cheeger constant when the polygons are not Cheeger regular: we note that numerical simulations suggest that for higher values of $p_0$, solutions of problems

$$
\max \{h(\Omega) \mid \Omega \in P_N, \quad P(\Omega) = p_0 \text{ and } |\Omega| = 1\}
$$

are not Cheeger regular.

**Sketches of proofs and methods**

As stated in the comments above, the proof of the first assertion relies on the second one, we then begin by giving the elements of proof for the class of convex sets then we explain how to solve the case of simply connected sets, the case of convex polygons is developed in the last part.

**The second assertion: the case of convex sets**

We first give the sketch of proof of inequality (1.24), then we present the strategy used to give the description of $D_{3,2}^h$.

**Sketch of proof of inequality (1.24):**

The proof is done in three steps:

1. As mentioned in [50, Remark 32], in the case of Cheeger regular polygons (those whose all sides touch their Cheeger set), the inequality is a direct consequence of the explicit formula of the Cheeger constant given in [122] and the isoperimetric inequality on polygons (see [147] for example).

2. For general polygons, we prove that if a polygon $\Omega$ is not Cheeger regular, one can judiciously move its sides in such a way to obtain a Cheeger regular polygon $\bar{\Omega}$ satisfying

$$
h(\Omega) = h(\bar{\Omega}), \quad P(\bar{\Omega}) \geq P(\Omega) \quad \text{and} \quad |\Omega| \leq |\bar{\Omega}|.
$$

We then conclude as follows:

$$
h(\Omega) = h(\bar{\Omega}) \geq \frac{P(\bar{\Omega}) + \sqrt{4\pi |\bar{\Omega}|}}{2|\bar{\Omega}|} = \frac{P(\bar{\Omega})}{2|\bar{\Omega}|} + \frac{\pi}{\sqrt{|\bar{\Omega}|}} \geq \frac{P(\Omega)}{2|\Omega|} + \frac{\pi}{\sqrt{|\Omega|}} = \frac{P(\Omega) + \sqrt{4\pi |\Omega|}}{2|\Omega|}.
$$
3. Once proven for polygons, one easily extend inequality (1.24) to arbitrary convex sets by density of polygons in the class of convex sets and continuity of the involved functionals for Hausdorff distance.

Characterization of the diagram $\mathcal{D}_{K^2}^h$:

The proof is done in 3 steps schematized in Figure 1.8:

- **Step 1:** By inequalities (1.24) and $h(\Omega) \leq \frac{P(\Omega)}{|\Omega|}$, we have the following inclusion:

$$\mathcal{D}_{K^2}^h \subset \{(x, y) \mid x \geq P(B) \quad \text{and} \quad \frac{1}{2} x + \sqrt{\pi} \leq y \leq x\}.$$ 

- **Step 2:** We then prove that the half lines $\{(x, x) \mid x \geq P(B)\}$ and $\{(x, x/2 + \sqrt{\pi}) \mid x \geq P(B)\}$ are included in the diagram $\mathcal{D}_{K^2}^h$, as they respectively could be filled by continuous families of stadiums and tear shaped sets that are domains given by convex hulls of the ball $B$ and a point outside it which continuously moves away from it, see Figure 1.7.

- **Step 3:** The last step is to fill the diagram. We want to do as for the diagram of $(P, r, |·|)$ developed in Section 1.3.1 by introducing continuous paths (defined via Minkowski sums) that connect the upper boundary to the lower one. Unfortunately, in our case the paths are not given by straight lines and we do not have explicit description of them, but we do know that the domains in the extremities of those paths continuously vary, this allows to show a certain "uniform continuity" of the paths which permits to use the continuity of the index (winding number) of closed curves to show that we fill the whole zone located between the upper and lower boundaries.

**The first assertion: the case of simply connected sets**

We denote

$$\mathcal{D} := \{(P(B), P(B))\} \cup \{(x, y) \mid x \geq P(B) \quad \text{and} \quad P(B) < y \leq x\}.$$ 

We want to prove that $\mathcal{D}_{K^2}^h = \mathcal{D}$. By using inequalities (1.8) and (1.9) and the fact that $K^2 \subset S^2$, we have the following inclusions:

$$\mathcal{D}_{K^2}^h \subset \mathcal{D}_{S^2}^h \subset \mathcal{D}.$$ 

It remains to prove the inclusion $\mathcal{D} \setminus \mathcal{D}_{K^2}^h \subset \mathcal{D}_{S^2}^h$, which means to prove that for every $(x, y) \in \mathcal{D} \setminus \mathcal{D}_{K^2}^h$, we are able to find $\Omega \in S^2$ of unit area such that $x = P(\Omega)$ and $y = h(\Omega)$. This is done by considering a "tailed" version $L'$ (see Figure 1.9) of the tear shaped set $L$ of unit area that corresponds to the point $(2(y - \sqrt{\pi}), y)$ (which lays on the lower boundary of $\mathcal{D}_{K^2}^h$). Indeed, for such domains the Cheeger constant is constant while the perimeter continuously grows to infinity as the tail is elongated.
The third assertion: the case of convex polygons

The case \( N = 3 \) follows from the fact that if \( \Omega \) is a triangle, then:

\[
h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|}.
\]

From now on we take \( N \geq 4 \). We first give the sketch of proof of inequality (1.25) which improves inequality \( h(\Omega) \leq \frac{P(\Omega)}{4|\Omega|} \) for convex \( N \)-gons, then present the ideas of demonstrations of the stated results on the diagrams \( D_N \).
Sketch of proof of inequality (1.25):

The proof is done in two steps:

1. first, we recall (see Proposition 4) that if a polygon $\Omega$ is Cheeger regular, then its Cheeger constant is given by

$$h(\Omega) = \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|},$$

where $T(\Omega) := \sum_{i} \frac{1}{\tan \alpha_i}$ and $\alpha_i$ are the inner angles of the polygon $\Omega$.

It is natural to wonder about what happens if we drop the assumption of Cheeger regularity: we are able to prove that in this case one has only an inequality:

$$h(\Omega) \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|}, \quad (1.26)$$

with equality if and only if $\Omega$ is Cheeger regular. The proof is based on a nice idea consisting of using an estimate of the areas of the inner sets $\Omega_{-t} := \{x \in \Omega \mid d(x, \partial \Omega) > t\}$ to have an upper or lower bound of the Cheeger constant $h(\Omega)$ which is the inverse of the solution of the equation $|\Omega_{-t}| = \pi t^2$ on the interval $[0, r(\Omega))$.

2. Then we conclude by using the following inequality which holds for convex $N$-gons:

$$N \tan \frac{\pi}{N} \leq T(\Omega),$$

where equality occurs if and only if the polygon $\Omega$ has $N$ sides and its angles are equal.

When $N$ is even:

In this case, we are able to find continuous families of $N$-gons that fill the upper and lower boundaries of $D_N$ (respectively corresponding to the curves $\{x, f_N(x) \mid x \geq P(R_N)\}$ and $\{(x, x/2 + \sqrt{\pi}) \mid x \geq P(R_N)\}$). We then fill the diagram as for the case of convex sets by constructing continuous paths connecting the upper domains to the lower ones. We should note that one could no longer use Minkowski sums as they increase the number of sides, we construct the continuous paths by moving the vertices.

When $N$ is odd:

The techniques used to prove that the upper bound is given by the curve of a continuous and strictly increasing function are quite similar to those used in the study of the boundary of the diagram $D_{K^2}$, we then refer to Section 1.4.2 for more details and to Chapter 2 for the proofs.

1.4.2 Contributions of Chapter 2: Blaschke-Santaló diagram for volume, perimeter and first Dirichlet eigenvalue

As explained in Paragraph 1.3.1 we are interested in describing all possible inequalities relating the perimeter, the area and the first Dirichlet eigenvalue for the class of open subsets of $\mathbb{R}^n$, where $n \geq 2$, and the class of planar convex sets. This leads to the study of the following Blaschke-Santaló diagrams:

$$D_{\lambda_1}^\lambda := \{(P(\Omega), \lambda_1(\Omega)) \mid \Omega \in \mathcal{O}^n \text{ and } |\Omega| = 1\} \quad \text{and} \quad D_{\lambda_1}^h := \{(P(\Omega), h(\Omega)) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1\}$$

In Theorem of the Thesis 2 we give a complete description of the diagram for open sets in any dimension, and provide an advanced description in the case of planar convex sets.

Let us note that in the planar convex case, contrary to the triplet $(P, h, |\cdot|)$ treated in Chapter 2 we do not expect to give a complete description of the extremal domains (those laying on the boundary):
indeed, by numerical simulations we conjecture that the regular polygons are located on the lower boundary of the diagram. We show in Chapter 3 (see the discussion of the Conjecture 4 of Chapter 3) that the latter assertion is stronger (in the case of convex polygons) than a famous and open Conjecture due to Polya which states that the regular polygon minimizes the first Dirichlet eigenvalue between polygons with given measure and number of sides. Thus, the latter strategy of using the extremal domains to construct continuous paths that connect the upper and lower boundaries cannot be used. Fortunately, we managed to give a quite advanced description of the diagram and its boundary by only using few information on the involved functionals. We also note that the methods developed in this framework could be applied for other functionals and thus allow to give similar qualitative results for other diagrams (see Chapter 5).

**Theorem of the Thesis 2.** \((P, \lambda_1, |\cdot|)-\text{diagrams.}\)

1. Let \(O^n\) be the class of \(C^\infty\) open sets in \(\mathbb{R}^n\), with \(n \geq 2\), we have:

\[
D_{\lambda_1}^n = \left\{ (P(B), +\infty) \times (\lambda_1(B), +\infty) \right\} \cup \{(P(B), \lambda_1(B))\}
\]

where \(B\) is a ball of volume 1. This shows that in the case of \(C^\infty\) open sets, the only inequalities relating the three quantities \(P\), \(\lambda_1\) and \(|\cdot|\) are the isoperimetric \(\frac{P(\Omega)}{|\Omega|^\frac{1}{n}} \geq \frac{P(B)}{|B|^\frac{1}{n}}\) and Faber-Krahn’s \(|\Omega|^{\frac{n}{2}}\lambda_1(\Omega) \geq |B|^{\frac{n}{2}}\lambda_1(B)\) inequalities.

2. As for planar convex sets, we show that there exist two functions \(f : [x_0, +\infty) \to \mathbb{R}\) and \(g : [x_0, +\infty) \to \mathbb{R}\) (where \(x_0 := P(B)\)), such that

(a) the diagram \(D_{\lambda_1}^K\) is made of all points in \(\mathbb{R}^2\) lying between the graphs of \(f\) and \(g\), more precisely:

\[
D_{\lambda_1}^K = \left\{ (x, y) \in \mathbb{R}^2, x \geq x_0 \quad \text{and} \quad f(x) \leq y \leq g(x) \right\}, \tag{1.27}
\]

(b) functions \(f\) and \(g\) are continuous and strictly increasing, this, combined with the \(3.3\) imply that the diagram \(D_{\lambda_1}^K\) is horizontally and vertically convex.

(c) For every \(x > x_0\), let \(\Omega \in K^2\) such that \(|\Omega| = 1\) and \(\lambda_1(\Omega) = x\), then

- if \(P(\Omega) = g(x)\), then \(\Omega\) is \(C^{1,1}\),
- if \(P(\Omega) = f(x)\), then \(\Omega\) is a polygon.

(d) \(f'(x_0) = 0\) and \(\limsup_{x \to x_0} \frac{g(x) - g(x_0)}{x - x_0} \geq \frac{\lambda_1(B)}{\sqrt{\pi}} \left( \frac{\lambda_1(B)}{\pi} - 2 \right).

Figure 1.10: The diagram of open sets on the left and the diagram of convex sets on the right.
Sketches of proofs and methods

Let us now give the sketches of proofs of the two cases treated in Theorem of the Thesis[4]

1. It is easy to see that the diagram is included in the quadrant $[P(B), +\infty) \times [\lambda_1(B), +\infty)$ as it is a direct consequence of the isoperimetric and Faber-Krahn inequalities:

$$P(\Omega) \geq P(B) \quad \text{and} \quad \lambda_1(\Omega) \geq \lambda_1(B),$$

where $\Omega$ is a smooth subset of $\mathbb{R}^n$ with unit volume.

Now, we want to fill the quadrant, which means showing that for any $(x_0, y_0) \in (P(B), +\infty) \times (\lambda_1(B), +\infty)$, one is able to construct an open smooth set $\Omega$ of unit volume such that $P(\Omega) = x_0$ and $\lambda_1(\Omega) = y_0$. Heuristically, filling the upper part of the quadrant means to increase the eigenvalue of a set while controlling its perimeter, to do so we use perforated domains and classical results on homogenization (see [58]). As for the lower part of the diagram, the idea this time is to use sets given as union of a domain and a cylinder of high perimeter, by this process we keep the eigenvalue constant while increasing the perimeter.

2. The description of the diagram is done in 3 steps: first, we focus on the study of its boundary and prove that it is given by the union of the curves of two strictly increasing functions. Then, we show that the diagram contains no holes and thus exactly corresponds to the set of points located between the two curves. Finally, some information on the slopes near the vertex corresponding to the ball are given in addition to some asymptotics of the infinite branches of the boundary.

1) Study of the boundary of the diagram

We define the functions $f$ and $g$ as follows:

$$f : [P(B), +\infty) \rightarrow \mathbb{R}$$

$$p \quad \mapsto \quad \min \left\{ \lambda_1(\Omega), \Omega \in K^2, |\Omega| = 1 \quad \text{and} \quad P(\Omega) = p \right\},$$

$$g : [P(B), +\infty) \rightarrow \mathbb{R}$$

$$p \quad \mapsto \quad \max \left\{ \lambda_1(\Omega), \Omega \in K^2, |\Omega| = 1 \quad \text{and} \quad P(\Omega) = p \right\},$$

where $B$ is a ball of unit volume.

- Continuity of the functions $f$ and $g$:

Since $f$ and $g$ are defined as infimum and supremum, a natural strategy to prove their continuity is to show inequalities on their inferior and superior limits. To do so we had to prove a certain perturbation lemma for the perimeter of convex sets: we show that one can continuously deform a planar convex set so as to strictly increase or decrease (when different from the ball) its perimeter while preserving the area and the convexity. The lemma is stated as follows:

**Lemma 1. (Perturbation Lemma for the perimeter)**

We recall that $K^2_1 := \{ \Omega \in K^2 \mid |\Omega| = 1 \}$, we have:

1. The ball is the only local minimizer of the perimeter in the class $K^2_1$ for the Hausdorff distance.
2. There is no local maximizer of the perimeter in the class $K^2_1$ for the Hausdorff distance.

If decreasing the perimeter can be easily done by continuous Steiner symmetrization which preserves the volume and the convexity in any dimension, this is unfortunately not the case when trying to increase the perimeter where it seems difficult to preserve the convexity especially in higher dimensions: this is why the perturbation Lemma is only stated for planar sets as it relies on results of [132] which are up to our knowledge only known for the planar case.
• Monotonicity of the functions $f$ and $g$

As for the monotonicity of the functions, we argue by contradiction by assuming that the function $f$ (resp. $g$) is not strictly increasing, this yields in particular to the existence of a convex set of unit area denoted $\Omega_f$ (resp. $\Omega_g$) (different from the ball) that is a local minimizer (resp. maximizer) of $\lambda_1$ under area and convexity constraints, then we use the following perturbation lemma for the first Dirichlet eigenvalue $\lambda_1$ to find a contradiction, see Figure 1.11

**Lemma 2. (Perturbation Lemma for $\lambda_1$)**
We recall that $\mathcal{K}^2_1 := \{ \Omega \in \mathbb{K}^2 \mid |\Omega| = 1 \}$, we have:

1. The ball is the only local minimizer of $\lambda_1$ in the class $\mathcal{K}^2_1$ for the Hausdorff distance.
2. A $C^{1,1}$ convex domain cannot be a local maximizer of $\lambda_1$ in $\mathcal{K}^2_1$ for the Hausdorff distance.

As for the perimeter, decreasing $\lambda_1$ could be easily done by continuous Steiner symmetrization but increasing it under convexity and volume constraints is a rather challenging task: to do so we use an upcoming result of J. Lamboley and A. Novruzi [130] that states that in the planar case, a local maximizer of $\lambda_1$ under convexity and area constraints is a polygon and thus cannot be $C^{1,1}$, it will then remain to prove that there exists $\Omega_g$ which is $C^{1,1}$ and corresponds to a local maximum of the function $g$: this is done by remarking that one can choose to work with a domain $\Omega_g$ which is a solution of a certain minimization problem:

$$\min \{ P(\Omega) \mid \Omega \in \mathbb{K}^2, \ |\Omega| = 1 \text{ and } \lambda_1(\Omega) = \lambda^* \},$$

where $\lambda^* > \lambda_1(B)$, see Figure 1.11. We then want to apply the result of [134] Theorem 2.6 with the constraint $m : \Omega \rightarrow (|\Omega|, \lambda_1(\Omega))$, to do so one first to check that the first order shape derivatives of the constraints are linearly independent; we are then tempted to use the classical Serrin’s Theorem [160], but this is unfortunately not possible since we do not have any regularity as the sets are only assumed to be convex. We then extend Serrin’s result [160] to convex sets (in arbitrary dimensions):

**Lemma 3.** Let $\Omega$ be an open and bounded convex set in $\mathbb{R}^n$ ($n \geq 2$), and $u$ a first eigenfunction of the Dirichlet-Laplacian in $\Omega$. We also assume that there exists constant $c \geq 0$ such that

$$|\nabla u| = c \quad \text{on } \partial \Omega.$$

Then $\Omega$ is a ball and $c > 0$.

This result is interesting for itself and is obtained by adapting the regularity theory of free boundaries problems by taking advantage of the convexity of $\Omega$.

2) The diagram contains no holes

Once we proved that the diagram is contained between the curves of two continuous functions (which are also included in the diagram), it remains to prove that we can fill all the points between the latter curves. As explained in Chapter 3 the explicit description of the extremal sets seems to be difficult and challenging (we refer to the discussion of Conjecture 4 of Chapter 3), thus we cannot use similar strategy as for the diagram $(P, h, | \cdot |)$, this is why we propose an approach based only on the construction of relevant continuous paths included in the diagram via Minkowski sums, the perturbation results of the perimeter of convex sets and Blaschke’s selection Theorem [164] Theorem 1.8.6.

The proof is done by contradiction: by assuming that there exists a point $A(x_A, y_A) \in \{(x, y) \mid x > P(B) \text{ and } f(x) < y < g(x)\}$ which is not included in the diagram. The idea of is to study the "position" of the curves (obtained by Minkowski sums) relating domains (of unit area) having the same perimeter $p \in [P(B), +\infty)$: when $p$ is close to $x_A$ we are able to prove that there exist curves which are located "on the left of $A$" (the notion of being on the left or the right of the point $A$ is rigorously defined in Chapter 3 via the index, also called winding number, of a closed
curve around a point), meanwhile for sufficiently higher values of \( p \) we show that all the curves are this time "on the right of \( A \"n. We then introduce the value \( p_0 \) such that:

(a) for every \( p < p_0 \), there exists a couple convex sets of unit area and of perimeter \( p \) who are related by a continuous path which is located "on the left of \( A \"n.

(b) For every \( p > p_0 \), all couples of convex sets of unit area and perimeter \( p \) are related by continuous paths which are located "on the right of \( A \"n.

We then analyse two case: if \( p_0 \) corresponds to the case (a) or to the case (b). By using continuity properties of the index, the perturbation Lemma for the perimeter of planar convex sets and the Blaschke selection Theorem (see \[164\]), we are able to prove that both cases are impossible, which provides the desired contradiction.

3) Study of the slopes of the boundary at the vertex corresponding to the ball

Since the ball is a critical point for the perimeter and Dirichlet eigenvalue under volume constraint, the study of the slopes of the diagram near the vertex \((P(B), \lambda_1(B))\) involves second order shape derivatives. In Section 3.3.3 we study (for arbitrary dimensions) some stability results and quantitative (Faber-Krahn and isoperimetric) inequalities that are then applied to develop a better understanding of the asymptotics of the boundary of the diagram in the neighborhood of the vertex \((P(B), \lambda_1(B))\).

If the theoretical study (done in arbitrary dimensions) of Section 3.3.3 (see also \[145, 64\]) supports that the upper boundary (the curve of \( g \)) admits an oblique tangent at \((P(B), \lambda_1(B))\) which is equivalent to the existence of a constant \( b_n \) (depending only on the dimension \( n \) and for which we are able to give a lower estimate, see Corollary \[9\]) such that

\[
g(x) - g(x_0) \sim_{x \to x_0} b_n \times (x - x_0),
\]
where we recall that $x_0 := P(B)$ where $B \subset \mathbb{R}^n$ is a ball of unit volume, the behaviour of the lower boundary (the curve of $f$) is much interesting to study as it is tightly related to new quantitative Faber-Krahn’s inequalities. Our theoretical study supports the following conjecture:

**Conjecture 1.** There exist $c_n, h_n > 0$ depending only on the dimension $n$ such that for every $\forall \Omega \in K^n$ close to $B$ in the sense that $d^H(\Omega, B) \leq h_n$, we have:

$$|\Omega|^{2/n} \lambda_1(\Omega) - |B|^{2/n} \lambda_1(B) \geq c_n \left( \frac{P(\Omega)}{|\Omega|^{1-\frac{2}{n}}} - \frac{P(B)}{|B|^{1-\frac{2}{n}}} \right)^{\frac{3}{2}}. \quad (1.28)$$

Let us give some comments:

- The exponent $3/2$ may seem unexpected in first sight as it mainly appears because of the convexity assumption. Indeed, inequalities of the type:

$$|\Omega|^{2/n} \lambda_1(\Omega) - |B|^{2/n} \lambda_1(B) \geq c_n \left( \frac{P(\Omega)}{|\Omega|^{1-\frac{2}{n}}} - \frac{P(B)}{|B|^{1-\frac{2}{n}}} \right)^{\alpha},$$

where $\alpha$ is a positive constant, fails for general open sets.

- Conjecture [14] is tightly related to the asymptotic study of the lower boundary (that corresponds to the curve of the function $f$) in the neighborhood of the vertex $(P(B), \lambda_1(B)) = (x_0, \lambda_1(B))$ as it implies the following result:

$$\forall x \in [x_0, x_0 + h], \quad f(x) - f(x_0) \geq c_n (x - x_0)^{\frac{3}{2}}.$$

- Theoretical and numerical evidences support the fact the exponent $3/2$ is optimal. We note that it is retrieved in the planar case by two different ways (by studying exponents $\alpha$ such that the ball $B$ is a local minimizer for the functional $\lambda_1 - (P - P(B))^{\alpha}$, see Theorem 14 and by studying the regular polygons which numerically seem to be on the lower boundary, see Proposition 8).

- We should finally note that one could use the quantitative inequalities of [102] to obtain quite similar estimates as (1.28) but with non-optimal exponents (larger than the expected $3/2$).

### 1.4.3 Contributions of Chapter 4: On the Cheeger inequality for convex sets

**Main results**

Now that we introduced the Cheeger inequality and E. Parini’s results for the case of convex planar sets, let us describe the contributions of the present thesis and give some comments on the proofs. As one sees in Questions [17] there are two directions we want to explore: the first one is to improve the lower bound $\frac{\pi^2}{16} \approx 0.616...$ (which we recall to be significantly lower than the conjectured one given by $\frac{2\pi^2}{(2+\sqrt{3})^2} \approx 1.383...$), the second one is to generalize and develop a better understanding of the problem in higher dimensions.

In the following Theorem, we improve the lower bound $\frac{\pi^2}{16}$:

**Theorem of the Thesis 3.** We have:

$$\forall \Omega \in K^2, \quad J_2(\Omega) := \frac{\lambda_1(\Omega)}{h(\Omega)^2} \geq \left( \frac{\pi j_{01}}{2j_{01} + \pi} \right)^2 \approx 0.902...$$

where $j_{01}$ denotes the first zero of the first Bessel function.
The proof uses a new sharp upper bound of the Cheeger constant via the inradius and the area in the case of planar convex sets which was found while working on the Blaschke-Santaló diagram relating the latter quantities. The results are stated as follows:

**Theorem of the Thesis 4.** We have:

\[ \forall \Omega \in \mathcal{K}^2, \quad \frac{1}{r(\Omega)} + \frac{\pi r(\Omega)}{|\Omega|} \leq h(\Omega) \leq \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}}, \tag{1.29} \]

where \( r(\Omega) \) denotes the inradius of \( \Omega \). These inequalities are sharp as equalities are obtained for stadiums in the lower estimate and for domains that are homothetical to their form bodies in the upper one.

Moreover, we have the following explicit description of the Blaschke-Santaló diagram:

\[ \left\{ \left( \frac{1}{r(\Omega)}, h(\Omega) \right) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1 \right\} = \left\{ (x, y) \mid x \geq \frac{1}{r(B)} = \sqrt{\pi} \text{ and } x + \frac{\pi}{x} \leq y \leq x + \sqrt{\pi} \right\}, \]

where \( B \subset \mathbb{R}^2 \) is a ball of unit area.

![Figure 1.12: The diagram of the triplet \((r, h, |\cdot|)\).](image)

At last, we provide an existence theorem of optimal shape that minimizes the functional \( J_n : \Omega \mapsto \frac{\lambda_1(\Omega)}{h(\Omega)^2} \) in the class \( \mathcal{K}^n \) of convex shapes.
Theorem of the Thesis 5. Let us define the real sequence \((\beta_n)_n\) as follows:

\[
\forall n \in \mathbb{N}^*, \quad \beta_n := \inf_{\Omega \in \mathcal{K}} J_n(\Omega),
\]

where \(J_n : \Omega \in \mathcal{K}^n \mapsto \frac{\lambda_1(\Omega)}{h(\Omega)^2}\). We have:

1. \((\beta_n)_n\) is a decreasing sequence.
2. \(\lim_{n \to +\infty} \beta_n = \frac{1}{4}\).
3. For \(n \geq 2\), if the strict inequality \(\beta_n < \beta_{n-1}\) holds, we have the following existence result:

\[
\exists \Omega^*_n \in \mathcal{K}^n, \quad J_n(\Omega^*_n) = \inf_{\Omega \in \mathcal{K}^n} J_n(\Omega).
\]

Some comments on the results of Theorems of the Thesis 3, 4 & 5

Before presenting the sketches of proofs, let us give some relevant comments on the latter results:

- In Theorem of the Thesis 3, we obtain an improved lower bound of the functional \(J_2 : \Omega \mapsto \frac{\lambda_1(\Omega)}{h(\Omega)^2}\) for planar convex sets, we note that this result is improved for special classes of convex sets namely triangles, rhombi and stadiums, see Proposition 9.

- In Theorem of the Thesis 4, the choice of working with \(\frac{1}{r}\) instead of the inradius is purely esthetical: indeed, in this setting the upper boundary of the corresponding Blaschke-Santaló diagram is given by the curves of the linear function \(x \mapsto x + \sqrt{\pi}\), meanwhile, the lower boundary is given by the curve of a continuous and strictly increasing function. This, in our humble opinion, makes the diagram more easy to read.

- It is interesting to note that by combining the upper bound of inequality (1.29) with the reverse Cheeger inequality [152],

\[
\forall \Omega \in \mathcal{K}^2, \quad J_2(\Omega) = \frac{\lambda_1(\Omega)}{h(\Omega)^2} < \frac{\pi^2}{4},
\]

we obtain a new sharp upper bound of the first Dirichlet eigenvalue of planar convex set \(\Omega\):

\[
\Omega \in \mathcal{K}^2, \quad \lambda_1(\Omega) \leq \frac{\pi^2}{4} \left( \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \right)^2,
\]

where equality asymptotically holds for any family of thin collapsing domains, see Proposition 10 of Chapter 4. This inequality, is often better than the one obtained by using the inclusion \(B_{r(\Omega)} \subset \Omega\) (where \(B_{r(\Omega)}\) is a ball of radius \(r(\Omega)\) included in \(\Omega\)) and the monotonicity of \(\lambda_1\):

\[
\lambda_1(\Omega) \leq \lambda_1(B_{r(\Omega)}) = \frac{j_{01}^2}{r(\Omega)^2},
\]

where equality holds when \(\Omega\) is a ball.

- The convergence result \(\lim_{n \to +\infty} \beta_n = \frac{1}{4}\) of Theorem of the Thesis 5 shows that the constant \(\frac{1}{4}\) given in the original Cheeger inequality [55] is optimal in the sense that there exists no constant \(C > \frac{1}{4}\) such that:

\[
\forall n \geq 1, \forall \Omega \in \mathcal{K}^n, \quad \frac{\lambda_1(\Omega)}{h(\Omega)^2} \geq C.
\]
• We believe that the assertion $\beta_n < \beta_{n-1}$ is true for any $n \geq 2$. This conjecture is motivated by the discussion of Section 4.4.2.

In particular:

- when $n = 2$, we have:
  $$\beta_2 < \frac{\pi^2}{4} = \beta_1,$$
  thus we retrieve Parini’s result of existence in the class of planar sets without using the explicit formulae of Cheeger constants of planar convex sets.

- When $n = 3$, it is interesting to note that if one manages to improve the lower bound of $J_2$ up to a certain value, this will imply the existence of the optimal shape in dimension 3. Indeed, by using the explicit value of the Cheeger constant of the tube $T = (0,1) \times D$ recently obtained in [29] (where $D \subset \mathbb{R}^2$ is disk of unit radius), we have:
  $$\beta_3 = \inf_{\Omega \in \mathcal{K}^3} J_3(\Omega) \leq J_3(T) = \frac{\lambda_1(T)}{h(T)^2} = \frac{\lambda_1(D) + \frac{\pi^2}{16}}{h(T)^2} < 1.043.$$

Thus, if one manages to show the following estimate:

$$\forall \Omega \in \mathcal{K}^2, \quad J_2(\Omega) \geq 1.043,$$

which is weaker than Parini’s conjecture [152] (that states that the square minimizes $J_2$ among planar convex sets), he will be able to prove that $\beta_2 > 1.043 > \beta_3$ and thus apply the latter Theorem to prove the existence of an optimal shape in dimension 3.

Unfortunately, even if the result of Theorem of the Thesis 3 provides a significant improvement of the lower bound $\frac{\pi^2}{16}$ of $J_2$ (given in [152]), it is still not sufficient to prove the assertion $\beta_3 < \beta_2$.

Sketches of proofs and methods

Since Theorem of the Thesis 3 is a consequence of the upper bound of (1.29), we first discuss the ideas of proof of Theorem of the Thesis 4.

Theorem of the Thesis 4: study of the $(r,h,|\cdot|)$-diagram

Let us first give the sketches of proofs of inequalities (1.29):

• The lower estimate is a consequence of two arguments: the first is the classical Bonnesen’s inequality:
  $$\forall \Omega \in \mathcal{K}^2, \quad P(\Omega) \geq \pi r(\Omega) + \frac{|\Omega|}{r(\Omega)},$$
  where equality occurs if $\Omega$ is a stadium, and the second is to remark that the set $\Omega$ and its Cheeger set have the same inradius.

• The upper estimate is more tricky as its demonstration is inspired from an idea of proof of inequality (1.26): since the Cheeger constant of a planar convex set $\Omega$ is given by the inverse of the solution of the equation
  $$|\Omega - t| = \pi t^2, \quad \text{for } t \in \left[0, r(\Omega)\right),$$
  where $\Omega - t := \{x \in \Omega \mid d(x, \partial \Omega) > t\}$ (called an inner set of $\Omega$), if one can bound the area of the inner sets by a function $g : t \in \left[0, r(\Omega)\right) \mapsto g(t)$, this will provide an estimation of the Cheeger constant $h(\Omega)$ via the first solution of the equation $g(t) = \pi t^2$ on the interval $[0, r(\Omega))$. 
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In the present case we use a classical inequality found in [142, Theorem 2]:

$$\forall t \in (0, r(\Omega)), \quad |\Omega - \Omega| \geq |\Omega| \left(1 - \frac{t}{r(\Omega)}\right)^2,$$

where equality holds if and only if $\Omega$ is homothetical to its form body\(^1\).

The latter inequalities define the upper and lower boundaries and we are able (as it is the case for the diagram $(P, h, |\cdot|)$) to explicit two families of convex sets which are continuous for Hausdorff distance and that respectively fill the upper and lower boundaries of the diagram (stadiums for the lower boundary and symmetrical two cups for the upper one). Thus, by reproducing the same steps as in Chapter 2 (Section 1.4.1) we can fill all the region between these curves.

**Theorem of the Thesis 3**: improving the Cheeger inequality for planar convex sets

This Theorem is a consequence of the upper bound given in (1.29), Faber-Krahn’s inequality [78, 126] $|\Omega|/\lambda_1(\Omega) \geq |B|/\lambda_1(B)$ (where $B \subset \mathbb{R}^2$ is a ball) and Hersch’s inequality [115] $\lambda_1(\Omega) \geq \pi^2/4r(\Omega)^2$.

**Theorem of the Thesis 5**: on the existence of a minimizer in higher dimensions

Let us discuss the proofs of the 3 assertion of Theorem of the Thesis 5.

1. Let $n \geq 2$. In order to prove inequality $\beta_{n-1} \geq \beta_n$, we studied the Cheeger constant of cylinders of the form $\omega \times (0, d)$ when $d$ tends to infinity, where $\Omega \in \mathcal{K}^{n-1}$. We are able to prove that:

$$\lim_{d \to +\infty} J_n(\omega \times (0, d)) = J_{n-1}(\omega),$$

and finally conclude as follows:

$$\beta_n = \inf_{\Omega \subset \mathcal{K}^n} J_n(\Omega) \leq \inf_{\omega \subset \mathcal{K}^{n-1}} \{ J_n(\omega \times (0, d)) \mid \omega \in \mathcal{K}^{n-1} \text{ and } d > 0 \} \leq \inf_{\omega \subset \mathcal{K}^{n-1}} J_{n-1}(\omega) = \beta_{n-1}.$$

2. To compute the limit of $(\beta_n)$, we use the explicit known values of the Cheeger constant and Dirichlet eigenvalue of balls $B \subset \mathbb{R}^n$. We write:

$$\frac{1}{4} \leq \beta_n \leq J_n(B_n) = \frac{\lambda_1(B_n)}{h(B_n)^2} \xrightarrow{n \to +\infty} \frac{1}{4}.$$

3. Let us finally give the idea of proof of the existence result. Let $n \geq 2$, we assume that $\beta_n < \beta_{n-1}$. We prove that if $(\Omega_k)$ is a minimizing sequence such that $|\Omega_k| = 1$ for every $k \in \mathbb{N}$, then the sequence $(d(\Omega_k))$ of diameters is bounded. Indeed, if it was not the case (that is to say that $d(\Omega_k) \xrightarrow{k \to +\infty} +\infty$ up to a subsequence), we prove that:

$$\liminf_{k \to +\infty} J_n(\Omega_k) \geq \beta_{n-1} > \beta_n,$$

by the hypothesis of the Theorem.

We note that the proof of inequality $\liminf_{k \to +\infty} J_n(\Omega_k) \geq \beta_{n-1}$ follows from the use of relevant test sets in the variational characterization of the Cheeger constant (which provides a bound from above of the Cheeger constant) and a lower bound (found in the proof of [41, Lemma 6.11]) of $\lambda_1$ via the eigenvalue of $(n-1)$ dimensional sections.

\(^1\)We refer to [136, Section 1.1] for the definition of form bodies and to [164] for more details.
1.4.4 Contributions of Chapter 5: Numerical study of convexity constraint and application to Blaschke-Santaló diagrams

In this section, we give a brief description of the methods used and the main results of Chapter 5.

Parametrizing the convexity constraint

One originality of the numerical study of the present thesis is that we do not limit ourselves to numerically find optimal shapes but present and discuss different (classical and original) parametrizations that allow to handle the convexity constraint. As expected, the efficiency of a method mainly depends on the regularity of the optimal shape. The results presented in Chapter 5 correspond to a work in progress: in a first time, we only perform qualitative comparison between the different methods, in the upcoming work [89] we will present a deeper analysis.

We briefly list and comment the 4 methods used in this thesis, for more details and definitions we refer to Chapter 5.

• Method 1: Approximating the support function by Fourier series

This method is quite classical now. It was up to our knowledge used for the first time in [20] for purely geometrical functionals in the planar case and then successfully used by other authors for other problems (in dimension 3 and also for problems involving spectral quantities), see [20, 33, 15]. This method often allows to obtain good approximations of the optimal shapes (especially when it contains no flat parts because those ones correspond to Dirac measures in the radius of curvature which corresponds to sum of the support function and its second order derivative), allows to handle the convexity and diameter constraints quite easily (they are parametrized as linear constraints), but is not very adapted when the expected shape is polygonal.

• Method 2: Approximating the gauge function by Fourier series

This method is quite similar to the last one, as the convexity constraint is handled in a similar way (linear constraints), it was already stated in [20, Remark 6.], but we did not find a work where it has been used. The advantage compared to the previous one is that it can easily detect flat parts (as they correspond this time to a null curvature, which is proportional to the sum of the gauge function and its second order derivative). As for disadvantages, this method is not suitable when the expected optimal shape has corners (as they correspond to Dirac measures in the curvature), which is of course the case for polygons and other relevant shapes as Reuleaux triangles. At last, this setting is not quite adapted to handle the the diameter constraint.

• Method 3: Using the radial function

This method consists on assuming that the set contains the origin and using a polygonal approximation of its boundary, we then show that the convexity constraint can be parametrized in an elegant way (by means of quadratic inequalities): up to our knowledge this method is original. In addition to the easy formulation of the convexity constraint, this method allows to handle the diameter constraints and provides quite satisfying results (even when the optimal shapes are polygonal). Nevertheless, it is less suitable than the latter methods when the optimal shape is smooth: which is expected as here the sets are approached by polygons in contrary to before where the support and gauge functions are approached by truncated ones corresponding to smooth shapes. It may also be more time consuming.

• Method 4: Optimizing the coordinates of the vertices

Here, the convexity constraint is equivalent to the condition that all the inner angles should be less than $\pi$, this also leads to quadratic inequalities on the coordinates of the vertices. This last method is quite efficient when the optimal shapes are polygons (with a reasonable number of sides), unfortunately, it fails when we consider a large number of vertices as the sides quickly overlap as soon as the process of optimization is launched.
Application to Blaschke-Santaló diagrams

The complete description of Blaschke-Santaló diagrams seems in general to be very challenging (if not to say impossible), especially when they involve spectral quantities. It is then natural to use numerical simulations in order to have an approximation of these diagrams and conjecture some of their properties and new inequalities.

One first idea is to randomly generate a large number of convex sets for which we compute the values of the functionals and then plot the obtained points. This was for example done in [11, 13] where the authors randomly generate polygons of at most 8 sides. In the present thesis we use an algorithm based on a work of P. Valtr [171] in order to generate convex polygons with large number of sides (we use polygons of at most 30 sides), we refer to [162] for a nice description and implementation of the latter algorithm. Although, considering polygons with large number of sides provides a slight improved versions of the diagrams, it is still not satisfying as it is quite difficult to describe the boundary (especially when the optimal sets are expected to be smooth).

The main novelty of the present thesis is that we combine the theoretical results of simple connectedness (more precisely vertical convexity) of the diagrams (see Theorem 23) with the numerical description of the boundary of the diagram, which is done by (numerically) solving some shape optimization problems under convexity constraint (similar to (1.4)) to provide a quite satisfying description of the diagrams and thus to state some interesting conjectures.

In this thesis, a special attention is given to the investigation of the relations between the first Dirichlet eigenvalue $\lambda_1$ (spectral functional), the perimeter $P$, the area $|\cdot|$ and the diameter $d$ (geometrical functionals) of planar convex sets. This gives us 4 diagrams to study: $(P, \lambda_1, |\cdot|)$, $(d, \lambda_1, |\cdot|)$, $(P, \lambda_1, d)$ and the purely geometrical $(P, d, |\cdot|)$-diagram. We also briefly discuss other diagrams involving other relevant functionals as the Cheeger constant and the inradius (for which we propose a quite efficient method of computation based on Matlab’s toolbox ”Clipper”).

An example: $(P, \lambda_1, |\cdot|)$-Diagram

For a better understanding let us develop the example of triplet $(P, \lambda_1, |\cdot|)$ studied in Chapter 3: to describe the boundaries of the corresponding diagram we (numerically) solve the following problems:

$$\min / \max \{ \lambda_1(\Omega) \mid \Omega \in \mathcal{K}^2 \; P(\Omega) = p_0 \; \text{and} \; |\Omega| = 1 \},$$

where $p_0 \geq P(B) = 2\sqrt{\pi}$. As shown in Theorem of the Thesis 2 the upper domains (solutions of the maximization problem) are smooth ($C^{1,1}$), meanwhile the lower ones are singular (polygons). This is why we had to use different approaches for each case (methods 1, 2 and 3 give satisfying results for the upper domains, while one we use method 4 for the lower), see Chapter 5 for more details.

In Figure 1.13 we give the optimal shapes obtained for different values of $p_0$ and in Figure 1.14 we plot the improved description of the diagram obtained by filling all the region between the curves of the upper and lower boundaries and compare it to the one obtained by random generation of polygons.
\[ p_0 = P(B) = 2\sqrt{\pi} \quad p_0 = 3.8 \quad p_0 = 4 \quad p_0 = 4.2 \]

<table>
<thead>
<tr>
<th>Problem</th>
<th>[ p_0 = P(B) = 2\sqrt{\pi} ]</th>
<th>[ p_0 = 3.8 ]</th>
<th>[ p_0 = 4 ]</th>
<th>[ p_0 = 4.2 ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper boundary</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>Lower boundary</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 1.13: Numerically obtained optimal shapes corresponding to different values of \( p_0 \).

Figure 1.14: Improved \((P, \lambda_1, |\cdot|)\)-diagram.

1.4.5 Contributions of Chapter 5:

Main results

In Chapter 6, we are interested in finding the optimal placement of a spherical obstacle in a given ball in order to optimize a certain quantity. In this thesis, we consider the first Steklov eigenvalue of the Laplacian introduced and defined in Section 1.3.4. We prove that the optimal situation (that maximizes the eigenvalue) is when the balls are concentric. In [172], the authors consider a mixed
Steklov-Dirichlet eigenvalue problem. They prove that the first non-trivial eigenvalue is maximal when the balls are concentric in dimensions larger or equal than 3 (see [172, Theorem 1]) and note that the planar case remains open (cf. Remark 2). We show that the ideas developed for the latter case provide an alternative and simpler proof of Theorem 1 [172]. Then, we extend this result to the planar case, see Theorem 22 of Chapter 6.

Our main result in the pure Steklov setting is stated as follows:

**Theorem of the Thesis 6.** Among all doubly connected domains of \( \mathbb{R}^n \) (\( n \geq 2 \)) of the form \( B_1 \setminus B_2 \), where \( B_1 \) and \( B_2 \) are open balls of fixed radii such that \( B_2 \subset B_1 \). The first non-trivial Steklov eigenvalue achieves its maximal value uniquely when the balls are concentric.

**Sketches of proofs and methods**

One classical method in spectral geometry when trying to prove an upper estimate of a quantity defined via a Rayleigh quotient (as it is the case for Laplace eigenvalues) is to use suitable test functions. Let us enlighten this idea by developing the example of the pure Steklov boundary conditions: we recall that the first non trivial Steklov eigenvalue of a Lipschitz set \( \Omega \) is given by

\[
\sigma_1(\Omega) = \inf \left\{ \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\partial \Omega} u^2 \, d\sigma} \mid u \in H^1(\Omega) \setminus \{0\} \text{ such that } \int_{\partial \Omega} u \, d\sigma = 0 \right\},
\]

thus, for every function \( u \in H^1(\Omega) \setminus \{0\} \) satisfying \( \int_{\partial \Omega} u \, d\sigma = 0 \), we have the following inequality

\[
\sigma_1(\Omega) \leq \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\partial \Omega} u^2 \, d\sigma}.
\]

Any upper bound of the quotient \( \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\partial \Omega} u^2 \, d\sigma} \) will give an estimate from above of the eigenvalue \( \sigma_1(\Omega) \).

Of course, the choice of a suitable test function is not an easy task. In both cases of Theorem of the Thesis 6, we chose the eigenfunctions corresponding to the spherical shell (for which the external and internal balls are concentric) as test functions.

We take \( \Omega \) a doubly connected domain of \( \mathbb{R}^n \) (where \( n \geq 2 \)) of the form \( B_1 \setminus B_2 \), where \( B_1 \) and \( B_2 \) are open balls of fixed radii such that \( B_2 \subset B_1 \) and denote \( \Omega_0 := \overline{B_2} \subset B_1 \) the spherical shell such that \( B_2' \) is the ball with same radius as \( B_2 \) and same center as \( B_1 \). We denote by \( f \) an eigenfunction corresponding to \( \sigma_1(\Omega_0) \): the first Steklov eigenvalue of concentric spherical shells and the corresponding eigenfunctions are computed in Theorem 6.6. We remark by symmetry arguments that

\[
\int_{\partial \Omega} f^2 \, d\sigma = 0,
\]

thus \( f \) can be used as a test function in the Rayleigh quotient corresponding to the eigenvalue \( \sigma_1(\Omega) \):

\[
\sigma_1(\Omega) \leq \frac{\int_{\Omega} |\nabla f|^2 \, dx}{\int_{\partial \Omega} f^2 \, d\sigma}.
\]

Since \( \sigma_1(\Omega_0) = \frac{\int_{\Omega_0} |\nabla f|^2 \, dx}{\int_{\partial \Omega_0} f^2 \, d\sigma} \), the problem would be solved if one manages to prove that

\[
\frac{\int_{\Omega} |\nabla f|^2 \, dx}{\int_{\partial \Omega} f^2 \, d\sigma} \leq \frac{\int_{\Omega_0} |\nabla f|^2 \, dx}{\int_{\partial \Omega_0} f^2 \, d\sigma}.
\]

Surprisingly, in both considered cases, the numerator and denominator both behave in the ad hoc way, in the sense that one could prove the following inequalities:

\[
\int_{\Omega} |\nabla f|^2 \, dx \leq \int_{\Omega_0} |\nabla f|^2 \, dx \quad \text{and} \quad \int_{\partial \Omega} f^2 \, d\sigma \geq \int_{\partial \Omega_0} f^2 \, d\sigma.
\]

(1.30)
At last, it is interesting to note that the constant term is treated with an elegant way that allows to avoid complicated computations: the idea is to interpret it as a geometrical quantity (perimeter or volume of a translated ball in our case) and use its invariance by translations, see the proofs of Lemmas \(9\) and \(10\).

## 1.5 Open problems & research projects

We finally present possible research projects.

### 1.5.1 On Blaschke-Santaó diagrams

An interesting diagram

In the present thesis we present theoretical and numerical studies of some relevant diagrams. We note that there are still other diagrams that are very interesting and worth to explore. Let us develop an example.

In Chapter 5, we numerically study diagrams involving the first Dirichlet eigenvalue and other geometric functionals, we numerically find the extremal domains which are in some cases quite simple to describe (like symmetrical lens, symmetrical 2-cap bodies and symmetrical slices). Unfortunately, theoretical demonstrations of these observations seem to be very challenging. Nevertheless, there is one interesting take away idea that we would like to highlight:

"If you do not manage to prove a conjecture involving the first Dirichlet eigenvalue, then try first to prove it for the Cheeger constant."

Indeed, the Cheeger constant corresponds to the first eigenvalue of the 1-Laplace operator, see \(\ref{121}\) for more details. It is then quite natural to expect some similar behaviours with \(\lambda_1\). The advantage of working with the Cheeger constant is that in addition to being a bit easier to handle (as it involves the perimeter and the volume), there are various works that provide a better understanding of this constant, the most complete one is the classical paper \(\ref{122}\) of T. Lachand Robert and B. Kawohl that provides a characterization of the Cheeger constant of planar convex sets. In this spirit, we cite the work \(\ref{50}\) of D. Bucur and I. Fragala who proved that among polygons with the same number of sides and same area, the Cheeger constant is minimized by the regular one. This result is a variant of a classical and very difficult conjecture stated in the sixties by G. Polya for the first Dirichlet eigenvalue.

Let us now give an example of a relevant diagram for which an explicit description is expected. It is the diagram relating the Cheeger constant, the diameter and the area of planar convex sets: more precisely, we are interested studying the following set of points:

\[
D := \{(d(\Omega), h(\Omega)) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1\}.
\]

By combining the inequality

\[
\forall \Omega \in \mathcal{K}^2, \quad h(\Omega) \leq \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}},
\]

which is an equality for shapes that are homothetic to their form bodies\(^2\) (this result is stated in Theorem of the thesis \(\ref{4}\) and proved in the first section of Chapter \(\ref{4}\) and results on the diagram \((|\cdot|, d, r)\) obtained in \(\ref{110}\) (see also \(\ref{71}\)), we are able to explicitly describe the lower boundary. Indeed, we have the following proposition:

**Proposition 1.** Let \(d_0 \geq d(B) = \frac{2}{\sqrt{\pi}}\). The solution of the problem

\[
\min\{h(\Omega) \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in \mathcal{K}^2\}
\]

is given by the symmetrical 2-cap body of unit area and diameter \(d_0\).

\(^2\)We refer to \(\ref{136}\) Section 1.1 for the definition of form bodies and to \(\ref{164}\) for more details.
Proof. Let \( d_0 \geq d(B) = \frac{2}{\sqrt{\pi}} \). We denote \( C_{1,d_0} \) the symmetrical 2-cap body of unit area and diameter \( d_0 \). We have:

\[
\min \{ h(\Omega) \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \} \leq \min \left\{ \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \right\}
\]

\[
= \min \left\{ \frac{1}{r(\Omega)} \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \right\} + \sqrt{\pi}
\]

\[
= \frac{1}{r(C_{1,d_0})} + \sqrt{\frac{\pi}{|C_{1,d_0}|}} \quad \text{(by the results of [110])}
\]

\[
= h(C_{1,d_0}) \quad \text{(because } C_{1,d_0} \text{ is homothetic to its form body)}
\]

\[
\leq \min \{ h(\Omega) \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \}.
\]

Thus we have the equality

\[
\min \{ h(\Omega) \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \} = h(C_{1,d_0}).
\]

In Figure 1.16, we provide a numerical approximation of the diagram \( \mathcal{D} \) by generating \( 10^5 \) random convex polygon. We also plot the curves corresponding to the lower domains given by symmetrical 2-cap bodies and the expected upper domains, which are given by symmetrical slices and smoothed nonagons (introduced for the first time in [71]), see Figure 1.15.

Figure 1.15: From left to right: a symmetrical 2-cap body, a smoothed nonagon and a symmetrical slice.

Numerical simulations support the following conjecture:

**Conjecture 2.** Let \( d \geq d(B) = \frac{2}{\sqrt{\pi}} \) and \( d^* = \frac{2}{3\sqrt{\pi}} \) be the diameter of the regular triangle of unit area, we have:

- if \( d_0 \in (d(B),d^*) \), the problem

  \[
  \max \{ h(\Omega) \mid |\Omega| = 1, \ d(\Omega) = d_0 \text{ and } \Omega \in K^2 \}
  \]

  is solved by a smoothed nonagon.

- If \( d_0 \geq d^* \), the problem is solved by the symmetrical slice.
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Generalizing the approach used for the study of the \((P, \lambda_1, |\cdot|)\)-diagram

It is interesting to note that the methods developed for the qualitative study of the \((P, \lambda_1, |\cdot|)\)-diagram seem to apply for other functionals. It is then natural to seek for a general theorem such that once some conditions are satisfied by 3 given functionals \(J_1, J_2\), and \(J_3\), one is able to give qualitative properties on the diagram such as the continuity and monotonicity of the upper and lower curves and the non-existence of holes.

What about other classes of sets?

In this thesis, we mainly focus on Blaschke-Santaló diagrams of convex sets. Nevertheless, it is interesting to develop a better understanding of what happens for other relevant classes of shapes, for example the star-shaped ones or the simply connected ones.

1.5.2 An upper estimate of the area of inner convex sets

Let \(\Omega \in \mathcal{K}^2\), for \(t \in [0, r(\Omega)]\), we define \(\Omega_{-t} := \{x \in \Omega \mid d(x, \partial \Omega) > t\}\). As explained in Section 1.4.1 finding estimates of the area of inner sets is very linked to the study of inequalities involving the Cheeger constant. We wanted to apply this strategy to prove inequality:

\[
\forall \Omega \in \mathcal{K}^2, \quad h(\Omega) \geq \frac{P(\Omega) + \sqrt{4\pi |\Omega|}}{2|\Omega|}.
\]

Surprisingly, we did not find in the literature an upper estimate of \(|\Omega_{-t}|\) that can be used. We then conjecture the following result which seems to be true and which can be used to give an alternative proof of inequality 1.31 and characterize the case of equality:

**Conjecture 3.** Let \(\Omega \in \mathcal{K}^2\), we have for every \(t \in (0, r(\Omega))\):

\[
|\Omega_{-t}| \leq |\Omega| - P(\Omega)t + \frac{P(\Omega)^2}{4|\Omega|}t^2,
\]
with equality if and only if $\Omega$ is homothetic to its form body.

**Remark 1.** We are thankful to Simon Larson for proposing an idea to prove the following weaker version of (1.32):

$$\forall t \in (0, r(\Omega)), \quad |\Omega_{-t}| \leq |\Omega| - P(\Omega)t + \frac{P(\Omega)^2}{2|\Omega|}t^2.$$ 

The proof uses the result of [136, Theorem 1.2] (which is demonstrated in arbitrary dimensions), where it is proved that:

$$\forall t \in (0, r(\Omega)), \quad P(\Omega_{-t}) \geq \left(1 - \frac{t}{r(\Omega)}\right)P(\Omega),$$

where equality holds if and only if $\Omega$ is homothetic to its form body. By integrating the latter inequality on $(0, t)$, we obtain:

$$\forall t \in (0, r(\Omega)), \quad |\Omega_{-t}| \leq |\Omega| - P(\Omega)t + \frac{P(\Omega)^2}{2r(\Omega)}t^2,$$

which is an equality if and only if $\Omega$ is homothetic to its form body. At last, we use the bound $r(\Omega)P(\Omega) \geq |\Omega|$ to get rid of the inradius and finally obtain the announced inequality.

1.5.3 **Shape derivation of functionals defined as infima**

Many shape functionals are defined as an infimum (or supremum) of a certain quantity, this is for example the case for the diameter, the Cheeger constant and the first Dirichlet eigenvalue. There are various works in the literature where the first order shape derivatives of such functionals are computed, we refer for example to:

- [153] for the Cheeger constant, see also our revised version in Theorem 20.
- [67, Chapter 10] for the Dirichlet energy.
- [139] for the first eigenvalue of the $p$-Laplace operator with Dirichlet boundary condition.
- Theorem 19 of the present thesis for the diameter.

All this results are proven by following a classical strategy introduced by Danskin [65]. Unfortunately, the hypotheses of Danskin’s Theorem are not straightforward to check (especially in the shape derivation framework, see for example [67, Chapter 10]). It is then very interesting to look for a specific shape optimization theorem with more straightforward assumptions.
Part I

Study of some relevant Blaschke-Santaló diagrams
Chapter 2

Blaschke-Santaló diagrams for the volume, the perimeter and the Cheeger constant.

This chapter is a reprint of the submitted paper *Complete systems of inequalities relating the perimeter, the area and the Cheeger constant of planar domains* [88].

Abstract

We are interested in finding complete systems of inequalities between the perimeter $P$, the area $|\cdot|$ and the Cheeger constant $h$ of planar sets. To do so, we study the so called Blaschke-Santaló diagram of the triplet $(P, |\cdot|, h)$ for different classes of domains: simply connected sets, convex sets and convex polygons with at most $N$ sides. We are able to completely determine the diagram in the latter cases except for the class of convex $N$-gons when $N \geq 5$ is odd: therein, we show that the external boundary of the diagram is given by the curves of two continuous and strictly increasing functions, we give an explicit formula of the lower one and provide a numerical method to obtain the upper one. We finally give some applications of the results and methods developed in the present paper.

2.1 Introduction and main results

Let $\Omega$ be a bounded subset of $\mathbb{R}^n$ (where $n \geq 2$). The Cheeger problem consists of studying the following minimization problem:

$$h(\Omega) := \inf \left\{ \frac{P(E)}{|E|} \mid E \text{ measurable and } E \subset \Omega \right\},$$  \hspace{1cm} (2.1)

where $P(E)$ is the distributional perimeter of $E$ measured with respect to $\mathbb{R}^n$ (see for example [151] for definitions) and $|E|$ is the $n$-dimensional Lebesgue measure of $E$. The quantity $h(\Omega)$ is called the *Cheeger constant* of $\Omega$ and any set $C_{\Omega} \subset \Omega$ for which the infimum is attained is called a *Cheeger set of* $\Omega$.

Since the early work of Jeff Cheeger [55], the study of the Cheeger problem has interested various authors, we refer to [151] for an introductory survey on the subject. We recall that every bounded domain $\Omega$ with Lipschitz boundary admits at least one Cheeger set $C_{\Omega}$, see for example [151] Proposition 3.1. In [6], the authors prove uniqueness of the Cheeger set when $\Omega \subset \mathbb{R}^n$ is convex, but as far as we know there is no complete characterization of $C_{\Omega}$ in the case of higher dimensions $n \geq 3$ (even
when convexity is assumed), in contrary with the planar case which was treated by Bernd Kawohl and Thomas Lachand-Robert in [122] where a complete description of the Cheeger sets of planar convex domains is given in addition to an algorithm to compute the Cheeger constant of convex polygons.

In this paper we are interested in describing all possible geometrical inequalities involving the perimeter, the volume and the Cheeger constant of a given planar shape. This is equivalent to study a so called Blaschke-Santaló diagram of the triplet $(P, |\cdot|, h)$.

A Blaschke-Santaló diagram is a tool that allows to visualize all possible inequalities between three quantities depending on the shape of a set: it was named as a reference to [163, 28], where the authors were looking for the description of inequalities involving three geometrical quantities for a given convex set. Afterward, this diagrams have been extensively studied especially for the class of planar convex sets. We refer to [110] for more details and various examples.

For more precision, let us define the Blaschke-Santaló diagrams we are interested in in this paper: given $F$ a class of measurable sets of $\mathbb{R}^2$, we define

\[
D_F := \left\{ (x, y) \in \mathbb{R}^2, \exists \Omega \in F \text{ such that } |\Omega| = 1, P(\Omega) = x, h(\Omega) = y \right\}
\]

$$
D_F := \left\{ (P(\Omega), h(\Omega)) \in \mathbb{F}, |\Omega| = 1 \right\}.
$$

We note that thanks to the following homothety properties

$$
\forall t > 0, \quad h(t\Omega) = \frac{h(\Omega)}{t}, \quad |t\Omega| = t^2|\Omega| \quad \text{and} \quad P(t\Omega) = tP(\Omega),
$$

one can give a scaling invariant formulation of the diagram:

\[
D_F = \left\{ (x, y) \in \mathbb{R}^2, \exists \Omega \in F \text{ such that } P(\Omega)/|\Omega|^{1/2} = x, \quad |\Omega|^{1/2} \lambda_1(\Omega) = y \right\}
\]

$$
D_F = \left\{ \left( \frac{P(\Omega)}{|\Omega|^{1/2}}, |\Omega|^{1/2}h(\Omega) \right), \Omega \in \mathbb{F} \right\}
$$

In the whole paper, we denote:

- $\mathcal{K}_2$ the set of planar non-empty convex sets,
- $\mathcal{P}_N$ the set of convex polygons of at most $N$ sides,
- $B$ the disk of unit area,
- $R_N$ a regular polygon of $N$ sides and unit area,
- $d^H$ the Hausdorff distance, see for example [108, Chapter 2] for definition and more details.
- $d(\Omega)$ and $r(\Omega)$ respectively the diameter and inradius of the set $\Omega \subset \mathbb{R}^2$.

We are aiming at describing all possible inequalities relating $P$, $|\cdot|$ and $h$ in different classes of planar sets and then describing the associated Blaschke-Santaló diagrams. Let us first state the inequalities we already know; if $\Omega$ is measurable, we have :

- the isoperimetric inequality:

\[
\frac{P(\Omega)}{|\Omega|^{1/2}} \geq \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi}, \tag{2.2}
\]

- a consequence of the definition of the Cheeger constant

\[
h(\Omega) = \inf_{E \subset \Omega} \frac{P(E)}{|E|} \leq \frac{P(\Omega)}{|\Omega|}, \tag{2.3}
\]
a Faber-Krahn type inequality:

\[ |\Omega|^{1/2}h(\Omega) \geq |B|^{1/2}h(B) = \frac{P(B)}{|B|^{1/2}} = 2\sqrt{\pi}, \tag{2.4} \]

this inequality readily follows from definition (4.1) and the isoperimetric inequality. Indeed:

\[ |\Omega|^{1/2}h(\Omega) = h(\Omega') = \frac{P(C_{\Omega'})}{|C_{\Omega'}|} \geq \frac{P(C_{\Omega'})}{|C_{\Omega'}^*|} \geq h(B) = P(B) = 2\sqrt{\pi}, \]

where \( \Omega' := |\Omega|^{-1/2}\Omega \) and \( C_{\Omega'}^* \) is a ball with the same volume as \( C_{\Omega'} \).

Note that each inequality may be visualised in the Blaschke-Santaló diagram as the curve of a given function, see Figure 2.1, and that the first inequality may be obtained by combining the second and third ones.

It is natural to wonder if there are other inequalities, we prove that this is not the case for general sets, indeed, in Theorem 5 we give the explicit description of the Blaschke-Santaló diagram in the case of simply connected domains (see also Figure 2.1). One could wonder why we chose to work with the class of simply connected domains: the main reason is that for any subclass of measurable domains that contains the simply connected ones, the diagram is the same.

Now, let us provide complete descriptions of the Blaschke-Santaló diagram of the triplet \((P,h,|\cdot|)\) for both the classes \(S^2\) of planar simply connected sets and \(K^2\) of planar convex sets.

**Theorem 5.** Denote \( x_0 = P(B) = 2\sqrt{\pi} \).

1. The diagram of the class \(S\) of planar simply connected domains is given by:

\[ D_{S^2} = \{(x_0, x_0)\} \cup \{(x, y) \mid x \geq x_0 \text{ and } x_0 < y \leq x\} . \]

2. The diagram of the class \(K\) of planar convex domains is given by:

\[ D_{K^2} = \{(x, y) \mid x \geq x_0 \text{ and } \frac{x}{2} + \sqrt{\pi} \leq y \leq x\} . \]

![Blaschke-Santaló Diagrams](image)

Figure 2.1: Blaschke-Santaló diagrams for the classes of simply connected sets and convex sets.
We note that by taking advantage of inequalities (2.2) and (2.4), it is also classical to represent Blaschke-Santaló diagram as subset of $[0, 1]^2$, in our situation, this means to consider sets:

$$D'_F := \{ (X, Y) \mid \exists \Omega \in F \text{ such as } |\Omega| = 1 \text{ and } (X, Y) = \left( \frac{P(B)}{P(\Omega)} \cdot \frac{h(B)}{h(\Omega)} \right) \} \subset [0, 1]^2,$$

where $F$ is a given class of planar sets. With this parametrization, Blaschke-Santaló diagrams for the classes $S$ and $K^2$ are given by the following sets:

$$D'_{S^2} = \{ (1, 1) \} \cup \{ (X, Y) \mid X \in (0, 1) \text{ and } X \leq Y < 1 \},$$

$$D'_{K^2} = \{ (X, Y) \mid X \in (0, 1) \text{ and } X \leq Y \leq \frac{2X}{1+X} \},$$

which are represented in Figure 2.2.

Figure 2.2: Blaschke-Santaló diagrams for the classes of simply connected sets and convex sets represented in $[0, 1]^2$.

Let us give some comments on the latter results:

- One major step in the study of the diagram of convex sets is to prove the following sharp inequality:

$$\forall \Omega \in K^2, \quad h(\Omega) \geq \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|},$$

(2.5)

where equality occurs for example for circumscribed polygons (ie. those whose sides touch their incircles) and more generally for sets which are homothetical to their form bodies.

- Inequality (2.5) is rather easy to prove when the convex $\Omega$ is a Cheeger-regular polygon (that is, its Cheeger set touches all of its sides), see [50, Remark 32], but much difficult to prove for general convex sets as shown in the present paper. We also note that this inequality may be seen as a quantitative isoperimetric inequality for the Cheeger constant of convex planar sets: indeed, it could be written in the following form

$$\forall \Omega \in K^2, \quad |\Omega|^{1/2} h(\Omega) - |B|^{1/2} h(B) \geq \frac{1}{2} \left( \frac{P(\Omega)}{|\Omega|^{1/2}} - \frac{P(B)}{|B|^{1/2}} \right) \geq 0.$$

We refer to [164, Page 386] for the definition of form bodies.
At last, we note in Section 2.5.1 that inequality (2.5) is stronger than a classical result [48, Theorem 3] due to R. Brooks and P. Waksman. It also improves in the planar case a more recent estimate given in [39, Corollary 5.2], that states that for any open bounded convex set \( \Omega \subset \mathbb{R}^n \), where \( n \geq 2 \), one has:

\[
h(\Omega) \geq \frac{1}{n} \times \frac{P(\Omega)}{|\Omega|}.
\]

- We note that the first statement of Theorem 5 asserts that (2.3) and (2.4) form a complete system of inequalities of the triplet \((P, h, |\cdot|)\) in any class of sets that contains the class \( S \). Meanwhile, the second one asserts that this is no longer the case for the class \( K_2 \) of planar convex sets, where estimates (2.3) and (2.5) are then shown to be forming a complete system of inequalities of the triplet \((P, h, |\cdot|)\).

- We finally note that due to technical convenience, we first show the second assertion (diagram of convex sets) and then use it to prove the first one (diagram of simply connected sets).

Now, let us focus on the class of convex polygons. We give an improvement of inequality (2.3) in the class \( P_N \) of convex polygons of at most \( N \) sides, where \( N \geq 3 \). We recall that since triangles are inscribed polygons, one has:

\[
\forall \Omega \in P_3, \quad h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|}.
\]  

(2.6)

As for the case \( N \geq 4 \), we prove the following sharp upper bound for the Cheeger constant of convex \( N \)-gons:

\[
\forall \Omega \in P_N, \quad h(\Omega) \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 + 4(\pi - N \tan \frac{\pi}{N})|\Omega|}}{2|\Omega|},
\]  

(2.7)

with equality if and only if \( \Omega \) is Cheeger-regular and all of its angles are equal (to \((N - 2)\pi/N\)). Equality is also attained asymptotically by the following family \(( (0, 1) \times (0, d) )_{d \geq 1} \) of rectangles when \( d \to +\infty \).

It is interesting to note that inequalities (2.5) and (2.7) form a complete system of inequalities of the triplet \((P, |\cdot|, h)\) in the class \( P_N \) if and only if \( N \) is even. In the following Theorem 6 we give an explicit description of the diagram of convex polygons when \( N \) is even or equal to 3, give the explicit description of the lower boundary and provide some qualitative results on the upper one when \( N \) is odd. In Section 2.4 we perform some numerical simulations in order to numerically find the extremal upper domains and thus give a numerical description of the upper boundary.

**Theorem 6.** Take \( N \geq 3 \), we recall that \( R_N \) denotes a regular polygon of \( N \) sides and unit area.

We denote

\[
D_N := \left\{ \left( \frac{P(\Omega)}{|\Omega|^{1/2}}, |\Omega|^{1/2} h(\Omega) \right) \mid \Omega \in P_N \right\}.
\]

We distinguish the following cases:

- if \( N = 3 \), we have

\[
D_3 = \left\{ \left( x, \frac{x}{2} + \sqrt{\pi} \right) \mid x \geq P(R_3) \right\}
\]

- if \( N \) is even, then

\[
D_N = \left\{ (x, y) \mid x \geq P(R_N) \text{ and } \frac{x}{2} + \sqrt{\pi} \leq y \leq f_N(x) \right\},
\]

where \( f_N : x \in [P(R_N), +\infty) \mapsto \frac{x + \sqrt{x^2 + 4(\pi - N \tan \frac{\pi}{N})}}{2} \).
• if $N \geq 5$ is odd, we provide a qualitative description of the boundary of the diagram $D_N$:
  - The lower boundary is given by the half line:
    \[ \{(x, y) \mid x \geq P(R_N) \text{ and } y = x/2 + \sqrt{\pi}\} , \]
    which is included in the diagram $D_N$.
  - The upper boundary is given by the curve:
    \[ \{(x, y) \mid x \geq P(R_N) \text{ and } y = g_N(x)\} , \]
    which is also included in the diagram $D_N$, where $g_N$ is a continuous and strictly increasing function such that $g_N \leq f_N$ on $[P(R_N), b_N]$ and $g_N < f_N$ on $[c_N, +\infty)$. 

The paper is organized as follows: Section 2.2 contains two subsections, in the first one we recall some classical results needed for the proofs, in the second one we state and prove some preliminary lemmas which are also interesting for themselves. The proofs of the main results are given in Section 2.3. Then, we provide some numerical results on the diagrams $D_N$ in Section 2.4. Finally, we give some applications of the results and ideas of the present paper in Section 2.5.

2.2 Classical results and preliminaries

2.2.1 Classical results

In this subsection, we recall some classical results that are used throughout the whole paper.

**Theorem 7.** [61, Th. 2 and Remark 3]
Take $N \geq 3$ and $\Omega \subset \mathbb{R}^2$ a convex polygon of $N$ sides. We define:

\[ T(\Omega) := \sum_{i=1}^{N} \frac{1}{\tan \frac{\alpha_i}{2}} , \]

where $\alpha_i \in (0, \pi]$ are the inner angles of $\Omega$. We have the following estimates:

\[ N \tan \frac{\pi}{N} \leq T(\Omega) \leq \frac{P(\Omega)^2}{4|\Omega|} . \] (2.8)

The lower bound is attained if and only if all the angles $\alpha_i$ are equal (to $\frac{N-2}{2N}\pi$), meanwhile the upper one is an equality if and only the polygon $\Omega$ is circumscribed.

**Remark 2.** The lower bound is a simple application of Jensen's inequality to the function cotan which is strictly convex on $(0, \pi/2)$. On the other hand, since $N \tan \frac{\pi}{N} > \pi$, the upper estimate may be seen as an improvement of the isoperimetric inequality for convex polygons. We refer to [61] for a detailed proof of Theorem 7.

Let us now recall some classical and important results on the Cheeger problem for planar convex sets.

**Theorem 8.** [122, Th. 1] There exists a unique value $t = t^*$ such that $|\Omega_t| = t^2$. Then $h(\Omega) = 1/t^*$ and the Cheeger set of $\Omega$ is $C_\Omega = \Omega_t + t^* B_1$, with $B_1$ denoting the unit disk.

**Theorem 9.** [122, Th. 3] If $\Omega$ is a Cheeger-regular polygon (that is, its Cheeger set touches every side of $\Omega$), then:

\[ h(\Omega) = \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|} . \]

It is natural to wonder if equality holds also for some Cheeger irregular polygons: in Lemma 4, we prove that there is only an inequality and that the equality case occurs only when the polygon is Cheeger regular.
2.2.2 Preliminary lemmas

In this section we prove some important Lemmas that we use in Section 2.3 for the proofs of the main results.

The following Lemma shows that the equality of Theorem 8 which is valid for Cheeger regular polygons becomes an inequality for general polygons and thus gives an upper bound of the Cheeger constant of polygons that we use to prove inequality 2.7.

**Lemma 4.** If $\Omega$ is a polygon, one has:

$$h(\Omega) \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|},$$

with equality if and only if $\Omega$ is Cheeger-regular.

**Proof.** Let us denote:

$$F(\Omega) := \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|}.$$

The key of the proof is to understand the graphical interpretation of $h(\Omega)$ and $F(\Omega)$. Indeed:

- $1/h(\Omega)$ is the (unique) solution of the equation $g(t) := |\Omega_{-t}| - \pi t^2$ in $[0, r(\Omega)]$,
- $1/F(\Omega)$ is the smallest solution of the equation $f(t) := |\Omega| - P(\Omega)t + T(\Omega)t^2 - \pi t^2$ in $[0, r(\Omega)]$,

where $r(\Omega)$ is the inradius of $\Omega$.

The number of sides of the inner sets $\Omega_{-t}$ of a polygon is decreasing with respect to $t \geq 0$. Actually, the function $t \in [0, r(\Omega)] \mapsto n(t)$ (where $n(t)$ is the number of sides of $\Omega_{-t}$) is a piece-wise constant decreasing function. We introduce the sequence $0 = t_0 < t_1 < ... < t_N = r(\Omega)$, where $N \in \mathbb{N}^*$, such that:

$$\forall k \in [0, N-1], \forall t \in [t_k, t_{k+1}) \quad n(t) = n(0) - k.$$

Let us take $t \in [0, r(\Omega)]$ and a $k \in [1, N]$. We have:

$$|\Omega_{t_k}| - (t - t_k)P(\Omega_{-t_k}) + (t - t_k)^2T(\Omega_{-t_k}) = |\Omega_{-t_{k-1}}| - (t_k - t_{k-1})P(\Omega_{-t_{k-1}}) + (t_k - t_{k-1})^2T(\Omega_{-t_{k-1}})$$

$$\quad - (t - t_k)(P(\Omega_{-t_{k-1}}) - 2(t_k - t_{k-1})T(\Omega_{-t_{k-1}})) + (t - t_k)^2T(\Omega_{-t_{k-1}})$$

$$\quad > \Omega_{-t_{k-1}} - (t_k - t_{k-1})P(\Omega_{-t_{k-1}}) + (t_k - t_{k-1})^2T(\Omega_{-t_{k-1}}),$$

where we used Steiner formulas for inner convex polygons for the first equality and the fact that $T(\Omega_{-t_{k-1}}) < T(\Omega_{-t_k})$ for the inequality (see [122, Section 5]). By straightforward induction we show that for every $k \in [1, N]$, one has:

$$\forall t \in [0, r(\Omega)], \quad |\Omega_{t_k}| - (t - t_k)P(\Omega_{-t_k}) + (t - t_k)^2T(\Omega_{-t_k}) \geq |\Omega| - tP(\Omega) + t^2T(\Omega). \tag{2.9}$$

Now, let us take $k \in [0, N]$ and $t \in [t_k, t_{k+1})$. We have:

$$g(t) := |\Omega_{-t}| - \pi t^2 = |(\Omega_{-t})_{-(t-t_k)}| - \pi t^2 = |\Omega_{t_k}| - (t - t_k)P(\Omega_{-t_k}) + (t - t_k)^2T(\Omega_{-t_k}) - \pi t^2$$

$$\geq |\Omega| - tP(\Omega) + t^2T(\Omega) - \pi t^2 =: f(t),$$

where equality $g(t) = f(t)$ holds only on $[0, t_1]$. Finally

$$\left\{ \begin{array}{ll} \forall t \in [0, t_1], & g(t) = f(t), \\ \forall t \in (t_1, r(\Omega)), & g(t) > f(t) \end{array} \right.$$
Since inequality (2.5) is quite easy to obtain for Cheeger regular polygons (because in this case we have an explicit formula for the Cheeger constant in terms of the perimeter, the area and the inner angles), it is natural when dealing with general polygons to try to come back to the latter case of Cheeger regular ones. The following Lemma shows how to deform a given polygon to a Cheeger regular with while preserving its Cheeger constant, increasing its perimeter and decreasing its area, this allows as shown in Step 2 of Section 2.3.1 to prove inequality (2.5) for the case of general polygons.

**Lemma 5.** Let \( \Omega \) be a polygon. There exists a Cheeger-regular polygon \( \tilde{\Omega} \) such that: \( |\Omega| \geq |\tilde{\Omega}|, P(\Omega) \leq P(\tilde{\Omega}) \) and \( h(\Omega) = h(\tilde{\Omega}) \).

**Proof.** If \( \Omega \) is Cheeger regular we take \( \tilde{\Omega} = \Omega \). Let \( \Omega \) be a Cheeger irregular polygon. We give an algorithm of deforming \( \Omega \) into a Cheeger regular polygon with the same Cheeger set (thus also the same Cheeger value), larger perimeter and smaller area.

Since \( \Omega \) is Cheeger irregular, there exists three consecutive vertices that we denote \( X, Y \) and \( Z \) such that at least one (may be both) of the sides \( XY \) and \( YZ \) does not touch the Cheeger set \( C_\Omega \).

**First step: using parallel chord movements**

We begin by the case where both the sides \( XY \) and \( YZ \) does not touch \( C_\Omega \). We use a parallel chord movement. More precisely, we move \( Y \) along the line passing through \( Y \) and being parallel to the line \( (XZ) \). This way, the volume is preserved, and the perimeter must increase when moving \( Y \) away from the perpendicular bisector of \( [XZ] \) (which is possible at least in one direction). We assume without loss of generality that the direction which increases the perimeter is from \( Z \) to \( X \) (see Figure 2.3). We then move \( Y \) until one the following cases occurs:

1. \( (XY) \) becomes colinear to the other side of extremity \( X \).
2. \( [YZ] \) touches the boundary of \( C_\Omega \).

In both cases, the number of sides that do not touch \( \partial C_\Omega \) is diminished by one, while the area and the Cheeger constant are conserved and the perimeter is increased.

![Figure 2.3: Case 1 on the left and case 2 on the right.](image-url)
We iterate the latter process for all vertices which are extremities of two sides that do not touch \( \partial C_{\Omega} \), since the number of vertices is finite, in a finite number of steps we obtain a polygon where there are no consecutive sides that do not touch \( \partial C_{\Omega} \).

**Second step: rotating the remaining sides**

The second step is to "rotate" the remaining sides that do not touch \( \partial C_{\Omega} \) in such a way to make them touch it (see Figure 2.4), in order to get a Cheeger-regular polygon with the same Cheeger constant, larger perimeter and smaller area. This kind of deformations was inspired from the work of D. Bucur and I. Fragala [50].

We denote by \( \alpha_1, \alpha_2 \in (0, \pi) \) the inner angles of the polygon \( \Omega \) respectively associated to the vertices \( X \) and \( Y \), \( O \) the mid-point of the side \([XY]\), \( t \) the angle of our "rotation" and \( X_t \) and \( Y_t \) the vertices of the obtained polygon \( \Omega_t \) (see Figure 2.4).

Figure 2.4: Rotation of the free side along its midpoint.

Without loss of generality, we assume that \( \alpha_2 \geq \alpha_1 \) and \( t \geq 0 \). It is classical that \( \Omega \) and \( \Omega_t \) have the same Cheeger constant, moreover if the side \([XY]\) is not touching \( \partial C_{\Omega} \) then \( \alpha_1 + \alpha_2 \geq \pi \) (see [122, Section 5]).

By using the sinus formula on triangles \( OXX_t \) and \( OYY_t \), we have:

\[
\begin{align*}
AX_t &= a \frac{\sin t}{\sin(\alpha_1 - t)} \quad \text{and} \quad OX_t = a \frac{\sin \alpha_1}{\sin(\alpha_1 - t)} \\
BY_t &= a \frac{\sin t}{\sin(\alpha_2 + t)} \quad \text{and} \quad OY_t = a \frac{\sin \alpha_2}{\sin(\alpha_2 + t)}
\end{align*}
\]

where \( a := OX = XY/2 \).
Moreover, if we denote by $S_{OXX_t}$ and $S_{OYY_t}$ the areas of the triangles $OXX_t$ and $OYY_t$, we have:

\[
|\Omega_t| - |\Omega| = S_{OXX_t} - S_{OYY_t}
\]

\[
= \frac{1}{2}OX \times OX_t \sin t - \frac{1}{2}OY \times OY_t \sin t
\]

\[
= \frac{a^2}{2} \left( \frac{\sin \alpha_1}{\sin(\alpha_1 - t)} - \frac{\sin \alpha_2}{\sin(\alpha_2 + t)} \right) \sin t
\]

\[
= \frac{a^2 \sin^2 t \sin(\alpha_1 + \alpha_2)}{2 \sin(\alpha_1 - t) \sin(\alpha_2 + t)} \leq 0
\]

because $t \geq 0$, $\alpha_1 - t, \alpha_2 + t \in [0, \pi]$ and $\alpha_1 + \alpha_2 \in [\pi, 2\pi]$, because $\Omega$ is a convex polygon and the side $[XY]$ does not touch $\partial C_t$ (see [122] Section 5).

For the perimeters, we have:

\[
P(\Omega_t) - P(\Omega) = XX_t + OX_t + OY_t - XY - YY_t
\]

\[
= a \left( \frac{\sin t}{\sin(\alpha_1 - t)} + \frac{\sin \alpha_1}{\sin(\alpha_1 - t)} + \frac{\sin \alpha_2}{\sin(\alpha_2 + t)} - 2 - \frac{\sin t}{\sin(\alpha_2 + t)} \right)
\]

\[
= a \left( \frac{\sin t + \sin \alpha_1}{\sin(\alpha_1 - t)} + \frac{\sin \alpha_2 - \sin t}{\sin(\alpha_2 + t)} - 2 \right)
\]

\[
= a \left( \frac{2 \sin \left( \frac{\alpha_1}{2} \right) \cos \left( \frac{\alpha_1 - t}{2} \right)}{2 \sin \left( \frac{\alpha_2}{2} \right) \cos \left( \frac{\alpha_2 - t}{2} \right)} + \frac{2 \sin \left( \frac{\alpha_2}{2} \right) \cos \left( \frac{\alpha_2 + t}{2} \right)}{2 \sin \left( \frac{\alpha_1}{2} \right) \cos \left( \frac{\alpha_1 + t}{2} \right)} - 2 \right)
\]

\[
= a \left( \frac{\sin \left( \frac{\alpha_1 + t}{2} \right)}{\sin \left( \frac{\alpha_1 - t}{2} \right)} - \frac{\sin \left( \frac{\alpha_2 + t}{2} \right)}{\sin \left( \frac{\alpha_1 + t}{2} \right)} \right)^2 \geq 0.
\]

Finally, in a finite number of steps, we get a Cheeger-regular polygon $\tilde{\Omega}$ such that: $|\Omega| \geq |\tilde{\Omega}|$, $P(\Omega) \leq P(\tilde{\Omega})$ and $h(\Omega) = h(\tilde{\Omega})$.

\[\square\]

Let us now recall the definition of a radial function: let $\Omega$ be a starlike planar domain that contains the origin $O$. We define the radial function $f_{\Omega} : \mathbb{R} \to \mathbb{R}$ of $\Omega$ as follows:

\[\forall \theta \in \mathbb{R}, \quad f_{\Omega}(\theta) = \sup \left\{ t > 0 \mid t \cos \theta \sin \theta \in \Omega \right\} .\]

In the following Lemma we give some quantitative estimates for the Cheeger constant and area via radial functions, that will be used in the fourth step of Section 2.3.2

**Lemma 6.** Take $\Omega_1$ and $\Omega_2$ two starlike planar domains with radial functions $f_1$ and $f_2$ such that $f_1, f_2 \geq r_0$, where $r_0 > 0$.

We have:

1. $|h(\Omega_1) - h(\Omega_2)| \leq \frac{2 \pi}{r_0} \cdot \| f_1 - f_2 \|_{\infty}$.

2. $||\Omega_1| - |\Omega_2|| \leq \pi \cdot \max(\| f_1 \|_{\infty}, \| f_2 \|_{\infty}) \times \| f_1 - f_2 \|_{\infty}$

**Proof.** 1. The proof of this assertion inspired from [59] Proposition 1.

We denote $d = \| f_1 - f_2 \|_{\infty}$, we have $(1 + d/r_0)f_1 \geq (f_2 - d) + d = f_2$, thus:

\[h(\Omega_1) \leq h \left( 1 + \frac{d}{1 + d/r_0} \right) \leq \left( 1 + \frac{d}{r_0} \right) h(\Omega_2) \leq h(\Omega_2) + \frac{d}{r_0} h(B_{r_0}) = h(\Omega_2) + \frac{2d}{r_0^2},\]

58
where $B_{r_0}$ is the disk of radius $r_0$.

By similar arguments we obtain:

$$h(\Omega_2) \leq h(\Omega_1) + \frac{2d}{r_0^2},$$

which proves the announced inequality.

2. We have

$$||\Omega_1| - |\Omega_2|| = \frac{1}{2} \times \left| \int_0^{2\pi} \left( f_1^2(\theta) - f_2^2(\theta) \right) d\theta \right|$$

$$\leq \frac{1}{2} \int_0^{2\pi} \left( |f_1(\theta)| + |f_2(\theta)| \right) \times |f_1(\theta) - f_2(\theta)| d\theta$$

$$\leq \pi \times \max(||f_1||_\infty, ||f_2||_\infty) \times |f_1 - f_2|_\infty.$$

\[
\square
\]

2.3 Proof of the main results

2.3.1 Proof of inequality (2.5)

The proof is done in four steps:

**Step 1: Cheeger-regular polygons**

Even-though the inequality was already known in this case, we briefly recall the proof for sake of completeness.

Since $\Omega$ is a Cheeger-regular polygon, by Theorem 9, we dispose of an explicit formula of its Cheeger constant, we then just have to use Theorem 7 to conclude.

We write:

$$h(\Omega) = \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|} = \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4 \left( \frac{P(\Omega)^2}{4|\Omega|} - \pi \right)|\Omega|}}{2|\Omega|}.$$

**Step 2: General polygons**

By Lemma 5, there exists $\hat{\Omega}$ a Cheeger-regular polygon such that: $|\Omega| \leq |\hat{\Omega}|$, $P(\Omega) = P(\hat{\Omega})$ and $h(\Omega) = h(\hat{\Omega})$.

Then, we get:

$$h(\Omega) = h(\hat{\Omega}) \geq \frac{P(\hat{\Omega}) + \sqrt{4\pi |\hat{\Omega}|}}{2|\hat{\Omega}|} = \frac{P(\hat{\Omega}) + \sqrt{4\pi |\hat{\Omega}|}}{2|\hat{\Omega}|} = \frac{P(\Omega) + \sqrt{4\pi |\Omega|}}{2|\Omega|}.$$

**Step 3: General convex sets**

By density of the polygons in $K^2$ and the continuity of the area, perimeter and Cheeger constant for the Hausdorff distance, we show that the inequality holds for general convex sets.

**Step 4: Equality for sets that are homothetical to their form bodies**

If $\Omega$ is homothetical to its form body (which is in the case of circumscribed polygons), we have by using \[[164, (7.168)]\] and equality $\frac{1}{2}r(\Omega)P(\Omega) = |\Omega|$:

$$\forall t \in [0, r(\Omega)], \quad |\Omega_{-t}| = \left( 1 - \frac{t}{r(\Omega)} \right)^2 |\Omega| = |\Omega| - P(\Omega)t + \frac{P(\Omega)^2}{4|\Omega|}.\]
Thus, by using Theorem 5 we obtain the equality:

$$h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi |\Omega|}}{2|\Omega|}. \quad (2.10)$$

### 2.3.2 Proof of the second assertion of Theorem 5 (convex sets)

As explained in the introduction, inequalities (2.3) and (2.5) imply that

$$D_{\mathcal{C}} \subset \left\{ (x, y) \mid x \geq x_0 \text{ and } \frac{1}{2} x + \sqrt{\pi} \leq y \leq x \right\}.$$ 

It remains to prove the reverse inclusion. The proof follows the following steps:

1. We explicit a continuous family $(S_p)_{p \geq P(B)}$ of convex bodies which fill the upper boundary of the diagram.

2. We explicit a continuous family $(L_p)_{p \geq P(B)}$ of convex bodies which fill the lower boundary of the diagram.

3. We use the latter domains to construct (via Minkowski sums) a family of continuous paths $(\Gamma_p)_{p \geq P(B)}$ which relate upper domains to lower ones. By continuously increasing the perimeter, we show that we are able to cover all the area between the upper and lower boundaries.

**Step 1: The upper boundary of the diagram:**

The upper boundary corresponds to domains which are Cheeger of themselves, which means that $C_{\Omega} = \Omega$. It is shown in [122, Theorem 2] that stadiums (i.e. the convex hull of two identical disks) are Cheeger of themselves, we then use them to fill the upper boundary $\{(x, x) \mid x \geq P(B)\}$.

Let us consider the family of stadiums $(Q_t)_{t \geq 0}$ given by convex hulls of the balls of unit radius centred in $O(0, 0)$ and $O_t(0, t)$ rescaled so as $|Q_t| = 1$. The function $t \in [0, +\infty) \mapsto P(Q_t) = \frac{2(\pi + t)}{\sqrt{\pi + 2t}}$ is continuous and strictly increasing. Thus, we have by the intermediate values Theorem:

$$\left\{ \left( P(Q_t), h(Q_t) \right) \mid t \geq 0 \right\} = \left\{ \left( P(Q_t), P(Q_t) \right) \mid t \geq 0 \right\} = \left\{ (x, x) \mid x \geq P(B) \right\}.$$

**Step 2: The lower boundary of the diagram:**

Since equality (2.10) holds for sets that are homothetical to their form bodies, we use such domains to fill the lower boundary.

Let us consider the family $(C_d)_{d \geq 2}$ of the so-called symmetrical cup-bodies, which are given by convex hulls of the unit ball (centred in $O(0, 0)$ of radius 1) and the points of coordinates $(-d/2, 0)$ and $(d/2, 0)$ rescaled so as $|C_d| = 1$. By using formulae (7) and (8) of [113], we have for every $d \geq 2$:

$$P(C_d) = 2\sqrt{d^2 - 1 + 2 \arcsin \frac{2}{d}}.$$

The function $d \in [2, +\infty) \mapsto P(C_d) = 2\sqrt{d^2 - 1 + 2 \arcsin \frac{2}{d}}$ is continuous and strictly increasing, this shows by the intermediate values Theorem that:

$$\left\{ \left( P(C_d), h(C_d) \right) \mid d \geq 2 \right\} = \left\{ \left( P(C_d), P(C_d)/2 + \sqrt{\pi} \right) \mid d \geq 2 \right\} = \left\{ (x, x/2 + \sqrt{\pi}) \mid x \geq P(B) \right\}.$$

**Step 3: Continuous paths:**

Since the functions $t \in [0, +\infty) \mapsto P(Q_t) = \frac{2(\pi + t)}{\sqrt{\pi + 2t}}$ and $d \in [2, +\infty) \mapsto P(C_d) = 2\sqrt{d^2 - 1 + 2 \arcsin \frac{2}{d}}$ are continuous and strictly increasing, we have that for every $p \geq P(B)$ there exists a unique
Let us take \( t \) thus by continuity of the perimeter and the Cheeger constant for the Hausdorff distance, the path \( t \) continuous for the Hausdorff distance, we deduce that

\[
\text{The remaining case (}\ 2 \leq t \leq 3\text{)}.
\]

Since the diameters of \( L \) and \( \Gamma \), we introduce the closed and continuous path \( \Gamma_p : [0, 3] \rightarrow \mathbb{R}^2 \)

\[
\begin{align*}
\Gamma_p & : [0, 3] \rightarrow \mathbb{R}^2 \\
\gamma & \mapsto \begin{cases} 
(P(K_p^t), h(K_p^t)) & \text{if } t \in [0, 1], \\
((t - 1)P(B) + (2 - t)p, (t - 1)P(B) + (2 - t)(p/2 + \sqrt{\pi})) & \text{if } t \in [1, 2], \\
((t - 2)P(B) + (3 - t)p, (t - 2)P(B) + (3 - t)p)) & \text{if } t \in [2, 3],
\end{cases}
\end{align*}
\]

where

\[
K_p^t := \frac{tS_p + (1 - t)L_p}{\sqrt{|tS_p + (1 - t)L_p|}} \in \mathcal{K}_1^2.
\]

The application \( t \in [0, 1] \mapsto tS_p + (1 - t)L_p \in (\mathcal{K}_2^2, d^H) \) is continuous and since the measure is continuous for the Hausdorff distance, we deduce that \( t \in [0, 1] \mapsto K_p^t \in (\mathcal{K}_2^2, d^H) \) is continuous, thus by continuity of the perimeter and the Cheeger constant for the Hausdorff distance, the path \( t \in [0, 3] \mapsto \Gamma_p(t) \in \mathbb{R}^2 \) is a continuous curve.

Since the diameters of \( L_p \) and \( S_p \) are colinear, we can use the results of steps 1. and 3. of the proof of [ftouh], thus we have

\[
\forall t \in [0, 1], \quad \frac{p}{2} \leq P(K_p^t) \leq p.
\]  \tag{2.11}

**Step 4: Stability of the paths:**

Now, we prove a continuity result on the paths \( (\Gamma_p)_{p \geq P(B)} \); let us take \( p_0 \geq P(B) \) and \( \varepsilon > 0 \), we show that:

\[
\exists \alpha_\varepsilon > 0, \forall p \in (p_0 - \alpha_\varepsilon, p_0 + \alpha_\varepsilon) \cap [P(B), +\infty), \quad \sup_{t \in [0, 3]} \| \Gamma_p(t) - \Gamma_{p_0}(t) \| \leq \varepsilon. \tag{2.12}
\]

Let us take \( p \in [P(B), p_0 + 1] \), with straightforward computations we have that for every \( t \in [1, 3] \):

\[
\| \Gamma_p(t) - \Gamma_{p_0}(t) \| \leq 2|p - p_0| \xrightarrow{p \rightarrow p_0} 0.
\]

The remaining case \( (t \in [0, 1]) \) requires more computations. For every \( t \in [0, 1] \), we have

\[
\| \Gamma_p(t) - \Gamma_{p_0}(t) \| \leq |P(K_p^t) - P(K_{p_0}^t)| + |h(K_p^t) - h(K_{p_0}^t)| \leq \frac{2\pi + (p_0 + 1)/2}{C_{p_0 > 0}} d^H(K_p^t, K_{p_0}^t).
\]

Indeed, we used:

- for the term with perimeters

\[
|P(K_p^t) - P(K_{p_0}^t)| = \left| \int_0^{2\pi} h_{K_p^t} - \int_0^{2\pi} h_{K_{p_0}^t} \right| \leq 2\pi \times \| h_{K_p^t} - h_{K_{p_0}^t} \|_\infty = 2\pi \times d^H(K_p^t, K_{p_0}^t),
\]

- the first assertion of Lemma [6] for the term with the Cheeger constants, with the sets \( K_p^t \) and \( K_{p_0}^t \) that we assume to contain the origin \( O \) and whose radial functions are denoted \( f_{p,t}, f_{p_0,t} \).

\[
|h(K_p^t) - h(K_{p_0}^t)| \leq \frac{2}{\min (r(K_p^t), r(K_{p_0}^t))} \times \| f_{p,t} - f_{p_0,t} \|_\infty \quad \text{(by Lemma [6])}
\]

\[
\leq \frac{2}{\min (r(K_p^t), r(K_{p_0}^t))} \times \frac{\max_{t \in [0, 3]} \| f_{p,t} \|_\infty \| f_{p_0,t} \|_\infty}{\min (r(K_p^t), r(K_{p_0}^t))} \times d^H(K_p^t, K_{p_0}^t) \quad \text{(by [37] Proposition 2)}
\]

\[
\leq \frac{(p_0 + 1)/2}{d^H(K_p^t, K_{p_0}^t)} \quad \text{(we used } r(\Omega) \geq \frac{|\Omega|}{P(\Omega)} \text{ (see [40]) and } \| f \|_\infty \leq d(\Omega) \leq \frac{P(\Omega)}{2}).
\]
Moreover, we have:

\[
d^H(K^t_p, K^t_{p_0}) = \left\| h_{K^t_p} - h_{K^t_{p_0}} \right\|_\infty \\
= \left\| \frac{(1-t)h_{L_{p_0}} + th_{S_{p_0}}}{\sqrt{(1-t)L_{p_0} + tS_{p_0}}} - \frac{(1-t)h_{L_p} + th_{S_p}}{\sqrt{(1-t)L_p + tS_p}} \right\|_\infty \\
\leq (1-t) \left\| \frac{h_{L_{p_0}}}{\sqrt{(1-t)L_{p_0} + tS_{p_0}}} - \frac{h_{L_p}}{\sqrt{(1-t)L_p + tS_p}} \right\|_\infty \\
+ t \left\| \frac{h_{S_{p_0}}}{\sqrt{(1-t)L_{p_0} + tS_{p_0}}} - \frac{h_{S_p}}{\sqrt{(1-t)L_p + tS_p}} \right\|_\infty \\
\leq \frac{1}{\sqrt{(1-t)L_p + tS_p}} \left( \left\| h_{S_{p_0}} - h_{S_p} \right\|_\infty + \left\| h_{L_{p_0}} - h_{L_p} \right\|_\infty \right) \\
+ \left( \left\| h_{S_{p_0}} \right\|_\infty + \left\| h_{L_{p_0}} \right\|_\infty \right) \left( \frac{1}{\sqrt{(1-t)L_p + tS_p}} - \frac{1}{\sqrt{(1-t)L_{p_0} + tS_{p_0}}} \right) \\
\leq (d^H(S_{p_0}, S_p) + d^H(L_{p_0}, L_p)) \\
+ \left( \left\| h_{S_{p_0}} \right\|_\infty + \left\| h_{L_{p_0}} \right\|_\infty \right) \times \left\| (1-t)L_p + tS_p - (1-t)L_{p_0} + tS_{p_0} \right\| \\
\leq (d^H(S_{p_0}, S_p) + d^H(L_{p_0}, L_p)) \\
+ \left( \left\| h_{S_{p_0}} \right\|_\infty + \left\| h_{L_{p_0}} \right\|_\infty \right) \times \sum_{k=0}^{2} \left| W_k(L_p, S_p) - W_k(L_{p_0}, S_{p_0}) \right| .
\]

Finally, we deduce that \( \lim_{p \to p_0} \sup_{t \in [0, \pi]} \| \Gamma_p(t) - \Gamma_{p_0}(t) \| = 0 \), which proves (2.12).

**Step 5: Conclusion:**

Now that we proved that the boundaries \( \{ (x, x) \mid x \geq P(B) \} \) and \( \{ (x, x/2 + \sqrt{\pi}) \mid x \geq P(B) \} \) are included in the diagram \( \mathcal{D}_{K^2} \), it remains to show that it is also the case for the set of points contained between them. We argue by contradiction, assuming that there exists \( A(x_A, y_A) \in \{ (x, y) \mid x > x_0 \text{ and } x/2 + \sqrt{\pi} < y < x \} \), such that \( A \notin \mathcal{D}_{K^2} \).

We consider the function \( \phi_A : p \in [P(B), +\infty) \mapsto \text{ind}(\Gamma_p, A) \), where \( \text{ind}(\Gamma_p, A) \) is the index of \( A \) with respect to \( \Gamma_p \) (also called the winding number of the closed curve \( \Gamma_p \) around the point \( A \)).

- By Step 3 and continuity of the index, the function \( \phi_A \) is constant on \([P(B), +\infty)\).
- By the first inequality of (2.11), for every \( p \leq x_A \) the point \( A \) is in the exterior of \( \Gamma_p \), thus \( \phi_A(p) = 0 \).
- On the other hand, By the second inequality of (2.11), for every \( p \geq 2x_A \), the point \( A \) is in the exterior of \( \Gamma_p \), thus \( \phi_A(p) \neq 0 \).

By the last three points we get a contradiction, thus \( A \in \mathcal{D}_{K^2} \). Finally, we get the equality

\[
\mathcal{D}_{K^2} = \left\{ (x, y) \mid x \geq x_0 \text{ and } \frac{1}{2} x + \sqrt{\pi} \leq y \leq x \right\} .
\]
2.3.3 Proof of the first assertion of Theorem 5 (simply connected sets)

By inequalities (2.3) and (2.4) we have

\[ D_S^2 \subset \{(x_0, x_0)\} \cup \{(x, y) \mid x \geq x_0 \text{ and } 0 < y \leq x\}. \]

We have \((x_0, x_0) = (P(B), h(B)) \in S^2\). Take \((p, \ell) \in \{(x, y) \mid x > x_0 \text{ and } 0 < y \leq x\}\), let us prove that there exists a simply connected domain \(\Omega \subset \mathbb{R}^2\) of unit area such that \(P(\Omega) = p\) and \(h(\Omega) = \ell\).

If \(\ell \geq p/2 + \sqrt{\pi}\), then by the second assertion of Theorem 5 there exists a convex (thus simply connected) domain satisfying the latter properties. Now, let us assume \(\ell < p/2 + \sqrt{\pi}\): we take \(L_p\) as in the proof of the second assertion of Theorem 5 to be the convex hull of a disk and a point outside it such that \(h(L_p) = \ell\) and \(|L_p| = 1\). As shown in Figure 2.5 it is possible to continuously deform \(L_p\) in such a way to increase its perimeter while keeping constant its area and its Cheeger constant, thus there exists a simply connected set \(L'_p\) such that \(|L'_p| = 1\), \(P(L'_p) = p\) and \(h(L'_p) = \ell\), which means that \((p, \ell) \in D_S\).

Finally, we obtain the equality

\[ D_S^2 = \{(x_0, x_0)\} \cup \{(x, y) \mid x \geq x_0 \text{ and } 0 < y \leq x\}. \]

![Figure 2.5: Tailed domain \(L'_p\) with the same area and Cheeger set and higher perimeter.](image)

2.3.4 Proof of inequality (2.7)

This is a quite direct application of Lemma 4 and the inequality \(T(\Omega) \geq N \tan \frac{\pi}{N}\) (see Theorem 7). Indeed, for any \(\Omega \in P_N\), one has:

\[
 h(\Omega) \leq F(\Omega) = \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi)|\Omega|}}{2|\Omega|} \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 + 4(\pi - N \tan \frac{\pi}{N})|\Omega|}}{2|\Omega|}.
\]
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The first inequality is an equality if and only if \( \Omega \) is Cheeger-regular and the second one is an equality if and only if \( T(\Omega) = N \tan \frac{\pi}{N} \), which is equivalent to \( \alpha_1 = \ldots = \alpha_N = \frac{N-2}{2N} \pi \).

### 2.3.5 Proof of Theorem 6

If \( N = 3 \)

We have by (2.6):

\[
\forall \Omega \in \mathcal{P}_3, \quad \sqrt{|\Omega|} h(\Omega) = \frac{P(\Omega)}{2\sqrt{|\Omega|}} + \sqrt{\pi},
\]

thus we have the inclusion:

\[
\mathcal{D}_3 \subseteq \left\{ \left( x, \frac{x}{2} + \sqrt{\pi} \right) \mid x \geq P(\mathcal{R}_3) \right\}.
\]

The reverse inclusion is shown by considering for example the family \((T_d)_{d \geq 1}\) of isosceles triangles of vertices \(X_d (0, \sqrt{\frac{3}{2}}), Y_d (\frac{d}{2}, 0)\) and \(Z_d (-\frac{d}{2}, 0)\).

We have for every \( d \geq 1 \):

\[
\begin{align*}
P(\mathcal{R}_3) &= x_1 \leq x_d := \frac{P(T_d)}{\sqrt{|T_d|}} = \frac{d + \sqrt{2d^2 + 3}}{2\sqrt{d}} \quad \longrightarrow +\infty \quad \text{as} \quad d \to +\infty, \\
h(\mathcal{R}_3) &= y_1 \leq y_d := \frac{P(T_d)}{\sqrt{|T_d|}} + \sqrt{\pi} = \frac{d + \sqrt{2d^2 + 3}}{2\sqrt{d}} + \sqrt{\pi} \quad \longrightarrow +\infty \quad \text{as} \quad d \to +\infty,
\end{align*}
\]

where inequalities \( x_1 \leq x_d \) and \( y_1 \leq y_d \) are consequences of the isoperimetric inequality for triangles.

This shows by using the intermediate value Theorem, that:

\[
\left\{ \frac{P(T_d)}{|T_d|^{1/2}}, |T_d|^{1/2} h(T_d) \right\}_{d \geq 1} = \left\{ (x_d, y_d) \mid d \geq 1 \right\} = \left\{ \left( x, \frac{x}{2} + \sqrt{\pi} \right) \mid x \geq P(\mathcal{R}_3) \right\} \subseteq \mathcal{D}_3,
\]

thus, we obtain the equality

\[
\mathcal{D}_3 = \left\{ \left( x, \frac{x}{2} + \sqrt{\pi} \right) \mid x \geq P(\mathcal{R}_3) \right\}.
\]

If \( N \) is even

We have by inequalities (2.5) and (2.7):

\[
\mathcal{D}_N \subseteq \left\{ (x, y) \mid x \geq P(\mathcal{R}_N) \quad \text{and} \quad x/2 + \sqrt{\pi} \leq y \leq f_N(x) \right\},
\]

where \( f_N : x \in [P(\mathcal{R}_N), +\infty) \mapsto \frac{x + \sqrt{x^2 + 4N \tan \frac{\pi}{N}}}{2} \).

It remains to prove the reverse inclusion: we are able to provide explicit families of elements of \( \mathcal{P}_N \) that respectively fill the upper and lower boundaries of \( \mathcal{D}_N \) and then use those domains to construct continuous paths that fill the diagram.

**Step 1: The upper boundary:**

We recall that inequality (2.7) is an equality if and only if \( \Omega \) is Cheeger-regular and all its angles are equal to \((N-2)\pi/N\). A natural family of \( N \)-gons that satisfy those two properties is the one obtained by elongating two parallel sides of \( \mathcal{R}_N \) (the regular \( N \)-gon of unit area). Note that the existence of two parallel sides is due to the fact that \( N \) is even. We parameterize this family via the diameters of its elements and denote it \((\mathcal{U}_\delta)_{\delta > d(\mathcal{R}_N)}\).

Since the map \( \delta \in [P(\mathcal{R}_N), +\infty) \mapsto \mathcal{U}_\delta \in (\mathcal{P}_N, d^H) \) is continuous, the perimeter and area are continuous for the Hausdorff distance \( d^H \), \( P(\mathcal{U}_{d(\mathcal{R}_N)}) = P(\mathcal{R}_N) \) and

\[
\frac{P(\mathcal{U}_\delta)}{|U_\delta|^{1/2}} \geq \frac{P(\mathcal{U}_\delta)}{\delta^{1/2} \times d(\mathcal{R}_N)^{1/2}} \geq \frac{2\delta}{\delta^{1/2} \times d(\mathcal{R}_N)^{1/2}} = \frac{2}{d(\mathcal{R}_N)^{1/2}} \times \delta^{1/2} \longrightarrow +\infty, \quad \text{(2.13)}
\]
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we deduce by the intermediate values Theorem that
\[ \forall \ p \geq P(R_N), \ \exists \ \delta_p \geq d(R_N), \ \frac{P(U_{\delta_p})}{|U_{\delta_p}|^{1/2}} = p. \]

Moreover, the sets \( (U_{\delta}) \) are Cheeger-regular and have all angles equal to \((N - 2)\pi/N\), thus they all realise equality in \((2.7)\):
\[
|U_{\delta}|^{1/2}h(U_{\delta}) = \frac{P(U_{\delta}) + \sqrt{P(U_{\delta})^2 + 4(\pi - N \tan \frac{\pi}{N})|U_{\delta}|}}{2|U_{\delta}|^{1/2}} = f_N \left( \frac{P(U_{\delta})}{\sqrt{|U_{\delta}|}} \right).
\]

Finally, we deduce that the upper boundary of \( D_N \) is given by the set of points \( \{(x, f_N(x)) \mid x \geq P(R_N)\} \).

**Step 2: The lower boundary:**

As for the upper boundary’s case we construct a continuous family of \( N \)-gons \( \{(V_{\delta})_{\delta \geq d(R_N)}\} \), such that \( V_{d(R_N)} = R_N \) and \( d(V_{\delta}) = \delta \) for every \( \delta \geq d(R_N) \). We assume that the diameter of \( R_N \) is given by \([OA]\), where \( O = (0, 0) \) and \( A = (d(R_N), 0) \) and denote \( B_N \) its incircle (see Figure 2.6) and \( M_1, \ldots, M_N \) its vertices.

Take \( \delta \geq d(R_N) \), we denote \( A_{\delta} = (\delta, 0) \) and \( (\Delta_{\delta}), (\Delta'_{\delta}) \) the lines passing through \( A_{\delta} \) which are tangent to \( B_N \). The line \( (\Delta_{\delta}) \) (resp. \( (\Delta'_{\delta}) \) ) cuts the boundary of \( R_N \) in two points: we denote \( M_{k_{\delta}} \) (resp. \( M_{k_{\delta} + 1} \)) the farthest one from \( A_{\delta} \) (see Figure 2.6), where \( k_{\delta} \in \{1, N/2\} \) such that \( 2k_{\delta} - 2 \) is the number of vertices of \( R_N \) that are in the region given by the convex cone delimited by \( (\Delta_{\delta}) \) and \( (\Delta'_{\delta}) \). We then define \( V_{\delta} \) as the (convex) polygon whose vertices are given by:

\[
\begin{align*}
M_1^\delta &= M_1 = O, \\
M_k^\delta &= M_i, \text{ for all } k \in \{2, k_{\delta} - 1\} \\
M_{k_{\delta}} &= \ldots = M_N^\delta \\
M_{N + 1}^\delta &= A_{\delta} \\
M_{2N + 1}^\delta &= \ldots = M_{N + 2 - k_{\delta}}^\delta \\
M_i^\delta &= M_i \text{ for all } k \in \{N + 2, N - 1\}
\end{align*}
\]

Note that \( V_{\delta} \) has at most \( N \) sides and that it is a circumscribed polygon which means that it lays on the lower boundary of the diagram \( D_N \). We also note, that the applications \( \delta \in (P(R_N), +\infty) \mapsto M_k^\delta \in \mathbb{R}^2 \) are continuous and thus it is also the case for \( \delta \in (P(R_N), +\infty) \mapsto V_{\delta} \in (P_N, d^H) \). Then, by similar estimates than \((2.13)\) we get that \( \lim_{\delta \to +\infty} \frac{P(V_{\delta})}{|V_{\delta}|^{1/2}} = +\infty \), thus the lower boundary of \( D_N \) is given by the set of points \( \{(x, x/2 + \sqrt{\pi}) \mid x \geq P(R_N)\} \).

**Step 3: Continuous paths:**

Now that we have two families \( (U_{\delta}) \) and \( (V_{\delta}) \) of extremal shapes, it remains to define continuous paths that relates the upper domains to the lower ones and fill the whole diagram. Unfortunately, unlike for the case of the class \( K^2 \), one cannot use Minkowski sums as they increase the number of sides and thus could give polygons that are not in the class \( P_N \), we will then construct the paths paths by continuously mapping the lower and upper polygons vertices.

We assume without loss of generality that as for \( V_{\delta} \) the diameter of \( U_{\delta} \) is given by \( O A_{\delta} \). We denote by \( O = L_1^\delta, L_2^\delta, \ldots, L_{N/2 - 1}^\delta = A_{\delta}, L_{N/2}^\delta, \ldots, L_N^\delta \) the vertices of \( U_{\delta} \). For \( t \in [0, 1] \), we define \( \Omega_t^\delta \) as the polygon of vertices \( ((1 - t)M_k^\delta + tL_k^\delta)_{k \in [1, N]} \). The polygon \( \Omega_t^\delta \) is convex and included in the rectangle
Figure 2.6: Construction of the circumscribed polygons $V_δ$ for $N = 8$.

(0; δ) × (0; d(R_N)), thus we have the following inequality:

$$\forall t \in [0, 1], \quad \frac{P(Ω^δ_t)}{|Ω^δ_t|^{1/2}} \geq \frac{2δ}{δ^{1/2} \times d(R_N)^{1/2}} = \frac{2}{d(R_N)^{1/2}} \times δ^{1/2}. \quad (2.14)$$

For every $δ \geq d(R_N)$, we introduce the closed and continuous path $γ_δ$:

$$γ_δ : [0, 3] \rightarrow \mathbb{R}^2$$

$$t \mapsto \begin{cases} (t-1)P(R_N) + (2-t)\frac{P(U_δ)}{|U_δ|^{1/2}}, & (t-1)P(R_N) + (2-t)\frac{P(V_δ)}{|V_δ|^{1/2}} + \sqrt{π}) \quad & \text{if } t \in [1, 2], \\ \left(t-2)P(R_N) + (3-t)\frac{P(U_δ)}{|U_δ|^{1/2}}, & (t-2)P(R_N) + (3-t)\frac{P(V_δ)}{|V_δ|^{1/2}} \right) \quad & \text{if } t \in [2, 3], \end{cases}$$

**Step 4: Stability of the paths:**

Take $δ_0 \geq d(R_N)$ and $ε > 0$, let us show that

$$\exists \alpha_ε > 0, \forall δ \in (δ_0 - α_ε, δ_0 + α_ε) \cap [P(R_N), +∞), \quad \sup_{t \in [0,3]} \| γ_δ(t) - γ_δ_0(t) \| \leq ε. \quad (2.15)$$

Let us take $δ \in [d(R_N), δ_0 + 1]$, with straightforward computations we have that for every $t \in [1, 3]$:

$$\| γ_δ(t) - γ_δ_0(t) \| \leq 2 \min \left( \frac{P(U_δ)}{|U_δ|^{1/2}}, \frac{P(U_δ_0)}{|U_δ_0|^{1/2}} \right), \frac{P(V_δ)}{|V_δ|^{1/2}} - \frac{P(V_δ_0)}{|V_δ_0|^{1/2}} \right) \rightarrow 0.$$
Moreover, by the quantitative estimates of Section 2.2, there exist constants $C(\delta_0), C'(\delta_0) > 0$ depending only on $\delta_0$ such that for all $\delta \in [d(R_N), \delta_0 + 1]$ and all $t \in [0, 1]$,

$$\|\gamma_\delta(t) - \gamma_{\delta_0}(t)\| \leq \left| \frac{P(\Omega_1^\delta)}{\Omega_1^\delta} - \frac{P(\Omega_0^\delta)}{\Omega_0^\delta} \right| + \|\Omega_1^\delta h(\Omega_0^\delta) - \Omega_0^\delta h(\Omega_0^\delta)\|$$

$$\leq C(\delta_0) \times \left( |P(\Omega_1^\delta) - P(\Omega_0^\delta)| + \|\Omega_1^\delta - \Omega_0^\delta\| + |h(\Omega_1^\delta) - h(\Omega_0^\delta)| \right)$$

$$\leq C'(\delta_0) \times \max_{i \in [1,N]} \|(1 - t)M_i^\delta + tL_i^\delta - (1 - t)M_i^0 + tL_i^0\|$$

$$\leq C'(\delta_0) \times \max_{i \in [1,N]} (\|M_i^\delta - M_i^0\| + \|L_i^\delta - L_i^0\|) \xrightarrow{\delta \to \delta_0} 0.$$  

Finally, we deduce that $\lim_{\delta \to \delta_0} \sup_{t \in [0,1]} \|\gamma_\delta(t) - \gamma_{\delta_0}(t)\| = 0$, which proves (2.15).

**Step 5: Conclusion:**

As for the case of convex sets, once we proved that the boundaries $\{(x, f_N(x)) \mid x \geq P(R_N)\}$ and $\{(x, x/2 + \sqrt{\pi}) \mid x \geq P(R_N)\}$ are included in the diagram $D_N$, it remains to show that it is also the case for the zone between them. We argue by contradiction, assuming that there exists $A(x_A, y_A) \in \{(x, y) \mid x > P(R_N) \text{ and } x/2 + \sqrt{\pi} < y < x\}$, such that $A \notin D_N$.

We consider the function $\psi_A : \delta \in [d(R_N), +\infty) \mapsto \text{ind}(\gamma_\delta, A)$, where $\text{ind}(\gamma_\delta, A)$ is the index of $A$ with respect to $\gamma_\delta$ (also called the winding number of the closed curve $\gamma_\delta$ around the point $A$).

- By Step 4 and the continuity of the index, the function $\psi_A$ is constant on $[P(R_N), +\infty)$.
- By the estimates above (Step 4), for $\delta$ sufficiently close to $\delta_0$ the point $A$ is in the interior of $\gamma_\delta$, thus $\psi_A(\delta) = 0$.
- On the other hand, by inequality (2.14), the point $A$ is in the interior of $\gamma_\delta$ for sufficiently high values of $\delta$, thus $\psi_A(\delta) \neq 0$.

By the last three points we get a contradiction, thus $A \in D_N$. Finally, we get the equality

$$D_N = \left\{ (x, y) \mid x \geq P(R_N) \text{ and } \frac{1}{2} x + \sqrt{\pi} \leq y \leq f_N(x) \right\}.$$  

**If $N$ is odd**

By inequalities (2.5) and (2.7), we have:

$$D_N \subset \{(x, y) \mid x \geq P(R_N) \text{ and } x/2 + \sqrt{\pi} \leq y \leq f_N(x)\}.$$  

Let us study the upper and lower boundaries of the diagram $D_N$.

**Lower boundary:**

Since $N - 1$ is even, we have by Section 2.3.3 that:

$$\{(x, x/2 + \sqrt{\pi}) \mid x \geq P(R_{N-1})\} \subset P_{N-1} \subset P_N.$$  

It remains to prove that $\{(x, x/2 + \sqrt{\pi}) \mid x \in [P(R(N), P(R_{N-1}))\} \subset P_N$. To do so, we continuously move two consecutive sides of the polygon $R_N$ so as to align them while keeping the polygon circumscribed, this gives us a continuous (for the Hausdorff distance) family $(W_t)_{t \in [0,1]}$ of convex inscribed polygons such that $W_0 = R_N$ and $W_1$ is an element of $P_{N-1}$, see Figure 2.7.
Since the map \( t \in [0, 1] \mapsto W_t \in (K^2, d^H) \) is continuous, the functionals perimeter, area, and Cheeger constant are continuous on \((K^2, d^H)\) and \( \frac{P(W_t)}{\sqrt{|W_t|}} \geq P(R_{N-1}) \) (because of the polygonal isoperimetric inequality in \( \mathcal{P}_{N-1} \)), we have by the intermediate values Theorem:

\[
\{(x, x/2 + \sqrt{\pi}) \mid x \in [P(R_N), P(R_{N-1})]\} \subset \left\{ \left( \frac{P(W_t)}{\sqrt{|W_t|}}, \sqrt{|W_t|}h(W_t) \right) \mid t \in [0, 1] \right\} \subset D_N.
\]

We finally have:

\[
\{(x, x/2 + \sqrt{\pi}) \mid x \in [P(R(N), +\infty)\} \subset \mathcal{P}_N.
\]

**Upper boundary:**

Let us now study the upper boundary. We introduce the function

\[
g_N : [P(R_N), +\infty) \rightarrow \mathbb{R}, \quad \frac{P}{p} \mapsto \sup \{h(\Omega) \mid \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p\}. \tag{2.16}
\]

First, let us prove that the problem \( \sup \{h(\Omega) \mid \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p\} \) admits a solution, that we denote \( \Omega_p \in \mathcal{P}_N \).

Take \( (\Omega^n_p)_{n \in \mathbb{N}} \) sequence of elements of \( \mathcal{P}_N \) such that \( |\Omega^n_p| = 1 \) and \( P(\Omega^n_p) = p \) for every \( n \in \mathbb{N} \) which satisfies

\[
\lim_{n \to +\infty} h(\Omega^n_p) = \sup \{h(\Omega) \mid \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p\}.
\]

Since the diameters of the sets \( (\Omega^n_p) \) are all bounded by \( p \) and the involved functionals are invariant by translations, we may assume without loss of generality that there exist a fixed ball \( D \subset \mathbb{R}^2 \) that contains all the polygons \( \Omega^n_p \). Let us denote \( A^n_1, \ldots, A^n_N \) the vertices of \( \Omega^n_p \), the sequences \( (A^n_1), \ldots, (A^n_N) \) are bounded in \( \mathbb{R}^2 \), thus, by Bolzano-Weirstrass Theorem, there exist \( \sigma : \mathbb{N} \rightarrow \mathbb{N} \) strictly increasing
and $A_1,\ldots,A_N \in \mathbb{R}^2$ such that $\lim_{n \to +\infty} A_k^{\sigma(n)} = A_k$. By elementary arguments of convex geometry one shows that the points $A_1,\ldots,A_N$ are the vertices of a convex polygon $\Omega_p$ which is also the limit of $(\Omega_p^{\sigma(n)})_n$ for Hausdorff distance. By the continuity of the perimeter, the volume and the Cheeger constant for the Hausdorff distance among convex sets, we have:

$$
\begin{align*}
|\Omega_p| &= \lim_{n \to +\infty} |\Omega_p^{\sigma(n)}| = 1 \\
P(\Omega_p) &= \lim_{n \to +\infty} P(\Omega_p^{\sigma(n)}) = p \\
h(\Omega_p) &= \lim_{n \to +\infty} h(\Omega_p^{\sigma(n)}) = \sup \{h(\Omega) : \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p\}.
\end{align*}
$$

Finally, we conclude that $\Omega_p \in \mathcal{P}_N$ is a solution of the problem $\sup \{h(\Omega) : \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p\}$.

Next, let us prove the stated properties of the function $g_N$.

1) The function $g_N$ is continuous

Let $p_0 \in [P(R_N), +\infty)$

- We first show an superior limit inequality. Let $(p_n)_{n \geq 1}$ real sequence converging to $p_0$ such that

$$
\lim_{p \to p_0} \limsup_{n \to +\infty} h(\Omega_p) = \lim_{n \to +\infty} h(\Omega_{p_n}).
$$

As the perimeter of $(\Omega_{p_n})_{n \in \mathbb{N}^*}$ is uniformly bounded, one may assume that the domains $(\Omega_{p_n})_{n \in \mathbb{N}^*}$ are included in a fixed ball: then by similar arguments than above, $(\Omega_{p_n})$ converges to a convex polygon $\Omega^* \in \mathcal{P}_N$ for the Hausdorff distance, up to a subsequence that we also denote $p_n$ for simplicity.

Again, by the continuity of the perimeter, the volume and the Cheeger constant for the Hausdorff distance among convex sets, we have:

$$
\begin{align*}
|\Omega^*| &= \lim_{n \to +\infty} |\Omega_{p_n}| = 1 \\
P(\Omega^*) &= \lim_{n \to +\infty} P(\Omega_{p_n}) = \lim_{n \to +\infty} p_n = p_0 \\
h(\Omega^*) &= \lim_{n \to +\infty} h(\Omega_{p_n}) = \lim_{p \to p_0} \limsup_{n \to +\infty} h(\Omega_p)
\end{align*}
$$

Then by definition of $g_N$ (since $\Omega^* \in \mathcal{P}_N$, $|\Omega^*| = 1$ and $P(\Omega^*) = p_0$), we obtain:

$$
g_N(p_0) \geq h(\Omega^*) = \lim_{n \to +\infty} h(\Omega_{p_n}) = \lim_{p \to p_0} \limsup_{n \to +\infty} h(\Omega_p) = \lim_{p \to p_0} g_N(p).
$$

- It remains to prove an inferior limit inequality. Let $(p_n)_{n \geq 1}$ be a real sequence converging to $p_0$ such that:

$$
\liminf_{p \to p_0} g_N(p) = \lim_{n \to +\infty} g_N(p_n).
$$

By using parallel chord movements (see the proof of Lemma 5), we can construct a sequence of unit area polygons $(K_n)_{n \geq 1}$ with at most $N$ sides, converging to $\Omega_{p_0}$ for Hausdorff distance such that $P(K_n) = p_n$ for sufficiently high values of $n \in \mathbb{N}^*$.

By using the definition of $g_N$ one can write

$$
\forall n \in \mathbb{N}^*, \quad g_N(p_n) \geq h(K_n).
$$

Passing to the limit, we get:

$$
\liminf_{p \to p_0} g_N(p) = \lim_{n \to +\infty} g_N(p_n) \geq \lim_{n \to +\infty} h(K_n) = h(\Omega_{p_0}) = g_N(p_0).
$$
As a consequence we finally get \( \lim_{p \to p_0} g_N(p) = g_N(p_0) \), so \( g_N \) is continuous on \( [P(R_N), +\infty] \).

2) The function \( g_N \) is strictly increasing

Let us assume by contradiction that \( g_N \) is not strictly increasing, then there exist \( p_2 > p_1 \geq P(R_N) \) such that \( g_N(p_2) < g_N(p_1) \), and from the equality case in the polygonal isoperimetric inequality, we necessarily have \( p_1 > P(R_N) \). Since \( g \) is continuous, it reaches its maximum on \( [P(R_N), p_2] \) at a point \( p^* \in (P(R_N), p_2) \), that is to say

\[
\forall \Omega \in \mathcal{P}_N \text{ such that } |\Omega| = 1 \quad \text{and} \quad P(\Omega) \in [P(R_N), p_2], \quad h(\Omega_{p^*}) = g_N(p^*) \geq h(\Omega). \tag{2.17}
\]

We note that \( g_N(p^*) > p^*/2 + \sqrt{\pi} \), indeed if it is not the case (i.e. \( g_N(p^*) = p^*/2 + \sqrt{\pi} \)) we have

\[
g_N(p^* + h) \geq (p^* + h)/2 + \sqrt{\pi} > p^*/2 + \sqrt{\pi} = g_N(p^*),
\]

this contradicts the fact that \( g_N \) admits a local maximum at \( p^* \).

\((2.17)\) shows that \( \Omega_{p^*} \) is a local maximizer of the Cheeger constant between convex \( N \)-gons of unit area. On the other hand, the fact that \( h(\Omega_{p^*}) = g_N(p^*) \geq p^*/2 + \sqrt{\pi} \) implies that \( \Omega_{p^*} \) is not a circumscribed polygon. Let us now show that any non-circumscribed polygon \( \Omega \) (i.e. \( T(\Omega) < \frac{P(\Omega)^2}{4|\Omega|} \)) could be perturbed (while preserving the number of sides) in such a way to increase \( |\Omega|^{1/2} h(\Omega) \).

We denote \((\ell_i)_{i \in [1, N]}\) the lengths of the sides of the polygon \( \Omega \) and \((\alpha_i)_{i \in [1, N]}\) its inner angles and denote

\[
r_0 := \min_{1 \leq i \leq N} \frac{\ell_i}{\tan \left( \frac{\pi - \alpha_i}{2} \right) + \tan \left( \frac{\pi - \alpha_{i-1}}{2} \right)}
\]

We distinguish two cases:

- If \( |\Omega| - r_0 P(\Omega) + r_0^2 (T(\Omega) - \pi) \geq 0 \), this means by \([122\), Theorem 3\) that there exists a side of \( \Omega \) that does not touch the Cheeger set \( C_{\Omega} \) or touch it in one point. We consider a parallel displacement of this side as shown in Figure 2.8. For \( \varepsilon > 0 \) sufficiently small, the polygons \( \Omega \) and \( \Omega_{\varepsilon} \) have the same Cheeger set, thus we have \( |\Omega_{\varepsilon}|^{1/2} h(\Omega_{\varepsilon}) > |\Omega|^{1/2} h(\Omega) \).

![Figure 2.8: Parallel displacement of one side.](image)

- On the other hand if \( |\Omega| - r_0 P(\Omega) + r_0^2 (T(\Omega) - \pi) < 0 \), then by \([122\), Theorem 3\), the polygons \( \Omega \) and \( \Omega_{\varepsilon} \) (for \( |\varepsilon| \) sufficiently small) are Cheeger-regular and thus we have an explicit expression of their Cheeger constants.

We have for \( |\varepsilon| \) sufficiently small

\[
|\Omega_{\varepsilon}|^{1/2} h(\Omega_{\varepsilon}) = \frac{P(\Omega_{\varepsilon}) + \sqrt{P(\Omega_{\varepsilon})^2 - 4(T(\Omega_{\varepsilon}) - \pi)|\Omega_{\varepsilon}|}}{|\Omega_{\varepsilon}|} = P(\Omega_{\varepsilon}) + \frac{\sqrt{P(\Omega_{\varepsilon})^2 - 4(T(\Omega) - \pi)|\Omega_{\varepsilon}|}}{|\Omega_{\varepsilon}|}
\]

\[(2.18)\]
where we used $T(\Omega) = T(\Omega_\varepsilon)$ for the last equality.

As stated in the proof of [50] Lemma 23] through elementary geometric arguments, we have

$$P(\Omega_{\varepsilon}) = P(\Omega) + \left( \frac{1}{\tan \alpha_{i-1}} + \frac{1}{\tan \alpha_i} + \frac{1}{\sin \alpha_i} + \frac{1}{\sin \alpha_i} \right) \times \varepsilon,$$

Thus :

$$\frac{P(\Omega_{\varepsilon})^2}{|\Omega_{\varepsilon}|} = \frac{P(\Omega) + \left( \frac{1}{\tan \alpha_{i-1}} + \frac{1}{\tan \alpha_i} + \frac{1}{\sin \alpha_i} + \frac{1}{\sin \alpha_i} \right) \times \varepsilon}{|\Omega| + \ell_i \times \varepsilon + \frac{1}{2} \left( \frac{1}{\tan \alpha_1} + \frac{1}{\tan \alpha_2} \right) \times \varepsilon^2} = \frac{P(\Omega)^2}{|\Omega|} + P(\Omega) \left( 2 \left( \frac{1}{\tan \alpha_{i-1}} + \frac{1}{\tan \alpha_i} + \frac{1}{\sin \alpha_{i-1}} + \frac{1}{\sin \alpha_i} \right) - \frac{P(\Omega)}{|\Omega|} \ell_i \right) \times \varepsilon + o(\varepsilon).$$

Let us show that there exists $i \in \{1; N\}$ such that $\Psi_i \neq 0$. We assume by contradiction that $\Psi_i = 0$ for every $i \in \{1; N\}$, we then have

$$\sum_{i=1}^{N} \Psi_i = 0,$$

which is equivalent to

$$P(\Omega) = \frac{4|\Omega|}{P(\Omega)} \times \sum_{i=1}^{N} \left( \frac{1}{\tan \alpha_i} + \frac{1}{\sin \alpha_i} \right) = \frac{4|\Omega|}{P(\Omega)} \times \sum_{i=1}^{N} \frac{1}{\tan \alpha_i} \leq \frac{4|\Omega|}{P(\Omega)} \times T(\Omega).$$

As stated in Theorem[4] this equality holds if and only if $\Omega$ is a circumscribed polygon, which is not the case as assumed above. Thus, there exists $i \in \{1; N\}$ such that $\Psi_i \neq 0$, then by performing a parallel displacement (in the suitable sense) of the $i^{th}$ side, one is able to strictly increase $P(\Omega)/|\Omega|^{1/2}$ which by (2.18) increases $|\Omega|^{1/2} h(\Omega)$.

3) Comparison between $g_N$ and $f_N$ and asymptotic

- It is immediate by the inclusion $P_{N-1} \subset P_N$ and inequality (2.7) that $f_{N-1} \leq g_N \leq f_N$ on $[P(R_N), +\infty)$.

- If we perform parallel displacement of one of the sides of the regular polygon $R_N$ we obtain a continuous (for Hausdorff distance) family of Cheeger regular polygons $(\Omega_{\varepsilon})_{\varepsilon \in (0,\varepsilon_0)}$ with the same angles as $R_N$ such that $P(\Omega_{\varepsilon})|\Omega_{\varepsilon}|^{1/2} > P(\Omega)|\Omega|^{1/2}$ for every $\varepsilon \in (0,\varepsilon_0)$, this proves that there exists $b_N \geq P(\Omega_{\varepsilon_0})/|\Omega_{\varepsilon_0}|^{1/2} > P(R_N)$ such that for every $p \in [P(R_N), b_N]$ we have $g_N(p) = \frac{p^2 + 4(\pi - N \tan \frac{\pi}{2})}{2} = f_N(p)$.

- Let us prove that if $\Omega$ is a unit area polygon of $N$ sides whose angles are all equal (to $\beta_N := \frac{N-2}{2N} \pi$), one has

$$P(\Omega) \leq \frac{2N}{\sqrt{\tan \frac{\beta_N}{2}}} \quad (2.19)$$

Let us assume that $\Omega \subset \{y \geq 0\}$ and its longest side is given by the segment $[OA]$ where $A(\ell, 0)$ and $\ell > 0$. Since $N$ is odd and all the angles of $\Omega$ are equal, we deduce that there exists a unique vertex $B(x_B, \eta)$ which is strictly higher (ie. has the largest ordinate) than all other vertices. We can assume without loss of generality that $x_B \geq \ell/2$. As shown in Figure 2.9 by convexity of $\Omega$, the line obtained by extending the left side of extremity $B$ intersects the axis of abscissa in a point $C(x_C, 0)$ such that $x_C \leq 0$.  

71
We have

\[ \frac{1}{\tan \frac{\beta_N}{2}} = \cotan \frac{\beta_N}{2} = \frac{\eta}{x_B - x_C} = 2 \frac{\frac{1}{2} \ell \eta}{x_B - x_C} = 2 \frac{S_{OAB}}{\ell (x_B - x_C)} \leq \frac{4}{\ell^2}, \]

where the last inequality is a consequence of \( S_{OAB} \leq 1 \) (because \( OAB \subseteq \Omega \)) and \( x_B - x_C \geq \ell/2 \).

Thus, we have the result

\[ P(\Omega) \leq N \ell \leq \frac{2N}{\sqrt{\tan \frac{\beta_N}{2}}}, \]

This proves that there is no polygon of unit area, \( N \) sides and perimeter larger than \( \frac{2N}{\sqrt{\tan \frac{\beta_N}{2}}} \) whose inner angles are all equal (to \( \beta_N \)).

Thus for every \( \Omega \in P_N \) such that \( |\Omega| = 1 \) and \( P(\Omega) \geq \frac{2N}{\sqrt{\tan \frac{\beta_N}{2}}} \), we have

\[ h(\Omega) \leq \frac{P(\Omega) + \sqrt{P(\Omega)^2 - 4(T(\Omega) - \pi) |\Omega|}}{2 |\Omega|} < \frac{P(\Omega) + \sqrt{P(\Omega)^2 + 4(\pi - N \tan \frac{\pi}{N}) |\Omega|}}{2 |\Omega|} = f_N(P(\Omega)), \]

where the first inequality is (2.7) and the second (strict) one is a consequence of Theorem 7.

We finally have that:

\[ \forall p > \frac{2N}{\sqrt{\tan \frac{\beta_N}{2}}} \quad g_N(p) < f_N(p). \]

- Since \( N \geq 4 \), we have

\[ \forall x \geq P(R_{N-1}), \quad x + \frac{\sqrt{x^2 + 4(\pi - (N - 1) \tan \frac{\pi}{N-1})}}{2} = f_{N-1}(x) \leq g_N(x) \leq f_N(x). \]

Thus

\[ g_N(x) \sim x \quad \text{as} \quad x \to +\infty. \]
2.4 Numerical simulations

Since it does not seem to be easy to explicitly find the upper boundary of the diagram $\mathcal{D}_N$ when $N$ is odd, we perform some simulations in order to have an approximation of the function $g_N$; we numerically solve the following problems:

$$\max \{ h(\Omega) \mid \Omega \in \mathcal{P}_N, \ |\Omega| = 1 \text{ and } P(\Omega) = p_0 \},$$

(2.20)

where $p_0 \in [P(R_N), +\infty)$.

2.4.1 Parameterization of the domains

We parameterize a polygon $\Omega$ via its vertices’ coordinates $A_1(x_1, y_1), ..., A_N(x_N, y_N)$.

- Let us first express the constraint of convexity in terms of the coordinates of the vertices of $\Omega$. It is classical that $\Omega$ is convex if and only if all the interior angles are less than or equal to $\pi$. By using the cross product (see [19] for example), this, is equivalent to the constraints

$$C_k(x_1, ..., x_N, y_1, ..., y_N) := (x_{k-1} - x_k)(y_{k+1} - y_k) - (y_{k-1} - y_k)(x_{k+1} - x_k) \leq 0,$$

for $k = 1, ..., N$, where we used the conventions $A_0 = A_N$ and $A_{N+1} = A_1$.

- The volume and the perimeter of $\Omega$ are given by the following formulae

$$\begin{align*}
  f(x_1, ..., x_N, y_1, ..., y_N) &:= P(\Omega) = \sum_{k=1}^{N} \sqrt{(x_{k+1} - x_k)^2 + (y_{k+1} - y_k)^2}, \\
g(x_1, ..., x_N, y_1, ..., y_N) &:= |\Omega| = \frac{1}{2} \left| \sum_{k=1}^{N} (x_k y_{k+1} - x_{k+1} y_k) \right|
\end{align*}
$$

- Finally, we introduce the function

$$\phi : (x_1, ..., x_N, y_1, ..., y_N) \mapsto \begin{cases} h(\Omega) & \text{if the polygon } \Omega \text{ does not have overlapping sides} \\
-1 & \text{if the polygon } \Omega \text{ does have overlapping sides}
\end{cases}$$

where $\Omega$ is the polygon of vertices $A_1(x_1, y_1), ..., A_N(x_N, y_N)$. The Cheeger constant is computed by using an open source code of Beniamin Bogosel [30] based on the results of [122].

We are now able to write the Problem (2.20) in the following form

$$\sup_{(x_1, ..., y_N) \in \mathbb{R}^{2N}} \phi(x_1, ..., y_N),$$

$$\forall k \in [1, N], \quad C_k(x_1, ..., x_N, y_1, ..., y_N) \leq 0,$$

$$f(x_1, ..., x_N, y_1, ..., y_N) = p_0,$$

$$g(x_1, ..., x_N, y_1, ..., y_N) = 1.$$

2.4.2 Computation of the gradients

We want to use Matlab’s routine finmincon to solve the last problem, to do so we should compute the gradients of the constraints $C_k, f, g$ and the objective function $\phi$.

$C_k, f, g$ are explicitly expressed via usual functions of $(x_1, ..., y_N)$, we then have by easy computations explicit formulae for the gradients. This is not the case for the objective function $\phi$. We use the following shape derivative formula of the Cheeger constant proved in [153]:

$$h'(\Omega, V) := \lim_{t \to 0} \frac{h(\Omega_t) - h(\Omega)}{t} = \frac{1}{|\partial \Omega|} \int_{\partial C_{\Omega_t} \cap \partial \Omega} (-h(\Omega)) \langle V, n \rangle dH^1,$$
where $V \in \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is a smooth perturbation, $\Omega_t = (I_d + tV)(\Omega)$, $n(x)$ is the normal to $\partial \Omega$ at the point $x$ and $\kappa$ is the curvature of $\partial \Omega$ at the point $x$.

Since $\Omega$ is a convex polygon and $C_\Omega$ is $C^{1,1}$, we have $\kappa^2 \omega = 0$ on $\partial C_\Omega \cap \partial \Omega$. Thus, if we denote $V_{x_k}$ and $V_{y_k}$ the perturbations respectively associated to the variables $x_k$ and $y_k$, where $k \in \mathbb{N}$, we have:

$$
\begin{align*}
\partial \phi_{x_k}(x_1, \ldots, x_N, y_1, \ldots, y_N) &= -\frac{h(\Omega)}{\omega_{C_\Omega}} \int_{\partial C_\Omega \cap \partial \Omega} \langle V_{x_k}, n \rangle \, dH^1, \\
\partial \phi_{y_k}(x_1, \ldots, x_N, y_1, \ldots, y_N) &= -\frac{h(\Omega)}{\omega_{C_\Omega}} \int_{\partial C_\Omega \cap \partial \Omega} \langle V_{y_k}, n \rangle \, dH^1
\end{align*}
$$

2.4.3 Results

In Figure 2.10, we plot the points corresponding to 1000 random convex pentagons and the points corresponding to the optimal pentagons obtained for $p_0 \in \{P(R_5) + 0.02 \times k \mid k \in \mathbb{N} \}$, in addition to the curves representing Inequalities (2.3) and (2.7). We note (as proved in Theorem 6) that for small values of $p_0$, the points corresponding to the optimal domains are exactly located on the curve of the function $f_5$ (that represents inequality (2.7)) which is no longer the case for those corresponding to larger values of $p_0$.

![Blaschke-Santaló diagram of convex pentagons](image-url)
We give in the Figure 2.11 a zoom on the upper boundary, where one notes that the points corresponding to the upper pentagons are at first exactly located on the red curve corresponding to inequality (2.7) and then come off and become strictly lower than it. We numerically note that the abscissa $b_5$ introduced in the statement of Theorem 6 is indeed (as proven in the present paper) bounded from above by $\frac{10}{\sqrt{\tan \frac{3\pi}{20}}}$. 

Figure 2.11: A zoom on the upper boundary.

Finally, we give the obtained optimal shapes for $p_0 \in \{3.86, 4, 5\}$. We note that for larger values of $p_0$ the maximizers seem not to be Cheeger-regular.

Figure 2.12: Optimal pentagons obtained for $p_0 \in \{3.86, 4, 5\}$.
Remark 3. Our numerical approach is validated by testing it on the cases for which we have a theoretical description of the boundary, namely:

- The lower boundary of the diagrams $D_N$, where $N \geq 3$, which is given as stated in Theorem 6 by:
  \[ \{ (x, x/2 + \sqrt{\pi}) \mid x \geq P(R_N) \} . \]

- The upper boundary of the diagrams $D_N$, where $N$ is even, which is given as stated in Theorem 6 by:
  \[ \left\{ \left( x, x + \frac{\sqrt{x^2 + 4(\pi - N \tan \frac{\pi}{N})^2}}{2} \right) \mid x \geq P(R_N) \right\} . \]

In both cases, satisfying results were obtained.

2.5 Some applications

We give some applications of the results and ideas developed in this paper.

2.5.1 First application

One early result in the spirit of inequality (2.5) is due to R. Brooks and P. Waksman, see Theorem 2 below. It gives a lower estimate of the Cheeger constant of convex polygons, which we show to be a consequence inequality (2.5).

Proposition 2. [48, Th 3.] If $\Omega$ is a convex polygon, we denote $\Omega^*$ the (unique up to rigid motions) circumscribed polygon which has the same area as $\Omega$ and whose angles are the same as those of $\Omega$, then

\[ h(\Omega) \geq h(\Omega^*) = \frac{\sqrt{T(\Omega)} + \sqrt{\pi}}{\sqrt{\Omega}}, \quad (2.21) \]

with equality if and only if $\Omega = \Omega^*$ (up to rigid motions).

Proof. We show inequality (2.5) gives an alternative proof.

\[ h(\Omega) \geq \frac{P(\Omega) + \sqrt{4\pi |\Omega|}}{2|\Omega|} \geq \frac{2\sqrt{|\Omega|} \sqrt{T(\Omega)} + \sqrt{4\pi |\Omega|}}{2|\Omega|} = \frac{\sqrt{T(\Omega)} + \sqrt{\pi}}{\sqrt{|\Omega|}} = \frac{\sqrt{T(\Omega^*)} + \sqrt{\pi}}{\sqrt{|\Omega^*|}}, \]

where we respectively used (2.5) and (2.8) for the first and second inequalities and the fact that $\Omega^*$ has the same area and angles as $\Omega$ for the last equality. By Theorem 7 the second inequality is an equality if and only if $\Omega$ is circumscribed, in this case the first inequality becomes also an equality.

On the other hand, since $\Omega^*$ is an inscribed polygon, we have $T(\Omega^*) = P(\Omega^*)^2/(4|\Omega^*|)$ (by Theorem 7) and $h(\Omega^*) = \frac{P(\Omega^*) + \sqrt{4\pi |\Omega^*|}}{2|\Omega^*|}$.

Thus:

\[ \frac{\sqrt{T(\Omega^*)} + \sqrt{\pi}}{\sqrt{|\Omega^*|}} = h(\Omega^*). \]

This ends the proof. \[\square\]
2.5.2 Second application: on the stability of the Cheeger constant of polygons

We use inequality \([2.5]\) and \([52,\text{Proposition 2.1}]\) to give a quantitative version of the Faber-Krahn type inequality for convex polygons:

**Proposition 3.** Take \(N \geq 3\). There exists a positive constant \(C_N\) such that for every convex unit area \(N\)-gon \(\Omega\) there exists a rigid motion \(\rho\) of \(\mathbb{R}^2\) such that

\[
h(\Omega)^2 - h(\Omega_N)^2 \geq C_N d_H(\Omega, \rho(\Omega_N))^2.
\]

**Proof.** Take \(N \geq 3\) and a \(N\)-gon \(\Omega\), we have by inequality \([2.5]\)

\[
P(\Omega) \leq 2(h(\Omega) - \sqrt{\pi}) \quad \text{and} \quad P(\Omega_N) = 2(h(\Omega_N) - \sqrt{\pi}),
\]

thus

\[
P(\Omega)^2 - P(\Omega_N)^2 \leq 4(h(\Omega) - \sqrt{\pi})^2 - 4(h(\Omega_N) - \sqrt{\pi})^2
\]

\[
= 4(h(\Omega)^2 - h(\Omega_N)^2 - 2\sqrt{\pi}(h(\Omega) - h(\Omega_N)))
\]

\[
\leq 4(h(\Omega)^2 - h(\Omega_N)^2),
\]

where the last inequality is a consequence of the polygonal Faber-Krahn type inequality \(h(\Omega) \geq h(\Omega_N)\).

On the other hand, it is proved in \([52,\text{Proposition 2.1}]\), that there exists \(C_N > 0\) depending only on \(N\) such that

\[
P(\Omega)^2 - P(\Omega_N)^2 \geq 4C_N d_H(\Omega, \rho(\Omega_N))^2,
\]

combining with the latest inequality we get the announced result. \(\square\)

**Remark 4.** The quantitative inequality \([2.22]\) shows in particular the stability of the Cheeger constant in the neighborhood of regular polygons between convex polygons with the same number of sides, in the sense that if the Cheeger constant of a convex polygon is close to the one of the unit area regular polygon with the same number of sides, then the polygon looks (up to rigid motions) like the latter one. A similar result can be obtained for non convex \(N\)-gons, see \([53]\).
Chapter 3

Blaschke-Santaló diagrams for the volume, the perimeter and the first Dirichlet eigenvalue

This chapter is a reprint of the paper Blaschke-Santaló diagram for volume, perimeter and first Dirichlet eigenvalue [92], in collaboration with Jimmy Lamboley, accepted for publication in SIAM Journal on Mathematical Analysis.

Abstract

We are interested in the study of Blaschke-Santaló diagrams describing the possible inequalities involving the first Dirichlet eigenvalue, the perimeter and the volume, for different classes of sets. We give a complete description of the diagram for the class of open sets in $\mathbb{R}^d$, basically showing that the isoperimetric and Faber-Krahn inequalities form a complete system of inequalities for these three quantities. We also give some qualitative results for the Blaschke-Santaló diagram for the class of planar convex domains: we prove that in this case the diagram can be described as the set of points contained between the graphs of two continuous and increasing functions. This shows in particular that the diagram is simply connected, and even horizontally and vertically convex. We also prove that the shapes that fill the upper part of the boundary of the diagram are smooth ($C^{1,1}$), while those on the lower one are polygons (except for the ball). Finally, we perform some numerical simulations in order to have an idea on the shape of the diagram; we deduce both from theoretical and numerical results some new conjectures about geometrical inequalities involving the functionals under study in this paper.

3.1 Introduction

In this paper, we are interested in describing all possible geometrical inequalities that are invariant under homotheties and involving the three following quantities: the volume, the perimeter, and the first Dirichlet eigenvalue of a given shape.

A Blaschke-Santaló diagram is a tool that allows to visualize all possible inequalities between three quantities depending on the shape of a set: it was named as a reference to [28] and [163], where the authors were looking for the description of inequalities involving three geometrical quantities for a given convex set. Usually in convex geometry, Blaschke-Santaló diagrams are studied for purely geometrical functionals. We refer to [110] for more details and to [26, 70, 71] for some recent results in this purely geometrical setting.
More recently, some interest has grown for geometrical inequalities involving the spectral quantities of a given shape \( \Omega \subset \mathbb{R}^d \), like the eigenvalues of the Laplacian on the set \( \Omega \) with Dirichlet boundary conditions on \( \partial \Omega \): therefore, the approach by Blaschke-Santaló diagrams has been applied in this context, see for example [49] and [13], see also [24, 138].

In the present paper, we propose to study an example mixing geometric and spectral quantities. In order to be more precise, let us define the Blaschke-Santaló diagrams we are interested in in this paper: given \( \mathcal{C} \) a class of open sets of \( \mathbb{R}^d \), we define

\[
\mathcal{D}_\mathcal{C} = \left\{ (x,y) \in \mathbb{R}^2, \exists \Omega \in \mathcal{C} \text{ such that } |\Omega| = 1, P(\Omega) = x, \lambda_1(\Omega) = y \right\}
\]

where \( |\Omega| \) denotes the volume of the set \( \Omega \), \( P(\Omega) = \mathcal{H}^{d-1}(\partial \Omega) \) is its perimeter, and \( \lambda_1(\Omega) \) is its first Dirichlet eigenvalue, which can be quickly defined with the following variational formulation:

\[
\lambda_1(\Omega) := \min \left\{ \frac{\int_{\Omega} |\nabla u|^2 dx}{\int_{\Omega} u^2 dx} \middle| u \in H^1_0(\Omega) \setminus \{0\} \right\},
\]

(3.1)

where \( H^1_0(\Omega) \) denotes the completion for the \( H^1 \)-norm of the space \( C^\infty_c(\Omega) \) of infinitely differentiable functions of compact support in \( \Omega \). We recall the following behavior with respect to homothety:

\[
\forall t > 0, \quad \lambda_1(t\Omega) = \frac{\lambda_1(\Omega)}{t^2}, \quad |t\Omega| = t^d |\Omega| \quad \text{and} \quad P(t\Omega) = t^{d-1} P(\Omega).
\]

This allows us to give a scaling invariant formulation of the diagram: if \( \mathcal{C} \) is a class of nonempty and bounded open sets in \( \mathbb{R}^d \), then

\[
\mathcal{D}_\mathcal{C} = \left\{ (x,y) \in \mathbb{R}^2, \exists \Omega \in \mathcal{C} \text{ such that } P(\Omega)/|\Omega|^{\frac{d-1}{d}} = x, \ |\Omega|^{\frac{1}{d}} \lambda_1(\Omega) = y \right\}
\]

where \( B \) is a ball of volume 1.

We are now in position to state the first main result in this paper:

**Theorem 10.** Let \( \mathcal{O} \) be the class of \( C^\infty \) open sets in \( \mathbb{R}^d \), we have:

\[
\mathcal{D}_\mathcal{O} = \left( \{(P(B),+\infty) \times (\lambda_1(B),+\infty)\} \right) \cup \{(P(B),\lambda_1(B))\},
\]

where \( B \) is a ball of volume 1.

Let us give a few comments on this result:

- the most famous inequalities in this framework are the isoperimetric and the Faber-Krahn inequalities, stating that

\[
\forall \Omega \in \mathcal{O} \text{ such that } |\Omega| = 1, \quad P(\Omega) \geq P(B) \quad \text{and} \quad \lambda_1(\Omega) \geq \lambda_1(B). \quad (3.2)
\]

In terms of the diagram, it says that \( \mathcal{D}_\mathcal{O} \) is included in the “up-right” quadrant defined by the point \( (P(B), \lambda_1(B)) \). Theorem 10 asserts that the diagram is in fact exactly this quadrant (see the next point for a discussion about whether the boundary of the quadrant should be included or not in the diagram); in other words, inequalities given in (3.2) are exhaustive in the sense that any other inequality that is invariant with homotheties and only involves the three quantities \( (P, \lambda_1, |\cdot|) \) are already taken into account in (3.2): we say that this is a complete system of inequalities in the class \( \mathcal{O} \).
Theorem 11. Let $\mathcal{K}^2$ be the class of convex planar open sets:

$$\mathcal{K}^2 = \{ \Omega \subset \mathbb{R}^2, \; \Omega \text{ is convex and open} \}. $$

We denote $x_0 = P(B) = 2\sqrt{\pi}$, where $B$ is a disk of area 1. Then there exist two functions $f : [x_0, +\infty) \to \mathbb{R}$ and $g : [x_0, +\infty) \to \mathbb{R}$ such that

1. the diagram $\mathcal{D}_{\mathcal{K}^2}$ is made of all points in $\mathbb{R}^2$ lying between the graphs of $f$ and $g$, more precisely:

$$\mathcal{D}_{\mathcal{K}^2} = \{ (x,y) \in \mathbb{R}^2, \; x \geq x_0 \; \text{and} \; f(x) \leq y \leq g(x) \}, \quad (3.3)$$

2. the functions $f$ and $g$ are continuous and strictly increasing,

3. for every $x > x_0$, let $\Omega \in \mathcal{K}^2$ such that $|\Omega| = 1$ and $\lambda_1(\Omega) = x$, then

- if $P(\Omega) = g(x)$, then $\Omega$ is $C^{1,1}$,
- if $P(\Omega) = f(x)$, then $\Omega$ is a polygon.

4. $f(x) \sim \frac{\pi^2}{16} x^2$, $g(x) \sim \frac{\pi^2}{16} x^2$, $f'(x_0) = 0$ and $\limsup_{x \to x_0} \frac{g(x) - g(x_0)}{x-x_0} \geq \frac{\lambda_1(B)}{\pi} \left( \frac{\lambda_1(B)}{\pi} - 2 \right)$.

Let us comment about this result and its proof:

- this result gives a good understanding of the shape of the diagram $\mathcal{D}_{\mathcal{K}^2}$: it says in particular that it is simply connected, and even horizontally and vertically convex.

- in other words, the knowledge of $f$ and $g$ is enough to describe all possible (scaling invariant) inequalities involving the three quantities $(P, \lambda_1, |\cdot|)$, in the class of convex sets of $\mathbb{R}^2$: these functions quantify in which way one can improve inequalities (3.2) if one knows that the shape $\Omega$ is convex, and not only just an open set.
of course, it is not expected to have an explicit formula for functions $f$ and $g$. Up to our knowledge, Theorem 11 is one of the first qualitative and complete description of a Blaschke-Santaló diagram while we do not have a good knowledge of the shapes that achieve the boundary of the diagram. Compare with [24, 138] where it is still an open problem whether the Blaschke-Santaló diagram for the triplet $(\lambda_1, T, |\cdot|)$ where $T$ denotes the torsional rigidity, is simply connected (or horizontally and vertically convex, which is a stronger statement), both for the class of open domains (see [24, Problem 3]) and for the class of convex domains ([138, Conjecture 2]).

the proof of the first two points in Theorem 11 is therefore the most involved part of this paper (see also Section 3.3.2); it relies in particular on a perturbation lemma (see Lemma 7) among convex sets and involving functionals $P, \lambda_1$ and $|\cdot|$, which states that if we denote $K^2$ the set of planar convex domains with unit area endowed with the Hausdorff distance $d^H$, then

1. the ball is the only local minimizer of the perimeter, as well as the only local minimizer of $\lambda_1$, in $(K^2, d^H)$
2. however, there is no local maximizer of the perimeter in $(K^2, d^H)$, and no local maximizer of $\lambda_1$ that is $C^{1,1}$.

We believe this Lemma is interesting in itself; its second part is not easy to prove at all. It uses the tools and results of shape optimization under convexity constraints studied in [132, 134, 133]. It mainly explains the restriction to dimension 2. Up to our knowledge, the results given in Theorem 11 or in Lemma 7 are open in dimension 3 or higher. We also denote $K^d$ the set of convex open subsets of $\mathbb{R}^d$ when $d \geq 3$, and $D_{K^d}$ denotes the associated Blaschke-Santaló diagram. Notice that some results from Section 3.3.2 are stated and proved in arbitrary dimensions (see Propositions 4 and 6). In Section 3.4.2, we discuss the case of higher dimensions and conjecture that as for the planar case, $D_{K^d}$ is given by the set of points contained between two continuous and increasing curves, see Conjecture 5.

the third assertion provides some regularity (or non-regularity) properties for domains lying on the boundary of the diagram. If follows from results of [134], see Corollary 3. We note that to be able to apply [134], we have to prove a Serrin’s type lemma on convex sets, where no regularity assumption is made: see Lemma 8 which is given for arbitrary dimensions and is rather interesting in itself. The $C^{1,1}$ regularity of the upper optimal domains allows us to restrict the fourth assertion of the perturbation Lemma 7 to the case of smooth domains, which is easier to prove, see also [130].

though it is not expected to compute explicitly $f$ and $g$, the last point in Theorem 11 provides some results about the asymptotic behavior of $f$ and $g$ near $+\infty$ and near $x_0 = P(B)$, see Proposition 6, Corollary 5 (which are stated and proved in arbitrary dimensions), and Corollary 7 (which is proved only in dimension 2). We actually provide an improvement to the result $f'(x_0) = 0$, which is the main novelty about these asymptotics: more precisely, investigating the lower part of the diagram for $x$ close to $P(B)$ is related to the following question: for what exponent $\alpha$ may we expect that there is an inequality of the form

$$\lambda_1(\Omega) - \lambda_1(B) \geq c(P(\Omega) - P(B))^\alpha$$

for $\Omega \in K^2$ close to the ball and for some $c > 0$ independent of $\Omega$. We show in the second part of Theorem 14 that $\alpha$ must necessarily be greater or equal to $3/2$ for such an inequality to be valid, and we show evidence that such an inequality is likely to be true with $\alpha = 3/2$ (see the first part of Theorem 14 and Proposition 8), even though we are not yet in position to prove it, see Section 3.4.1. Finally, we compare the conjectured inequality (with the exponent $3/2$) with the sharp quantitative Faber-Krahn inequality proved in [42], see Remark 11.
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In the following section, we give a proof of Theorem 10. In Section 3.3, we focus on the case of convex planar domains: we first recall theoretical information that was known about the diagram, and provide numerical simulations. We then prove the main lemma about perturbation results in the class of convex sets in \( \mathbb{R}^2 \) (Lemma 7), and then deduce that the boundary of the diagram is made of the graph of two increasing and continuous functions (see Theorem 12), and furthermore that the diagram is simply connected (see Theorem 13). This eventually leads to the proof of Theorem 11. We also describe the asymptotics of \( f \) and \( g \) near \( +\infty \) and \( x_0 \), see Proposition 6 and Section 3.3.3. In the last Section, we discuss related problems and new possible conjectures.

### 3.2 Proof of Theorem 10

As explained below the statement of Theorem 10, the inclusion

\[ D \subset \left( (P(B), +\infty) \times (\lambda_1(B), +\infty) \right) \cup \left\{ (P(B), \lambda_1(B)) \right\} \]

is due to the isoperimetric and Faber-Krahn inequalities with equality cases, see for example [147, Section 2] and [120, Example 2.11]. It remains to show the reverse inclusion.

**Step 1:** we first show, using a homogenization strategy, that for any \( \mu \in (0, +\infty) \), there exists a sequence \( (\Omega_n)_{n\in\mathbb{N}} \) of \( C^\infty \) open sets with unit area such that:

\[ P(\Omega_n) \underset{n\to+\infty}{\to} P(B) \]

and

\[ \lambda_1(\Omega_n) \underset{n\to+\infty}{\to} \lambda_1(B) + \mu. \]

Let \( n \in \mathbb{N}^* \), we cover \( \mathbb{R}^d \) by cubes \( (P^n_i)_{i\in\mathbb{N}} \) of size \( 2^n \). From each cube \( P^n_i \) such that \( P^n_i \subset B \) we remove the ball \( T^n_i \) of radius \( a_{d,n} \) centered at the center of the cube, where:

\[
a_{d,n} = \begin{cases} C_d n^{-d/(d-2)} & \text{if } d \geq 3, \\ \exp(-C_2 n^2) & \text{if } d = 2, \end{cases} \quad \text{and} \quad C_d = \begin{cases} \left( \frac{2d\mu}{d(d-2)\omega_d} \right)^{\frac{1}{d-2}} & \text{if } d \geq 3, \\ 2\mu/\pi & \text{if } d = 2, \end{cases}
\]

with \( \omega_d \) classically denoting the volume of the unit ball.

We consider \( n \) sufficiently big so that \( a_{d,n} < \frac{1}{n^2} \). Let us define \( \Lambda_n := B \setminus \bigcup_{i\in I_n} T^n_i \), Where \( I_n := \{ i \in \mathbb{N} \mid P^n_i \subset B \} \).

In order to preserve the total measure, we use the sets \( \Omega_n = \Lambda_n \cup \bigcup_{i\in I_n} (v_d + T^n_i) \) which are smooth and with unit volume, where \( v_d \in \mathbb{R}^d \) is chosen such that \( B \cap \bigcup_{i\in I_n} (v_d + T^n_i) = \emptyset \) (see Figure 3.1).
In this step, we analyze the effect on the perimeter and the first Dirichlet eigenvalue of adding a flat ellipsoid to a given open set, rescaled so that the total volume remains 1.

Let $A_n : L^2(B) \rightarrow L^2(B)$ be the resolvent operator of the Dirichlet Laplacian on $\Lambda_n$, which associates to $f \in L^2(B)$ the unique solution $u \in H^1_0(\Lambda_n)$ to $-\Delta u = f$, extended by zero outside $\Lambda_n$.

Theorem 1.2] shows that, for every $f \in L^2(B)$, $A_n(f)$ strongly converges to $A(f)$ in $L^2(B)$, where $A$ is the resolvent operator of $-\Delta + \mu$ in $H^1(B)$ with Dirichlet boundary conditions on $\partial B$.

In particular, in view of [106, Theorem 2.3.2], the eigenvalues of $A_n$ converge to the corresponding eigenvalue of $A$; as a consequence, we have $\lim_{n \rightarrow +\infty} \lambda_1(A_n) = \lambda_1(B) + \mu$. This implies $\lim_{n \rightarrow +\infty} \lambda_1(\Omega_n) = \lim_{n \rightarrow +\infty} \lambda_1(\Lambda_n) = \lambda_1(A) = \lambda_1(B) + \mu$.

**Step 2:** In this step, we analyze the effect on the perimeter and the first Dirichlet eigenvalue of adding a flat ellipsoid to a given open set, rescaled so that the total volume remains 1.

Given $\Omega$ a smooth open set of volume 1, as well as $\varepsilon \in (0, 1)$ and $\alpha \in (-\infty, 1]$, we consider $\Omega^{\varepsilon, \alpha} := \left((1-\varepsilon^d)^{\frac{1}{d}} \Omega\right) \cup E^{\varepsilon, \alpha}$, where $E^{\varepsilon, \alpha}$ is a translated and rescaled version of

$$\left\{(x_1, \ldots, x_d) \in \mathbb{R}^d \mid \frac{x_1^2}{\varepsilon^{2(1-\alpha)d+2\alpha}} + \frac{1}{\varepsilon^{2\alpha}} \sum_{k=2}^d x_k^2 < 1\right\}$$
so that $\left((1-\varepsilon^d)^{\frac{1}{d}} \Omega\right) \cap E^{\varepsilon, \alpha} = \emptyset$ and $|E^{\varepsilon, \alpha}| = \varepsilon^d$. Note first that $|\Omega^{\varepsilon, \alpha}| = (1-\varepsilon^d) + \varepsilon^d = 1$.

Then for every $\alpha \leq 1$ and $\varepsilon \in (0, 1)$ we have by Faber-Krahn inequality:

$$\lambda_1(E^{\varepsilon, \alpha}) \geq \lambda_1\left(\varepsilon \frac{B_1}{|B_1|^{1/d}}\right) = |B_1|^{2/d} \lambda_1(B_1) \times \frac{1}{\varepsilon^2},$$

where $B_1$ is a ball of unit radius.

Since $\left((1-\varepsilon^d)^{\frac{1}{d}} \Omega\right) \cap E^{\varepsilon, \alpha} = \emptyset$, we have that $\lambda_1(\Omega^{\varepsilon, \alpha}) = \min \left(\lambda_1\left((1-\varepsilon^d)^{\frac{1}{d}} \Omega\right), \lambda_1(E^{\varepsilon, \alpha})\right)$, which leads to the following fact:

if $\varepsilon$ is such that $\frac{\lambda_1(\Omega)}{(1-\varepsilon^d)^{\frac{1}{d}}} \leq |B_1|^{2/d} \lambda_1(B_1) \times \frac{1}{\varepsilon^2}$, then $\lambda_1(\Omega^{\varepsilon, \alpha}) = \lambda_1\left((1-\varepsilon^d)^{\frac{1}{d}} \Omega\right) = \frac{\lambda_1(\Omega)}{(1-\varepsilon^d)^{2/d}}$.

\[ (3.6) \]
On the other hand, given \( \varepsilon \in (0, 1) \), it is clear that the function \( \alpha \in (-\infty, 1] \mapsto P(\Omega^{\varepsilon, \alpha}) \) is continuous, and we have
\[
P(\Omega^{\varepsilon, 1}) = P((1 - \varepsilon^d)^{1/d} \Omega) + P(E^{\varepsilon, 1}) = (1 - \varepsilon^d)^{1-1/d} P(\Omega) + \gamma_d \varepsilon^{d-1}
\]
and
\[
P(\Omega^{\varepsilon, \alpha}) \underset{\alpha \to -\infty}{\to} +\infty,
\]
where \( \gamma_d \) is the perimeter of the unit ball.

**Conclusion:** let \( x > P(B) \) and \( y > \lambda_1(B) \). We want to prove that there exists \( \Omega \) a smooth open set of unit volume such that \( P(\Omega) = x \) and \( \lambda_1(\Omega) = y \). To that end, we use the previous steps, and will adjust the parameters \( \mu \in (0, +\infty), \ n \in \mathbb{N}, \ \varepsilon \in (0, 1), \ \alpha \in (-\infty, 1] \).

- First, we use step 1 above that leads to the existence of a sequence of open sets \( (\Omega_n)_{n \in \mathbb{N}} \) of unit volume and such that \( P(\Omega_n) \) converges to \( P(B) \) and \( \lambda_1(\Omega_n) \) converges to \( \lambda_1(B) + \mu \) where \( \mu \) will be chosen later.

- For each \( n \in \mathbb{N} \), we then use the second step to obtain \( \Omega_n^{\varepsilon, \alpha} \) for \( \varepsilon \in (0, 1) \) and \( \alpha \in (-\infty, 1] \). We notice now that

\[
\text{if } \lambda_1(\Omega_n) < y \text{ then one can find } \varepsilon_n = \varepsilon_n(y) \in (0, 1) \text{ such that } y = \frac{\lambda_1(\Omega_n)}{(1 - \varepsilon_n^d)^{2/d}}.
\]

We therefore assume from now on that \( \mu < y - \lambda_1(B) \) and \( n \) is large enough so that \( \lambda_1(\Omega_n) < y \). By assuming also that \( \mu \) is close to \( y - \lambda_1(B) \), we have \( \lambda_1(\Omega_n) \) close to \( y \) as we want for \( n \) large enough, and then clearly \( \varepsilon_n \) is close to 0.

In particular this implies
\[
\frac{\lambda_1(\Omega_n)}{(1 - \varepsilon_n^d)^{2/d}} \leq \frac{|B_1|^{2/d} \lambda_1(B_1)}{\varepsilon_n^d},
\]
so using (3.6), this leads to
\[
\lambda_1(\Omega_n^{\varepsilon_n, \alpha}) = y,
\]
independently of \( \alpha \in (-\infty, 1] \).

- Finally, as we just noticed that one can assume \( \varepsilon_n \) as small as we want, and as \( P(\Omega_n) \) is close to \( P(B) \) if \( n \) is large, the first formula in (3.7) shows that \( P(\Omega_n^{\varepsilon_n, 1}) \leq x \), and therefore by continuity of \( \alpha \in (-\infty, 1] \mapsto P(\Omega_n^{\varepsilon_n, \alpha}) \) and using the second part of (3.7), we deduce that there exists \( \alpha \) such that \( P(\Omega_n^{\varepsilon_n, \alpha}) = x \).

This concludes the proof.

**Remark 5.** As explained in the introduction (comments on Theorem 10), if \( \mathcal{O}' \) is a class of open domains that may contain nonsmooth sets, say for example the class of open subsets of \( \mathbb{R}^d \), the diagram \( \mathcal{D}_{\mathcal{O}'} \) depends on the choice of the perimeter. For example, if we consider the distributional (De Giorgi’s) perimeter, we are able to prove
\[
\mathcal{D}_{\mathcal{O}'} = \left(\{(P(B), +\infty) \times (\lambda_1(B), +\infty)\} \cup \{(P(B), \lambda_1(B))\}\right),
\]
which differs from \( \mathcal{D}_\mathcal{O} \) as it contains the vertical half-line \( \{(P(B), \ell), \ \ell > \lambda_1(B)\} \).

- if we take \( \Omega \in \mathcal{O}' \) such that \( \lambda_1(\Omega) = \lambda_1(B) \), then the \( H^1 \)-capacity of the symmetrical difference \( \Omega \Delta B \) is equal to zero, which also implies that its \( d \)-dimensional Lebesgue measure is also equal to zero. Thus since the distributional perimeter doesn’t detect sets with zero \( d \)-dimensional Lebesgue measure we have \( P(\Omega) = P(B) \), and thus the horizontal half line \( (P(B), +\infty) \times \{\lambda_1(B)\} \) is not in the diagram.

- On the other hand, if we take \( \ell > \lambda_1(B) \), we are able to construct a set \( K_\ell \in \mathcal{O}' \) with unit measure such that \( P(K_\ell) = P(B) \) and \( \lambda_1(K_\ell) = \ell \). Let us introduce \( r_0, r_1 > 0 \), such that:
- $r_1$ is the radius of the ball $B \subset \mathbb{R}^d$ of unit measure.
- $r_0$ is chosen such that $\lambda_1(\{x \in \mathbb{R}^d, \|x\| < r_0\}) = \ell$, so in particular $r_0 < r_1$.

One can then choose $N_\ell \in \mathbb{N}^*$ large enough so that

\[ \forall k \in [0, N_\ell - 1], \quad \lambda_1\left(\left\{x \in \mathbb{R}^d, \ r_0 + \frac{k(r_1-r_0)}{N_\ell} < \|x\| < r_0 + \frac{(k+1)(r_1-r_0)}{N_\ell}\right\}\right) > \ell. \]

We take

\[ K_\ell := B \setminus \bigcup_{k=0}^{N_\ell-1} \left\{x \in \mathbb{R}^d, \ |x| = r_0 + \frac{k(r_1-r_0)}{N_\ell}\right\}. \]

We have $\lambda_1(K_\ell) = \lambda_1(\{x \in \mathbb{R}^d, \ |x| < r_0\}) = \ell$ and $P(K_\ell) = P(B)$, because the $d$-dimensional Hausdorff measure of $\bigcup_{k=0}^{N_\ell-1} \left\{x \in \mathbb{R}^d, \ |x| = r_0 + k \times (r_1-r_0)/N_\ell\right\}$ is equal to zero and thus not detected by the De Giorgi’s perimeter.

### 3.3 The case of convex domains

Finding estimates of $\lambda_1$ via geometric quantities is a question that has interested various communities. If Theorem 10 shows that Faber-Krahn and isoperimetric inequalities form a complete system of inequalities in the case of open sets, this is no longer the case if one restricts the class of domains to convex or simply connected ones. We focus in this section on the case of convex sets, see Section 3.4.3 for some comments on the case of simply connected sets.

#### 3.3.1 Known inequalities and numerical simulations

Let us recall the well-known inequalities providing estimates of $\lambda_1$ in terms of perimeter and volume:

1. One early result in this direction is due to G. Polya who proved in \[156\] (1959) that for any convex planar domain $\Omega$ one has:

\[ \lambda_1(\Omega) < \frac{\pi^2}{4} \left(\frac{P(\Omega)}{|\Omega|}\right)^2. \]

This inequality actually holds for simply connected planar sets, see \[154\]. It is also sharp, as equality is attained asymptotically by a family of vanishing thin rectangles. It is noticed in \[119\] that Polya’s proof of inequality (3.8) holds for convex sets in higher dimensions, and the authors extend it to a larger class of sets. Recently, a generalization for $p \in (1, +\infty)$ in the case of the first $p$-Laplacian eigenvalue was obtained, see \[69, 40\].

2. Another classical result is proven by E. Makai in \[141\] (1960): it gives a lower estimate of the fundamental frequency of a planar convex set $\Omega$:

\[ \lambda_1(\Omega) > \frac{\pi^2}{16} \left(\frac{P(\Omega)}{|\Omega|}\right)^2. \]

The inequality is sharp, as equality is attained asymptotically by a family of vanishing thin triangles. This result was recently extended to higher dimensions by L. Bracco \[39\] Corollary 5.1.: for $d \geq 2$, he proves:

\[ \forall \Omega \in \mathcal{K}^d, \quad \lambda_1(\Omega) \geq \left(\frac{\pi}{2d}\right)^2 \left(\frac{P(\Omega)}{|\Omega|}\right)^2, \]

which is also sharp, as equality is attained asymptotically by a certain family of “collapsing pyramids”. Note that \[39\] also generalizes such an inequality for the first $p$-Laplacian eigenvalue, where $p \in (1, +\infty)$. 85
3. The Payne-Weinberger’s inequality \cite{154} states that for every planar, open and simply connected set $\Omega$, one has:

$$\lambda_1(\Omega) - \lambda_1(B) \leq \lambda_1(B) \left( \frac{1}{J_1^2(j_{01})} - 1 \right) \left( \frac{P(\Omega)^2}{4\pi|\Omega|} - 1 \right),$$

(3.11)

where $B$ is the disk of same measure as $\Omega$ and $J_1$ is the Bessel function of the first kind of order one and $j_{01}$ is the first zero of the Bessel function of the first kind and of order zero. Moreover, equality is achieved only when $\Omega$ is a disk. For large values of $P(\Omega)$, this inequality is weaker than (3.8). But for values of $P(\Omega)$ close to $P(B)$, (3.11) provides a quantitative estimate of the Faber-Krahn deficit $\lambda_1(\Omega) - \lambda_1(B)$ by the isoperimetric deficit. It shows in particular that when the perimeter of $\Omega$ is close to the perimeter of the ball with the same measure, then the eigenvalues are also close to each other. One can find results in the same spirit for convex domains in arbitrary dimensions in \cite{38, 69}.

The stated inequalities give an explicit region in $\mathbb{R}^2$ which contains $\mathcal{D}_{\mathcal{K}^2}$ and is, up to our knowledge, the smallest known set containing $\mathcal{D}_{\mathcal{K}^2}$, see Figure 3.2.

![Figure 3.2: The smallest known domain that contains the diagram (in yellow).](image)

In order to have an idea on the shape of $\mathcal{D}_{\mathcal{K}^2}$, P. Antunes and P. Freitas \cite{12} generated random convex polygons of unit area and whose number of sides is between 3 and 8. In this paper, we first get a slight improvement of the numerical diagram by generating $10^5$ polygons whose numbers of sides are between 3 and 30, see Figure 3.3. Note that the problem of generating convex polygons is rather interesting in itself: in \cite{162}, one can find a brief introduction and an efficient method of generating random convex polygons, the algorithm is based on a work of P. Valtr \cite{171}. We notice that with these random polygons we get a quite good description of the lower boundary of the diagram, in contrast with the upper part of the diagram part which seems more “sparse”. This may be explained by the fact that the domains which lay on the lower boundary are polygons while those on the upper one are smooth (see Corollary 3). We also notice:

- on one hand, that regular polygons lay on the lower boundary of the diagram as well as superequilateral triangles (that is, an isosceles triangle whose aperture (angle between its two equal sides)
is greater that $\pi/3$).

- on the other hand, that we expect thin stadiums (domains obtained by adding two half disks to the extremities of a rectangle) to be a good approximation of domains describing the upper part of the diagram: it is easy to prove that they realize asymptotically equality in (3.8), and they are better candidates that any random polygons or shapes we have tested.

![Figure 3.3: Blaschke-Santaló diagram obtained by generating $10^5$ random convex polygons with at most 30 edges.](image)

By adding the latter special shapes to the diagram, one can obtain an improved version of $D_{K^2}$, see Figure 3.3, indeed we note that thanks to Theorem 13 we can say that it contains the surface lying between the lowest points of the diagram (given by random polygons) and the one given by the stadiums: this zone provides an improved numerical estimation of the diagram, see Figure 3.4.

Actually, since the problem of theoretically finding the extremal shapes (those on the boundary of the diagram) is most certainly challenging (see Section 3.4.1) and actually likely unreachable, it is interesting to try to provide numerical computation of optimal shapes. Then, once a precise description of the upper and lower boundaries is obtained, from Theorem 11 this implies a precise description of the diagram. As mentioned before, we prove in Corollary 3 that the domains realizing the lower boundary of the diagram are polygons while those realizing the upper one are quite smooth ($C^{1,1}$): this suggests that we should use two different shape optimization approaches. We refer to [89] for a more detailed numerical study of the optimal shapes describing the boundary of $D_{K^2}$ and also a numerical study of other Blaschke-Santaló diagrams.
We note that by taking advantage of (3.2), it is also classical to represent Blaschke-Santaló diagram as subset of $[0, 1]^2$, in our situation, this means to consider the set $\left\{ \left( \frac{P(B)}{P(\Omega)}, \frac{\lambda_1(B)}{\lambda_1(\Omega)} \right) \mid \Omega \in \mathcal{K}_1 \right\}$, see Figure 3.5 below.

Figure 3.5: Blaschke-Santaló diagram represented in $[0, 1]^2$. 
3.3.2 Proof of Theorem 11

As the proof of Theorem 11 is quite involved, we proceed in several paragraphs: we first prove that
the diagram is closed and path-connected, which rely on the use of Hausdorff convergence and classical
results, see Proposition 4. Then in Section 3.3.2 we state and prove the main perturbation lemma
(Lemma 7). With these preliminaries, we are in position to prove the four assertions of Theorem 11:

1. see Theorem 13,
2. see Theorem 12,
3. see Corollary 3,
4. see Proposition 6 and Corollaries 5 and 6,

where the proofs of Theorems 12 and 13 are both using Lemma 7. Finally, we note that, as their proofs
do not rely on the perturbation lemma, Propositions 4 and Corollaries 5 and 6 are stated and proved
for arbitrary dimension \( d \geq 2 \).

Strategy of proof of the first and second assertions of Theorem 11

Before detailing the proofs, let us first give a few comments on the strategy of proof of the first two
assertions of Theorem 11 which are consequences of Lemma 7. We decompose the proof into two main
steps (both steps use Lemma 7): in Theorem 12 we define \( f \) and \( g \) as the lower and upper parts of the
diagram (see (3.14) and (3.15)), and show that these functions are continuous and strictly increasing.
Then in Theorem 13 we show (3.3) which implies that \( D_{K^2} \) is simply connected: as already mentioned
in the introduction the simple connectedness property of a Blaschke-Santaló diagram may be rather
complicated to prove. If we were able to find explicitly the extremal domains (those who are on the
upper and lower boundaries of the diagram) then we could use them to construct continuous paths via
Minkowski sums, relating the upper boundary to the lower one, and prove that this process fills all the
surface between the upper and lower curves (in fact it is because one can observe that these explicit
optimal sets have a continuous dependence in the abscissa \( x \): this seems to be a difficult statement
to achieve without knowing explicitly these optimal shapes). In our situation, finding the explicit
extremal domains is at least very challenging (see Conjecture 4 for example) and very likely impossible.
Nevertheless, we manage to overpass this difficulty and give a proof of the simple-connectedness of the
diagram without knowing the extremal sets (see the proof of Theorem 13: the proof is also based on
the construction of suitable Minkowski paths and the use of the perturbation Lemma 7. We believe
that our approach can be generalized and applied to other diagrams, in the sense that once a similar
perturbation lemma is achieved for a triplet of functionals (instead of \((P, \lambda_1, |cdot|)\)), a similar strategy
can be used to obtain qualitative results for its Blaschke-Santaló diagram.

The diagram is closed

We recall the following definition:

Definition 2. The Minkowski sum of two subsets \( X \) and \( Y \) of \( \mathbb{R}^d \) is the set \( X + Y := \{x + y, (x, y) \in X \times Y \} \).

Proposition 4. Take \( d \geq 2 \), the diagram \( D_{K^d} \) is a closed and connected by arcs subset of \( \mathbb{R}^2 \).

Proof. Let \((x_n, y_n)_n\) a sequence of elements of \( D_{K^d} \) converging to \((x, y)\) in \( \mathbb{R}^2 \). Let us show that
\((x, y) \in D_{K^d}\).

We have, by definition, the existence of a sequence \((\Omega_n)_n\) of convex open sets such that
\[\forall n \in \mathbb{N}, |\Omega_n| = 1, \quad P(\Omega_n) = x_n \quad \text{and} \quad \lambda_1(\Omega_n) = y_n.\]

We recall that for any \( \Omega \in K^d \), one has the following inequality:
\[d(\Omega) < C_d \frac{P(\Omega)^{d-1}}{|\Omega|^{d-2}}, \quad (3.12)\]
where \(d(\Omega)\) denotes the diameter of \(\Omega\) and \(C_d\) is a dimensional constant, see [11], Lemma 4.1.

In particular, the sequence \((P(\Omega_n))_n\) is bounded (because it is convergent), since the sets \((\Omega_n)_n\) are in \(K_1^d\), by (3.12). \((d(\Omega_n))_n\) is also bounded, and given that the considered functionals are invariant by translation, we can assume that the domains \((\Omega_n)_n\) are contained in a bounded box. Then by Blaschke selection Theorem (see for example [164] Th. 1.8.7), there exists a convex domain \(\Omega^*\) such that \((\Omega_n)\) converges up to a subsequence (for which we keep the notation \((\Omega_n)\)) for the Hausdorff distance to \(\Omega^*\).

It is well known that the involved functionals (perimeter, volume and \(\lambda_1\)) are continuous for the Hausdorff distance among convex bodies, see for example [164] and [108] Theorem 2.3.17. So we can write:

\[
\begin{align*}
|\Omega^*| &= \lim_{n \to +\infty} |\Omega_n| = 1 \\
P(\Omega^*) &= \lim_{n \to +\infty} P(\Omega_n) = x \\
\lambda_1(\Omega^*) &= \lim_{n \to +\infty} \lambda_1(\Omega_n) = y
\end{align*}
\]

and this concludes the proof.

- Take \(\Omega_0, \Omega_1 \in K_1^d\), we denote \(\Omega_t := \frac{(1-t)\Omega_0 + t\Omega_1}{\|1-t\Omega_0 + t\Omega_1\|_\infty}\), since \(t \in [0,1] \mapsto (1-t)\Omega_0 + t\Omega_1 \in (K^d,d_\infty^H)\) and the functionals \(|\cdot|, P, \lambda_1\) are continuous for the Hausdorff distance, we have by composition that \(t \in [0,1] \mapsto (P(\Omega_t),\lambda_1(\Omega_t)) \in D_{K^d} \subset \mathbb{R}^2\) is also continuous and relates \(\Omega_0\) to \(\Omega_1\).

\[\square\]

**Corollary 1.** Take \(d \geq 2\), for every \(p \geq P(B)\) and \(l \geq \lambda_1(B)\), the optimization problems

\[
\inf \sup \{ \lambda_1(\Omega) / \Omega \in K^d, |\Omega| = 1 \text{ and } P(\Omega) = p \} \quad \text{and} \quad \inf \sup \{ P(\Omega) / \Omega \in K^d, |\Omega| = 1 \text{ and } \lambda_1(\Omega) = l \}
\]

have solutions.

**Proof.** Take \(p \geq P(B)\), by inequalities (3.8) and (3.10) and the positivity of \(\lambda_1\) and the perimeter, we have:

\[
\forall y \in \mathbb{R} \text{ such that } (p,y) \in D_{K^d}, \quad 0 \leq y \leq \frac{\pi^2}{4} p^2,
\]

\[
\forall x \in \mathbb{R} \text{ such that } (x,l) \in D_{K^d}, \quad 0 \leq x \leq \frac{2d}{\pi} l,
\]

this implies that the supremum and infimum of \(\{ y / (p,y) \in D_{K^d}\} \) (resp. \(\{ x / (x,l) \in D_{K^d}\} \)) are finite. If \((y_n)_n\) (resp. \((x_n)_n\)) is a minimizing or maximizing sequence (i.e. such that \(\lim_{n \to +\infty} y_n = \inf \sup \{ y / (p,y) \in D_{K^d}\} \) and \(\lim_{n \to +\infty} x_n = \inf \sup \{ x / (x,l) \in D_{K^d}\} \)), then the sequence \((y_n)_n\) (resp. \((x_n,l)_n\)) converges in \(\mathbb{R}^2\) and thus by Proposition 4 the limit is in the closed set \(D_{K^d}\), thus the existence of solutions of the problems in \(K^d\).

\[\square\]

**Main lemma**

In the following, we will denote

\[
K_1^d := \{ \Omega \in K^d, |\Omega| = 1 \}, \quad \text{and} \quad K_{1,p}^d := \{ \Omega \in K^d, |\Omega| = 1, P(\Omega) = p \},
\]

for \(d \geq 2\) and \(p \geq P(B)\) with \(B\) being the ball of \(\mathbb{R}^d\) of volume 1.

Before stating the perturbation lemma, we recall useful classical result on the volume of the Minkowski sum of convex sets. For more details on the Brunn-Minkowski theory, we refer for example to [164].
Proposition 5. There exist $d+1$ bilinear (for Minkowski sum and dilatation) forms $W_k : \mathbb{K}^d \times \mathbb{K}^d \rightarrow \mathbb{R}$, for $k \in [0; d]$, named Minkowski mixed volumes, such that for every $K_1, K_2 \in \mathbb{K}^d$ and $t_1, t_2 \in \mathbb{R}^+$, we have:

$$|t_1K_1 + t_2K_2| = \sum_{k=0}^{d} \binom{d}{k} t_1^{d-k} t_2^k W_k(K_1, K_2). \quad (3.13)$$

Moreover, the $W_k$ are continuous for the Hausdorff distance, in the sense that if two sequences of convex bodies $(K^n_1)_n$ and $(K^n_2)_n$ converge to some convex bodies $K_1$ and $K_2$ both for the Hausdorff distance, one has:

$$\lim_{n \to +\infty} W_k(K^n_1, K^n_2) = W_k(K_1, K_2).$$

Now, we state the perturbation Lemma.

Lemma 7. (Perturbation Lemma) We endow the space of convex bodies with the Hausdorff distance. We have:

1. the ball is the only local minimizer of the perimeter in $\mathbb{K}^2_1$;
2. the ball is the only local minimizer of $\lambda_1$ in $\mathbb{K}^d_1$, where $d \geq 2$;
3. there is no local maximizer of the perimeter in $\mathbb{K}^2_1$;
4. a $C^{1,1}$ convex domain cannot be a local maximizer of $\lambda_1$ in $\mathbb{K}^2_1$.

Notice that one of the main difficulties for this lemma is to show that one can perturb a given convex domain in order to increase or decrease its perimeter or its eigenvalue, and still remain convex. Of course, if the domain is smooth and uniformly convex, such perturbations are easy to build. But it is a difficult task, in general, to build any perturbation of a general convex domain, see for example [132]. This mainly explains why the first, third and fourth points are only given when $d = 2$. Note that we trust that the first point could easily be obtained for the perimeter, using the same strategy as the for the second point: as we will use this result only in dimension 2, we chose to show a more elementary proof for the first point, that works well in dimension two but does not seem easy to adapt to higher dimension.

Proof. We prove each assertion:

1. Let $\Omega \in \mathbb{K}^2_1 \setminus \{B\}$. We use the Minkowski sum to build a perturbation of $\Omega$ that decreases the perimeter. We denote $B_1$ the ball of radius 1 (which is not the same as $B$ whose volume is 1); then, given $s > 0$ sufficiently small, Steiner formulas give:

$$|\Omega + sB_1| = |\Omega| + P(\Omega)s + |B_1|s^2,$$

so considering

$$\Omega_s := \frac{(\Omega + sB_1)}{\sqrt{|\Omega + sB_1|}} \in \mathbb{K}^2_1,$$

where $s > 0$, we obtain

$$P(\Omega_s) = \frac{P(\Omega + sB_1)}{\sqrt{|\Omega + sB_1|}} = \frac{P(\Omega) + sP(B_1)}{\sqrt{|\Omega| + P(\Omega)s + |B_1|s^2}}.$$

By denoting $f : s \in [0, +\infty) \mapsto P(\Omega_s)$, a simple computation shows

$$f'(0) = \frac{P(B_1) - \frac{P(\Omega)^2}{2|\Omega|}}{\sqrt{|\Omega|}}.$$
2. Let $\Omega \in \mathcal{K}_d$. We now define a displacement field with $H = H_{\Omega} = H_{\Omega_s}$ when $s > 0$. Moreover, we have that $\Omega \rightarrow \Omega$ for the Hausdorff distance. This shows that $\Omega$ is not a local minimizer of the perimeter in $\mathcal{K}_1^d$.

Let $\Omega \in \mathcal{K}_d \setminus \{B\}$. We now build a perturbation that decreases $\lambda_1$: as $\Omega$ is not a ball, there exists a hyperplane $H$ such that $\Omega$ is not symmetric with respect to $H$. We choose coordinates so that $H = \{(x, y) \in \mathbb{R}^{d-1} \times \mathbb{R}, y = 0\}$. We introduce the sets:

$$ I_{\Omega} := \{x \in \mathbb{R}^{d-1} / \exists y \in \mathbb{R}, \ (x, y) \in \Omega\} \quad \text{and} \quad J_{\Omega}^{x} := \{y \in \mathbb{R} / \ (x, y) \in \Omega\} \quad \text{where } x \in I_{\Omega}. $$

Since $\Omega$ is convex and of volume 1, it is bounded and non-empty, thus the sets $I_{\Omega}$ and $J_{\Omega}^x$ (where $x \in I_{\Omega}$) are also convex, bounded and non-empty. We can then introduce $y_1, y_2 : I_{\Omega} \rightarrow \mathbb{R}$ such that:

$$ \forall x \in I_{\Omega}, \quad y_1(x) = \inf J_{\Omega}^x \quad \text{and} \quad y_2(x) = \sup J_{\Omega}^x. $$

By convexity of $\Omega$, we can write:

$$ \Omega = \{(x, y) \in \mathbb{R}^{d-1} \times \mathbb{R}, \ x \in I_{\Omega} \quad \text{and} \quad y_1(x) < y < y_2(x)\}, $$

with $y_1$ convex and $y_2$ concave.

Now, we define a displacement field $V : \mathbb{R}^d \rightarrow \mathbb{R}^d$ by:

$$ V(x, y) = \left(0, -\frac{1}{2}(y_1(x) + y_2(x))\right). $$

Let $\Omega_t := (Id + tV)(\Omega)$, for $0 \leq t \leq 1$, where $Id : x \in \mathbb{R}^d \rightarrow x \in \mathbb{R}^d$ is the identity map. The process of deforming $\Omega = \Omega_0$ to the symmetric set $\Omega_1$ through the path $t \rightarrow \Omega_t$ is a variant of the so called continuous Steiner symmetrization (see \cite{47} for example). It is well known that the volume is preserved throughout this continuous process; moreover, we can show that convexity of domains is also preserved. Indeed, for every $t \in [0, 1]$:

$$ \Omega_t = \left\{(x, y) \in \mathbb{R}^d, \ x \in I \quad \text{and} \quad \left(1 - \frac{t}{2}\right)y_1(x) - \frac{t}{2}y_2(x) < y < \frac{t}{2}y_1(x) + \left(1 - \frac{t}{2}\right)y_2(x)\right\}. $$

Yet, the facts that $I_{\Omega}$ is convex, the function $-\frac{t}{2}y_1 + \left(1 - \frac{t}{2}\right)y_2$ is concave and the function $\left(1 - \frac{t}{2}\right)y_1 - \frac{t}{2}y_2$ is convex yield that $\Omega_t$ is convex.

Moreover, we have that $\Omega_t \rightarrow \Omega$ for the Hausdorff distance. Indeed

$$ d^{H}(\Omega_t, \Omega) = d^{H}(\partial \Omega_t, \partial \Omega) \leq \frac{t}{2} \sup_{x \in I} |y_1(x) + y_2(x)| \longrightarrow 0. $$

Finally, as $\Omega$ is not symmetric with respect to $H$, it was proven in \cite{54} Lemma 3.1] that the continuous symmetrization strictly decreases the first eigenvalue, and since $\Omega_t \rightarrow \Omega$ for the Hausdorff distance, we conclude that $\Omega$ is not a local minimizer of $\lambda_1$ is $\mathcal{K}_1^d$. 
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3. On one hand, from [132, Theorem 2.1, Remark 2.2], we deduce that any local maximizer of the perimeter under volume and convexity constraints must be a polygon (more precisely, in [132] they consider local minimum where the word local in understood for the $W^{1,\infty}$ -norm on the so-called gauge function of the set ; but this is in particular the case if we consider local minimum for the Hausdorff distance).

On the other hand, no polygon can be a local maximizer of the perimeter in $K_2^n$: to prove this, we use a parallel chord movement. More precisely if $\Omega$ is a polygon, one can consider $A,B,C$ three consecutive corners so that $ABC$ forms a triangle. One can move $B$ along the line passing through $B$ and being parallel to the line ($AC$). This way, the volume is preserved, and the perimeter must increase when moving $B$ away from the perpendicular bisector of $[A,C]$ (which is possible at least in one direction).

From the two previous remarks, we deduce that there is no local maximizer of the perimeter under convexity and volume constraints.

4. In [130], the authors show that a local maximum of $\lambda_1$ in $K_2^n$ is a polygon, this proves that any smooth (in particular $C^{1,1}$) domain is not a local maximizer of $\lambda_1$ in $K_1^n$.

□

One can deduce the following result which gives a refinement of Lemma 7 concerning the perimeter functional:

**Corollary 2.** Let $\Omega \in K_2^n$. Then for any sequence $(p_n)$ converging to $P(\Omega)$ such that $p_n \geq P(B)$ for all $n \in \mathbb{N}$, there exists a sequence $(\Omega_n)$ of elements of $K_2^n$ converging to $\Omega$ for the Hausdorff distance, and such that $P(\Omega_n) = p_n$ for all $n \in \mathbb{N}$.

**Proof.** If $\Omega \neq B$, by Lemma 7 we can build a sequence $(K_n)_n$ of elements of $K_2^n$ converging to $\Omega$ for the Hausdorff distance, and such that $P(K_{2n+1}) < P(\Omega) < P(K_{2n+1})$ for every $n \in \mathbb{N}$ and since $(p_n)$ is bounded, we can also assume $K_0$ and $K_1$ such that $p_n \in [P(K_0), P(K_1)]$ for all $n \in \mathbb{N}$. We will use this sequence $(K_n)$ to build $(\Omega_n)$: for $n \in \mathbb{N},$

- if $p_n = P(\Omega)$, we take $\Omega_n = \Omega$ and define $\sigma(n) = n$.
- if $p_n > P(\Omega)$, then as $P(K_{2k+1})$ converges to $P(\Omega)$ from above and $p_n \leq P(K_1)$, we can define $\sigma(n) := \max\{2k+1 \mid P(K_{2k+1}) \geq p_n\}$ and consider the function:

$$\phi_n : t \mapsto P\left(\frac{tK_{\sigma(n)}(1-t)\Omega + (1-t)\Omega}{tK_{\sigma(n)} + (1-t)\Omega}\right).$$

This function $\phi_n$ is continuous and since $p_n \in [\phi_n(0), \phi_n(1)] = [P(\Omega), P(K_{\sigma(n)})]$, by the intermediate value Theorem there exists $t_n \in [0,1]$ such that $\phi_n(t_n) = p_n$, we then take:

$$\Omega_n := \frac{t_nK_{\sigma(n)} + (1-t_n)\Omega}{\sqrt{t_nK_{\sigma(n)} + (1-t_n)\Omega}} \in K_{1,p_n}.$$

- if $p_n < P(\Omega)$, we set $\sigma(n) := \max\{2k \mid P(K_{2k}) \leq p_n\}$ and choose $\Omega_n$ as in the previous case.

It remains to show that the sequence $(\Omega_n)$ converges to $\Omega$ for the Hausdorff distance. If the set $I := \{n \in \mathbb{N} \mid p_n \neq P(\Omega)\}$ is finite, then the sequence $(\Omega_n)$ is equal to $\Omega$ for $n$ large enough. If on the other hand $I$ is infinite, the fact that $P(K_n) \to P(\Omega)$ implies that $\lim_{n \to +\infty} \sigma(n) = +\infty$, which gives
\[
\lim_{n \to +\infty} K_{\sigma(n)} = \Omega, \text{ thus } (t_n K_{\sigma(n)} + (1 - t_n) \Omega) \quad \to \quad \Omega \text{ for the Hausdorff distance, then by continuity of the measure, we get that } \Omega_n \quad n \to +\infty \quad \Omega \text{ for the Hausdorff distance.}
\]

If \( \Omega = B \), one may reproduce the same strategy as above by considering a sequence \((K_n)\) of elements of \( K^{d}_1 \) converging to \( B \) for the Hausdorff distance such that \( P(B) < P(K_n) \) for every \( n \in \mathbb{N} \) (second assertion of Lemma 7) and then use Minkowski sums and intermediate value Theorem to construct the sets \( (\Omega_n) \).

\[\]

**Study of the boundary of the diagram**

We define functions \( f \) and \( g \) by:

\[
f : \quad [P(B), +\infty) \quad p \quad \mapsto \quad \mathbb{R} \quad \min \left\{ \lambda_1(\Omega), \Omega \in K^d, |\Omega| = 1 \text{ and } P(\Omega) = p \right\}
\]

\[
g : \quad [P(B), +\infty) \quad p \quad \mapsto \quad \mathbb{R} \quad \max \left\{ \lambda_1(\Omega), \Omega \in K^d, |\Omega| = 1 \text{ and } P(\Omega) = p \right\}
\]

and we recall that these optimization problems admit solutions, see Corollary 1. By definition (and by the isoperimetric inequality), we have

\[
D_{K^{d}} \subset \left\{ (x, y) \in \mathbb{R}^2 \mid x \geq P(B) \text{ and } f(x) \leq y \leq g(x) \right\}.
\]

In this section, we will first give the asymptotics of \( f \) and \( g \) near \(+\infty\) for arbitrary dimension \( d \geq 2 \), then we prove the second part of Theorem 11 which is stated again below in Theorem 12. To obtain the first part of Theorem 11, we need to show the reverse inclusion of (3.16), which will be obtained with Theorem 13.

**Proposition 6.** Take \( d \geq 2 \), we have

\[
g(x) \sim \frac{\pi^2}{4} x^2 \quad \text{and} \quad f(x) \sim \frac{\pi^2}{4d^2} x^2.
\]

**Proof.** By inequalities (3.10) and (3.8), one has:

\[
\forall K \in K^{d}_1, \quad \frac{\pi^2}{4d^2} P(K)^2 \leq \lambda_1(K) < \frac{\pi^2}{4} P(K)^2.
\]

Then:

\[
\forall x \geq P(B), \quad \frac{\pi^2}{4d^2} x^2 \leq f(x) \leq g(x) < \frac{\pi^2}{4} x^2.
\]

However, since the right- and left-hand-side inequalities are respectively attained in the limiting case of flat collapsing cuboids and collapsing pyramids (see [39, Corollary 5.1.]), we have the stated equivalences.

\[
\]

**Remark 6.** In this paper, all the study is done for shapes of volume 1. It is interesting to wonder about what would happen if one removes such constraint: we believe that in this case the diagram would be given by:

\[
\left\{(P(\Omega), \lambda_1(\Omega)) \mid \Omega \in K^d \right\} = \left\{(x, y) \mid x > 0 \text{ and } y \geq \frac{\lambda_1(B) P(B)^{\frac{2}{d+1}}}{x^{\frac{2}{d+1}}} \right\},
\]

where the boundary corresponds to balls. We note that the idea of "relaxing" the volume constraint has been successfully used in [38] to give some qualitative properties of the boundary of the diagram involving the first Dirichlet eigenvalue, the torsion and the volume.
**Theorem 12.** Assume \( d = 2 \). Then functions \( f \) and \( g \) are continuous and strictly increasing.

**Remark 7.** Some of the properties of \( f \) and \( g \) come with minor efforts, namely the lower semicontinuity of \( f \) (or upper one of \( g \)). But to prove the full continuity and monotonicity, we use Lemma 7 and this explains why Theorem 12 is restricted to dimension 2. Compare to [138, Theorem 1.1] where the authors could not prove that the upper part of the diagram is the graph of a continuous and increasing function.

**Proof.** We start by proving the continuity of \( f \). Let \( p_0 \in [P(B), +\infty[ \).

For every \( p \in [P(B), +\infty[ \), by Corollary 1 there exists \( \Omega_p \) a solution of the following minimization problem:

\[
\min \{ \lambda_1(\Omega) \mid \Omega \in \mathcal{K}_1^2 \text{ and } P(\Omega) = p \}.
\]

- We first show an **inferior limit inequality**. Let \( (p_n)_{n \geq 1} \) real sequence converging to \( p_0 \) such that

\[
\lim \inf_{p \rightarrow p_0} \lambda_1(\Omega_p) = \lim_{n \rightarrow +\infty} \lambda_1(\Omega_{p_n}).
\]

Up to translations, as the perimeter of \( (\Omega_{p_n})_{n \in \mathbb{N}^*} \) is uniformly bounded, one may assume that the domains \( (\Omega_{p_n})_{n \in \mathbb{N}^*} \) are included in a fixed ball: then by Blaschke selection Theorem, \( (\Omega_{p_n}) \) converges to a convex set \( \Omega^* \) for the Hausdorff distance, up to a subsequence that we denote \( p_n \) again for simplicity.

By the continuity of the perimeter, the volume and \( \lambda_1 \) for the Hausdorff distance among convex sets, we have:

\[
\begin{align*}
|\Omega^*| &= \lim_{n \rightarrow +\infty} |\Omega_{p_n}| = 1, \\
P(\Omega^*) &= \lim_{n \rightarrow +\infty} P(\Omega_{p_n}) = \lim_{n \rightarrow +\infty} p_n = p_0, \\
\lambda_1(\Omega^*) &= \lim_{n \rightarrow +\infty} \lambda_1(\Omega_{p_n}) = \lim \inf_{p \rightarrow p_0} \lambda_1(\Omega_p).
\end{align*}
\]

Then by definition of \( f \) (since \( \Omega^* \in \mathcal{K}_1^2 \) and \( P(\Omega^*) = p_0 \)), we obtain:

\[
f(p_0) \leq \lambda_1(\Omega^*) = \lim_{n \rightarrow +\infty} \lambda_1(\Omega_{p_n}) = \lim \inf_{p \rightarrow p_0} \lambda_1(\Omega_p) = \lim \inf_{p \rightarrow p_0} f(p).
\]

- It remains to prove a **superior limit inequality**. Let \( (p_n)_{n \geq 1} \) be a real sequence converging to \( p_0 \) such that:

\[
\lim \sup_{p \rightarrow p_0} f(p) = \lim_{n \rightarrow +\infty} f(p_n).
\]

By Corollary 2 there exists a sequence \( (K_n)_{n \geq 1} \) of \( \mathcal{K}_1^2 \) converging to \( \Omega_{p_0} \) for the Hausdorff distance, and such that \( P(K_n) = p_n \) for every \( n \in \mathbb{N}^* \).

Using the definition of \( f \) one can write

\[
\forall n \in \mathbb{N}^*, \quad f(p_n) \leq \lambda_1(K_n).
\]

Passing to the limit, we get:

\[
\lim \sup_{p \rightarrow p_0} f(p) = \lim_{n \rightarrow +\infty} f(p_n) \leq \lim_{n \rightarrow +\infty} \lambda_1(K_n) = \lambda_1(\Omega_{p_0}) = f(p_0).
\]

As a consequence we finally get \( \lim_{p \rightarrow p_0} f(p) = f(p_0) \), so \( f \) is continuous on \( [P(B), +\infty[ \). The same method can be applied to prove the continuity of \( g \).
• We now prove that $f$ is strictly increasing. Let us assume by contradiction that it is not the case: then by continuity of $f$ and the fact that $\lim_{+\infty} f = +\infty$ (see Proposition 6), we deduce the existence of a local minimum of $f$ at a point $p_0 > P(B)$. Using Corollary 1, this means there exists $\Omega^* \in K_2^1$ and $\varepsilon > 0$ such that

$$P(\Omega^*) = p_0 \quad \text{and} \quad \forall p \in (p_0 - \varepsilon, p_0 + \varepsilon), \quad \lambda_1(\Omega^*) = f(p_0) \leq f(p),$$

which implies

$$\forall \Omega \in K_2^2 \text{ such that } P(\Omega) \in (p_0 - \varepsilon, p_0 + \varepsilon), \quad \lambda_1(\Omega^*) \leq \lambda_1(\Omega).$$

Because of the continuity of the perimeter in $K_2^2$, this would imply that $\Omega^*$ is a local minimum (for the Hausdorff distance) of $\lambda_1$ in $K_2^2$, which, from the first point in Lemma 7, implies that $\Omega^*$ must be a ball, which in turn contradicts $P(\Omega^*) > P(B)$.

• We finally prove that $g$ is strictly increasing. Assuming by contradiction that this is not the case, then there exist $p_2 > p_1 \geq P(B)$ such that $g(p_2) < g(p_1)$, and from the equality case in the isoperimetric inequality, we necessarily have $p_1 > P(B)$. Since $g$ is continuous, it reaches its maximum on $[P(B), p_2]$ at a point $p^* \in (P(B), p_2)$, that is to say

$$\forall \Omega \in K_2^2 \text{ such that } [P(B), p_2], \quad g(p^*) \geq \lambda_1(\Omega). \quad (3.17)$$

Using Corollary 1 again, one knows that the problem

$$\min \{P(\Omega), \quad \Omega \in K_2^1 \quad \text{and} \quad \lambda_1(\Omega) = g(p^*)\} \quad (3.18)$$

admits a solution $K^* \in K_2^1$.

On one hand, (3.17) implies that $K^*$ is a local maximum (for the Hausdorff distance) of $\lambda_1$ in $K_2^2$. From Lemma 7, we deduce that $K^*$ cannot be $C^{1,1}$.

On the other hand, $K^*$ is also a solution of (3.18). We want to apply the regularity result Theorem 2 which shows that $K^*$ is $C^{1,1}$, which is a contradiction. This theorem applies as, denoting $m(\Omega) = (\lambda_1(\Omega), |\Omega|) \in \mathbb{R}^2$ (which are the constraints in (3.18) besides the convexity constraint, the latter being dealt with by its own infinitely dimensional Lagrange multiplier, see the proof of Theorem 2), it is well known that the first order shape derivative (see for example for definitions) writes:

$$\forall \xi \in C^\infty(\mathbb{R}^2, \mathbb{R}^2), \quad m'(K^*)\xi = \left( -\int_{\partial K^*} |\nabla u_1|^2 \xi \cdot n_{\partial K^*} d\sigma, \int_{\partial K^*} \xi \cdot n_{\partial K^*} d\sigma \right),$$

where $u_1$ is the first normalized Dirichlet eigenfunction on $K^*$: the convexity of $K^*$ is used here to provide enough smoothness so that this formula is valid (indeed it is well-known that $u_1 \in H^2(\Omega)$ so its gradient has a trace on $\partial K^*$, see also Theorem 2.5.1)). Therefore this shape derivative at $K^*$ is in $L^\infty(\partial K^*)^2$ (see Section 3.3 for the link between shape derivatives and derivatives in term of the gauge function as considered in Theorem 2), and also that it is onto: indeed, if it was not, we would have the existence of $c \geq 0$ such that $|\nabla u_1| = c$ on $\partial K^*$. With Lemma 8 proven just below, this would imply that $K^*$ is a ball, which is again impossible. We conclude that $g$ is strictly increasing, which ends the proof.

\[ \square \]

\footnote{We thank Bozhidar Velichkov for helping us with the proof of this lemma.}

In the previous proof, we used the following lemma.
Lemma 8. Let $\Omega$ be an open and bounded convex set in $\mathbb{R}^d$, and $u_1$ solution of (3.1), that is to say a first eigenfunction of the Dirichlet-Laplacian in $\Omega$. We also assume that there exists $c \geq 0$ a constant such that

$$|\nabla u_1| = c \text{ on } \partial \Omega.$$  \hfill (3.19)

Then $\Omega$ is a ball and $c > 0$.

Remark 8. The result in Lemma 8 deals with a well-known problem that goes back to the famous result by J. Serrin [166]. The main difficulty here is that we do not assume regularity for $\Omega$ or $u_1$, except the one given by the convexity of $\Omega$. There is an extensive literature on extensions of [166], some of which weakening these regularity assumptions, but we did not find a direct answer to the question raised in Lemma 8; the closest result we could find was [137], Theorem 1 and Remark (2) in Section 5. Therefore, we adapt the regularity theory of free boundary problems by taking advantage of the convexity of $\Omega$, which makes the context favorable.

Proof. First note that from regularity theory, $u_1 \in H^2(\Omega) \cap W^{1,\infty}(\Omega)$ (see for example [100]), so $\nabla u_1$ has a trace on $\partial \Omega$, which shows that (3.19) has a meaning in the sense of traces. Also $u_1 \in C^0(\Omega)$ can be extended by $0$ outside $\Omega$, and then $u_1 \in C^0(\mathbb{R}^d)$.

- Let us first exclude the case $c = 0$. Assuming to the contrary that the hypotheses of the lemma are satisfied with $c = 0$, we have

$$\forall \varphi \in H^1(\Omega), \; \int_\Omega \nabla u_1 \cdot \nabla \varphi dx = \lambda_1(\Omega) \int_\Omega u_1 \varphi dx + \int_{\partial \Omega} (\partial_n u_1) \varphi d\sigma.$$ 

As $\partial_n u_1 = 0$ on $\partial \Omega$ and applying this property with $\varphi \equiv 1$, we obtain $\lambda_1(\Omega) \int_\Omega u_1 dx = 0$, which is a contradiction as $u_1 > 0$ in $\Omega$.

- Assume $c > 0$. In order to apply [166], we aim at proving that (3.19) implies regularity of the domain $\Omega$. To that end, we use the theory of regularity for free boundaries: in our context, we want to apply [166, Theorem 1.2] with $f := \lambda_1(\Omega) u_1 \in C^0(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$, which says that as $\Omega$ is a Lipschitz domain, if one can prove that (3.19) is valid in the sense of viscosity, then $\Omega$ must actually be $C^{1,\alpha}$ for some $\alpha > 0$. From there it is very classical with [124] that $\Omega$ is actually $C^\infty$, which implies that $u_1 \in C^\infty(\overline{\Omega})$ and so [166] applies and provides the conclusion.

Therefore, let us prove that $|\nabla u_1| = c$ in the sense of viscosity: this means that for every $x_0 \in \overline{\Omega}$ and every $\varphi \in C^2_c(\mathbb{R}^d)$,

1. if $x_0 \in \Omega$, $\varphi(x_0) = u_1(x_0)$ and $\varphi \leq u_1$ (resp. $\varphi \geq u_1$), then $\Delta \varphi(x_0) \leq f(x_0)$ (resp. $\Delta \varphi(x_0) \geq f(x_0)$),

2. if $x_0 \in \partial \Omega$, $\varphi(x_0) = u_1(x_0)$ and $\varphi_+ \leq u_1$ (resp. $\varphi_+ \geq u_1$), then $|\nabla \varphi(x_0)| \leq c$ (resp. $|\nabla \varphi(x_0)| \geq c$), where $\varphi_+ : x \in \mathbb{R}^d \mapsto \max(\varphi(x), 0)$.

For the first point, this follows from the regularity of $u_1$ inside $\Omega$, namely $u_1 \in C^2(\Omega)$. Let us focus on the second point and take $x_0 \in \partial \Omega$ and $\varphi \in C^2(\mathbb{R}^d)$. In order to simplify the computations, we choose $x_0$ as the origin which allows to consider $x_0 = 0$: we will do a blow-up at $x_0$, so we denote

$$\Omega_r = \frac{\Omega}{r}, \quad \text{and} \quad \forall x \in \mathbb{R}^d, \; u_r(x) = \frac{u_1(rx)}{r}, \; \varphi_r(x) = \frac{\varphi(rx)}{r}.$$ 

We then claim:

1. $(\Omega_r)_{r>0}$ is increasing and one can define

$$\Omega_0 := \bigcup_{r>0} \Omega_r$$

which is a cone (it is the (interior of the) usual tangent of $\Omega$ at $x_0$ in the context of convex geometry). We also have that $(\partial \Omega_r)_{r>0}$ converges to $\partial \Omega_0$ locally in the Hausdorff sense.
2. as \( u_1 \in W^{1, \infty}(\Omega) \), up to a subsequence \((u_r)_{r>0}\) converges locally uniformly to a function \( u_0 \) defined and Lipschitz on \( \mathbb{R}^d \). Moreover, as for \( r > 0 \), one has \( -\Delta u_r(x) = r f(x) - c H^{d-1}_{|\partial \Omega_r} \) in the sense of distribution in \( \mathbb{R}^d \), we have at the limit (using the previous point to justify the convergence):

\[
\Delta u_0(x) = c H^{d-1}_{|\partial \Omega_0}.
\]

As \( \Omega_0 \) is a cone, this implies that \( u_0 \) is 1-homogeneous: indeed, for \( \lambda \in (0, \infty) \), consider \( u_0^\lambda : x \mapsto \frac{1}{\lambda} u_0(\lambda x) \). It is easy to see that \( u_0^\lambda \) has the same Laplacian as \( u_0 \) (in the sense of distribution in \( \mathbb{R}^d \)), so \( v := u_0 - u_0^\lambda \) is harmonic in \( \mathbb{R}^d \). As \( \nabla v \) is bounded, from Liouville Theorem we deduce that \( v \) is affine, but as \( v(0) = 0 \) and \( \nabla v(0) = 0 \), we deduce that \( v = 0 \), which means \( u_0 \) is 1-homogeneous.

3. as \( \varphi \) is smooth, \((\varphi_r)_{r>0}\) converges locally uniformly to an affine function \( \varphi_0(x) \) that is such that, up to a choice of coordinates,

\[
\forall x \in \mathbb{R}^d, \quad \varphi_0(x) := A x_d
\]

where \( A = |\nabla \varphi(x_0)| \).

4. (a) Assume now \( u_1 \geq \varphi_+ \). Then \( u_0(x) \geq \varphi_0(x) = A x_d \) in \( \mathbb{R}^d \). If \( A = 0 \) then \( A \leq c \). Otherwise, we get \( \{u_0 > 0\} \supset \{x_d > 0\} \). From convexity of \( \Omega_0 \) we obtain equality of these two domains. Then as \( u_0 \) and \( x \mapsto cx_d \) both satisfy the same Cauchy problem with conditions on \( \partial \{x_d > 0\} \), we deduce that \( u_0(x) = c(x_d)_+ \), and then clearly \( u_0 \geq \varphi_0 \) implies \( c \geq A \).

(b) Assume finally that \( u_1 \leq \varphi_+ \). We reproduce here a proof similar to [161, Lemma 5.31]. Using that \( u_0 \) is 1-homogeneous and nonnegative, we get that the trace of \( u_0 \) on \( d-1 \) is a first eigenfunction of the Laplace-Beltrami operator on \( \Omega_0 \cap d-1 \) with Dirichlet boundary condition on \( \partial \Omega_0 \cap d-1 \) corresponding to the eigenvalue \( d - 1 \). As \( \Omega_0 \cap d-1 \subset d-1 \cap \{x_d > 0\} \) and the Laplace-Beltrami of \( S^d \) is also \( d - 1 \) we obtain that \( \Omega_0 = \{x_d > 0\} \) and as in the previous case \( u_0(x) = c(x_d)_+ \) and \( c \leq A \).

We have therefore shown that \( |\nabla u_1| = c \) is satisfied in the sense of viscosity, which as mentioned above, concludes the proof.

\[ \square \]

Theorem [12] allows us to prove the equivalence between 4 optimization problems.

**Corollary 3.** Let \( p > P(B) \). The following problems are equivalent:

\[
\begin{align*}
(I) \quad & \min \{ \lambda_1(\Omega) \mid \Omega \in K^2_1 \text{ and } P(\Omega) = p \} & (III) \quad & \max \{ P(\Omega) \mid \Omega \in K^2_1 \text{ and } \lambda_1(\Omega) = f(p) \} \\
(II) \quad & \min \{ \lambda_1(\Omega) \mid \Omega \in K^2_2 \text{ and } P(\Omega) \geq p \} & (IV) \quad & \max \{ P(\Omega) \mid \Omega \in K^2_2 \text{ and } \lambda_1(\Omega) \leq f(p) \}.
\end{align*}
\]

in the sense that any solution to one of the problem also solves the other ones. Moreover, any solution to these problems is a polygon.

Similarly the following problems are equivalent:

\[
\begin{align*}
(I') \quad & \max \{ \lambda_1(\Omega) \mid \Omega \in K^2_1 \text{ et } P(\Omega) = p \} & (III') \quad & \min \{ P(\Omega) \mid \Omega \in K^2_1 \text{ et } \lambda_1(\Omega) = g(p) \} \\
(II') \quad & \max \{ \lambda_1(\Omega) \mid \Omega \in K^2_2 \text{ et } P(\Omega) \leq p \} & (IV') \quad & \min \{ P(\Omega) \mid \Omega \in K^2_2 \text{ et } \lambda_1(\Omega) \geq g(p) \}.
\end{align*}
\]

and any solution is \( C^{1.1} \).

**Proof.** Let us prove the equivalence between the first four problems.
• We first show that any solution of (I) solves (II): let $\Omega_p$ be a solution to (I). Then for every $\Omega \in K^2_1$ such that $P(\Omega) \geq p$, one has:

$$\lambda_1(\Omega) \geq f(P(\Omega)) \geq f(p) = \lambda_1(\Omega_p),$$

where we used the monotonicity of $f$ given by Theorem 12: therefore $\Omega_p$ solves (II).

• Reciprocally, let now $\Omega^p$ be a solution of (II) we want to show that $\Omega^p$ must be of perimeter $p$. We notice that $f(p) \geq \lambda_1(\Omega^p) \geq f(P(\Omega^p)) \geq f(p)$,

where the first inequality follows as problem (II) allows more candidates than in the definition of $f$, and the last inequality uses again the monotonicity of $f$. Therefore $f(p) = f(P(\Omega^p))$, and since $f$ is strictly increasing, we obtain $P(\Omega^p) = p$, which implies that $\Omega^p$ solves (I).

We proved the equivalence between problems (I) and (II) equivalence between problems (III) and (IV) is shown by similar manipulations.

It remains to prove the equivalence between (I) and (III).

• Let $\Omega_p$ be a solution of (I) which means that $\Omega_p \in K^2_1$, $P(\Omega_p) = p$ and $\lambda_1(\Omega_p) = f(p)$. Then for every $\Omega \in K^2_1$ such that $\lambda_1(\Omega) = f(p)$ we have:

$$f(p) = \lambda_1(\Omega) \geq f(P(\Omega)),$$

thus, since $f$ is increasing, we get $p = P(\Omega_p) \geq P(\Omega)$, which means $\Omega_p$ solves (III).

• Let now $\Omega'_p$ be a solution of (III) then we have:

$$f(p) = \lambda_1(\Omega'_p) \geq f(P(\Omega'_p)),$$

thus, by monotonicity of $f$ we get $p \geq P(\Omega'_p)$. On the other hand, since $\Omega'_p$ solves (III) and that there exists $\Omega_p$ solution to (I) we have $P(\Omega'_p) \geq p$ which finally gives $P(\Omega'_p) = p$ and shows that $\Omega'_p$ solves (I).

The same approach can be applied to prove the equivalence between the second four problems. It remains finally to show the geometrical properties of optimal shapes:

• Let $\Omega$ be a solution of one of the first four problems. Thanks to the previous equivalence, it is necessarily a solution to (III) which enters the category of “reverse isoperimetric problems”. We want to apply [134, Theorem 4] (see also [134, Example 8] for a similar problem, even though here $\lambda_1$ appears in the constraint of the problem): to that end one needs to see that the constraints in (III) that is to say $m(\Omega) = (\lambda_1(\Omega), |\Omega|) = (f(p), 1)$ have a first order derivative which is onto. As in the end of the proof of Theorem 12 this follows from Lemma 8. We deduce that [134, Theorem 4] applies and therefore $\Omega$ is a polygon.

• Let $\Omega$ be a solution of one of the last four problems: thanks to the equivalence, it is necessarily a solution of (III') so again as in the end of the proof of Theorem 12 we apply [134, Theorem 2, Corollary 2] (as in [134, Example 8], we also use [134, Propositions 5-6]) which shows that $\Omega$ is $C^{1,1}$.

\[ \square \]

**Simple-connectedness of the diagram**

In order to complete the proof of Theorem 11 we now need the following result:
Theorem 13. We have:

\[ D_{K2} = \left\{ (x, y) \in \mathbb{R}^2, \ x \geq P(B) \text{ and } f(x) \leq y \leq g(x) \right\}, \]

thus, \( D_{K2} \) is simply connected.

Proof. We consider a coordinate system \((O, \vec{i}, \vec{j})\). Since the involved functionals are invariant by rotations and translations, we preliminarily remark that one may assume if needed that every domain contains the origin \(O\) and that its diameter is colinear to the axis \((O, \vec{i})\).

For a given convex body \(K\), we denote by \(\text{diam}(K)\) its diameter and by \(h_K\) and \(\rho_K\) respectively the support and radial functions of \(K\) defined by

\[ \forall \theta \in S^1, \quad h_K(\theta) = \sup\{ \langle x, \theta \rangle, x \in K \}, \quad \rho_K(\theta) = \sup\{ \lambda \geq 0, \lambda \theta \in K \}. \quad (3.20) \]

**Step 1: Minkowski sum and continuous paths:**

Let \(K_0, K_1 \in K_1\) such that \(P(K_0) = P(K_1) = p\). Define:

\[ \forall t \in [0, 1], \quad K_t := \frac{(1-t)K_0 + tK_1}{\sqrt{|(1-t)K_0 + tK_1|}}, \quad (3.21) \]

- Since \(t \in [0, 1] \mapsto (1-t)K_0 + tK_1 \in (K^2, d^H)\) and the functionals \(|\cdot|, P, \lambda_1\) are continuous for the Hausdorff distance, we have by composition that \(t \in [0, 1] \mapsto (P(K_t), \lambda_1(K_t)) \in \mathbb{R}^2\) is also continuous.

- We also notice that thanks to the linearity of the perimeter for the Minkowski sum, as well as the Brunn-Minkowski inequality (see for example [164, Theorem 7.1.1]), one has:

\[ \forall t \in [0, 1], \quad P((1-t)K_0 + tK_1) = (1-t)P(K_0) + tP(K_1) = p, \]

and

\[ |(1-t)K_0 + tK_1|^{\frac{1}{2}} \geq (1-t)|K_0|^{\frac{1}{2}} + t|K_1|^{\frac{1}{2}} = 1, \]

which implies

\[ \forall t \in [0, 1], \quad P(K_t) \leq p. \quad (3.22) \]

This shows that given two convex domains with same perimeter, (3.21) defines a continuous path linking them, which “stays on the left” as we can see on Figure 3.6.

[Figure 3.6: The path goes on the left]
For $p \geq P(B)$ and for each $K_0, K_1 \in \mathcal{K}_r^2$, we therefore denote $\Gamma_{K_0, K_1}$ the following closed path:

$$
\begin{align*}
\Gamma_{K_0, K_1} : [0, 1] & \to \mathbb{R}^2 \\
\quad t & \mapsto \begin{cases} 
(P(K_{2t}), \lambda_1(K_{2t})) & \text{if } t \in [0, \frac{1}{2}], \\
(P(K_0), (2 - 2t)\lambda_1(K_1) + (2t - 1)\lambda_1(K_0)) & \text{if } t \in \left[\frac{1}{2}, 1\right].
\end{cases}
\end{align*}
$$

We note that as defined above, the path $\Gamma_{K_0, K_1}$ contains two components:

- the first one corresponding to $t \in [0, \frac{1}{2}]$, which is included in the diagram $\mathcal{D}_{K_2}$,
- and the second one corresponding to $t \in \left[\frac{1}{2}, 1\right]$, which is just "fictional" (not necessarily included in $\mathcal{D}_{K_2}$) and is introduced in order to obtain a closed path so as we can use the index theory.

**Step 2: Continuity of the paths $\Gamma_{K_0, K_1}$ with respect to $(K_0, K_1)$:**

Let $p_0 > P(B)$. Take $K_0, K_1 \in \mathcal{K}_r^2$ and $(K_0^n)$ and $(K_1^n)$ two sequences of $\mathcal{K}_r^2$ converging respectively to $K_0$ and $K_1$ for the Hausdorff distance and such that $P(K_0^n) = P(K_1^n)$ for all $n \in \mathbb{N}^*$. Let $\varepsilon > 0$: we will prove that:

$$\exists N_\varepsilon, \forall n \geq N_\varepsilon, \forall t \in [0, 1], \quad \| \Gamma_{K_0, K_1}(t) - \Gamma_{K_0^n, K_1^n}(t) \| < \varepsilon.$$

We have for every $t \in [0, \frac{1}{2}]:$

$$\| \Gamma_{K_0, K_1}(t) - \Gamma_{K_0^n, K_1^n}(t) \| \leq |P(K_0) - P(K_0^n)| + (2 - 2t)|\lambda_1(K_1) - \lambda_1(K_1^n)| + (2t - 1)|\lambda_1(K_0) - \lambda_1(K_0^n)|,$$

so the estimate is easy to obtain thanks to the convergence of $(K_0^n), (K_1^n)$ and the continuity of $\lambda_1$ and $P$.

For every $t \in [0, \frac{1}{2}]$, we have

$$\| \Gamma_{K_0, K_1}(t) - \Gamma_{K_0^n, K_1^n}(t) \| \leq |P(K_{2t}) - P(K_{2t}^n)| + |\lambda_1(K_{2t}) - \lambda_1(K_{2t}^n)|. \quad (3.23)$$

We want to control $|P(K_{2t}) - P(K_{2t}^n)|$ and $|\lambda_1(K_{2t}) - \lambda_1(K_{2t}^n)|$ independently of $t$. For the perimeter this will easily follow from the behavior of perimeter and volume with respect to Minkowski sums; for the eigenvalue the situation is more involved and we will use a quantitative version of its continuity with respect to the Hausdorff distance:

- We first notice that for all $t \in [0, 1/2]$ and $n \in \mathbb{N}$:

$$|(1 - 2t)K_0 + 2tK_1| \geq 1, \quad |(1 - 2t)K_0^n + 2tK_1^n| \geq 1 \quad \text{and} \quad P(K_{2t}), P(K_{2t}^n) \geq P(B).$$

Therefore using Proposition 5

$$|P(K_{2t}) - P(K_{2t}^n)| = \frac{|P^2(K_{2t}) - P^2(K_{2t}^n)|}{P(K_{2t}) + P(K_{2t}^n)} \leq \frac{1}{2P(B)|1 + 2tK_1|} \left\| (1 - 2t)K_0^n + 2tK_1^n \right\| \leq \frac{1}{2P(B)|1 + 2tK_1|} \left\| (1 - 2t)W_0(K_0^n, K_1^n) + 4t(1 - 2t)W_1(K_0^n, K_1^n) + 4t^2W_2(K_0^n, K_1^n) \right\| \leq \sum_{k=0}^{2} \left( W_k(K_0^n, K_1^n) - W_k(K_0, K_1) \right) + \left| W_k(K_0, K_1) \times [P(K_0^n)^2 - P(K_0)^2] \right|. \quad (3.24)$$

101
By continuity of the perimeter, $P, W_0, W_1$ and $W_2$ for the Hausdorff distance, we have $\lim_{n \to +\infty} H^n_{K_0, K_1} = 0$ while $H^n_{K_0, K_1}$ does not depend on $t$.

- The result [59, Lemma 2.1] states that if $\Omega_1$ and $\Omega_2$ are starlike planar domains with radial functions $\rho_{t_1}$ and $\rho_{t_2}$ for which there exists $r_0 > 0$ such that $\rho_{t_1}, \rho_{t_2} \geq r_0$ and $\|\rho_{t_1} - \rho_{t_2}\|_{\infty} \leq r_0$, then:

$$|\lambda_1(\Omega_1) - \lambda_1(\Omega_2)| \leq \frac{3}{r_0} \lambda_1(B_1)\|\rho_{t_1} - \rho_{t_2}\|_{\infty}. \quad (3.25)$$

We want to apply this result to $(K_{2t}, K^n_{2t})$ for $t \in [0, \frac{1}{4}]$ and $n$ large enough. We therefore seek for a suitable $r_0$ such that the conditions of [59, Lemma 2.1] are satisfied.

Let $t \in [0, \frac{1}{2}]$ and $n \in \mathbb{N}^*$ sufficiently large so that $P(K^n_{0}), P(K^n_{1}) \leq p_0 + 1$. This implies by [3.22] that $P(K^n_{0}) \leq p_0 + 1$ for every $t \in [0, \frac{1}{2}]$. We now use the classical inequality (see for example [35]) that asserts that for any convex body $\Omega \in \mathcal{K}^d$, one has $r(\Omega) \geq \frac{|\Omega|}{P(\Omega)}$, where $r(\Omega)$ denotes the inradius of $\Omega$. In particular if $\Omega \in K^n_1$ and $P(\Omega) \leq p_0 + 1$, we have:

$$r(\Omega) \geq r_0 := \frac{1}{p_0 + 1} > 0. \quad (3.26)$$

One can apply this result to $K_{2t}$ and $K^n_{2t}$, and this implies that one can assume without loss of generality that $K_{2t}$ and $K^n_{2t}$ contain the ball of center $O$ and radius $r_0$, and this gives $\rho_{K_{2t}} \geq r_0$ and $\rho_{K^n_{2t}} \geq r_0$. We moreover have:

$$\|\rho_{K_{2t}} - \rho_{K^n_{2t}}\|_{\infty} \leq \frac{\|\rho_{K_{2t}}\|_{\infty} \|\rho_{K^n_{2t}}\|_{\infty}}{r_0} d^H(K_{2t}, K^n_{2t}) \quad (\text{see } [37, \text{Proposition 2}])$$

$$\leq \frac{(p_0 + 1)^2}{r_0^2} d^H(K_{2t}, K^n_{2t}) \quad (\text{we used } \|\rho_{t}\|_{\infty} \leq \text{diam}(\Omega) \leq P(\Omega) \leq p_0 + 1).$$

On the other hand, we have:

$$d^H(K_{2t}, K^n_{2t}) = \|h_{K_{2t}} - h_{K^n_{2t}}\|_{\infty}$$

$$= \left\|\frac{(1 - 2t)h_{K^n_0} + 2th_{K^n_1}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} - \frac{(1 - 2t)h_{K^n_0} + 2th_{K^n_1}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}}\right\|_{\infty}$$

$$\leq (1 - 2t) \left(\frac{h_{K^n_0}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} - \frac{h_{K^n_1}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}}\right)$$

$$+ 2t \left(\frac{h_{K^n_0}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} - \frac{h_{K^n_1}}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}}\right)$$

$$\leq \frac{1}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} \left(\|h_{K_0} - h_{K^n_0}\|_{\infty} + \|h_{K_1} - h_{K^n_1}\|_{\infty}\right)$$

$$+ (\|h_{K_0}\|_{\infty} + \|h_{K_1}\|_{\infty}) \frac{1}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} - \frac{1}{\sqrt{|(1 - 2t)K_0 + 2tK^n_1|}}$$

$$\leq \left(d^H(K_0, K^n_0) + d^H(K_1, K^n_1)\right)$$

$$+ (\|h_{K_0}\|_{\infty} + \|h_{K_1}\|_{\infty}) \times \left|\frac{1}{\sqrt{|(1 - 2t)K^n_0 + 2tK^n_1|}} - \frac{1}{\sqrt{|(1 - 2t)K_0 + 2tK^n_1|}}\right|$$

$$\leq \left(d^H(K_0, K^n_0) + d^H(K_1, K^n_1)\right)$$

$$+ (\|h_{K_0}\|_{\infty} + \|h_{K_1}\|_{\infty}) \times \sum_{k=0}^{2} |W_k(K^n_0, K^n_1) - W_k(K_0, K_1)|.$$
We then obtain the following estimate:

\[
\forall t \in \left[0, \frac{1}{2}\right], \quad \|\rho_{K_{2t}} - \rho_{K^n_{2t}}\|_\infty \leq \frac{(p_0 + 1)^2}{r_0^2} \times G^n_{K_0, K_1}.
\] (3.27)

As for \(H^n_{K_0, K_1}\), by continuity argument we have \(\lim_{n \to +\infty} G^n_{K_0, K_1} = 0\). Then, we for \(n\) sufficiently large (independently on \(t\)), we have \(\|\rho_{K_{2t}} - \rho_{K^n_{2t}}\|_\infty \leq r_0\).

We are finally able to apply (3.25) on \(K_{2t}\) and \(K^n_{2t}\). We get that for \(n\) sufficiently large, we have

\[
\forall t \in \left[0, \frac{1}{2}\right], \quad |\lambda_1(K_{2t}) - \lambda_1(K^n_{2t})| \leq \frac{3}{r_0^2} \lambda_1(B_1) \|\rho_{K_{2t}} - \rho_{K^n_{2t}}\|_\infty \leq \frac{3\lambda_1(B_1)}{r_0^2} (p_0 + 1)^2 G^n_{K_0, K_1}.
\] (3.28)

By (3.23), (3.24), (3.28) and the fact that \(\lim_{n \to +\infty} G^n_{K_0, K_1} = \lim_{n \to +\infty} H^n_{K_0, K_1} = 0\), we conclude that there exists \(N_\varepsilon \in \mathbb{N}^*\) such that:

\[
\forall n \geq N_\varepsilon, \quad \sup_{t \in [0, 1]} \|\Gamma_{K_0, K_1}(t) - \Gamma^n_{K_0, K_1}(t)\| < \varepsilon.
\]

**Step 3: The arcs go infinitely to the right when the perimeter increases:**

Let \(p \geq P(B)\) and \((K_0, K_1)\) two elements of \(K^2_{1, p}\); taking advantage of the invariance with translation and rotation, we choose to align the diameters of \(K_0\) and \(K_1\) with the same axe (say \((O, \vec{i})\)). We prove here that this implies:

\[
\forall t \in [0, 1] \quad P(K_t) \geq \frac{p}{2},
\]

where \((K_t)_{t \in [0, 1]}\) is defined in (3.21).

As mentioned in the beginning of the proof, we can assume that the diameter of every involved convex \(K \in K^2_{1, p}\) is aligned with \((O, \vec{i})\), thus the diameter of \(K\) is given by

\[
\text{diam}(K) = h_K(0) + h_K(\pi),
\]

where \(h_K\) is the support functional of \(K\), defined in (3.20). On the other hand we denote \(\varepsilon_K\) the width in the direction orthogonal to \((O, \vec{i})\):

\[
\varepsilon_K := h_K(\pi/2) + h_K(-\pi/2).
\]

We easily get the following estimates from Figure (3.7)

\[2 \times \text{diam}(K) \leq P(K) \leq 4 \times \text{diam}(K) \quad \text{and} \quad |K| \leq \varepsilon_K \times \text{diam}(K) \leq 2|K|,
\]

In particular if \(K \in K^2_{1, p}\), then

\[
\text{diam}(K) \leq \frac{p}{2} \quad \text{and} \quad \varepsilon_K \leq \frac{2}{\text{diam}(K)} \leq \frac{8}{p}.
\]
Thus, we have the equalities:

\[ dt := \max_{\theta \in [0, 2\pi]} (h_{(1-t)K_0+tK_1}(\theta) + h_{(1-t)K_0+tK_1}(\pi + \theta)) \]

\[ = \max_{\theta \in [0, 2\pi]} ((1-t) \times (h_{K_0}(\theta) + h_{K_0}(\pi + \theta)) + t \times (h_{K_1}(\theta) + h_{K_1}(\pi + \theta))) \]

\[ \leq (1-t) \times \max_{\theta \in [0, 2\pi]} (h_{K_0}(\theta) + h_{K_0}(\pi + \theta)) + t \times \max_{\theta \in [0, 2\pi]} (h_{K_1}(\theta) + h_{K_1}(\pi + \theta)) \]

\[ = (1-t) \times (h_{K_0}(0) + h_{K_0}(\pi)) + t \times (h_{K_1}(0) + h_{K_1}(\pi)) \] (the diameters of \( K_0 \) and \( K_1 \) are colinear to \((O, \vec{i})\))

\[ = h_{(1-t)K_0+tK_1}(0) + h_{(1-t)K_0+tK_1}(\pi) \]

\[ \leq \max_{\theta \in [0, 2\pi]} (h_{(1-t)K_0+tK_1}(\theta) + h_{(1-t)K_0+tK_1}(\pi + \theta)) = dt. \]

Thus, we have the equalities:

\[
\begin{align*}
    d_t &:= h_{(1-t)K_0+tK_1}(0) + h_{(1-t)K_0+tK_1}(\pi) = (1-t)d_0 + td_1. \\
    \varepsilon_t &:= h_{(1-t)K_0+tK_1}(\pi/2) + h_{(1-t)K_0+tK_1}(-\pi/2) = (1-t)\varepsilon_0 + t\varepsilon_1.
\end{align*}
\]

This implies:

\[
\forall t \in [0, 1], \quad |(1-t)K_0 + tK_1| \leq d_t \times \varepsilon_t = ((1-t)d_0 + td_1) \times ((1-t)\varepsilon_0 + t\varepsilon_1)
\]

\[
\leq \left((1-t)\frac{p}{2} + \frac{p}{2}\right) \times \left((1-t)\frac{8}{p} + t\frac{8}{p}\right) = 4
\]

Finally, we get:

\[
\forall t \in [0, 1], \quad P(K_t) = \frac{(1-t)K_0 + tK_1}{\sqrt{|(1-t)K_0 + tK_1|}} = \frac{(1-t)P(K_0) + tP(K_1)}{\sqrt{|(1-t)K_0 + tK_1|}} \geq \frac{p}{2}
\]

Figure 3.7: The convex contains a quadrilateral and is contained in a rectangle

We denote by \( d_t \) and \( \varepsilon_t \) the diameter and width in the direction orthogonal to \((O, \vec{i})\) of \((1-t)K_0 + tK_1\), where \( t \in [0, 1] \). We have:

Figure 3.7: The convex contains a quadrilateral and is contained in a rectangle

The convex contains a quadrilateral and is contained in a rectangle.
Step 4: Relevant paths and conclusion

We denote $\mathcal{E} := \{(x, y) \in \mathbb{R}^2 \mid x \geq P(B) \text{ and } f(x) \leq y \leq g(x)\}$. We already noticed that $\mathcal{D}_{K^2} \subset \mathcal{E}$. Assume by contradiction that there exists $A(x_A, y_A) \in \mathcal{E} \setminus \mathcal{D}_{K^2}$. From Proposition 3 there exists $r > 0$ such that $B(A, r) \subset \mathcal{E} \setminus \mathcal{D}_{K^2}$. We are interested in analyzing if $A$ is inside a judiciously chosen closed curve: to that end, let us introduce the set:

$$I = \left\{ p \geq x_A + \frac{r}{2} \mid \exists K_1, K_2 \in K^2_{1, p} \text{ such that } A \text{ is in the interior of } \Gamma_{K_1, K_2} \right\}.$$

We note that for every $p \geq x_A + \frac{r}{2}$ and $K_1, K_2 \in K^2_{1, p}$, the path $\Gamma_{K_1, K_2}$ does not cross the point $A$. Indeed:

- $A \notin \{\Gamma_{K_1, K_2}(t) \mid t \in [0, \frac{r}{2}]\}$, because $\{\Gamma_{K_1, K_2}(t) \mid t \in [0, \frac{r}{2}]\}$ is contained in $\mathcal{D}_{K^2}$, which is not the case for the point $A$ as assumed above.

- $A \notin \{\Gamma_{K_1, K_2}(t) \mid t \in [\frac{r}{2}, 1]\} = \{(P(K_1), (2 - 2t)\lambda_1(K_2) + (2t - 1)\lambda_1(K_1)) \mid t \in [\frac{r}{2}, 1]\}$, because $P(K_1) = P(K_2) = p \geq x_A + \frac{r}{2} > x_A$.

Moreover, as we do not know whether $\Gamma_{K_1, K_2}$ is a simple closed curve, we define the interior of $\Gamma_{K_1, K_2}$ as the set of points $A$ such that the index (also called winding number) of $A$ with respect to the closed curve $\Gamma_{K_1, K_2}$ is not zero, that is to say $\text{ind}(\Gamma_{K_1, K_2}, A) \neq 0$. We will also say that $A$ is exterior to $\Gamma_{K_1, K_2}$ if this index is zero.

Using the first step, we note that $x_A + r/2 \in I$: indeed using Corollary 1 we know that there exist $K_1$ and $K_2$ respectively solutions of the problems

$$\min \left\{ \lambda_1(\Omega), \quad \Omega \in K^2_{1, x_A + r/2} \right\} \quad \text{and} \quad \max \left\{ \lambda_1(\Omega), \quad \Omega \in K^2_{1, x_A + r/2} \right\},$$

and as the path $\Gamma_{K_1, K_2}$ stays on the left of $x_A + r/2$ and its vertical arc is on the right of $A$, using that $B(A, r) \cap \mathcal{D}_{K^2} = \emptyset$ we deduce that $A$ is in the interior of $\Gamma_{K_1, K_2}$, thus $x_A + r/2 \in I$ and in particular $I$ is not empty. It is also bounded from above, as using Step 3, when the perimeter of two domains $K_1, K_2$ is sufficiently large, $A$ cannot be in the interior of $\Gamma_{K_1, K_2}$. As a consequence, we can define $p_0 = \sup I \in [x_A + r/2, +\infty)$. We analyze the two following cases:

- **Case 1:** $p_0 \notin I$, i.e. for every $K_1, K_2 \in K^2_{1, p_0}$, $A$ is in the exterior of $\Gamma_{K_1, K_2}$.

As $p_0$ is defined as the supremum of $I$, there exists $(p_n)_{n \geq 1}$ converging to $p_0$ and $(K_{1, p_n}^1, K_{2, p_n}^1)_{n \geq 1}$ two sequences of elements of $K^2_{1, p_0}$ such that $A$ is in the interior of $\Gamma_{K_{1, p_n}^1, K_{2, p_n}^1}$.

By Blaschke selection theorem, there exist $(K_{1, p_0}^0, K_{2, p_0}^0)$ such that up to a subsequence (that we do not denote) $K_{1, p_n}^1 \xrightarrow{n \to \infty} K_{1, p_0}^0$ and $K_{2, p_n}^1 \xrightarrow{n \to \infty} K_{2, p_0}^0$ for the Hausdorff distance. Using the result of Step 2 we get that:

$$\forall \varepsilon > 0, \exists n_\varepsilon \in \mathbb{N}^*, \forall t \in [0, 1], \quad \|\Gamma_{K_{1, p_0}^0, K_{2, p_0}^0}(t) - \Gamma_{K_{1, p_n}^1, K_{2, p_n}^1}(t)\| < \varepsilon,$$

so for a sufficiently small value of $\varepsilon > 0$, by continuity of the index under this uniform estimate, we have:

$$\text{ind}(\Gamma_{K_{1, p_0}^0, K_{2, p_0}^0}, A) = \text{ind}(\Gamma_{K_{1, p_n}^1, K_{2, p_n}^1}, A).$$

This is a contradiction (see Figure 3.8) since $A$ is in the interior of $\Gamma_{K_{1, p_n}^1, K_{2, p_n}^1}$ (i.e. $\text{ind}(\Gamma_{K_{1, p_n}^1, K_{2, p_n}^1}, A) \neq 0$) while as $K_{1, p_0}^0, K_{2, p_0}^0 \in K^2_{1, p_0}$, it must also be in the exterior of $\Gamma_{K_{1, p_0}^0, K_{2, p_0}^0}$ (i.e. $\text{ind}(\Gamma_{K_{1, p_0}^0, K_{2, p_0}^0}, A) = 0$).
Case 2: \( p_0 \in I \), i.e. there exist \( K_1^{p_0}, K_2^{p_0} \in K_{1,p_0}^2 \) such that \( A \) is in the interior of \( \Gamma_{K_1, K_2} \).

Consider \( p_n = p_0 + 1/n \) for \( n \geq 1 \). By Corollary 2, there exist \( (K_1^n, K_2^n) \) two sequences in \( K_{1,p_n}^2 \) such that \( K_1^n \to K_1^{p_0} \) and \( K_2^n \to K_2^{p_0} \) for the Hausdorff distance, see Figure 3.9.

Similarly to the first case, using Step 3 and the continuity of the index (with respect to the curve) we have for \( n \) large enough

\[
\text{ind}(\Gamma_{K_1^{p_0}, K_2^{p_0}}, A) = \text{ind}(\Gamma_{K_1^n, K_2^n}, A).
\]

This is also a contradiction since \( A \) is in the interior of \( \Gamma_{K_1^{p_0}, K_2^{p_0}} \) while as \( p_n > \sup I \), it must be in the exterior of \( \Gamma_{K_1^n, K_2^n} \).

We obtained a contradiction in both cases, which proves that \( D_{K_2} = E \). Thus \( D_{K_2} \subset \mathbb{R}^2 \) does not contain any hole and so is simply connected. This concludes the proof.

The following result is a direct consequence of Theorem 13.

**Corollary 4.** The diagram \( D_{K_2} \) is vertically and horizontally convex.

Figure 3.8: Using compactness to find sets \( K_1^{p_0} \) and \( K_2^{p_0} \)

Figure 3.9: Using Corollary 2 to increase the perimeter
3.3.3 Asymptotics of the diagram

**Upper behavior:** It has been proven in [145] and [64, Proposition 5.5] that

**Proposition 7.** Let \( B_1 \) be a ball of radius 1 in \( \mathbb{R}^d \) with \( d \geq 2 \), and \( p > d \).

1. If \( \gamma < \frac{d(d + 1)P(B_1)}{4\lambda_1(B_1)(\lambda_1(B_1) - d)} \), then \( B_1 \) is a local minimizer of \( P - \gamma \lambda_1 \) in a \( W^{2,p} \)-neighborhood with volume constraint, in the sense that there exists \( \eta = \eta(\gamma) > 0 \) such that

\[
P(B_1^\gamma) - P(B_1) \geq \gamma [\lambda_1(B_1^\gamma) - \lambda_1(B_1)]
\]

for every \( B_1^\gamma \) such that \( |B_1^\gamma| = |B_1| \) and being nearly spherical in the sense that

\( B_1^\gamma := \{tx(1 + \varphi(x)), t \in [0, 1], x \in S^{d-1} \} \) with \( \varphi : S^{d-1} \to \mathbb{R} \) satisfying \( \|\varphi\|_{W^{2,p}(d-1)} \leq \eta \).

2. If \( \gamma > \frac{d(d + 1)P(B_1)}{4\lambda_1(B_1)(\lambda_1(B_1) - d)} \), then \( B_1 \) is not a local minimizer \( P - \gamma \lambda_1 \) among domains with given volume; more precisely, for \( \eta > 0 \), there exists \( \varphi : S^{d-1} \to \mathbb{R} \) such that

\[
|B_1^\gamma| = |B_1|, \quad \|\varphi\|_{W^{2,p}(d-1)} \leq \eta, \quad \text{and} \quad P(B_1^\gamma) - P(B_1) < \gamma [\lambda_1(B_1^\gamma) - \lambda_1(B_1)]
\]

**Corollary 5.** Let \( d \geq 2 \), \( x_0 = \frac{P(B_1)}{|B_1|^{1/d}} \) and \( g \) the function defined in Section 3.3.2. Then

\[
\limsup_{x \to x_0} \frac{g(x) - g(x_0)}{x - x_0} \geq \frac{4|B_1|^{\frac{d+1}{d}}\lambda_1(B_1)(\lambda_1(B_1) - d)}{d(d + 1)P(B_1)} \tag{3.29}
\]

**Remark 9.** When \( d = 2 \), inequality (3.29) becomes

\[
\limsup_{x \to x_0} \frac{g(x) - g(x_0)}{x - x_0} \geq \frac{\sqrt{\pi}}{3} \lambda_1(B_1) \times (\lambda_1(B_1) - 2) \geq 12.9264,
\]

where the numerical lower bound is obtained by using a lower numerical value of \( \lambda_1(B_1) = j_{0,1}^2 \) (where \( j_{0,1} \) denotes the first zero of the Bessel function \( J_0 \)).

**Proof.** Given \( \gamma > \frac{d(d + 1)P(B_1)}{4\lambda_1(B_1)(\lambda_1(B_1) - d)} \) and \( n \in \mathbb{N}^* \), from Proposition 7 there exists \( \varphi_n : S^{d-1} \to \mathbb{R} \) such that

\[
|B_1| = |B_1^{\varphi_n}|, \quad \|\varphi_n\|_{W^{2,p}(d-1)} \leq \frac{1}{n}, \quad \text{and} \quad P(B_1^{\varphi_n}) - P(B_1) < \gamma [\lambda_1(B_1^{\varphi_n}) - \lambda_1(B_1)].
\]

Defining \( \Omega_n = \frac{B_1^{\varphi_n}}{|B_1^{\varphi_n}|^{1/d}} \) and \( B = \frac{B_1}{|B_1|^{1/d}} \) having unit area, we get

\[
P(\Omega_n) - P(B) = \frac{P(B_1^{\varphi_n}) - P(B_1)}{|B_1|^{1/d}} < \frac{\gamma}{|B_1|^{1/d}} [\lambda_1(B_1^{\varphi_n}) - \lambda_1(B_1)] = \frac{\gamma}{|B_1|^{1/d}} [\lambda_1(\Omega_n) - \lambda_1(B)].
\]

Defining \( x_n = P(\Omega_n) \), we get, as \( g \) is defined as a maximum:

\[
x_n - x_0 < \frac{\gamma}{|B_1|^{1/d}} (g(x_n) - g(x_0)).
\]

When \( n \) diverges to \( +\infty \), \( x_n \) goes to \( x_0 \), and therefore

\[
\limsup_{x \to x_0} \frac{g(x) - g(x_0)}{x - x_0} = \lim_{n \to +\infty} \frac{g(x_n) - g(x_0)}{x_n - x_0} \geq \frac{|B_1|^{\frac{d+1}{d}}}{\gamma},
\]

where \( \gamma \) is arbitrary chosen in \( \left( \frac{d(d + 1)P(B_1)}{4\lambda_1(B_1)(\lambda_1(B_1) - d)}, +\infty \right) \).

This ends the proof. \[\square\]
Lower behavior: In the next result, we study the stability of the ball for the minimality of \( \lambda_1 - c[P - P(B)]^\alpha \) in order to have information about the behavior of the lower part of the diagram near the ball:

**Theorem 14.** Let \( B_1 \) be the ball of radius 1 in \( \mathbb{R}^d \) with \( d \geq 2 \), and \( p > d \).

1. Then there exists \( c > 0 \) and \( \eta > 0 \) such that

\[
\lambda_1(B_1^\eta) - \lambda_1(B_1) \geq c \left[ P(B_1^\eta) - P(B_1) \right]^{3/2}
\]

for every \( B_1^\eta \) such that \( |B_1^\eta| = |B_1| \) and being nearly spherical with \( \|\varphi\|_{W^{2,p}(d-1)} \leq \eta \).

2. If however \( \alpha \in (0, 3/2) \), then for any \( c > 0 \) and \( \eta > 0 \), there exists \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) such that

\[
|B_1^\eta| = |B_1|, \quad \|\varphi\|_{W^{2,p}(d-1)} \leq \eta, \quad \text{and} \quad \lambda_1(B_1^\eta) - \lambda_1(B_1) < c \left[ P(B_1^\eta) - P(B_1) \right]^{\alpha}.
\]

Such nearly spherical sets were considered by Fuglede in [93] where he was studying the stability of the ball for the usual isoperimetric problem. See also [42] where the authors use nearly spherical sets when studying the quantitative Faber-Krahn inequality, and [64] for a more general approach about stability among smooth deformations of a given set.

**Proof.** Let \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) such that \( |B_1^\eta| = |B_1| \) and the barycenter of \( B_1^\eta \) is 0. From [93], there exists \( \eta_1 > 0 \) and \( C_1 > 0 \) such that

\[
P(B_1^\eta) - P(B_1) \leq C_1 \|\varphi\|_{H^{1,(d-1)}}^2 \quad \text{if} \quad \|\varphi\|_{W^{1,\infty}(d-1)} \leq \eta_1.
\]

Moreover, using [64] Theorem 1.3 and Section 5.2 (see also [42] Theorem 3.3 in the context of \( C^{2,\alpha}\)-perturbations), there exists \( \eta_2 > 0 \) and \( c_2 > 0 \) such that

\[
\lambda_1(B_1^\eta) - \lambda_1(B_1) \geq c_2 \|\varphi\|_{H^{1/2,(d-1)}}^2 \quad \text{if} \quad \|\varphi\|_{W^{2,p}(d-1)} \leq \eta_2.
\]

Therefore, setting \( \eta = \min\{\eta_1, \eta_2\} \) and assuming \( \|\varphi\|_{W^{2,p}(d-1)} \leq \eta \), we get for \( c > 0 \):

\[
\lambda_1(B_1^\eta) - \lambda_1(B_1) - c \left[ P(B_1^\eta) - P(B_1) \right]^{3/2} \geq c_2 \|\varphi\|_{H^{1/2,(d-1)}}^2 - cC_1^{3/2} \|\varphi\|_{H^{1,(d-1)}}^2,
\]

but from a Gagliardo-Nirenberg type inequality (see for example [45]), we have that there exists \( C_3, C_4 > 0 \) such that

\[
\|\varphi\|_{H^{1,(d-1)}} \leq C_3 \|\varphi\|_{H^{2/3,2(d-1)}}^{2/3} \|\varphi\|_{H^{2,(d-1)}}^{1/3} \leq C_4 \|\varphi\|_{H^{2/3,2(d-1)}}^{2/3} \|\varphi\|_{W^{2,p}(d-1)},
\]

we used \( p > d \geq 2 \) therefore

\[
\lambda_1(B_1^\eta) - \lambda_1(B_1) - c \left[ P(B_1^\eta) - P(B_1) \right]^{3/2} \geq \|\varphi\|_{H^{1/2,(d-1)}}^2 \left[ c_2 - cC_1^{3/2}C_4^{3/2} \|\varphi\|_{W^{2,p}(d-1)} \right],
\]

which is positive if \( \|\varphi\|_{W^{2,p}(d-1)} \leq \eta \) is small enough.

2. Assume to the contrary that for every \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) such that \( |B_1^\eta| = |B_1| \) and \( \|\varphi\|_{W^{2,p}(d-1)} \leq \eta \), we have

\[
\lambda_1(B_1^\eta) - \lambda_1(B_1) \geq c \left[ P(B_1^\eta) - P(B_1) \right]^\alpha,
\]

where \( \alpha \in [0, 3/2) \) and \( c > 0 \). We choose the origin as the center of \( B_1 \) so that \( \text{Bar}(B_1) = 0 \) where \( \text{Bar} \) denotes the barycenter of a given shape. We also denote \( \text{Vol} : \Omega \rightarrow |\Omega| \).

We now use the framework from [64], and in particular, if \( J \) denotes a shape functional, then \( J'(B_1), J''(B_1) \) denote respectively the first and second order derivatives of \( \varphi \rightarrow J(B_1^\eta) \). From
Proposition 4.5] the perimeter functional satisfies \((IT_{H^{1,\infty}})\) which means there exists \(\omega_1\) a modulus of continuity such that
\[
P(B_1^{\omega}) - P(B_1) = P'(B_1) \varphi + \frac{1}{2} P''(B_1) (\varphi, \varphi) + \omega_1(\|\varphi\|_{W^{1,\infty}(d-1)}, \|\varphi\|_{H^1(d-1)}^2).
\]
Moreover, \(B_1\) is a stable critical shape of \(P\) under volume constraint and up to translations (see [64, Section 5.1]), which means that there exists \(\mu \in \mathbb{R}\) a Lagrange multiplier such that
\[
P'(B_1) \varphi = \mu \text{Vol}'(B_1) \varphi, \quad \forall \varphi \in W^{1,\infty}(d-1)
\]
and there exists \(c_1 > 0\) such that
\[
(P - \mu \text{Vol})''(B_1) (\varphi, \varphi) \geq c_1 \|\varphi\|^2_{H^1(d-1)}, \quad \forall \varphi \in W^{1,\infty}(d-1)
\]
such that \(\text{Vol}'(B_1) \varphi = 0\) and \(\text{Bar}'(B_1) \varphi = 0\). Therefore, one gets that there exists \(\eta_1 > 0\) such that for any \(\varphi \in W^{1,\infty}(d-1)\) satisfying
\[
\text{Vol}'(B_1) \varphi = 0, \quad \text{Bar}'(B_1) \varphi = 0 \quad \text{and} \quad \|\varphi\|_{W^{1,\infty}(d-1)} \leq \eta_1,
\]
one has
\[
P(B_1^{\omega}) - P(B_1) \geq \frac{1}{2} (P - \mu \text{Vol})''(B_1) (\varphi, \varphi) + \frac{\mu}{2} \text{Vol}''(B_1) (\varphi, \varphi) - \frac{c_1}{4} \|\varphi\|_{H^1(d-1)}^2
\]
\[
\geq \frac{c_1}{2} \|\varphi\|^2_{H^1(d-1)} - C_1 \|\varphi\|_{L^2(d-1)}^2,
\]
for some \(C_1 \in \mathbb{R}\) (coming from the fact that \(\text{Vol}''(B)\) is a continuous quadratic form on \(L^2(d-1)\), see [64, Section 2.2]). Similarly, from [64, Theorem 1.4] \(\lambda_1\) satisfies \((IT_{H^{1/2,2^d}})\) and moreover \(B_1\) is a critical point of \(\lambda_1\) under volume constraint, and \(\lambda_1''(B_1)\) is a continuous quadratic form on \(H^{1/2}(d-1)\), so there exists \(\eta_2 > 0\) such that for any \(\varphi \in W^{2,2}(d-1)\) satisfying
\[
\text{Vol}'(B_1) \varphi = 0, \quad \text{Bar}'(B_1) \varphi = 0 \quad \text{and} \quad \|\varphi\|_{W^{2,2}(d-1)} \leq \eta_2,
\]
one has
\[
\lambda_1(B_1^{\omega}) - \lambda_1(B_1) \leq C_2 \|\varphi\|_{H^{1/2}(d-1)}^2.
\]
Therefore we get as above, setting \(\eta = \min\{\eta_1, \eta_2\}:
\[
\forall \varphi \text{ such that } \|\varphi\|_{W^{2,2}(d-1)} \leq \eta, \quad \text{Vol}'(B_1) \varphi = 0, \quad \text{and} \quad \text{Bar}'(B_1) \varphi = 0,
\]
\[
\|\varphi\|^2_{H^1(d-1)} \leq C \|\varphi\|_{H^{1/2}(d-1)}^2 + \tilde{C} \|\varphi\|_{L^2(d-1)}^2,
\]
for some \((C, \tilde{C}) \in \mathbb{R}^2_+\). Using scaling, and looking at the expressions of \(\text{Vol}'(B_1), \text{Bar}'(B_1)\), we finally obtain:
\[
\forall \varphi \text{ such that } \int_{d-1} \varphi = 0, \quad \text{and} \quad \forall i \in [1, d], \int_{d-1} x_i \varphi(x) = 0,
\]
\[
\|\varphi\|^2_{H^1(d-1)} \leq C \eta^{2/\alpha-2} \|\varphi\|_{W^{2,2}(d-1)}^{2-2/\alpha} \|\varphi\|_{H^{1/2}(d-1)}^2 + \tilde{C} \|\varphi\|_{L^2(d-1)}^2. \quad (3.30)
\]
We want to get a contradiction by testing such interpolation inequality for an oscillating function \(\varphi\). To that end (see [168] pages 139-141 for more details), we denote \(\mathcal{H}_k\) the space of spherical harmonics of degree \(k \in \mathbb{N}\) (that is, the restriction to \(d-1\) of homogeneous polynomials in \(\mathbb{R}^d\), of degree \(k\)) and \((Y_{k,l})\) an orthonormal basis of \(\mathcal{H}_k\) with respect to the \(L^2(d-1)\) scalar
product. The family \((Y_{k,l})_{k \in \mathbb{N}, 1 \leq l \leq d_k}\) is a Hilbert basis of \(L^2(d-1)\), so any function \(\varphi\) in \(L^2(d-1)\) can be decomposed:

\[
\varphi(x) = \sum_{k=0}^{\infty} \sum_{l=1}^{d_k} \alpha_{k,l}(\varphi) Y_{k,l}(x), \quad \text{for } x \in \mathbb{R}^{d-1}, \quad \text{with } \alpha_{k,l}(\varphi) = \int_{\mathbb{R}^{d-1}} Y_{k,l}\varphi.
\]

Moreover, for \(s \in \mathbb{R}_+\), \(\|\varphi\|_{H^s(d-1)}\) is equivalent to \((\sum_{k \in \mathbb{N}} (1 + k)^{2s} \sum_{l} |\alpha_{k,l}|^2)^{1/2}\).

We therefore choose \(\varphi_k = Y_{k,1}\) for \(k \geq 2\). As \(\mathcal{H}_0\) is made of constant functions and \(\mathcal{H}_1 = \text{span}(x_i)_{i \in [1,d]}\), we have

\[
\forall k \geq 2, \quad \int_{\mathbb{R}^{d-1}} \varphi_k = 0 \quad \text{and} \quad \forall i \in [1,d], \quad \int_{\mathbb{R}^{d-1}} x_i \varphi_k(x) = 0
\]

so that \((\varphi_k)_{k \geq 2}\) are admissible for (3.30). Moreover

\[
\forall s \geq 0, \quad \|\varphi_k\|_{H^s(d-1)} \sim k^s, \quad \text{and} \quad \|\varphi_k\|_{W^2,p(d-1)} \geq \|\varphi_k\|_{H^s(d-1)}
\]

so that (3.30) gives \(k^2 = O(k^{4-4/\alpha} k^{1/\alpha} + 1)\) which contradicts the assumption \(\alpha < 3/2\) and concludes the proof.

\[\square\]

**Corollary 6.** Take \(\alpha \in (0,3/2)\), \(d \geq 2\) and \(x_0 = \frac{P(B_1)}{|B_1|^\alpha}\), we have

\[
\liminf_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^\alpha} = 0.
\]

**Proof.** Take \(c > 0\). By the second assertion of Theorem 14 for every \(n \in \mathbb{N}^*\) there exists \(\varphi_n : \mathbb{R}^{d-1} \to \mathbb{R}\) such that

\[
|B_1^{\varphi_n}| = |B_1|, \quad \|\varphi_n\|_{W^2,p(d-1)} \leq \frac{1}{n}, \quad \text{and} \quad 0 \leq \lambda_1(B_1^{\varphi_n}) - \lambda_1(B_1) < c \times \left[P(B_1^{\varphi_n}) - P(B_1)\right]^{\alpha}.
\]

The last inequality is equivalent to

\[
0 \leq |B_1^{\varphi_n}|^{1/2} \lambda_1(B_1^{\varphi_n}) - |B_1|^{1/2} \lambda_1(B_1) < c \times |B_1|^{\frac{d+1}{d-1}} \left[\frac{P(B_1^{\varphi_n})}{|B_1^{\varphi_n}|^{\frac{d-1}{d}}} - \frac{P(B_1)}{|B_1|^{\frac{d-1}{d}}}\right]^{\alpha},
\]

so, we get

\[
0 \leq f(x_n) - f(x_0) \leq c \times |B_1|^{1 + \frac{d}{2}} (x_n - x_0)^\alpha,
\]

where \(x_n := P(B_1^{\varphi_n})/|B_1^{\varphi_n}|^{\frac{d-1}{d}} \to P(B_1)/|B_1|^{\frac{d-1}{d}} = x_0\), because \(\|\varphi_n\|_{W^2,p(d-1)} \leq \frac{1}{n} \to 0\).

Thus, we can write

\[
\forall c > 0, \quad 0 \leq \liminf_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^\alpha} \leq \liminf_{n \to +\infty} \frac{f(x_n) - f(x_0)}{(x_n - x_0)^\alpha} \leq c |B_1|^{1 + \frac{d}{2}}.
\]

Finally, we get the result \(\liminf_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^\alpha} = 0\).

\[\square\]

The most interesting part of Theorem 14 and Corollary 6 is that the exponent 3/2 was apparently unknown and seems to be optimal (see Section 3.4); in the planar case \(d = 2\), we actually improve the result of Corollary 6 and retrieve the same exponent in a completely different (and independent) way, by studying the asymptotics of \(\lambda_1\) and \(P\) for regular polygons:
Proposition 8. Let $d = 2$ and for $n \geq 3$, denote $S_n$ the regular $n$-gon with unit area (and again $B$ denotes the disk of unit area). We have:

$$(\lambda_1(S_n) - \lambda_1(B)) \sim_{n \to \infty} \beta_0 \times (P(S_n) - P(B))^{3/2},$$

with

$$\beta_0 := \frac{4 \times 3^{3/2} \zeta(3) \lambda_1(B)}{\pi^{11/4}},$$

where $\zeta : x \in (1, +\infty) \mapsto \sum_{n=1}^{\infty} \frac{1}{n^x}$ is the Riemann zeta function.

Proof. We take the asymptotic expansion of the fundamental frequency of regular polygons found in [144]:

$$\lambda_1(S_n) - \lambda_1(B) = \frac{4\zeta(3)\lambda_1(B)}{n^3} + o \left( \frac{1}{n^3} \right) \quad (3.31)$$

and

$$P(S_n) - P(B) = 2\sqrt{n} \tan \frac{\pi}{n} - 2\sqrt{\pi} = \frac{\pi^2}{3} \times \frac{1}{n^2} + o \left( \frac{1}{n^3} \right). \quad (3.32)$$

Then we can write:

$$\frac{\lambda_1(S_n) - \lambda_1(B)}{(P(S_n) - P(B))^{3/2}} \sim_{n \to +\infty} \frac{4 \times 3^{3/2} \zeta(3) \lambda_1(B)}{\pi^{11/4}} = \beta_0.$$ 

This Proposition allows us to get the following asymptotic property on $f$.

Corollary 7. Let $d = 2$, $x_0$ and $f$ defined in Section 3.3.2. Then

1. \( \forall \alpha \in (0, 3/2), \ f(x) - f(x_0) = o((x - x_0)^\alpha) \),

   in particular by taking $\alpha = 1$, we get that $f$ is differentiable at $x_0$ and $f'(x_0) = 0$.

2. \( 0 \leq \liminf_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^{1/\alpha}} \leq \limsup_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^{1/\alpha}} \leq \beta_0. \)

Remark 10. Enlightened with the results of Theorem 14 and Corollary 8 which are stated for arbitrary dimensions, we believe that the first assertion holds for $d \geq 2$. Unfortunately, we did not manage to prove it because of the lack of information on the asymptotic behaviour of $x_n := P(B_1^n)/|B_1^n|^{d-1}$ introduced in the proof of Corollary 8.

Proof. Take $\alpha \in (0, 3/2]$, we introduce the integer valued function which associates to $x \in (x_0, P(S_3))$ the integer $n_x := \max\{n \geq 3, \ P(S_n) \geq x\}$, note that $\lim n_x = +\infty$.

We have:

$$0 \leq \frac{f(x) - f(x_0)}{(x - x_0)^\alpha} \leq \frac{f(P(S_{n_x})) - f(P(B))}{(P(S_{n_x+1}) - P(B))^{\alpha}} \quad (\text{because } x \geq P(S_{n_x+1}) \text{ and } f(x) \leq f(P(S_{n_x})))$$

$$\leq \frac{\lambda_1(S_{n_x}) - \lambda_1(B)}{(P(S_{n_x+1}) - P(B))^{\alpha}} \quad (\text{by the definition of } f)$$

$$= \lambda_1(S_{n_x}) - \lambda_1(B) \times \left( \frac{P(S_{n_x}) - P(B)}{P(S_{n_x+1}) - P(B)} \right)^{\alpha}$$

$$\sim_{x \to x_0} \frac{4\zeta(3)\lambda_1(B)}{n_x^3} \times \left( \frac{\pi^2}{3} \times \frac{1}{n_x^2} \right)^{\alpha} \quad (\text{by } (3.31) \text{ and } (3.32))$$

$$\sim_{x \to x_0} \beta_0 \times \left( \frac{\pi^{5/2}}{3} \frac{1}{n_x^2} \right)^{3/2 - \alpha} \quad (\text{because } n_x \to +\infty),$$
thus, if $\alpha \in (0, 3/2)$, we have $\lim_{x \to x_0} \frac{f(x) - f(x_0)}{(x - x_0)^\alpha} = 0$, which is equivalent to the first assertion. On the other hand if $\alpha = 3/2$, we get the proof of the second assertion.

\[ \square \]

### 3.4 Further remarks and Conjectures

#### 3.4.1 About $D_{K^2}$

Our theoretical and numerical studies highlight some remaining open problems about $D_{K^2}$:

1. is it true that $f$ and $g$ defined in (3.14) and (3.15) are convex?

2. is it true that $g'(x_0) = \sqrt{\frac{\pi}{3}} \lambda_1(B_1) \times (\lambda_1(B_1) - 2)$ and $f(x) - f(x_0) \sim c(x - x_0)^{3/2}$

for some $c > 0$? These questions are closely related to the following: for $\gamma > \sqrt{\frac{\pi}{3}} \lambda_1(B_1) \times (\lambda_1(B_1) - 2)$, can we find $c > 0$ and $V$ a neighborhood of $B$ in $K^2_1$ (for the Hausdorff distance) such that

$$\forall \Omega \in V, \quad c(P(\Omega) - P(B))^{3/2} \leq \lambda_1(\Omega) - \lambda_1(B) \leq \gamma (P(\Omega) - P(B))$$

Proposition 7 and Theorem 14 shows that such inequalities are valid in a smooth neighborhood of $B$, but it is well-known that achieving a similar result in a non-smooth neighborhood requires more work (see for example [1, 94] and [64, Section 6]). We note that numerical evidence that will appear in [89] suggests that the optimal value of the constant $c$ is given by the $\beta_0$ introduced in Proposition 8. It also supports that the inequality may in fact be global, which means we conjecture the following inequality:

$$\forall \Omega \in K^2_1, \quad \lambda_1(\Omega) - \lambda_1(B) \geq \beta_0 \times (P(\Omega) - P(B))^{3/2}.$$  

**Remark 11.** It is interesting to note that if we combine the conjectured inequality

$$\lambda_1(\Omega) - \lambda_1(B) \geq c(P(\Omega) - P(B))^{3/2}, \quad (3.33)$$

with the famous quantitative isoperimetric inequality of [95], which affirms the existence of a constant $\alpha_d$, depending only on the dimension $d$, such that for every Borel set $\Omega \subset \mathbb{R}^d$, one has

$$P(\Omega) - P(B) \geq \alpha_d \times A(\Omega)^2,$$

where $A(\Omega)$ is the so-called Fraenkel asymmetry of the set $\Omega$, we get that for every $\Omega \in K^2_1$

$$\lambda_1(\Omega) - \lambda_1(B) \geq \sigma_d^{3/2} \times A(\Omega)^3.$$

The exponent 3 is not optimal, it is higher than the optimal one given in [42], where the authors prove that there exists a dimensional constant $\sigma_d$ such that for every open set $\Omega \subset \mathbb{R}^d$ with unit measure, one has

$$\lambda_1(\Omega) - \lambda_1(B) \geq \sigma_d \times A(\Omega)^2. \quad (3.34)$$

Nevertheless, we note that inequality (3.33) is stronger in some cases than (3.34). Indeed, if we take the regular polygons $(S_n)$ introduced in Proposition 8, we have by straightforward computations:

$$P(S_n) - P(B) \sim \mu_2 \times A(S_n),$$
where $\mu_2$ is a positive constant. Thus, for sufficiently large values of $n$, we have

$$\lambda_1(\Omega) - \lambda_1(B) \geq c \left( P(S_n) - P(B) \right)^{3/2} \geq c' \times A(S_n)^{3/2},$$

where $c'$ is a positive constant. This shows that (3.34) is (in this case) weaker than the conjecture (3.33).

One could also wonder if we can improve our understanding of the shapes realizing the boundary of the diagram, that is to say solutions of the optimization problems in Corollary 3. For example, one can state:

**Conjecture 4.** The regular polygons are on the lower part of $\partial D_{K^2}$.

This result seems to be verified numerically. Using Theorem 12, we will observe however (see the proof below) that this statement (regular polygons are on the lower boundary) is actually a stronger statement than Polya’s conjecture in the restricted class of convex sets. Recall that this conjecture states that among polygons of fixed measure and whose number of sides is bounded by $N$, the regular $N$-gon has the lowest first Dirichlet eigenvalue. This conjecture is expected to be valid for any polygon, but even in the class of convex polygons, the result is not known (for $N \geq 5$) and already expected to be very challenging.

Indeed, let us take $N \geq 3$ and denote $\Omega_N^*$ the regular polygon of unit measure and $N$ sides. By the isoperimetric inequality for polygons (see [147, Theorem 5.1]), we have $P(\Omega) \geq P(\Omega_N^*)$, for every convex polygon $\Omega$ of unit measure and at most $N$ sides. Now, if we assume that the regular polygon $\Omega_N^*$ is on the lower boundary of the diagram, that is to say $\lambda_1(\Omega_N^*) = f(P(\Omega_N^*))$, then by monotonicity of $f$, we conclude that: $\lambda_1(\Omega_N^*) = f(P(\Omega_N^*)) \leq f(P(\Omega)) \leq \lambda_1(\Omega)$, with equality if and only if $\Omega$ is equal to $\Omega_N^*$ up to rigid motions.

### 3.4.2 About $D_{K^d}$ for $d \geq 3$

As stated in the introduction, a major part of our results for convex sets are restricted to the planar case mainly because some of the assertions of Lemma 7 are only given in dimension 2 and seem to be rather challenging to extend to higher dimensions, see Remark 3.3.2. Nevertheless, we believe that once a similar result is proven for $d \geq 3$, it would be possible to apply the same strategy developed in the present paper to prove the following conjecture:

**Conjecture 5.** We denote $x_0 = P(B)$ where $B$ is a ball of unit volume.

1. the diagram $D_{K^d}$ is made of all points in $\mathbb{R}^2$ lying between the graphs of $f$ and $g$, more precisely:

   $$D_{K^d} = \left\{ (x, y) \in \mathbb{R}^2, \ x \geq x_0 \ \text{and} \ f(x) \leq y \leq g(x) \right\}, \quad (3.35)$$

   where $f$ and $g$ are defined in (3.14) and (3.15).

2. functions $f$ and $g$ are continuous and strictly increasing.

### 3.4.3 About $D_{S^d}$ where $S^d$ is the class of simply connected domains

We decided to focus on two classes of domains, $O$ the class of open domains in $\mathbb{R}^d$, and $K^d$ the class of convex domains in $\mathbb{R}^d$. But one could also focus on an intermediate class which is

$$S^d = \{ \Omega \subset \mathbb{R}^d, \ \Omega \text{ is open, bounded and simply-connected} \}.$$

We give here some thoughts about the Blaschke-Santaló diagram of $(\lambda_1, P, |\cdot|)$ in this class, denoted $D_{S^d}$: note first that as for the class of open domains, there is uncertainty about the definition of the perimeter $P$. But since we are not giving any specific statement here, we consider part of the investigation to decide in which way a change in the definition of $P$ may affect the shape of $D_{S^d}$.
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1. Assume first that $d = 2$: since inequalities (3.8) and (3.11) also hold for the class of planar simply connected domains, the diagram $D_{S^2}$ is bounded from above by a continuous function, and therefore different from the diagram of open sets $D_{O}$ described in Theorem 10. However, we expect that the lower boundary of the diagram is simply given by the horizontal half line $[P(B), +\infty) \times \{\lambda_1(B)\}$. More precisely we formulate:

**Conjecture 6.** There exists $h$ a continuous and increasing function such that

$$D_{S^2} = \{(P(B), \lambda_1(B))\} \cup \{(x, y) \mid x > P(B), \; \lambda_1(B) < y \leq h(x)\}.$$ 

This is supported by the fact that we can find shapes with a high perimeter but whose first Dirichlet-eigenvalue is close to the one of the ball, for example by adding a thin tail to a ball (see for example [68] for results on tailed domains).

Finally, notice that we do not know whether we should expect $h$ and $g$ to be equal or not. This is probably also a challenging question.

2. If we now assume $d \geq 3$, the class of simply connected domains behave very differently. Actually, we can introduce an even more restrictive class of domains, namely

$$\mathcal{S}_d = \{\Omega \subset \mathbb{R}^d, \; \Omega \text{ is open and homeomorphic to a ball}\}.$$ 

We believe that in this case we have

$$D_{S^d} = D_{\mathcal{S}_d} = D_{O}.$$ 

To support this conjecture, we refer to the construction described in [64, Remark 6.2] and inspired by [82].

3. It would also be interesting to study the diagram in the class of sharshaped domains. In dimension 2, it is not clear whether we expect the diagram to be the same as the diagram for simply connected sets or not. In dimension higher than 3 however, it would be more natural to expect that the diagram differs from the one of simply connected sets, but we did not investigate this question yet.
Chapter 4

On the Cheeger inequality for convex sets

Abstract

In this paper, we prove new sharp bounds for the Cheeger constant of planar convex sets that we use to study the relations between the Cheeger constant and the first eigenvalue of the Laplace operator with Dirichlet boundary conditions. This problem is closely related to the study of the so-called Cheeger inequality for which we provide an improvement in the class of planar convex sets. We then provide an existence theorem that highlights the tight relation between improving the Cheeger inequality and proving the existence of a minimizer of a the functional $J_n := \lambda_1/h^2$ in any dimension $n$. We finally, provide some new sharp bounds for the first Dirichlet eigenvalue of planar convex sets and a new sharp upper bound for triangles which is better than the conjecture stated in \[167\] in the case of thin triangles.

4.1 Introduction and main results

A celebrated inequality due to Jeff Cheeger states that for every open bounded set $\Omega \in \mathbb{R}^n$ (where $n \geq 2$) one has:

$$\lambda_1(\Omega) \geq \frac{1}{4} h(\Omega)^2,$$

where $\lambda_1(\Omega)$ is the first Dirichlet eigenvalue and $h(\Omega)$ is the Cheeger constant of $\Omega$, which is defined as follows:

$$h(\Omega) := \inf \left\{ \frac{P(E)}{|E|} \left| E \text{ measurable and } E \subset \Omega \right. \right\},$$

where $P(E)$ is the perimeter of De-Giorgi of $E$ measured with respect to $\mathbb{R}^n$ (see for example \[151\] for definitions) and $|E|$ is the $n$-dimensional Lebesgue measure of $E$. Any set $C_\Omega \subset \Omega$ for which the infimum is attained is called (when it exists) a Cheeger set of $\Omega$. We refer to \[151\] for an introduction to the Cheeger problem.

In the present paper, $d$ and $r$ respectively correspond to the diameter and the inradius functionals.

Recently, E. Parini \[152\] remarked that the constant $\frac{1}{4}$ can be improved for the class $\mathcal{K}^2$ (for every $n \in \mathbb{N}^*$, we denote $\mathcal{K}^n$ the class of bounded convex subsets of $\mathbb{R}^n$). He proved the following inequality:
∀Ω ∈ K^2, \quad \lambda_1(Ω) \geq \frac{\pi^2}{16} h(Ω)^2, \quad (4.2)

and noted that the constant \(\frac{\pi^2}{16}\) is also not optimal. He then took a shape optimization point of view by introducing the functional \(J_2 : Ω ∈ K^2 \mapsto J_2(Ω) := \frac{\lambda_1(Ω)}{h(Ω)^2}\) for which he proves the existence of a minimizer in \(K^2\) and conjectures that it is the square; in which case the optimal lower bound would be given by:

\[
\min_{Ω ∈ K^2} J_2(Ω) = J_2((0, 1)) = \frac{2\pi^2}{(2 + \sqrt{\pi})^2} \approx 1.387...
\]

Nevertheless, as far as we know, as mentioned in [152, Section 6] the existence of an optimal shape in higher dimensions \((n ≥ 3)\) remains open.

Moreover, in the same paper [152], the author proved the following reverse Cheeger’s inequality:

∀Ω ∈ K^2, \quad \lambda_1(Ω) < \frac{\pi^2}{4} h(Ω)^2, \quad (4.3)

which is sharp as it is asymptotically attained by any sequence \((Ω_k)_{k ∈ N}\) of planar convex sets such that \(|Ω_k| = V\) (where \(V > 0\)) and \(d(Ω_k) \rightarrow +∞, k \rightarrow +∞\), see [152, Proposition 4.1]. It was then remarked by L. Brasco [40, Remark 1] that the main argument used by Parini, which is Polya’s inequality \(\lambda_1(Ω) < \frac{\pi^2}{4} \left(\frac{P(Ω)}{|Ω|}\right)^{2}\) holds in higher dimensions (see [119]). Thus, the reverse Cheeger inequality also holds for higher dimensions and is sharp as any sequence \((ω × (0, 1/k))_{k},\) where \(ω ∈ K^{n−1}\), provides asymptotic equality when \(k\) tends to +∞.

For the lower bound, one can combine the inequality \(h(Ω) ≤ \frac{n}{r(Ω)}\) (which is obtained by taking the inscribed ball \(B_{r(Ω)}\) as a test set in the definition of the Cheeger constant \(h(Ω)\)) and Protter’s inequality [158]:

∀Ω ∈ K^n, \quad \lambda_1(Ω) ≥ \frac{\pi^2}{4} \left(\frac{1}{r(Ω)^2} + \frac{n - 1}{d(Ω)^2}\right), \quad (4.4)

which generalises Hersch’s inequality [115] (used by Parini for the planar case) to higher dimensions. We then obtain the following lower bound:

∀n ≥ 2, ∀Ω ∈ K^n, \quad J_n(Ω) := \frac{\lambda_1(Ω)}{h(Ω)^2} > \frac{\pi^2}{4n^2},

which improves the original constant \(\frac{1}{4}\) given by J. Cheeger only for \(n ∈ \{2, 3\}\). In which cases, we have:

∀Ω ∈ K^2, \quad J_2(Ω) > \frac{\pi^2}{16} \approx 0.616... \quad \text{and} \quad ∀Ω ∈ K^3, \quad J_3(Ω) > \frac{\pi^2}{36} \approx 0.274...

In the present paper, we improve the Cheeger-Parini’s inequality (4.2). Our result in this direction is stated as follows:

**Theorem 15.** We have:

∀Ω ∈ K^2, \quad J_2(Ω) = \frac{\lambda_1(Ω)}{h(Ω)^2} ≥ \left(\frac{\pi j_{01}}{2j_{01} + \pi}\right)^2 \approx 0.902...

where \(j_{01}\) denotes the first zero of the first Bessel function.

This result relies on the combination of Protter’s inequality (4.4) and a diametrical Faber-Krahn type inequality (see [33, Theorem 2.1] or [79, Theorem 3.3]) in order to bound \(\lambda_1(Ω)\) from below.

The study of complete systems of inequalities relating some given functionals is an interesting subject for its own. It is closely related to the so called Blaschke-Santaló diagrams, we refer to the
original works of Blaschke [28] and Santaló [163] and to the more recent works [36, 71, 111, 112, 113] for some interesting examples involving geometric functionals.

In the present paper we provide a complete system of inequalities relating the Cheeger constant \( h \), the inradius \( r \) and the area \( |·| \) of planar convex sets, which corresponds to a complete description of the related Blaschke-Santaló diagram introduced in the following Theorem:

**Theorem 16.** We have:

\[
\forall \Omega \in \mathcal{K}^2, \quad \frac{1}{r(\Omega)} + \frac{\pi r(\Omega)}{|\Omega|} \leq h(\Omega) \leq \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}},
\]

These inequalities are sharp as equalities are obtained for stadiums in the lower estimate and for domains that are homothetic to their form body\(^1\) in the upper one.

Moreover, we have the following explicit description of the Blaschke-Santaló diagram:

\[
\{ \left( \frac{1}{r(\Omega)}, h(\Omega) \right) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1 \} = \{(x, y) \mid x \geq \frac{1}{r(B)} = \sqrt{\pi} \text{ and } x + \frac{\pi x}{x} \leq y \leq x + \sqrt{\pi} \},
\]

where \( B \subset \mathbb{R}^2 \) is a ball of unit area.

![Figure 4.1: The diagram of the triplet \((r, h, |·|)\).](image)

At last, we are interested by the question of the existence of an minimizer of \( J_n \) for higher dimensions \( n \geq 3 \). We prove the following Theorem:

**Theorem 17.** Let us define the real sequence \((\beta_n)_n\) as follows:

\[
\forall n \in \mathbb{N}^*, \quad \beta_n := \inf_{\Omega \in \mathcal{K}^n} J_n(\Omega).
\]

We have:

1. \((\beta_n)_n\) is a decreasing sequence.
2. \( \lim_{n \to +\infty} \beta_n = \frac{1}{4} \).

\(^1\)We refer to [136, Section 1.1] for the definition of form bodies and to [164] for more details.
3. For \( n \geq 2 \), if the strict inequality \( \beta_n < \beta_{n-1} \) holds, we have the following existence result:

\[
\exists \Omega^*_n \in \mathcal{K}^n, \quad J_n(\Omega^*_n) = \inf_{\Omega \in \mathcal{K}^n} J_n(\Omega).
\]

Let us give a few interesting comments on Theorem \[\text{17}\]

• The convergence result \( \lim_{n \to +\infty} \beta_n = \frac{1}{4} \) of shows that the constant \( \frac{1}{4} \) given in the original Cheeger inequality \[\text{55}\] is optimal in the sense that there exists no constant \( C > \frac{1}{4} \) such that:

\[
\forall n \geq 1, \forall \Omega \in \mathcal{K}^n, \quad \frac{\lambda_1(\Omega)}{h(\Omega)^2} \geq C.
\]

• We believe that the assertion \( \beta_n < \beta_{n-1} \) is true for any \( n \geq 2 \). This conjecture is motivated by the discussion of Section \[\text{4.4.2}\]. In particular, when \( n = 2 \), we have:

\[
\inf_{\Omega \in \mathcal{K}^2} J_2(\Omega) < \frac{\pi^2}{4} = \inf_{\Omega \in \mathcal{K}^1} J_1(\Omega).
\]

Thus, we retrieve Parini’s result of existence in the class of planar sets without using the explicit formulae of Cheeger constants of planar convex sets.

The present paper is organized as follows: in Section \[\text{4.2}\] we provide the proof of the sharp estimates of the Cheeger constant given in Theorem \[\text{16}\]. Section \[\text{4.3}\] is devoted to the improvement of the Cheeger-Parini’s inequality for planar convex sets \[\text{4.2}\], we also give improved results for some special shapes (triangles, rhombii and stadiums), see Proposition \[\text{9}\]. We then prove the existence result of Theorem \[\text{17}\] in Section \[\text{4.4}\]. We finally discuss some new sharp inequalities involving the first Dirichlet eigenvalue, the Cheeger constant, the inradius and the area of planar convex sets in Appendix \[\text{4.5}\].

### 4.2 Sharp estimates for the Cheeger constant: Proof of Theorem \[\text{16}\]

The proof of Theorem \[\text{16}\] is presented in 3 parts:

**The upper bound:**

Let \( \Omega \in \mathcal{K}^2 \). We have by \[\text{142}, \text{Theorem 2}\]:

\[
\forall t \in (0, r(\Omega)), \quad |\Omega_{-t}| \geq |\Omega| \left(1 - \frac{t}{r(\Omega)}\right)^2,
\]

with equality if and only if \( \Omega \) is homothetic to its form body.

If \( \Omega \) is homothetic to its form body, we have by solving the equation \( |\Omega_{-t}| = |\Omega| \left(1 - \frac{t}{r(\Omega)}\right)^2 = \pi t^2 \):

\[
h(\Omega) = \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}}.
\]

From now on, we assume that \( \Omega \) is not homothetic to its form body. Let us introduce the functions:

- \( f : t \in (0, r(\Omega)) \mapsto |\Omega| \left(1 - \frac{t}{r(\Omega)}\right)^2 - \pi t^2 = |\Omega| - \frac{2|\Omega|}{r(\Omega)} t + \left(\frac{|\Omega|}{r(\Omega)^2} - \pi\right) t^2 \),
- \( g : t \in (0, r(\Omega)) \mapsto |\Omega_{-t}| - \pi t^2 \).
By (4.6), we have:

\[
\begin{align*}
g(0) &= f(0), \\
\forall t \in (0, r(\Omega)), \quad g(t) > f(t),
\end{align*}
\]

This implies that \(1/h(\Omega)\), the first zero of \(g\) on \([0, r(\Omega)]\), is strictly larger than the first zero of \(f\) given by \(\left(\frac{1}{r(\Omega)} + \frac{1}{|\Omega|}\right)^{-1}\) (see Figure 4.2), which proves the inequality.

**The lower bound:**

Let \(\Omega \in \mathcal{K}^2\), we denote \(C_\Omega \in \mathcal{K}^2\) its (unique) Cheeger set. Let us show that:

\[
r(\Omega) = r(C_\Omega).
\]

By the characterization of the Cheeger set of planar convex sets of \([122]\), we have \(C_\Omega = \Omega - \frac{1}{h(\Omega)} + \frac{1}{h(\Omega)} B_1\), where \(B_1\) is the ball of unit radius centred at the origin. We then have:

\[
r(C_\Omega) = r\left(\Omega - \frac{1}{h(\Omega)} + \frac{1}{h(\Omega)} B_1\right) = r\left(\Omega - \frac{1}{h(\Omega)}\right) + r\left(\frac{1}{h(\Omega)} B_1\right) = r(\Omega) - \frac{1}{h(\Omega)} + \frac{1}{h(\Omega)} r(B_1) = r(\Omega).
\]

Since, the Cheeger set \(C_\Omega\) is convex, we can use the following Bonnesen’s inequality \([35]\):

\[
P(C_\Omega) \geq \pi r(C_\Omega) + \frac{|C_\Omega|}{r(C_\Omega)},
\]

with equality if and only if \(C_\Omega\) is a stadium (note that does not mean that \(\Omega\) is a stadium). Thus:

\[
h(\Omega) = \frac{P(C_\Omega)}{|C_\Omega|} \geq \frac{\pi r(C_\Omega) + \frac{|C_\Omega|}{r(C_\Omega)}}{|C_\Omega|} = \frac{\pi r(\Omega)}{|\Omega|} + \frac{1}{r(\Omega)} \geq \frac{\pi r(\Omega)}{|\Omega|} + \frac{1}{r(\Omega)},
\]
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where the last inequality is a consequence of the inclusion $C_{\Omega} \subset \Omega$ and thus is an equality if and only if $\Omega = C_{\Omega}$. Finally, we proved the lower bound and the equality holds if and only if $\Omega$ is a stadium.

**The diagram:**

The demonstration is exactly similar to the case of the diagram relating the Cheeger constant, the area and the perimeter studied in detail in [88], one just has to replace the perimeter by the inradius and reproduce the same steps of the proof of [88, Theorem 1].

### 4.3 Improving the Cheeger inequality for planar convex sets

In this section, we provide the proof of Theorem 15 and prove some improved bounds for $J_2$ in some special sub-classes of $\mathcal{K}^2$, namely: triangles, rhombii and stadiums.

#### 4.3.1 Proof of Theorem 15

Let $\Omega \in \mathcal{K}^2$. We have by Hersch inequality [115] and Faber-krahn inequality [78, 126]:

$$|\Omega|/\lambda_1(\Omega) \geq \max \left( \frac{\pi j_{01}^2}{4r(\Omega)^2}, \pi \right).$$

On the other hand, we recall the upper estimate of Theorem 16:

$$\sqrt{|\Omega|} h(\Omega) \leq \frac{\sqrt{|\Omega|}}{r(\Omega)} + \sqrt{\pi}.$$

Thus, we have:

$$J(\Omega) = \frac{\lambda_1(\Omega)}{h(\Omega)^2} \geq \frac{\max \left( \frac{\pi j_{01}^2}{4r(\Omega)^2}, \frac{\pi |\Omega|}{4r(\Omega)^2} \right)}{\left( \frac{\sqrt{|\Omega|}}{r(\Omega)} + \sqrt{\pi} \right)^2} \geq \min_{x \geq \sqrt{\pi}} \frac{\max \left( \frac{\pi j_{01}^2}{4x^2}, \frac{\pi^2 x^2}{4} \right)}{(x + \sqrt{\pi})^2} = \left( \frac{\pi j_{01}}{2j_{01} + \pi} \right)^2 \approx 0.902...$$

The minimum is taken over $[\sqrt{\pi}, +\infty)$ because $\frac{\sqrt{|\Omega|}}{r(\Omega)} \geq \sqrt{\pi}$ for every $\Omega \in \mathcal{K}^2$. Moreover, it is attained for $x = \frac{\pi j_{01}}{\sqrt{\pi}}$, see Figure 4.3

![Figure 4.3: Curve of the function $x \mapsto \frac{\max \left( \frac{\pi j_{01}^2}{4x^2}, \frac{\pi^2 x^2}{4} \right)}{(x + \sqrt{\pi})^2}$](image)

The minimum is taken over $[\sqrt{\pi}, +\infty)$ because $\frac{\sqrt{|\Omega|}}{r(\Omega)} \geq \sqrt{\pi}$ for every $\Omega \in \mathcal{K}^2$. Moreover, it is attained for $x = \frac{\pi j_{01}}{\sqrt{\pi}}$, see Figure 4.3.
4.3.2 A slight improvement of the result of Theorem 15

We note that one can combine the following Protter’s inequality [158]:

\[ \forall \Omega \in K^2, \quad \lambda_1(\Omega) \geq \frac{\pi^2}{4} \left( \frac{1}{r(\Omega)^2} + \frac{1}{d(\Omega)^2} \right), \]

which is an improvement of Hersch’s inequality [115, Section 8] with the optimal inequality (7) of [113]:

\[ \forall \Omega \in K^2, \quad \frac{|\Omega|}{r(\Omega)^2} \geq \sqrt{1 + \left( \frac{d(\Omega)}{r(\Omega)} \right)^2} + 2 \arcsin \left( \frac{2r(\Omega)}{d(\Omega)} \right) = \varphi \left( \frac{d(\Omega)}{r(\Omega)} \right), \quad (4.7) \]

to provide a slight improvement of the lower bound of Theorem 15.

Indeed, the function \( \varphi \) is continuous and strictly increasing on \([2, +\infty)\) (we note that \( d(\Omega)/r(\Omega) \in [2, +\infty) \)), thus by considering the inverse function denoted \( \varphi^{-1} \), inequality 4.7 becomes:

\[ \forall \Omega \in K^2, \quad \frac{d(\Omega)}{r(\Omega)} \leq \varphi^{-1} \left( \frac{|\Omega|}{r(\Omega)^2} \right) . \]

We then write:

\[ \lambda_1(\Omega) \geq \frac{\max \left( \frac{\pi^2}{4r(\Omega)^2} \times \left( 1 + \frac{1}{\varphi^{-1}(\frac{|\Omega|}{r(\Omega)^2})} \right)^2 , \pi j_{01}^2 \right)}{\left( \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \right)^2} \]

\[ = \frac{\max \left( \frac{\pi^2}{4} \times \left( 1 + \frac{1}{\varphi^{-1}(\frac{|\Omega|}{r(\Omega)^2})} \right)^2 , \pi j_{01}^2 \right)}{\left( \frac{|\Omega|}{r(\Omega)^2} \right)^{1/2} + \sqrt{\pi}} \geq \min_{x \in [\pi, +\infty)} \frac{\max \left( \frac{\pi^2 x}{4} \times \left( 1 + \frac{1}{\varphi^{-1}(\frac{|\Omega|}{r(\Omega)^2})} \right) , \pi j_{01}^2 \right)}{(\sqrt{x} + \sqrt{\pi})} \quad (\text{because } \frac{|\Omega|}{r(\Omega)^2} \geq \frac{\pi r(\Omega)^2}{r(\Omega)^2} = \pi). \]

Numerical computations show that the latter minimum is approximately equal to 0.914..., which slightly improves the lower bound of Theorem 15.

4.3.3 Improvements for special classes of shapes

We state and prove the following Proposition:

Proposition 9. Let \( \Omega \in K^2 \).

1. If \( \Omega \) is a triangle, then \( J_2(\Omega) > 1.2076 \).
2. If \( \Omega \) is a rhombus, then \( J_2(\Omega) > 1.3819 \).
3. If \( \Omega \) is a stadium (i.e. the convex hull of two identical balls), then \( J_2(\Omega) \geq 1.3673 \).

Proof. Let \( \Omega \in K^2 \), since \( J_2 \) is invariant by homothety (due to scaling properties of \( \lambda_1 \) and \( h \)), we may assume without loss of generality that \( |\Omega| = 1 \).

1. Let us assume \( \Omega \) to be a triangle and denote \( d \) its diameter and \( L \) its perimeter. To bound \( \lambda_1(\Omega) \) from below, we make use of two inequalities:
• The first one is the polygonal Faber-Krahn inequality for triangles, which states that between triangles of the same area, the regular one minimizes the first Dirichlet eigenvalue:

\[ \lambda_1(\Omega) \geq \lambda_1(T_{eq}) = \frac{4\pi^2}{\sqrt{3}}, \]

where \( T_{eq} \) is the equilateral triangle of unit area (whose diameter is \( d_{eq} = \frac{2}{\sqrt[4]{3}} \)).

• The second (more recent) is due to P. Freitas and B. Siudeja [84, Corollary 4.1]:

\[ \lambda_1(\Omega) \geq \frac{\pi^2}{4|\Omega|^2} \left( d(\Omega) + \frac{2|\Omega|}{d(\Omega)} \right)^2. \]

We then have on the one hand:

\[ \lambda_1(\Omega) \geq \max \left( \frac{4\pi^2}{\sqrt{3}}, \frac{\pi^2}{4} \left( \frac{d}{2} + \frac{2}{d} \right)^2 \right), \]

and on the other hand, the Cheeger constant of the triangle \( \Omega \) is given by:

\[ h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|} = \frac{L + \sqrt{4\pi}}{2} \leq \frac{L_{iso} + \sqrt{4\pi}}{2}, \]

where \( L_{iso} \) is the perimeter of the isoceles triangle whose diameter is equal to \( d \) and area equal to 1. By using Pythagoras’ theorem, we have:

\[ L_{iso} = 2d + \sqrt{\left( d - \sqrt{d^2 - \frac{4}{d^2}} \right)^2 + \frac{4}{d^2}}. \]

Finally, we obtain the following inequality:

\[ J_2(\Omega) \geq \phi_1(d) := \max \left( \frac{4\pi^2}{\sqrt{3}}, \frac{\pi^2}{4} \left( \frac{d}{2} + \frac{2}{d} \right)^2 \right) \left( \frac{2d + \sqrt{\left( d - \sqrt{d^2 - \frac{4}{d^2}} \right)^2 + \frac{4}{d^2}}}{d + \sqrt{\pi}} \right)^2. \]

We note that \( d \geq d_{eq} \). Indeed, by the isoperimetric inequality of triangles:

\[ 3d_{eq} = L_{eq} \leq L \leq 3d. \]

Numerically, we obtain \( \min_{d \geq d_{eq}} \phi_1(d) \approx 1.2076... \)

2. Let us assume \( \Omega \) to be the rhombus of unit area whose vertices are given by \((-d/2, 0), (0, -1/d), (d/2, 0)\) and \((0, 1/d)\).

We bound \( \lambda_1(\Omega) \) from below by using the following Hooker and Protter’s estimate for rhombi [118]:

\[ \lambda_1(\Omega) \geq \pi^2 \left( \frac{d}{2} + \frac{1}{d} \right)^2. \]

As for the Cheeger constant, since \( \Omega \) is a circumscribed polygon, we have:

\[ h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|} = 2\sqrt{\frac{1}{d^2} + \frac{d^2}{4} + \sqrt{\pi}} \]
we use its explicit value in term of $d$.

$$J_2(\Omega) \geq \phi_2(d) = \frac{\pi^2 \left( \frac{4}{d^2} + \frac{1}{d} \right)^2}{\left( 2\sqrt{\frac{1}{d^2} + \frac{d^2}{4}} + \sqrt{\pi} \right)^2}.$$ 

Numerically, we obtain $\min_{d \geq \sqrt{2}} \phi_2(d) \approx 1.3819$...

3. Let us assume $\Omega$ to be a stadium of unit area whose diameter is given by $a + 2r$, where $r > 0$ is the radius of the ball of its extremity and $a > 0$. The condition $|\Omega| = 1$ implies that $\pi r^2 + 2ar = 1$, which is equivalent to $a = \frac{1 - \pi r^2}{2r}$. We use the monotonicity of $\lambda_1$ for inclusion (for $\Omega \subset (-r,r) \times (0, a + 2r)$) and Faber-Krahn inequality to write:

$$\lambda_1(\Omega) \geq \max \left( \lambda_1(B), \pi \left( \frac{4r^2}{(1 + (4 - \pi)r^2)^2} + \frac{1}{4r^2} \right) \right).$$

It is classical that the stadiums are Cheeger of themselves, see [122], we then have:

$$h(\Omega) = \frac{P(\Omega)}{|\Omega|} = 2a + 2\pi r = \frac{1 + \pi r^2}{r}.$$ 

Then:

$$J_2(\Omega) \geq \phi_3(r) := \max \left( \lambda_1(B), \pi \left( \frac{4r^2}{(1 + (4 - \pi)r^2)^2} + \frac{1}{4r^2} \right) \right).$$

Numerically, we obtain $\min_{r \in (0, \frac{\sqrt{\pi}}{2r})} \phi_3(r) \approx 1.3673$...

\[\square\]

4.4 On the existence of a minimizer in higher dimensions

4.4.1 Proof of Theorem [17]

1. Let $n \geq 2$, let us first prove that:

$$\beta_n := \inf_{\Omega \in \mathcal{K}^n} J_n(\Omega) \leq \inf_{\omega \in \mathcal{K}^{n-1}} J_{n-1}(\omega) =: \beta_{n-1}.$$ 

The idea is to prove that for any $\omega \in \mathcal{K}^{n-1}$, there exists a family $(\Omega_d)_{d>0}$ of elements of $\mathcal{K}^n$ such that:

$$J_{n-1}(\omega) = \lim_{d \to +\infty} J_n(\Omega_d).$$

As the proof is quite involved, we decompose it in 3 steps.

**Step 1: Lower estimates for $\lambda_1$ and $h$**

Let us take $\Omega \in \mathcal{K}^n$ and assume without loss of generality that $\inf\{t \in \mathbb{R} \mid \Omega \cap \{x = t\} \neq \emptyset\} = 0$ and denote $d := \sup\{t \in \mathbb{R} \mid \Omega \cap \{x = t\} \neq \emptyset\}$. In the proof of [41] Lemma 6.11, the authors prove that:

$$\exists t_\lambda \in [0, d], \quad \lambda_1(\Omega) \geq \lambda_1(\Omega \cap \{x = t_\lambda\}).$$

We adapt there method to Cheeger’s constant and state that:

$$\exists t_h \in [0, d], \quad h(\Omega) \geq h(\Omega \cap \{x = t_h\}).$$
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For sake of completeness, we present the proofs of both cases.

Let \( t_k, t_h \in (0, d) \) such that:

\[
\lambda_1(\Omega \cap \{x = t_k\}) = \inf_{t \in \mathbb{R}} \lambda_1(\Omega \cap \{x = t\}) \quad \text{and} \quad h(\Omega \cap \{x = t_h\}) = \inf_{t \in \mathbb{R}} h(\Omega \cap \{x = t\}),
\]

and we denote: \( \omega = \Omega \cap \{x = t_h\} \) and \( \omega_h = \Omega \cap \{x = t_h\} \).

Let \( u \in H^1_0(\Omega) \) a positive eigenfunction corresponding to \( \lambda_1(\Omega) \) such that \( \|u\|_2 = 1 \). We have:

\[
\lambda_1(\Omega) = \int_{\Omega} |\nabla u|^2 dx \\
\geq \int_0^d \left( \int_{\Omega \cap \{x = t\}} |\nabla' u|^2 dx' \right) dt \\
\geq \int_0^d \left( \lambda_1(\Omega \cap \{x = t\}) \int_{\Omega \cap \{x = t\}} u^2 dx' \right) dt \\
\geq \lambda_1(\omega_h) \int_0^d \left( \int_{\Omega \cap \{x = t\}} u^2 dx' \right) dt \\
= \lambda_1(\omega_h)
\]

As for Cheeger’s constant, we have \( \chi_{C_{0}} \in BV(\Omega) \) (where \( BV(\Omega) \) stands for the set of functions of bounded variations on \( \Omega \), we refer to [7] for definitions and more details), thus there exists a sequence \( (f_n) \) of functions of \( BV(\Omega) \cap C^\infty(\Omega) \) such as: \( f_k \to \chi_{C_{0}} \) in \( L^1(\Omega) \) and \( \lim_{k \to +\infty} |Df_k|(\mathbb{R}^n) = |D\chi_{C_{0}}|(\mathbb{R}^n) = P(C_{0}). \)

We have:

\[
h(\Omega) = \frac{P(C_{0})}{|C_{0}|} = \frac{|D\chi_{C_{0}}|(\mathbb{R}^n)}{\int_{\Omega} |\chi_{C_{0}}|} = \lim_{k \to +\infty} \int_{\Omega} \frac{\nabla f_k}{|f_k|} \\
\geq \lim_{k \to +\infty} \int_{\Omega \cap \{x = t\}} \frac{|\nabla' f_k|dx'}{|f_k|} \\
\geq \lim_{k \to +\infty} \int_{\Omega \cap \{x = t\}} \frac{h(\Omega \cap \{x = t\}) \int_{\Omega \cap \{x = t\}} |f_k|dx'}{|f_k|} \\
= h(\Omega \cap \{x = t_h\})
\]

**Step 2: Study of sets with increasing diameters and fixed volume**

Let \( (\Omega_k) \) a sequence of elements \( \mathcal{K}^n \) of the same volumes 1, such that \( d_k := d(\Omega_k) \to +\infty \). Let us prove that:

\[
\liminf_{k \to +\infty} J_n(\Omega_k) \geq \inf_{\omega \in \mathcal{K}^{n-1}} J_{n-1}(\omega).
\]

For every \( k \in \mathbb{N} \), we consider \( A_k \) and \( A'_k \) two diametrical points of \( \Omega_k \) (ie. such as \( |A_k A'_k| = d_k \)). Since \( J_n \) is invariant by rigid motions we can assume without loss of generality that \( A_k = (0, \ldots, 0) \) and \( A'_k = (d_k, 0, \ldots, 0) \).

By Step 1, we have for all \( k \in \mathbb{N} \):

\[
\lambda_1(\Omega_k) \geq \lambda_1(\omega_k)
\]
where \( \omega_k := \Omega_k \cap \{ x = t_k \} \).

We can assume without loss of generality that \( t_k \geq d_k/2 \). Let \( T_k \) be the cone obtained by taking the convex hull of \( \{ A_k \} \cup C_k \), where \( C_k \) is the Cheeger set of the convex section \( \omega_k \).

Let \( \alpha \in [0,1] \), we introduce the tube \( U_k^\alpha := \alpha C_k \times (0,(1-\alpha) t_k) \). By convexity, we have the following inclusions:

\[
U_n^\alpha \subset T_k \subset \Omega_k
\]

By definition of the Cheeger constant, we have:

\[
h(\Omega_k) \leq \frac{P(U_k^\alpha)}{|U_k^\alpha|} = \frac{2\alpha^{n-1}|C_k| + \alpha^{n-2}(1-\alpha)P(C_k)t_k}{\alpha^{n-1}(1-\alpha)|C_k|t_k} = \frac{2}{(1-\alpha)t_k} + \frac{h(\omega_k)}{\alpha} \sim_{k \to +\infty} \frac{h(\omega_k)}{\alpha}.
\]

Indeed: \( \frac{1}{t_k} = o_{k \to \infty} \left( \frac{P(C_k)}{P(B_n)} \right) \), because:

\[
\frac{|C_k|}{P(C_k)} = \frac{|C_k|}{P \left( \frac{C_k}{|C_k|^n} \right)} = \frac{n \alpha n^{-1}}{P \left( \frac{C_k}{|C_k|^n} \right)} = \frac{|C_k|}{P(B_n)} \leq \frac{|\Omega_k|}{P(B_n)} \times \frac{1}{t_k} = o_{k \to \infty} (t_k),
\]

where \( B_{n-1} \subset \mathbb{R}^{n-1} \) is a ball of volume 1.

We deduce that:

\[
\forall \alpha \in (0,1), \quad J_n(\Omega_k) \geq \frac{\lambda_1(\omega_k)}{\left( \frac{2}{(1-\alpha)t_k} + \frac{h(\omega_k)}{\alpha} \right)^2} \sim_{k \to +\infty} \alpha^2 J_{n-1}(\omega_k)
\]

Thus:

\[
\forall \alpha \in (0,1), \quad \liminf_{k \to +\infty} J_n(\Omega_k) \geq \alpha^2 \liminf_{k \to +\infty} J_{n-1}(\omega_k) \geq \alpha^2 \inf_{\omega \in K^{n-1}} J_{n-1}(\omega)
\]

By letting \( \alpha \to 1 \), we obtain:

\[
\liminf_{k \to +\infty} J_n(\Omega_k) \geq \inf_{\omega \in K^{n-1}} J_{n-1}(\omega)
\]

**Step 3: Study of long tubes**

In this step, we show that when the height of a tube goes to infinity, the value of \( J_n \) of this tube converges to the value corresponding to the \((n-1)\)-dimensional section given by its basis. More precisely, if we take \( \omega \in K^{n-1} \), we prove that

\[
\lim_{d \to +\infty} J_n((0,d) \times \omega) = J_{n-1}(\omega).
\]

We have by Step 2:

\[
\liminf_{k \to +\infty} J_n(\Omega_k) \geq J_{n-1}(\omega)
\]

We recall that \( \lambda_1((0,d) \times \omega) = \left( \frac{\pi}{d} \right)^2 + \lambda_1(\omega) \) and use the second assertion of Step 1 to bound \( J_n((0,d) \times \omega) \) from above:

\[
J_n((0,d) \times \omega) = \frac{\lambda_1((0,d) \times \omega)}{h((0,d) \times \omega)} \leq \frac{\left( \frac{\pi}{d} \right)^2 + \lambda_1(\omega)}{h(\omega)^2}.
\]
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By passing to superior limit:

$$\limsup_{d \to +\infty} J_n((0, d) \times \omega) \leq J_{n-1}(\omega).$$

Then:

$$\lim_{d \to +\infty} J_n((0, d) \times \omega) = J_{n-1}(\omega).$$

At last, we write:

$$\beta_{n-1} = \inf_{\omega \in K_{n-1}} J_{n-1}(\omega) = \inf_{\omega \in K_{n-1}} \left( \lim_{d \to +\infty} J_n((0, d) \times \omega) \right) \geq \inf_{\Omega \in K_n} J_n(\Omega) = \beta_n.$$

2. For every $n \geq 2$, we take a ball $B_n \subset \mathbb{R}^n$ of unit radius, we have:

$$\frac{1}{4} \leq \inf_{\Omega \in K_n} J_n(\Omega) \leq J_n(B_n) = \frac{\lambda_1(B_n)}{h(B_n)^2} = \frac{j_{\frac{n}{2} - 1, 1}^2}{n^2} \sim \frac{(\frac{n}{2})^2}{n^2} = \frac{1}{4},$$

where $j_{\frac{n}{2} - 1, 1}$ is the first root of the $n^{th}$ Bessel function of first kind. We refer to [170] for the equivalence $j_{\frac{n}{2} - 1, 1} \sim \frac{n}{2}$.

3. The existence result:

Now, we assume that: $\inf_{\Omega \in K_n} J_n(\Omega) < \inf_{\omega \in K_{n-1}} J_{n-1}(\omega)$. Let us prove the existence of a minimizer of $J_n$ on $K_n$.

Let $(\Omega_k)$ be a minimizing sequence of $K_n$ (i.e. such as $\lim_{k \to +\infty} J_n(\Omega_k) = \inf_{\Omega \in K_n} J_n(\Omega)$). Since $J_n$ is scaling invariant we can assume without loss of generality that $|\Omega_k| = 1$ for all $n \in \mathbb{N}$.

If $(d(\Omega_k))$ is not bounded, we can extract a subsequence $(\Omega_{\varphi(k)})$ such as

$$\lim_{k \to +\infty} d(\Omega_{\varphi(k)}) = +\infty.$$

Thus, by Step 2:

$$\inf_{\Omega \in K_n} J_n(\Omega) = \lim_{k \to +\infty} J(\Omega_k) \geq \inf_{\omega \in K_{n-1}} J_{n-1}(\omega).$$

which contradicts hypothesis $\beta_{n-1} > \beta_n$.

We deduce that the sequence of diameters $(d(\Omega_k))$ is bounded, then by compactness, there exists $\Omega^* \in K_n$ and a strictly increasing map $\sigma : \mathbb{N} \to \mathbb{N}$ such that $\Omega_{\sigma(k)} \to \Omega^*$ for Hausdorff distance.

We then have by continuity of $J_n$ for the same metric (see [152] Proposition 3.2):

$$J_n(\Omega^*) = \lim_{k \to +\infty} J(\Omega_k) = \inf_{\Omega \in K_n} J_n(\Omega).$$

4.4.2 Discussion of the hypothesis $\beta_n < \beta_{n-1}$

We believe that hypothesis $\beta_n < \beta_{n-1}$ is true for any dimension $n$ and that one can use convex cylinders (i.e. those of the form $\omega \times (0, d)$, where $\omega \in K^{n-1}$ and $d > 0$) to show it.

Let us analyse what happens when $n = 2$. In this case convex cylinders are rectangles. We consider the family of cylinders $\Omega_d = (0, 1) \times (0, d)$ (where $d > 0$) and denote

$$\Psi_{(0, 1)} : d > 0 \mapsto J_2(\Omega_d) = \frac{\lambda_1(\Omega_d)}{h(\Omega_d)^2} = \frac{\pi^2 (1 + \frac{1}{d^2})}{\left( \frac{4 - \pi}{1 + d - \sqrt{(d-1)^2 + \pi d}} \right)^2}.$$
We plot the curve of $\Psi_{(0,1)}$ in Figure 4.4.

We remark that when $d$ goes to infinity, $\Psi_{(0,1)} = J_2(\Omega_d)$ tends to $J_1((0,1)) = \frac{\pi^2}{4}$ from below, in the sense that there exists an order from which the function $\Psi_{(0,1)}$ should be strictly increasing and thus cannot have values above the limit $J_1((0,1))$. We believe that the same property should hold in higher dimensions: let $n \geq 2$, $\Omega_d := \omega \times (0, d)$ where $d > 0$ and $\omega \in \mathcal{K}^{n-1}$, as before we denote $\Psi_\omega : d > 0 \mapsto -\nabla J_n(\Omega_d)$.

We have already proved above that:

$$\lim_{d \to +\infty} \Psi_\omega (d) = \lim_{d \to +\infty} J_n(\Omega_d) = J_{n-1}(\omega).$$

It remains to prove that for large values of $d$ one has:

$$\Psi_\omega (d) = J_n(\Omega_d) < J_{n-1}(\omega).$$

To do so, we propose to show that function $\Psi_\omega$ is strictly increasing for large values of $d$ by studying the derivative $\Psi_\omega'(d)$.

Let us take $d > 0$, we have for $t > 0$ sufficiently small:

$$\lambda_1(\Omega_{d+t}) = \lambda_1(\omega) + \frac{\pi^2}{(d+t)^2} = \lambda_1(\omega) + \frac{\pi^2}{d^2} t + o(t),$$

and

$$h(\Omega_{d+t}) = h(\Omega_d) + h'(\Omega_d, V_d) \times t + o(t),$$

where $V_d : \mathbb{R}^n \to \mathbb{R}^n$ is the smooth dilatation field such that $V_d(x_1, \cdots, x_n) = (0, \cdots, 0, \frac{2}{2})$. As proved in [153], we have:

$$h'(\Omega_d, V_d) = \frac{1}{|C_{\Omega_d}|} \int_{\partial \Omega_d \cap \partial C_{\Omega_d}} (\kappa - h(\Omega_d)) \langle V_d, n \rangle d\sigma,$$

where $\kappa$ is the mean curvature and $C_{\Omega_d}$ is the Cheeger set of $\Omega_d$. Since $\langle V_d, n \rangle = 0$ on all $\partial \Omega_d \cap \partial C_{\Omega_d}$ except on the upper basis $\partial \Omega_d \cap \partial C_{\Omega_d} \cap \{x_n = d\}$ where $\kappa$ is null, we have the following formula for the shape derivative:

$$h'(\Omega_d, V_d) = -\frac{|\partial C_{\Omega_d} \cap \{x_n = d\}|}{|C_d|} h(\Omega_d).$$
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By straightforward computations we obtain:
\[
\Psi_\omega'(d) = \frac{1}{h(\Omega_d)^2} \left( -\frac{2\pi^2}{d^3} + 2 \left( \lambda_1(\omega) + \frac{\pi^2}{d^2} \frac{|\partial \Omega_d \cap \{x_n = d\}|}{|C_d|} \right) \right)
\]
\[
> \frac{2\pi^2}{h(\Omega_d)^2} \left( -\frac{1}{d^3} + \lambda_1(\omega) \frac{|\partial \Omega_d \cap \{x_n = d\}|}{|C_d|} \right)
\]
\[
\geq \frac{2\pi^2}{d \times h(\Omega_d)^2} \left( \frac{\lambda_1(\omega)}{\omega} \frac{|\partial \Omega_d \cap \{x_n = d\}|}{|C_d|} - \frac{1}{d^2} \right) \quad \text{(because } C_{\Omega_d} \subset \Omega_d, \text{ thus } |C_{\Omega_d}| \leq |\Omega_d| = |\omega| \times d).}
\]

Finally, it remains to prove that for sufficiently large values of \(d\) one can prove estimate of the type:
\[
|\partial \Omega_d \cap \{x_n = d\}| > \frac{1}{d^2}.
\]

One can check that this assertion is correct when \(n = 2\). Indeed, if we consider the cylinder \(\Omega_d = (0,1) \times (0, \omega d)\), we can easily check that
\[
|\partial \Omega_d \cap \{x_n = d\}| \underset{d \to +\infty}{\sim} M_2 \times \frac{1}{d} > \frac{1}{d^2},
\]
where \(M_2\) is some dimensional constant.

At last, let us mention the very recent work of E. Parini and V. Bobkov where they manage to explicitly describe the Cheeger sets of rationally invariant sets in any dimension and thus compute their Cheeger values. By applying these results to cylinders of the form \(B_{n-1} \times (0, d)\), where \(B_{n-1} \subset \mathbb{R}^{n-1}\) is a ball, we remark as expected that \(\Psi_{B_{n-1}}\) is strictly increasing for higher values of \(d\) and thus converges to \(J_{n-1}(B_{n-1})\) from below, which supports our strategy.

### 4.5 Appendix: Some applications

In this Appendix, we apply the sharp estimates given in (4.5) to obtain some new bounds for the first Dirichlet eigenvalue in the case of planar convex sets.

#### 4.5.1 Some sharp upper bounds for the first Dirichlet eigenvalue

**General planar convex sets**

**Proposition 10.** We have the following sharp inequality:

\[
\forall \Omega \in \mathcal{K}^2, \quad \lambda_1(\Omega) < \frac{\pi^2}{4} \left( \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \right)^2, \quad (4.8)
\]

where equality is asymptotically attained by any family of convex sets \((\Omega_k)_{k \in \mathbb{N}}\) such as \(|\Omega_k| = V_0\) for any \(k \in \mathbb{N}\) (where \(V_0\) is a positive constant) and \(d(\Omega_k) \underset{k \to +\infty}{\to} +\infty\).

**Proof.** We have for every \(\Omega \in \mathcal{K}^2\):

\[
\lambda_1(\Omega) < \frac{\pi^2}{4} \frac{h(\Omega)^2}{r(\Omega)} \leq \frac{\pi^2}{4} \left( \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \right)^2,
\]

where the first inequality is the reverse Cheeger inequality proved by E. Parini in [152] Proposition 4.1 and the second inequality corresponds to the upper bound given in (4.5).

Let us now prove the sharpness inequality (4.8). Let \(V_0 > 0\) and \((\Omega_k)_{k \in \mathbb{N}}\) a family of convex sets such as \(|\Omega_k| = V_0\) for any \(k \in \mathbb{N}\) and \(d(\Omega_k) \underset{k \to +\infty}{\to} +\infty\). We have on the one hand:

\[
\forall k \in \mathbb{N}^*, \quad \frac{\pi^2}{4r(\Omega_k)^2} < \lambda_1(\Omega_k) < \frac{\pi^2}{4} \left( \frac{1}{r(\Omega_k)} + \sqrt{\frac{\pi}{|\Omega_k|}} \right)^2 = \frac{\pi^2}{4} \left( \frac{1}{r(\Omega_k)} + \sqrt{\frac{\pi}{V_0}} \right)^2,
\]
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on the other hand, we have:

\[
\frac{1}{r(\Omega_k)} \geq \frac{P(\Omega_k)}{2|\Omega_k|} \geq \frac{d(\Omega_k)}{V_0} \xrightarrow{k \to +\infty} +\infty,
\]

thus:

\[
\lambda_1(\Omega_k) \xrightarrow{k \to +\infty} \frac{\pi^2}{4r(\Omega_k)^2},
\]

which proofs the sharpness of inequality (4.8).

Remark 12. We note that one can use inequalities (4.5), to provide a similar equivalence as (4.9) for the Cheeger constant. Indeed, let us consider \( V_0 > 0 \) and \( (\Omega_k)_{k \in \mathbb{N}} \) a family of convex sets such as \( |\Omega_k| = V_0 \) for any \( k \in \mathbb{N} \) and \( d(\Omega_k) \xrightarrow{k \to +\infty} +\infty \). We have by (4.5):

\[
\forall k \in \mathbb{N}, \quad \frac{1}{r(\Omega_k)} + \frac{\pi r(\Omega_k)}{V_0} \leq h(\Omega_k) \leq \frac{1}{r(\Omega_k)} + \sqrt{\frac{\pi}{|V_0|}},
\]

and since \( \frac{1}{r(\Omega_k)} \xrightarrow{k \to +\infty} +\infty \), we have the following equivalence:

\[
h(\Omega_k) \xrightarrow{k \to +\infty} \frac{1}{r(\Omega_k)}.
\]

By combining (4.9) and (4.10), we retrieve (with an alternative method) the asymptotic result of [152, Proposition 4.1]:

\[
\lim_{k \to +\infty} J_2(\Omega_k) = \lim_{k \to +\infty} \frac{\lambda_1(\Omega_k)}{h(\Omega_k)^2} = \frac{\pi^2}{4}.
\]

It is interesting to compare inequality (4.8) with other inequalities involving the inradius and the area. One immediate estimate can be obtained by considering the inclusion \( B_r(\Omega) \subset \Omega \) (where \( B_r(\Omega) \) is an inscribed ball of \( \Omega \) (with radius \( r(\Omega) \)). We have by the monotonicity of \( \lambda_1 \):

\[
\lambda_1(\Omega) \leq \lambda_1(B_r(\Omega)) \leq \frac{j_{01}}{r(\Omega)}^2,
\]

where \( j_{01} \) denotes the first zero of the first Bessel function. This inequality was already stated in [152] inequality (3)] and in [43, inequality (1.5)] in higher dimensions and for a more general setting. In Figure 4.5 we plot the curves corresponding to the latter inequalities and an approximation of the Blaschke-Santaló diagram corresponding to the functionals \( \lambda_1 \), the inradius \( r \) and the area \( |\cdot| \), that is the set of points:

\[
\mathcal{D} := \left\{ \left( \frac{1}{r(\Omega)}, \lambda_1(\Omega) \right) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1 \right\}.
\]
Sets that are homothetic to their form bodies: in particular "triangles"

We recall that in the case of sets that are homothetic to their form bodies, one has \( \frac{1}{2} P(\Omega) r(\Omega) = |\Omega| \) and:

\[
h(\Omega) = \frac{P(\Omega) + \sqrt{4\pi|\Omega|}}{2|\Omega|} = \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}}.
\]

Thus one can write the following result, which is an immediate Corollary of the reverse Cheeger’s inequality of [152, Proposition 4.1]:

**Corollary 8.** For every set \( \Omega \in K^2 \), that is homothetic to its form body (in particular triangles), we have the following inequality:

\[
\lambda_1(\Omega) < \frac{\pi^2}{4} \times \left( \frac{1}{r(\Omega)} + \sqrt{\frac{\pi}{|\Omega|}} \right)^2 = \frac{\pi^2}{16} \times \left( \frac{P(\Omega)}{|\Omega|} + 2\sqrt{\frac{\pi}{|\Omega|}} \right)^2.
\]

The inequality is sharp as it is asymptotically attained by any sequence of convex sets \( (\Omega_k) \) of unit area that are homothetic to their form bodies such that \( d(\Omega_k) \to +\infty \).

The most important thing about this upper bound is that in the case of triangles, inequality (4.12) is better than the following bound obtained by B. Siudeja in [167, Theorem 1.1] for "thin" triangles:

\[
\lambda_1(T) \leq \frac{\pi^2}{9} \times \left( \frac{P(T)}{|T|} \right)^2.
\]

It is also interesting to note that inequality (4.12) is even better (also for thin triangles) than the following upper bound stated in [167, Conjecture 1.2]:

**Conjecture 7.** For every triangle \( T \), one has:

\[
\lambda_1(T) \leq \frac{\pi^2}{12} \times \left( \frac{P(T)}{|T|} \right)^2 + \frac{\sqrt{3}\pi^2}{3|T|}.
\]

Here also, let us compare the different estimates in a Blaschke-Santaló diagram: we consider the one involving the perimeter, the area and \( \lambda_1 \) in the class of triangles, that is the set of points:

\[
T := \{(P(T), \lambda_1(T)) \mid T \text{ is a triangle such that } |T| = 1 \}.
\]
4.5.2 A sharp Cheeger-type inequality

**Proposition 11.** We have the following sharp Cheeger-type inequality:

$$\forall \Omega \in \mathcal{K}^2, \quad \lambda_1(\Omega) > \frac{\pi^2}{4} \left( h(\Omega) - \sqrt{\frac{\pi}{|\Omega|}} \right)^2,$$

where equality is asymptotically attained by any family of convex sets $(\Omega_k)_{k \in \mathbb{N}}$ such as $|\Omega_k| = V_0$ for any $k \in \mathbb{N}$ (where $V_0$ is a positive constant) and $d(\Omega_k) \to +\infty$.

**Proof.** Let $\Omega \in \mathcal{K}^2$, we have:

$$\lambda_1(\Omega) > \frac{\pi^2}{4} \times \frac{1}{r(\Omega)^2} \geq \frac{\pi^2}{4} \left( h(\Omega) - \sqrt{\frac{\pi}{|\Omega|}} \right)^2,$$

where the first inequality is the classical Hersch’s inequality [115] and the second follows from is the upper estimate of (4.5).

As for the equality case, let $(\Omega_k)$ a family of convex sets $(\Omega_k)_{k \in \mathbb{N}}$ such as $|\Omega_k| = V_0$ for any $k \in \mathbb{N}$ and $d(\Omega_k) \to +\infty$. By [152] Proposition 4.1, we have: $\lambda_1(\Omega_k) \sim \frac{\pi^2}{4} h(\Omega_k)^2$ and by the equivalence
(4.10) and \( \lim_{k \to +\infty} \frac{1}{r(\Omega_k)} = +\infty \) (see the proof of Proposition 10), we have \( \lim_{k \to +\infty} h(\Omega_k) = +\infty \) which implies the equivalence: \( \lambda_1(\Omega) \sim_{k \to +\infty} \frac{\pi^2}{4} \left( h(\Omega) - \sqrt{\frac{\pi}{|\Omega|}} \right)^2 \).

We note that inequality (4.15) is better than the improved Cheeger inequality of Theorem 15 (and even the conjecture \( J_2(\Omega) \geq J_2((0,1)^2) \)) for thin planar convex domains, see Figure 4.7 where we provide an approximation of the following Blaschke-Santaló diagram relating \( \lambda_1 \), the Cheeger constant and the area:

\[ C := \{ (h(\Omega), \lambda_1(\Omega)) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1 \}. \]

Figure 4.7: Approximation of the Blaschke-Santaló diagram \( C \) and relevant inequalities.
Chapter 5

Numerical study of convexity constraint and application to Blaschke-Santaló diagrams

This chapter is devoted to the numerical study of convexity constraint in shape optimization in the plane. It contains some results of the work in progress [89].

The convexity constraint allows in general to prove the existence of shape optimization problems. The optimal shape may be smooth or singular (polygonal for example), see for example [19, 151, 134]. This makes these kind of problems very interesting from a numerical point of view as one has to adapt the method for each one in function of the expected regularity of the solution. We present various (classical and more original) methods of parametrization that allow to handle convexity constraint (and other ones related to the involved functionals). We apply these techniques for Blaschke-Santaló diagrams involving the area $|\cdot|$, the perimeter $P$, the diameter $d$ and the first Dirichlet eigenvalue $\lambda_1$. We are then able to obtain approximations of the extremal sets (those corresponding to points on the boundary) of these diagrams. This, combined with theoretical upcoming vertical convexity results stated in this chapter (see Theorem 18 and also Corollary 4 of Chapter 3) give an improved description of the studied Blaschke-Santaló diagrams.

We consider 4 different parametrizations of the convex sets:
1. by the support function introduced in Section 5.1.1
2. by the gauge function introduced in Section 5.1.2
3. by the radial function introduced in Section 5.1.3
4. and by the vertices of a polygonal approximation introduced in Section 5.1.4

In the present chapter, we perform some qualitative comparisons between each method by testing them on different shape optimization problems (for which the solutions vary from regular shapes to irregular ones like polygons).

5.1 Parametrization of convex sets and numerical setting

Before describing the parametrizations used in the present thesis, let us recall the definition of (directional) first order shape derivative that is very important in numerical shape optimization.
Definition 3. Let us take a shape depending functional $J : \Omega \subset \mathbb{R}^n \rightarrow \mathbb{R}$, where $n \geq 2$, and let $V : \mathbb{R}^n \rightarrow \mathbb{R}^n$ a perturbation vector field. Let $\Omega \subset \mathbb{R}^n$, we denote $\Omega_t := (I + tV)(\Omega)$ where $I : x \in \mathbb{R}^n \rightarrow x$ is the identity map and $t$ a sufficiently small positive number. We say that the functional $J$ admits a directional shape derivative at $\Omega$ in the direction $V$ if the following limit $\lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t}$ exists. In this case we denote:

$$J'(\Omega, V) := \lim_{t \to 0^+} \frac{J(\Omega_t) - J(\Omega)}{t}.$$  

Now, let us present the 4 parametrizations considered in this thesis and show how convexity and other constraints are implemented.

5.1.1 Support function parametrization

Definitions and main properties

The support function is a useful tool to parametrize a convex set by a function defined on the unit sphere, it allows to turn geometrical problem into analytical problems and thus use tools from calculus of variations to solve geometrical problems, we refer for example to [104] for an analytical proof of the classical Blaschke-Lebesgue Theorem which states that among all planar convex domains of given constant width the Reuleaux triangle has minimal area and to [25, 103] for more examples.

Let us now recall the definition of the support function:

Definition 4. Let $\Omega \in \mathcal{K}^n$ be a convex body (where $n \geq 2$). The support function $h_\Omega$ is defined on $\mathbb{R}^n$ by:

$$\forall x \in \mathbb{R}^n, \quad h_\Omega(x) := \sup_{y \in \Omega} \langle x, y \rangle.$$  

The support function is positively 1-homogeneous, so one can equivalently consider the restriction of $h_\Omega$ to the unit sphere $S^{n-1}$.

The support function has various interesting properties as linearity for Minkowski sums, characterizing a convex set and quite practical formulations of different geometrical quantities as the perimeter, diameter, area and width. There are many other properties that enhance the popularity of this parametrization, we refer to [164, Section 1.7.1] for a complete survey and detailed proofs.

Let us state the main properties of the support function used in the present thesis.

Proposition 12. Let $\Omega_1, \Omega_2 \in \mathcal{K}^n$ and $h_{\Omega_1}, h_{\Omega_2}$ the corresponding support functions, we have the following properties:

1. $\Omega_1 = \Omega_2 \iff h_{\Omega_1} = h_{\Omega_2}$.
2. If $\Omega_1 \subset \Omega_2$, then $h_{\Omega_1} \leq h_{\Omega_2}$.
3. $h_{\Omega_1 \cap \Omega_2} = \min(h_{\Omega_1}, h_{\Omega_2})$.
4. $h_{\lambda_1\Omega_1 + \lambda_2\Omega_2} = \lambda_1 h_{\Omega_1} + \lambda_2 h_{\Omega_2}$, where $\lambda_1, \lambda_2 > 0$.
5. $d_H(\Omega_1, \Omega_2) = \|h_{\Omega_1} - h_{\Omega_2}\|_\infty := \sup_{u \in S^{n-1}} |h_{\Omega_1}(u) - h_{\Omega_2}(u)|$.

Since we are interested in the case of planar convex sets, from now on the support function of a set $\Omega \in \mathcal{K}^2$ is defined by:

$$\forall \theta \in \mathbb{R}, \quad h_\Omega(\theta) = \sup_{x \in \Omega} \left( x, \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} \right) = \sup_{(x_1, x_2) \in \Omega} (x_1 \cos \theta + x_2 \sin \theta).$$  

It is now natural to wonder how can the support function describe a convex shape (or more precisely its boundary). The following Proposition provides an efficient parametrization of strictly convex planar domains, which are considered in numerical simulations to approach the optimal shapes.
Proposition 13. Let $\Omega \in \mathcal{K}^2$. The support function $h_\Omega$ of the convex $\Omega$ is of class $C^1$ on $\mathbb{R}$ if and only if $\Omega$ is strictly convex, in which case its boundary $\partial \Omega$ will be parametrized as follows:

$$
\begin{align*}
  x_\theta &= h_\Omega(\theta) \cos \theta - h'_\Omega(\theta) \sin \theta, \\
  y_\theta &= h_\Omega(\theta) \sin \theta + h'_\Omega(\theta) \cos \theta,
\end{align*}
$$

where $\theta \in [0, 2\pi]$.

Now that we know that for any convex set one can associate a support function, it is natural to seek for conditions that a function should satisfy in order to be the support function of a convex set. The answer is tightly related to the fact that the convexity of a set is equivalent to the positivity of the radius of curvature at any point of its boundary.

Proposition 14. Let $\Omega$ a strictly convex planar set, we assume that its support function $h_\Omega$ is $C^{1,1}$, then the geometric radius of curvature of $\partial \Omega$ is given by $R_\Omega = h''_\Omega + h_\Omega$ and we have:

$$
\forall \theta \in [0, 2\pi], \quad R_\Omega(\theta) = h''_\Omega(\theta) + h_\Omega(\theta) \geq 0. \quad (5.1)
$$

Reciprocally, if $h$ is a $C^{1,1}$, $2\pi$ periodic function satisfying $\text{(5.1)}$ then there exists a convex set $\Omega \in \mathcal{K}^2$ such that $h = h_\Omega$.

Remark 13. The results above are stated for strictly convex sets with smooth support functions (which is enough for the numerical simulations, see [5.1.1]). Nevertheless, let us give some remarks on the singular cases:

- When $h$ is just $C^1$, the condition $R := h'' + h \geq 0$ can be understood in the sense of distributions that is to say that $R := h'' + h$ is a positive Radon measure (i.e. for all $C^\infty$ positive function $\phi$ of compact support in $[0, 2\pi]$, one has: $\int_0^{2\pi} R\phi \geq 0$).

- When $\Omega$ is not strictly convex, the support function $h_\Omega$ is not $C^1$ and the measure corresponding to the radius of curvature $R_\Omega$ may involve Dirac measures. This is for example the case for polygons where $R_\Omega$ will be given by a finite sum of Dirac measures, see [162] for example.

In addition to providing a quite simple description to the convexity constraint (see (5.1)), the support function provides elegant expressions for some relevant geometric functionals.

Proposition 15. Let $\Omega \in \mathcal{K}^2$ and $h_\Omega$ its support function, we have the following formulae:

1. for the perimeter

$$
P(\Omega) = \int_0^{2\pi} h_\Omega(\theta)d\theta,
$$

2. for the minimal width

$$
w(\Omega) = \min_{\theta \in [0, 2\pi]} \{ h_\Omega(\theta) + h_\Omega(\pi + \theta) \},
$$

3. for the diameter

$$
d(\Omega) = \max_{\theta \in [0, 2\pi]} \{ h_\Omega(\theta) + h_\Omega(\pi + \theta) \},
$$

4. for the area

$$
|\Omega| = \frac{1}{2} \int_0^{2\pi} (h''_\Omega(\theta) - h''_\Omega(\theta)) d\theta.
$$
Numerical setting

Let us take $\Omega \in \mathcal{K}^2$. Since $h_\Omega$ is an $H^1$, $2\pi$-periodic function, it admits a decomposition in Fourier series:

$$h_\Omega(\theta) = a_0 + \sum_{n=1}^{\infty} (a_n \cos n\theta + b_n \sin n\theta),$$

where $(a_n)_{n}$ and $(b_n)_{n}$ denote the Fourier coefficients defined by:

$$a_0 = \frac{1}{2\pi} \int_{0}^{2\pi} h_\Omega(\theta) d\theta$$

and

$$\forall n \in \mathbb{N}^*, \quad a_n = \frac{1}{\pi} \int_{0}^{2\pi} h_\Omega(\theta) \cos (n\theta) d\theta, \quad b_n = \frac{1}{\pi} \int_{0}^{2\pi} h_\Omega(\theta) \sin (n\theta) d\theta.$$

We can then express the area and perimeter via the latter coefficient as follows:

$$P(\Omega) = 2\pi a_0 \quad \text{and} \quad |\Omega| = \pi a_0^2 + \frac{\pi}{2} \sum_{k=1}^{\infty} (1 - k^2)(a_k^2 + b_k^2).$$

To retrieve a finite dimensional setting, the idea is to parametrize sets via Fourier coefficients of their support functions truncated at a certain order $N \geq 1$. Thus, we will look for solutions in the set:

$$\mathcal{H}_N := \left\{ \theta \mapsto a_0 + \sum_{k=1}^{N} (a_k \cos (k\theta) + b_k \sin (k\theta)) \mid a_0, \ldots, a_N, b_1, \ldots, b_N \in \mathbb{R} \right\}.$$

This approach is justified by the following approximation proposition:

**Proposition 16.** ([164, Section 3.4])

Let $\Omega \in \mathcal{K}^2$ and $\varepsilon > 0$. Then there exists $N_\varepsilon$ and $\Omega_\varepsilon$ with support function $h_{\Omega_\varepsilon} \in \mathcal{H}_{N_\varepsilon}$ such that $d^H(\Omega, \Omega_\varepsilon) < \varepsilon$.

For more convergence results and application of this method for different problems, we refer to [15].

Let $N \geq 1$, we summarize the parametrizations of functionals and constraints:

- The set $\Omega$ is parametrized via $a_0, \ldots, a_N, b_1, \ldots, b_N$.
- The convexity constraint is given by the condition $h''_\Omega + h_\Omega \geq 0$ on $[0, 2\pi)$. In [20] the authors provide an exact characterization of this condition in terms of the Fourier coefficients, involving concepts from semidefinite programming. In [14] the author provides a discrete alternative of the convexity inequality which has the advantage of being linear in terms of the Fourier coefficients.

We choose $\theta_m = 2\pi m/M$ where $m \in [1, M]$ for some positive integer $M$ and we impose the inequalities $h''_{\Omega}(\theta_m) + h_{\Omega}(\theta_m) \geq 0$ for $m \in [1, M]$. As already shown in [14] we obtain the following system of linear inequalities:

$$\begin{pmatrix}
1 & \alpha_{1,1} & \cdots & \alpha_{1,N} & \cdots & \beta_{1,1} & \cdots & \beta_{1,N} \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots \\
1 & \alpha_{N,1} & \cdots & \alpha_{N,N} & \cdots & \beta_{N,1} & \cdots & \beta_{N,N}
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_N \\
b_1 \\
\vdots \\
b_N
\end{pmatrix}
\geq
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}$$

where $\alpha_{m,k} = (1 - k^2) \cos (k\theta_m)$ and $\beta_{m,k} = (1 - k^2) \sin (k\theta_m)$ for $(m, k) \in [1, M] \times [1, N]$. 
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The perimeter constraint $P(\Omega) = p_0$ is given by

$$2\pi a_0 = p_0.$$ 

The area constraint $|\Omega| = A_0$ is given by

$$\pi a_0^2 + \frac{\pi}{2} \sum_{n=1}^{N} (1 - k^2)(a_k^2 + b_k^2) = A_0.$$ 

The diameter constraint $d(\Omega) = d_0$ is equivalent to

\[
\begin{cases}
  \forall \theta \in [0, 2\pi), & h_{\Omega}(\theta) + h_{\Omega}(\pi + \theta) \leq d_0, \\
  \exists \theta_0 \in [0, 2\pi), & h_{\Omega}(\theta_0) + h_{\Omega}(\pi + \theta_0) = d_0,
\end{cases}
\]

again as for the convexity. We choose $\theta = \frac{2\pi m}{M}$ where $m \in [1, M']$ for some positive integer $M'$ and we impose the inequalities $h_{\Omega}(\theta_m) + h_{\Omega}(\pi + \theta_m) \leq d_0$ for $m \in [1, M']$, we also assume without loss of generality that $h_{\Omega}(0) + h_{\Omega}(\pi) = d_0$ (because all functionals are invariant by rotations). All these conditions can be written in terms of $(a_k)$ and $(b_k)$ as the following linear constraints:

\[
\begin{cases}
  \forall m \in [1, M'], & 2a_0 + \sum_{k=1}^{N} \left( (1 + (-1)^k) \cos(k\theta_m) \times a_k + (1 + (-1)^k) \sin(k\theta_m) \times b_k \right) \leq d_0, \\
  2a_0 + \sum_{k=1}^{N} (1 + (-1)^k)a_k = d_0.
\end{cases}
\]

**Computation of the gradients**

In order to have an efficient optimization algorithm, we compute the derivatives of the eigenvalue and the area in terms of the Fourier coefficients of the support function (while for the convexity, the diameter and the perimeter constraints no gradient computation is needed in this setting since these constraints are linear). To this aim, we first consider two types of perturbations, a cosine term and a sine term, namely two families of deformations $\mathcal{F}_a$ and $\mathcal{F}_b$ that respectively correspond to the perturbation of the coefficients $(a_k)$ and $(b_k)$ in the Fourier decomposition of the support function. As stated in Proposition 13, when $\Omega$ is strictly convex, the support function provides a parametrization of its boundary $\partial \Omega = \{(x_\theta, y_\theta) \mid \theta \in [0, 2\pi]\}$; then the perturbation fields $(V_{a_k})$ and $(V_{b_k})$ are explicitly given on the boundary of $\Omega$ as follows:

\[
\begin{align*}
  V_{a_k}(x_\theta, y_\theta) &= \left( \cos(k\theta) \cos \theta + k \sin(k\theta) \sin \theta, \cos(k\theta) \sin \theta - k \sin(k\theta) \cos \theta \right), & \text{where } k \in [0, N] \\
  V_{b_k}(x_\theta, y_\theta) &= \left( \sin(k\theta) \cos \theta + k \cos(k\theta) \sin \theta, \sin(k\theta) \sin \theta - k \cos(k\theta) \cos \theta \right), & \text{where } k \in [1, N]
\end{align*}
\]

If we denote $\mathcal{A} : \Omega \mapsto |\Omega|$ the area functional, we have the following formulae for the shape derivatives of the functional $\mathcal{A}$ in the directions $(V_{a_k})$ and $(V_{b_k})$:

\[
\begin{align*}
  \mathcal{A}'(\Omega, V_{a_k}) &= 2\pi a_0, \\
  \mathcal{A}'(\Omega, V_{b_k}) &= \pi(1 - k^2)a_k, & \text{where } k \in [1, N] \\
  \mathcal{A}'(\Omega, V_{b_k}) &= \pi(1 - k^2)b_k, & \text{where } k \in [1, N]
\end{align*}
\]

As for the Dirichlet eigenvalue, we recall that when $\Omega$ is convex (or sufficiently smooth), the shape derivative of $\lambda_1$ in a direction $V : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is given by the following formula:

$$\lambda_1'(\Omega, V) = -\int_{\partial \Omega} |\nabla u_1|^2(x_\theta, y_\theta) \langle V(x_\theta, y_\theta), n(x_\theta, y_\theta) \rangle d\sigma,$$ 
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where \( n(x, y) = (\cos \theta, \sin \theta) \) stands for the exterior unit normal vector to \( \partial \Omega \), \( u_1 \in H^1_0(\Omega) \) corresponds to a normalized eigenfunction (i.e. \( \|u_1\|_2 = 1 \)) corresponding to the first eigenvalue \( \lambda_1(\Omega) \) and \( d\sigma = (h_{\Omega}'' + h_\Omega) d\theta \), we refer to [106, Section 2.5] for more details on shape derivatives of eigenvalues. It is then possible by a change of variables to write the directional shape derivatives of \( \lambda_1 \) as an integral on \([0, 2\pi]\) as follows:

\[
\left\{ \begin{array}{l}
\lambda_1'(\Omega, V_{a_k}) = -\int_0^{2\pi} |\nabla u|^2(x, y) \cos (k\theta) (h_{\Omega}''(\theta) + h_\Omega(\theta)) d\theta, & \text{where } k \in \left[0, N\right], \\
\lambda_1'(\Omega, V_{b_k}) = -\int_0^{2\pi} |\nabla u|^2(x, y) \sin (k\theta) (h_{\Omega}''(\theta) + h_\Omega(\theta)) d\theta, & \text{where } k \in \left[1, N\right].
\end{array} \right.
\]

The computation of the integrals is done by using an order 1 trapezoidal quadrature.

### 5.1.2 Gauge function parametrization

#### Definition and main properties

A classical way to parametrize starshaped open sets (in particular convex ones) is by using the so-called gauge function.

**Definition 5.** Let \( \Omega \) a bounded, open subset of \( \mathbb{R}^n \) (with \( n \geq 2 \)) starshaped with respect to the origin. The gauge function \( u_\Omega \) is defined on \( \mathbb{R}^n \) by:

\[ \forall x \in \mathbb{R}^n, \quad u_\Omega(x) = \inf\{t > 0 \mid tx \in \Omega\}. \]

The gauge function is positively \( 1 \)-homogeneous, so one can equivalently consider the restriction of \( u_\Omega \) to the unit sphere \( S^{n-1} \).

In the planar case \((n = 2)\), we use polar coordinates representation \((r, \theta)\) for the domains, we then define the gauge function on \( \mathbb{R} \) as follows:

\[ \forall \theta \in \mathbb{R}, \quad u_\Omega(\theta) = \inf\left\{ t > 0 \mid t \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} \in \Omega \right\}. \]

The open set \( \Omega \) is then given by:

\[ \Omega = \left\{ (r, \theta) \in [0, +\infty) \times \mathbb{R} \mid r < \frac{1}{u_\Omega(\theta)} \right\}. \]

The curvature of the boundary of \( \Omega \) is given by:

\[ \kappa_{\Omega} = \frac{u_\Omega'' + u_\Omega}{\left(1 + \left(\frac{u_\Omega'}{u_\Omega}\right)^2\right)^{\frac{3}{2}}}, \]

where the second order derivative is to be understood in the sense of distributions. Thus, as for the support function, the starshaped set \( \Omega \subset \mathbb{R}^2 \) is convex if and only if:

\[ u_\Omega'' + u_\Omega \geq 0. \]

Moreover, straight lines in \( \partial \Omega \) are parameterized by the set \( \{u_\Omega'' + u_\Omega = 0\} \), and corners in the boundary are seen as Dirac masses in the measure \( u_\Omega'' + u_\Omega \). For example, the gauge function of a polygon will be given by a finite sum of Dirac masses at angles parametrizing the corners.

Both the perimeter and area can be expressed via gauge function. Unfortunately, this is not the case for the diameter.

**Proposition 17.** Let \( \Omega \) a planar set star-shaped with respect to the origin. We have the following formulae:
Proposition 17) are then computed in terms of a Fourier series:

\[ u_{\Omega}(\theta) = a_0 + \sum_{k=1}^{\infty} (a_k \cos k\theta + b_k \sin k\theta), \]

where \((a_n)\) and \((b_n)\) denote the Fourier coefficients defined by:

\[ a_0 = \frac{1}{2\pi} \int_{0}^{2\pi} u_{\Omega}(\theta) d\theta \]

and

\[ \forall k \in \mathbb{N}^+, \quad a_k = \frac{1}{\pi} \int_{0}^{2\pi} u_{\Omega}(\theta) \cos (k\theta) d\theta, \quad b_k = \frac{1}{\pi} \int_{0}^{2\pi} u_{\Omega}(\theta) \sin (k\theta) d\theta. \]

Similarly to the case of support function, in the planar case, we can decompose its gauge function as a Fourier series:

\[ P(\Omega) = \int_{0}^{2\pi} \sqrt{u_{\Omega}^2 + u_{\Omega}^{22}} d\theta. \]

2. for the area

\[ |\Omega| = \frac{1}{2} \int_{0}^{2\pi} \frac{d\theta}{u_{\Omega}^2}. \]

Numerical setting

In practice, the computation of the perimeter and the area is done by considering a uniform discretization \( \{ \theta_k := \frac{2k\pi}{M} \mid k \in [0, M - 1] \} \) of the interval \([0, 2\pi]\), with \( M \) a positive integer (we take it equal to 200 for the applications). We then approach the domain \( \Omega \) by the polygon \( \Omega_M \) of vertices \( A_k \left( \frac{\cos \theta_k}{u_{\Omega}(\theta_k)} , \frac{\sin \theta_k}{u_{\Omega}(\theta_k)} \right), \) where \( k \in [0, M - 1] \). The functional perimeter and area (given as integrals in Proposition 17) are then computed in terms of \((a_k)\) and \((b_k)\) by using an order 1 trapezoidal quadrature:

\[
\begin{align*}
 P(\Omega) & \approx \frac{1}{M} \sum_{k=0}^{M-1} \frac{\sqrt{u_{\Omega}^2(\theta_k)+u_{\Omega}^{22}(\theta_k)}}{u_{\Omega}^2(\theta_k)} = \frac{1}{M} \sum_{k=0}^{M-1} \left( a_0 + \sum_{p=1}^{N} \left( a_p \cos (p\theta_k) + b_p \sin (p\theta_k) \right) \right)^2 + \left( \sum_{p=1}^{N} \left( -a_p \sin (p\theta_k) + b_p \cos (p\theta_k) \right) \right)^2, \\
 |\Omega| & \approx \frac{1}{M} \sum_{k=0}^{M-1} \frac{1}{u_{\Omega}^2(\theta_k)} = \frac{1}{M} \sum_{k=0}^{M-1} \left( a_0 + \sum_{p=1}^{N} \left( a_p \cos (p\theta_k) + b_p \sin (p\theta_k) \right) \right)^2.
\end{align*}
\]

Here also the convexity is parametrized as in the last section by linear inequalities involving the coefficients \((a_k)\) and \((b_k)\).

Computation of the gradients

The shape gradients of the area and the perimeter are computed by differentiating the explicit formulae above with respect to the Fourier coefficients. As for the Dirichlet eigenvalue, one has to use the Hadamard formula:

\[ \lambda_1'(\Omega, V) = -\int_{\partial\Omega} |\nabla u_1|^2(V, n) d\sigma, \]
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where \( u_1 \in H^1_0(\Omega) \) is a normalized eigenfunction (i.e. \( \| u_1 \|_2 = 1 \)) corresponding to \( \lambda_1(\Omega) \) and \( V \) is a perturbation field corresponding to the perturbation of a Fourier coefficient. Let us investigate the values of such perturbations on the boundary of \( \Omega \): let \( \phi : \theta \in \mathbb{R} \mapsto \nu(\theta) \) a Lipschitz \( 2\pi \)-periodic function, for sufficiently small values of \( t > 0 \), we write:

\[
\frac{1}{u_\Omega} + t\phi = \frac{1}{u_\Omega} \left( 1 + t \frac{\phi}{u_\Omega} \right)^{-1} = \frac{1}{u_\Omega} \left( 1 - \frac{\phi}{u_\Omega} \times t + o(t) \right) = \frac{1}{u_\Omega} - \frac{\phi}{u^2_\Omega} \times t + o(t).
\]

We deduce that perturbing the gauge function in a direction \( \phi \) corresponds to a perturbation field defined on the boundary \( \partial \Omega \) by:

\[
\left( \frac{\cos \theta}{u_\Omega(\theta)}, \frac{\sin \theta}{u_\Omega(\theta)} \right) \in \partial \Omega \mapsto -\frac{\phi(\theta)}{u_\Omega^2(\theta)} \left( \frac{\cos(\theta)}{\sin(\theta)} \right) \in \mathbb{R}^2.
\]

We then deduce that the perturbation fields corresponding to the perturbations of the coefficients \( (a_k) \) and \( (b_k) \) are given by:

\[
\begin{align*}
V_{a_k} \left( \frac{\cos \theta}{u_\Omega(\theta)}, \frac{\sin \theta}{u_\Omega(\theta)} \right) &= -\frac{\cos(k\theta)}{u_\Omega^2(\theta)} \left( \frac{\cos(\theta)}{\sin(\theta)} \right), \quad \text{where } k \in [0, N], \\
V_{b_k} \left( \frac{\cos \theta}{u_\Omega(\theta)}, \frac{\sin \theta}{u_\Omega(\theta)} \right) &= -\frac{\sin(k\theta)}{u_\Omega^2(\theta)} \left( \frac{\cos(\theta)}{\sin(\theta)} \right), \quad \text{where } k \in [1, N],
\end{align*}
\]

where \( \theta \in [0, 2\pi] \).

Once the perturbation fields are known, we use the polygonal approximation \( \Omega_M \) (introduced above in Paragraph 5.1.2) of the domain \( \Omega \) to provide a numerical approximation of the shape gradient as follows:

\[
\lambda_1'(\Omega, V) \approx -\sum_{k=0}^{M-1} |\nabla u_1|^2 (x_{I_k}, y_{I_k}) \langle V(x_{I_k}, y_{I_k}), n_k \rangle d\sigma_k,
\]

with the convention \( A_M := A_0 \) and:

- \( d\sigma_k = \sqrt{(x_{A_k} - x_{A_{k+1}})^2 + (y_{A_k} - y_{A_{k+1}})^2} \),
- \( I_k \) is the middle of the segment \([A_k A_{k+1}]\),
- \( n_k := \frac{1}{d\sigma_k} (\frac{y_{A_{k+1}} - y_{A_k}}{x_{A_{k+1}} - x_{A_k}}) \) is the exterior unit vector normal to the segment \([A_k A_{k+1}]\).

### 5.1.3 Radial function parametrization

**Definition and main properties**

It is common to parametrize star-shaped domains via their radial function. In this section, we present this parametrization.

**Definition 6.** Let \( n \geq 2 \) and \( \Omega \subset \mathbb{R}^n \) a domain star-shaped with respect to the origin. The radial function \( \rho_\Omega \) is defined on \( \mathbb{R}^n \) by:

\[
\forall x \in \mathbb{R}^n, \quad \rho_\Omega(x) = \sup\{ t > 0 \mid tx \in \Omega \}.
\]

The radial function is positively 1-homogeneous, so one can equivalently consider the restriction of \( \rho_\Omega \) to the unit sphere \( S^{n-1} \).
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In the planar case we can define the radial function on \( \mathbb{R} \) as follows:

\[
\forall \theta \in \mathbb{R}, \quad \rho_\Omega(\theta) = \sup \left\{ t > 0 \mid t \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} \in \Omega \right\}.
\]

If \( \Omega \subset \mathbb{R}^2 \) is open, it can be given in polar coordinates as follows:

\[
\Omega = \left\{ (r, \theta) \in [0; +\infty) \times \mathbb{R} \mid r < \rho_\Omega(\theta) \right\}.
\]

We remark that the radial function is simply the inverse of the gauge function introduced before.

**Numerical setting**

Unfortunately, in contrary to the previous cases, convexity cannot be given by linear constraints on the Fourier coefficients of the periodic function \( \rho_\Omega \). We propose to approximate a set via polygons of vertices \( \rho_\Omega(\theta_k)(\cos \frac{2k\pi}{M}, \sin \frac{2k\pi}{M}) \in \mathbb{R}^2 \), where \( k \in [0, M - 1] \) and \( M \) a sufficiently large integer (in practice we take \( M = 200 \)).

Thus, a star-shaped set \( \Omega \) will be parametrized via \( M \) positive distances \( \rho_k \) \( k \in J_0, M - 1 \) that describe a polygonal approximation of \( \Omega \) given by vertices \( A_k = \rho_k(\cos \frac{2k\pi}{M}, \sin \frac{2k\pi}{M}) \). We always consider the convention \( A_M := A_0 \) and \( A_{-1} := A_{M-1} \) (in particular \( \rho_M := \rho_0 \) and \( \rho_{-1} := \rho_{M-1} \)).

This setting allows to give good approximations of the involved geometrical functionals (perimeter, area and diameter). we have:

1. for the area:

\[
|\Omega| = \frac{1}{2} \sin \frac{2\pi}{M} \times \sum_{k=0}^{M-1} \rho_k \rho_{k+1},
\]

2. for the perimeter:

\[
P(\Omega) = \sum_{k=0}^{M-1} \sqrt{\rho_k^2 + \rho_{k+1}^2 - 2\rho_k \rho_{k+1} \cos \left( \frac{2k\pi}{M} \right)},
\]

3. and the diameter:

\[
d(\Omega) = \max_{i \neq j} \sqrt{\left[ \rho_i \cos \frac{2i\pi}{M} - \rho_j \cos \frac{2j\pi}{M} \right]^2 + \left[ \rho_i \sin \frac{2i\pi}{M} - \rho_j \sin \frac{2j\pi}{M} \right]^2},
\]

this formula provides the diameter in \( \mathcal{O}(M^2) \) complexity. When the polygon is convex we use a faster method of computation (with complexity \( \mathcal{O}(M) \)), which consists of finding all antipodal pairs of points and looking for the diametrical between them. This is classically known as Shamos algorithm [157].

It remains to describe the convexity constraint via the parameters \( \rho_k(k \in [0, M-1]) \): we remark that the polygon (which contains the origin \( O \)) whose vertices are given by \( A_k := \left( \rho_k \cos \frac{2k\pi}{M}, \rho_k \sin \frac{2k\pi}{M} \right) \) is convex if and only if the sum of the areas of the triangles \( OA_k A_{k+1} \) and \( OA_k A_{k-1} \) is less or equal than the area of \( OA_{k-1} A_{k+1} \), see Figure 5.1.
We have:

\[
S_{OA_{k-1}A_k} = \frac{1}{2} \rho_{k-1} \rho_k \sin \frac{2k\pi}{M} \\
S_{OA_kA_{k+1}} = \frac{1}{2} \rho_k \rho_{k+1} \sin \frac{2k\pi}{M} \\
S_{OA_{k-1}A_{k+1}} = \frac{1}{2} \rho_{k-1} \rho_{k+1} \sin \frac{4k\pi}{M} = \rho_{k-1} \rho_{k+1} \sin \frac{2k\pi}{M} \cos \frac{2k\pi}{M}.
\]

Thus, the convexity constraint given by \( S_{OA_{k-1}A_k} + S_{OA_kA_{k+1}} \geq S_{OA_{k-1}A_{k+1}} \) is equivalent to the following quadratic constraint:

\[
C_k := 2 \cos \left( \frac{2\pi}{M} \right) \rho_{k-1} \rho_k - \rho_k (\rho_{k-1} + \rho_{k+1}) \leq 0,
\]

where \( k \in [0, M - 1] \).

**Computation of the gradients**

Now that we brought the shape optimization problem to a finite dimensional optimization one, it remains to compute the gradients of the involved functionals and constraints.

Let us take \( \Omega \subset \mathbb{R}^2 \) a domain whose starshaped with respect to the origin \( O \), that we assume to be parametrized by \((\rho_k)_{k\in[0,M-1]}\). For any \( k \in [0, M - 1] \) we denote \( V_{\rho_k} \) the perturbation field corresponding to the perturbation of the variable \( \rho_k \). It is null on the whole boundary except on the sides \([A_{k-1}A_k]\) and \([A_kA_{k+1}]\), see Figure 5.2.
Since we dispose of explicit formulae for the perimeter and the area, we can directly compute the corresponding shape gradients. We have for every $\lambda$ perturbation field.

\[
A'(\Omega, V_{\rho_k}) = \frac{\sin \left( \frac{2\pi}{M} \right)}{2} \times (\rho_{k-1} + \rho_{k+1}),
\]

and

\[
P'(\Omega, V_{\rho_k}) = \frac{\rho_k - \rho_{k-1} \cos \left( \frac{2\pi}{M} \right)}{\sqrt{\rho_k^2 - \rho_{k-1}^2 - 2\rho_k\rho_{k-1}\cos \left( \frac{2\pi}{M} \right)}} + \frac{\rho_k - \rho_{k+1} \cos \left( \frac{2\pi}{M} \right)}{\sqrt{\rho_{k+1}^2 - \rho_k^2 - 2\rho_{k+1}\rho_k\cos \left( \frac{2\pi}{M} \right)}}.
\]

For the eigenvalue, we use as before the Hadamard formula:

\[
\lambda_1'(\Omega, V) = -\int_{\partial\Omega} |\nabla u_1|^2 \langle V, n \rangle d\sigma,
\]

where $u_1 \in H^1_0(\Omega)$ is a normalized eigenfunction (i.e. $\|u_1\|_2 = 1$) corresponding to $\lambda_1(\Omega)$ and $V$ is a perturbation field.

For every $k \in [0, M - 1]$, we discretize the side $[A_k A_{k+1}]$ in $\ell$ small segments of length $\frac{A_k A_{k+1}}{\ell}$ centred in some points $B^i_k \in [A_k A_{k+1}]$. We then compute approximations of the gradients as follows:

\[
\lambda_1'(\Omega, V_{\rho_k}) \approx -\frac{1}{\ell} \sum_{i=1}^\ell \left( |\nabla u_1|^2 (x_{B^i_k}, y_{B^i_k}) (V_{\rho_k}(x_{B^i_k}, y_{B^i_k}), n_k) d\sigma_k - |\nabla u_1|^2 (x_{B^i_{k-1}}, y_{B^i_{k-1}}) (V_{\rho_k}(x_{B^i_{k-1}}, y_{B^i_{k-1}}), n_{k-1}) d\sigma_{k-1} \right),
\]

with:

- the conventions $A_M := A_0$ and $A_{-1} := A_{M-1}$ (in particular $\rho_M := \rho_0$ and $\rho_{-1} := \rho_{M-1}$),
- the points $(B^i_k)_{i \in [1, M]}$,
- $d\sigma_k = \sqrt{(x_{A_k} - x_{A_{k+1}})^2 + (y_{A_k} - y_{A_{k+1}})^2}$,
- $\forall i \in [1, \ell]$, $B^i_k := \left( 1 - \frac{i}{\ell} \right) A_k + \frac{i}{\ell} A_{k+1}$,
- $n_k := \frac{1}{d\sigma_k} \left( \frac{y_{A_{k+1}} - y_{A_k}}{x_{A_{k+1}} - x_{A_k}} \right)$ is the exterior unit vector normal to the segment $[A_k A_{k+1}]$.

Finally, for the diameter, we use the following shape derivative formula obtained in Theorem [19]

\[
d'(\Omega, V) = \max \left\{ \left\langle \frac{x - y}{|x - y|}, V(x) - V(y) \right\rangle \mid x, y \in \Omega, \text{ such that } |x - y| = d(\Omega) \right\}.
\]
5.1.4 Polygonal approximation and parametrization via vertices

In this section, we propose to parametrize a convex set via the coordinates \((x_k, y_k)\) for \(k \in [0, M-1]\) of the vertices \(A_k\) of a corresponding polygonal approximation denoted \(\Omega_M\) (with \(M \geq 3\)). We assume that the points \((A_k)_{k \in [0, M-1]}\) form in this order a simple polygon (that is a polygon that does not intersect itself and has no holes) and recall the conventions \(A_M := A_0\) and \(A_{-1} := A_M - 1\).

As for the previous cases, we have formulae for the involved geometrical quantities:

\[
\begin{align*}
P(\Omega_M) &= \sqrt{\sum_{k=0}^{M-1} \sqrt{(x_{k+1} - x_k)^2 + (y_{k+1} - y_k)^2}}, \\
|\Omega_M| &= \frac{1}{2} \sum_{k=0}^{M-1} x_k y_{k+1} - x_{k+1} y_k, \\
d(\Omega_M) &= \max_{i,j} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\end{align*}
\]

It is easily seen that \(\Omega_M\) is convex if and only if all the interior angles are less than or equal to \(\pi\). By using the cross product, this, in turn, is equivalent to the following quadratic constraints:

\[
(x_{k-1} - x_k)(y_{k+1} - y_k) - (y_{k-1} - y_k)(x_{k+1} - x_k) \leq 0,
\]

for \(k \in \{0, M-1\}\), where we used the conventions \(x_0 := x_M\), \(y_0 := y_M\), \(x_{M+1} := x_1\) and \(y_{M+1} := y_1\). This characterization of convexity is quite natural and has already been considered in literature, see [19] for example.

The gradients of the perimeter, area and convexity constraints (corresponding to the variables \((x_k)\) and \((y_k)\)) are directly obtained by differentiating the explicit formulae given above. On the other hand, the gradients of the eigenvalue and diameter are computed (as in the last section) by using shape derivative formulae (see [106, Section 2.5] for \(\lambda_1\) and Theorem 19 for the diameter), where, we use the perturbation vector fields \((V_{x_k})\) and \((V_{y_k})\) corresponding to the variables \((x_k)\) and \((y_k)\), see Figure 5.3.

Figure 5.3: Perturbation field \(V_{x_k}\) associated to the parameter \(x_k\).
5.1.5 Computations of the functionals and numerical optimization

Let us give few words on the numerical computation of the functionals. In all the parametrizations above we dispose of analytical formulae that provide good approximations of the area and the perimeter. Let us give some elements on the computations of the remaining functionals involved in the present thesis:

- **the first Dirichlet eigenvalue** is computed by the "Partial Differential Equation Toolbox" of Matlab that is based on finite elements methods.
- As explained in the sections above, the computation of the **diameter** depends on the choice of the parametrization: indeed, when parametrizing a convex Ω via its support function \( h_Ω \), it is given by \( d(Ω) = \max_{θ∈[0,2π]} (h_Ω(θ) + h_Ω(π + θ)) \), meanwhile, when using a polygonal approximation, we compute the diameter of the convex hull via a fast method of computation (with complexity \( O(M) \), where \( M \) is the number of vertices), which consists of finding all antipodal pairs of points and looking for the diametrical between them. This is classically known as Shamos algorithm [157].
- **The Cheeger constant** is computed by using a Beniamin Bogosel’s code [30] based on the characterization of the Cheeger sets of planar convex sets given in [122] and the toolbox Clipper, a very good implementation of polygon offset computation by Agnus Johnson.
- **The inradius** is also computed by using the toolbox Clipper and the fact that \( r(Ω) \) is the solution of the equation \( |Ω−| = 0 \).

As for the optimization, we used Matlab’s fmincon function with the interior-point and/or sqp algorithms.

5.2 Application to Blaschke-Santaló diagrams

In chapters 2 and 3 we gave theoretical results on Blaschke-Santaló diagrams that we combine with the latter optimization methods in order to obtain a quite advanced numerical description of diagrams involving the diameter, area, perimeter and Dirichlet eigenvalue.

If we want to have an idea of the shape of a Blaschke-Santaló diagram, we generate in a first time a large number of convex sets (polygons) for which we compute the values of the involved functionals. This allows to approximate the diagram via a cloud of dots, this was done before in [11] for the case of the triplet \( (P,λ_1,|·|) \) and [13] for the case of \( (λ_1,λ_2,|·|) \) and in Chapters 2 for the triplet \( (P,h,|·|) \) and [8] for the triplet \( (P,λ_1,|·|) \).

In order to improve the results obtained with this random generation, we propose to use shape optimization methods based on the parametrizations described in Section 5.1 to describe the upper and lower boundaries of the diagrams and use theoretical vertical convexity results on the diagrams to conclude that the sets of points between the latter boundaries is included in the diagrams and thus give a quite advanced description.

5.2.1 Some theoretical results on the diagrams

We recall the following setting: if \( J_1, J_2 \) and \( J_3 \) are three shape functionals defined on a class \( F \) of subsets of \( \mathbb{R}^n \), we call a Blaschke-Santaló diagram of the triplet \( (J_1,J_2,J_3) \) on the class \( F \), the following set of points:

\[
D_F := \{(J_1(Ω),J_2(Ω)) \mid J_3(Ω) = 1 \text{ and } Ω ∈ F\}.
\]

In this section we are interested in the numerical study of some Blaschke-Santaló diagrams involving the first Dirichlet eigenvalue \( λ_1 \), the diameter \( d \), the perimeter \( P \) and the area \( |·| \). Let us state the following theoretical result that will appear in [89].
Theorem 18. (to appear in [89])
The diagrams associated to the triplets \((P, |\cdot|, d), (d, \lambda_1, |\cdot|)\) and \((P, \lambda_1, |\cdot|)\) are closed, simply connected and vertically convex; indeed they are given by sets of points contained between the curves of two continuous functions defined on some corresponding intervals.

This result, combined with the optimization methods described above allow to give quite accurate descriptions of the diagrams which are given by sets of points located between the numerically obtained lower and upper boundaries.

Let us give some hints on the proof of this result:

- As explained in the introduction (Section 1.3.1) when the diagram involves two functionals that are linear for Minkowski sums and dilatations (which is the case for the triplet \((P, |\cdot|, d)\)), it is quite easy to prove the vertical (or horizontal) convexity of the diagram, indeed, in this case the paths constructed by Minkowski sums are given by segments (see the example of the diagram of \((r, P, |\cdot|)\) developed in the introduction).

- The result on the diagram of the triplet \((P, \lambda_1, |\cdot|)\) is proved in Chapter 3 and the same method applies for \((d, \lambda_1, |\cdot|)\), the only difference is that we had to prove a perturbation lemma in the spirit of Lemma 7.

5.2.2 The purely geometric diagram \((P, |\cdot|, d)\)
Naive approach and classical results

We recall that the diagram of the triplet \((P, |\cdot|, d)\) is given by the set of points:

\[ D_1 := \{(P(\Omega), |\Omega|) \mid \Omega \in \mathcal{K}^2 \text{ and } d(\Omega) = 1\} \, . \]

This diagram is (as far as we know) one of the unsolved diagrams introduced by Santaló in [163]; but one has to note that there are quite advanced results on the characterization of its boundary:

- In [148], the authors solve the problem corresponding to the upper boundary, namely they prove that the problem

  \[ \sup \{|\Omega| \mid \Omega \in \mathcal{K}^2, P(\Omega) = p_0 \text{ and } d(\Omega) = 1\}, \]

  where \(p_0 \in (2, \pi]\), is solved by symmetric lenses (that are given by the intersection of two balls with the same radius) of diameter 1 and perimeter \(p_0\).

- In [127], the author manages to describe the lower boundary of the diagram that corresponds to perimeters \(p_0 \in (2, 3]\), he shows that the optimal domains are given by subequilateral triangles (ie. isosceles triangles whose smaller inner angle is less than \(\pi/3\)).

- At last, there is the famous Blaschke–Lebesgue’s Theorem, named after W. Blaschke and H. Lebesgue, which states that the Reuleaux triangle (see Figure 5.4) has the least area of all domains of given constant width. It is classical that sets of constant width have the same perimeter, thus in the diagram, those sets fill the vertical line \(\{\pi\} \times [1/2(\pi - \sqrt{3}), \pi]\), see Figure 5.3

In the following figure, we plot the curves corresponding to the extremal sets described above and a cloud of dots obtained by randomly generating \(10^5\) polygons whose numbers of sides are in \([3, 30]\).
Figure 5.4: Approximation of $(P, |\cdot|, d)$-diagram via random convex sets and some relevant shapes.

**Study of the extremal shapes**

We use methods of Section 5.1 in order to obtain a numerical approximation of the missing boundary (which should be connecting the equilateral and Reuleaux triangles in Figure 5.4).

We numerically solve the following shape optimization problems:

$$\min \max \{|\Omega| \mid \Omega \in K^2, P(\Omega) = p_0 \text{ and } d(\Omega) = 1\},$$

where $p_0 \in (3, \pi/4)$.

The parametrization via the Fourier coefficients of the support function (Section 5.1.1) allows to obtain quite satisfying results as we obtain symmetrical lenses (see Figure 5.5) as optimal shapes (which is in concordance with the result proved in [148]).

Figure 5.5: Symmetrical lens obtained as a solution of the problem $\max \{|\Omega| \mid \Omega \in K^2, P(\Omega) = 2.4 \text{ and } d(\Omega) = 1\}$. 
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As for the lower boundary, to obtain good approximations, we combine the two methods of sections 5.1.1 and 5.1.3. We first use the parametrization via Fourier coefficients of the support function truncated at a certain order $N$ to find first approximations of the extremal sets that will be used as initial shapes for the parametrization using radial function. We note that by this process we are able to obtain quite accurate description of the lower boundary, see Figure 5.10.

In a first time, as explained in section 5.1.1, problem 5.2.2 is reduced to the following finite dimensional minimization problem

\[
\min_{(a_0, \ldots, b_N) \in \mathbb{R}^{2N+1}} \left( \pi a_0^2 + \sum_{k=1}^{N} \left(1 - k^2\right)(a_k^2 + b_k^2) \right),
\]

with linear constraints on the Fourier coefficients:

- perimeter constraint: $2\pi a_0 = p_0$,
- and convexity constraint:

\[
\begin{pmatrix}
1 & \alpha_{1,1} & \cdots & \alpha_{1,N} & \cdots & \beta_{1,1} & \cdots & \beta_{1,N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & \alpha_{N,1} & \cdots & \alpha_{N,N} & \cdots & \beta_{N,1} & \cdots & \beta_{N,N}
\end{pmatrix}
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
\geq
\begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_N \\
b_1 \\
\vdots \\
b_N
\end{pmatrix}
\]

where $\alpha_{m,k} = (1 - k^2) \cos k\theta_m$ and $\beta_{m,k} = (1 - k^2) \sin k\theta_m$ for $(m, k) \in [1, M] \times [1, N]$, with $M$ taken to be equal to 1000.

Before showing the obtained results, let us first analyse the accuracy of the present method (based on the support function): we solve the latter optimization problem for different values of the parameter $N$ in the case $p_0 = 3$ for which we know that the optimal shape is given by the equilateral triangle.

Here are the optimal shapes obtained for the choices of $N \in \{20, 40, 100, 140\}$:

![Figure 5.6: Obtained solutions for $p_0 = 3$ and $N \in \{20, 40, 100, 140\}$ (approximation of an equilateral triangle).](image)

In the Figure 5.7 we plot the relative errors in function of the order of truncation $N$. It shows that the method based on the support function is not very relevant when the optimal shape is polygonal (which is frequent when imposing convexity constraint).
We then obtain (see Figure 5.8) an approximation of the missing lower boundary corresponding to domains obtained by considering 401 Fourier coefficients ($N = 200$).

Figure 5.7: Relative errors in function of the truncation order $N$ in the case $p_0 = 3$.

Figure 5.8: Approximation of the missing part of the lower boundary by optimizing the Fourier coefficients of the support function.
Finally, Figures 5.9 and 5.10 show how using the shapes obtained by the method of support function as initial points for the method via the radial function (section 5.1.3) allows to improve the description of the missing lower boundary

<table>
<thead>
<tr>
<th>Method</th>
<th>Support function</th>
<th>Radial function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obtained shape for $p_0 = 3.07$</td>
<td><img src="image1" alt="Support Function" /></td>
<td><img src="image2" alt="Radial Function" /></td>
</tr>
<tr>
<td>Corresponding area</td>
<td>0.5881</td>
<td>0.5687</td>
</tr>
</tbody>
</table>

Figure 5.9: The radial function parametrization allows to improve the result of the support function method.

Figure 5.10: Improved description of the lower boundary by combining the two methods.
Extremal shapes and improved description of the diagram

At last, we provide some extremal shapes obtained for relevant values of $p_0$ in Figure 5.11 and improved description of the diagram $\mathcal{D}_1$ in Figure 5.12.

<table>
<thead>
<tr>
<th>Problem</th>
<th>$p_0 = \pi$</th>
<th>$p_0 = 3.07$</th>
<th>$p_0 = 3$</th>
<th>$p_0 = 2.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper boundary</td>
<td><img src="image" alt="Circle" /></td>
<td><img src="image" alt="Circle" /></td>
<td><img src="image" alt="Circle" /></td>
<td><img src="image" alt="Ellipse" /></td>
</tr>
<tr>
<td>Lower boundary</td>
<td><img src="image" alt="Triangle" /></td>
<td><img src="image" alt="Triangle" /></td>
<td><img src="image" alt="Triangle" /></td>
<td><img src="image" alt="Triangle" /></td>
</tr>
</tbody>
</table>

Figure 5.11: Extremal shapes corresponding to different values of $p_0$.

Figure 5.12: Improved description of the diagram of the triplet $(P, \cdot, d)$.
5.2.3 Diagram $(P, \lambda_1, |\cdot|)$

The diagram $(P, \lambda_1, |\cdot|)$ is theoretically studied in Chapter 3. We recall that the diagram is given by the set of points:

$$D_2 := \{(P(\Omega), \lambda_1(\Omega)) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1\}.$$

In a first time, we give an approximation of the diagram by generating $10^5$ random convex polygons (as it was done before in [11]). We obtain the following Figure 5.13:

![Figure 5.13: Approximation of the diagram via random convex polygons.](image)

In order to give a more satisfying approximation of the diagram, we want to find the upper and lower domains and thus have a more accurate description of the boundary of the diagram. We are then led to (numerically) solve the following shape optimization problems:

$$\max \, \min \{\lambda_1(\Omega) \mid \Omega \in \mathcal{K}^2, \ P(\Omega) = p_0 \text{ and } |\Omega| = 1\},$$

It is shown in Theorem 11 of Chapter 3 that apart from the ball the domains that lay on the lower boundary are polygonal meanwhile the ones that lay on the upper boundary are smooth $(C^{1,1})$, we then apply Method 4 (the one based on the coordinates of the vertices) for the lower boundary and the other methods for the upper one and obtain quite satisfying results. In Figure 5.14, we provide the obtained optimal shapes corresponding to some relevant values of $p_0$. 
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Finally, once the boundary is known, we use the vertical convexity of the diagram of Theorem 18 to provide an improved and quite optimal numerical description of the diagram, see Figure 5.15.

Figure 5.14: Numerically obtained optimal shapes corresponding to different values of $p_0$.

Figure 5.15: Optimal description of the diagram $(P, \lambda_1, \cdot | \cdot)$.
5.2.4 Diagram \((d, \lambda_1, \cdot, \cdot)\)

Let us now consider the diagram relating the diameter, the first Dirichlet eigenvalue and the area. We are interested in the following set of points:

\[
D_3 := \{(d(\Omega), \lambda_1(\Omega)) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1\}.
\]

In a first time, let us give an approximation of the diagram by generating \(10^5\) random convex polygons. We obtain the following Figure 5.16:

![Figure 5.16: Approximation of the \((d, \lambda_1, \cdot, \cdot)\)-diagram via \(10^5\) random convex polygons.](image)

Here also, by the vertical convexity of the diagram given in Theorem 18, to obtain an improved description of the diagram we numerically describe the upper and lower boundaries of the diagram \(D_3\), which means that we solve the following shape optimization problems:

\[
\max \min \{\lambda_1(\Omega) \mid \Omega \in \mathcal{K}^2, \ d(\Omega) = d_0 \text{ and } |\Omega| = 1\},
\]

where \(d_0 \in [2/\sqrt{\pi}, +\infty)\).

For the lower boundary, both the methods of parametrization via the Fourier coefficients of the support function (see Section 5.1.1) and via the discretized radial function (see Section 5.1.3) provide satisfying results and suggest that the optimal sets are symmetrical 2-cap bodies, that are given by the the convex hulls of a ball and two points symmetric with respect its center (see Figure 5.17).
On the other hand, the upper domains are quite surprising, since we (numerically) observe the existence of a threshold $d^*$, such that the solutions for $d > d^*$ seem to be given by symmetric spherical slices, that are domains defined as the intersection of a disk with a strip of width smaller that the disk’s radius and centered at its center, see Figure 5.18, meanwhile, when $d < d^*$, the optimal domains seem to be given by some kind of smoothed regular nonagons, see Figure 5.18.

At a first sight, it may be surprising that the optimal shapes do not "continuously" vary in terms of the involved parameters, but, we should note that this phenomena has recently been observed in [71], where the authors provide the complete description of the $(d, r, |·|)$-diagram involving the diameter, the inradius and the area; they prove that the one of the boundaries is given by smoothed nonagons and symmetrical slices meanwhile the other one is given by symmetrical 2-cap bodies. This leads us to investigate these families of shapes that also seem to be extremal shapes for our $(d, \lambda_1, |·|)$-diagram (see Figure 5.19) and also for the $(d, h, |·|)$-diagram discussed in Section 1.5.1 of the introduction. This similarities may be explained by the fact that $1/r$ corresponds to the first eigenvalue of the infinity-Laplacian operator $\Delta_\infty$ which may be defined as the limit when $p \to +\infty$ of the $p$Laplace operator (see [21] and references therein), meanwhile, $\lambda_1$ and $h$ respectively correspond to the first eigenvalues of the 2 and 1 Laplace operators, see [121] for more details.

At last, by the vertical convexity of the diagram stated in Theorem 18, we are able to provide an improved description of the $(d, \lambda_1, |·|)$-diagram.
Figure 5.19: The diagram \((d, \lambda_1, |\cdot|)\) with expected extremal sets.

Figure 5.20: An improved description of the diagram \((d, \lambda_1, |\cdot|)\).

5.2.5 Conclusion and comments

In the present chapter, we presented 4 different parametrizations that allow to solve shape optimization problems under convexity constraint. We presented the best shapes we managed to obtain, but it would be very interesting to perform a more deep and quantitative comparison between the methods: this will be the main purpose of the work in progress [89]. At this point, let us summarize the qualitative observations made when testing each method on the several problems presented above.
<table>
<thead>
<tr>
<th>Situation</th>
<th>Fourier coefficients of the support function</th>
<th>Fourier coefficients of the gauge function</th>
<th>Discretized radial function</th>
<th>Coordinates of the vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>The optimal shape is a polygon.</td>
<td>We obtain approximations that are not very accurate.</td>
<td>We obtain approximations that are not very accurate.</td>
<td>Provide good approximations in some cases if the initial point is judiciously chosen</td>
<td>Provide very good results when the number of vertices is not very large.</td>
</tr>
<tr>
<td>The optimal shape has flat parts but is smooth</td>
<td>Provide acceptable results when the number of Fourier coefficients is large enough.</td>
<td>Provide very good results even when the number of Fourier coefficients is small.</td>
<td>May provide good results, but sometimes the convexity is lost during the optimization process.</td>
<td>We did not succeed to obtain results as the sides always overlap after few iterations.</td>
</tr>
<tr>
<td>The optimal shape is strictly convex.</td>
<td>We obtain very good results.</td>
<td>We obtain good results especially when the shape do not have corners.</td>
<td>We obtain good results when convexity is preserved during the optimization process (but less accurate than the first method).</td>
<td>We did not succeed to obtain results as the sides always overlap after few iterations.</td>
</tr>
<tr>
<td>Handling the diameter constraint</td>
<td>This method is very adapted as this constraint corresponds to linear inequalities on the Fourier coefficients.</td>
<td>This method is not very adapted, because in contrast to the support function, there is no immediate formula relating the Fourier coefficients of the gauge function to the diameter.</td>
<td>We obtain good results when convexity is not lost during the optimization process and when the initial shape is judiciously chosen.</td>
<td>We obtain good results when the number of vertices is not very large.</td>
</tr>
</tbody>
</table>
5.3 Appendix 1: Some useful shape derivatives

We consider a smooth vector field $V \in C^1(\mathbb{R}^n, \mathbb{R}^n)$. We compute the first order directional shape derivative of the diameter in Section 5.3.1 and the Cheeger constant in Section 5.3.2 (we provide a slight improved version of [153, Theorem 1.1]).

5.3.1 First order shape derivative of the diameter

In this section, we compute the shape derivative of the diameter functional, which we recall to be

$$d : \Omega \subset \mathbb{R}^n \longrightarrow d(\Omega) = \sup_{(x,y) \in \Omega^2} |x - y|,$$

where $\Omega$ is a compact subset of $\mathbb{R}^n$.

**Theorem 19.** The diameter functional $d$ admits a directional shape derivative in the direction $V$, we have:

$$\exists (x_\infty, y_\infty) \in \Omega^2, \quad d'(\Omega, V) = \lim_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t}$$

$$= \sup \left\{ \left\langle \frac{x - y}{|x - y|}, V(x) - V(y) \right\rangle \mid x, y \in \Omega, \text{ such that } |x - y| = d(\Omega) \right\}$$

$$= \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle,$$

where $\Omega_t := (I + tV)(\Omega)$, where $I : x \in \mathbb{R}^n \longrightarrow x \in \mathbb{R}^n$ is the identity map.

**Proof.** We want to prove the existence and compute the limit $\lim_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t}$.

For every $t \geq 0$ $\Omega_t$ is compact: indeed, it is the image of the compact $\Omega$ by the continuous map $I + tV$. Thus since $d : (x,y) \in \mathbb{R}^n \times \mathbb{R}^n \rightarrow |x - y|$ is continuous, it is bounded from above and there exists $(x_t, y_t) \in \Omega$ such that $d(\Omega_t) = |(I + tV)(x_t) - (I + tV)(y_t)|$. In what follows, we denote $(x, y) := (x_0, y_0)$.

We use $(x_t, y_t)$ (resp. $(x, y)$) as test points to majorate (resp. minorate) $d(\Omega_t) - d(\Omega)$:

$$|(I + tV)(x) - (I + tV)(y)| - |x - y| \leq d(\Omega_t) - d(\Omega) \leq |(I + tV)(x_t) - (I + tV)(y_t)| - |x_t - y_t|$$

Let us begin by the lower estimate. We have:

$$d(\Omega_t) - d(\Omega) \geq |(I + tV)(x) - (I + tV)(y)| - |x - y|$$

$$= |x + tV(x) - y - tV(y)| - |x - y|$$

$$= |(x - y) + t\left(V(x) - V(y)\right)| - |x - y|$$

$$= \sqrt{(x - y) + t\left(V(x) - V(y)\right)^2} - |x - y|$$

$$= \sqrt{|x - y|^2 + 2t \left(V(x) - V(y)\right)} + o(t) - |x - y|$$

$$= |x - y|\sqrt{1 + 2t \left(V(x) - V(y)\right)} + o(t) - |x - y|$$

$$= |x - y|\left(1 + t \left(V(x) - V(y)\right)\right) + o(t) - |x - y|$$

$$= t\left(V(x) - V(y)\right) + o(t).$$
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Thus:
\[
\liminf_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} \geq \sup\left\{ \left\langle \frac{x - y}{|x - y|}, V(x) - V(y) \right\rangle \mid x, y \in \Omega \text{ such that } |x - y| = d(\Omega) \right\}.
\]

Let us now consider the upper estimate. Let \( (x_{t_n}, y_{t_n}) \) a subsequence of \( (x_t, y_t) \) such that \( t_n \to 0 \) and \( \lim_{n \to \infty} \frac{d(\Omega_{t_n}) - d(\Omega)}{t_n} = \limsup_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} \). By Bolzano-Weierstrass Theorem, we assume without loss of generality that there exists \((x_\infty, y_\infty) \in \Omega^2\) such that the sequence \( (x_{t_n}, y_{t_n}) \) converges to \((x_\infty, y_\infty)\).

We have \(|x_\infty - y_\infty| = d(\Omega)\). Indeed:
\[
\forall (v, w) \in \Omega^2, \quad |(I + t_n V)(x_{t_n}) - (I + t_n V)(y_{t_n})| \geq |(I + t_n V)(v) - (I + t_n V)(w)|,
\]
which is equivalent to
\[
\forall (v, w) \in \Omega^2, \quad |x_{t_n} - y_{t_n} + t_n V(x_{t_n}) - t_n V(y_{t_n})| \geq |v - w + t_n V(v) - t_n V(w)|.
\]

Finally:
\[
d(\Omega_{t_n}) - d(\Omega) \leq |(I + tV)(x_{t_n}) - (I + tV)(y_{t_n})| - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} + t_n V(x_{t_n}) - y_{t_n} - t_n V(y_{t_n})| - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} - y_{t_n}| + t_n (V(x_{t_n}) - V(y_{t_n})) - |x_{t_n} - y_{t_n}|
\]
\[
= \sqrt{(x_{t_n} - y_{t_n})^2 + 2t_n (x_{t_n} - y_{t_n}, V(x_{t_n}) - V(y_{t_n})) + o(t_n)} - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} - y_{t_n}| \sqrt{1 + 2t_n \left\langle \frac{x_{t_n} - y_{t_n}}{|x_{t_n} - y_{t_n}|}, V(x_{t_n}) - V(y_{t_n}) \right\rangle + o(1)} - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} - y_{t_n}| \sqrt{1 + 2t_n \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle + o(1)} + o(t_n) - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} - y_{t_n}| \sqrt{1 + 2t_n \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle + o(t_n)} - |x_{t_n} - y_{t_n}|
\]
\[
= |x_{t_n} - y_{t_n}| \left( 1 + t_n \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle + o(t_n) \right) - |x_{t_n} - y_{t_n}|
\]
\[
= t_n \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle + o(t_n)
\]

Thus:
\[
\limsup_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} \leq \left\langle \frac{x_\infty - y_\infty}{|x_\infty - y_\infty|}, V(x_\infty) - V(y_\infty) \right\rangle
\]
By combining the lim inf and lim sup inequalities, we obtain:

\[
\liminf_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} \geq \sup \left\{ \left\langle \frac{x - y}{|x - y|}, V(x) - V(y) \right\rangle \mid x, y \in \Omega, \text{ tels que } |x - y| = d(\Omega) \right\} \\
\geq \left\langle \frac{x_{\infty} - y_{\infty}}{|x_{\infty} - y_{\infty}|}, V(x_{\infty}) - V(y_{\infty}) \right\rangle \\
\geq \limsup_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} \\
\geq \liminf_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t}
\]

Finally, we deduce that the diameter admits a directional shape derivative in the direction \(V\) and:

\[
\exists (x_{\infty}, y_{\infty}) \in \Omega^2, \quad \lim_{t \to 0^+} \frac{d(\Omega_t) - d(\Omega)}{t} = \sup \left\{ \left\langle \frac{x - y}{|x - y|}, V(x) - V(y) \right\rangle \mid x, y \in \Omega, \text{ tel que } |x - y| = d(\Omega) \right\} \\
= \left\langle \frac{x_{\infty} - y_{\infty}}{|x_{\infty} - y_{\infty}|}, V(x_{\infty}) - V(y_{\infty}) \right\rangle
\]

\[\square\]

5.3.2 First order shape derivative of the Cheeger constant

In this section, \(\Omega\) is a bounded open ouvert subset of \(\mathbb{R}^n\) with Lipschitz boundary. For every \(t \geq 0\), we denote \(\Omega_t = (I + tV)(\Omega)\) and \(h_t := h(\Omega_t)\) and \(g : t \mapsto h_t\).

We recall that the Cheeger constant of a Lipschitz set \(\Omega\) can be defined by:

\[
h(\Omega) := \inf_{u \in BV(\Omega) \setminus \{0\}} \frac{|Du|([\mathbb{R}^n])}{||u||_1},
\]

where \(BV(\Omega)\) is the space of functions of bounded variations on \(\Omega\) and

\[
|Du| := \sup \left\{ \int_{\Omega} u \text{div} \varphi \mid \varphi \in C^1_c(\Omega; \mathbb{R}^n), ||\varphi||_\infty \leq 1 \right\}
\]

is the total variation in \(\Omega\) of the function \(u \in L^1(\Omega)\).

In order to prove the differentiability of \(g\) in 0, the authors of [153] assume the uniqueness of the Cheeger set of \(\Omega\), they give a counterexample where differentiability fails when the Cheeger set is non-unique (in which case one has \(g'(0^+) \neq g'(0^-)\)). Nevertheless, they do not study the "directional" differentiability of the function \(g\) in \(0^+\) (or \(0^-\)). In the following Theorem 20 we provide a slightly improved version of [153] Theorem 1.1] where we prove the directional differentiability of \(g\) (in \(0^+\)) without assuming the uniqueness of the Cheeger set of \(\Omega\).

**Theorem 20.** ([153] Theorem 1] revisited)

The shape derivative

\[
h'(\Omega, V) := \lim_{t \to 0^+} \frac{h(\Omega_t) - h(\Omega)}{t}
\]

exists and there exists \(u_0 \in X(0) := \{u \in BV(\Omega) \mid ||u||_1 = 1 \ h(\Omega) = |Du|([\mathbb{R}^n])\},\) such that:

\[
h'(\Omega, V) = \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \sigma \rangle \right) d|Du| - h \int_{\Omega} u_0 \cdot \text{div} V
\]

\[= \inf_{u \in X(0)} \left( \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \sigma \rangle \right) d|Du| - h \int_{\Omega} u \cdot \text{div} V \right)
\]
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Proof. We recall that any measure $\mu$ can be decomposed as $\mu = \sigma|\mu|$, where $\sigma$ is a measurable function such as $|\sigma(x)| = 1$ almost everywhere, this is known as the polar decomposition of the measure $\mu$.

Continuity of $g$ in 0:

Let $u \in BV(\Omega)$ a positive eigenfunction (for the 1-Laplace operator (see [121]) associated to the Cheeger constant $h(\Omega)$ such that $|u|_1 := \int_\Omega |u|dx = 1$. We use the function $w_t = u \circ G_t \in BV(\Omega_t)$ as a test function in the variational definition of $h(\Omega_t)$ and use a change of variable formula for functions of bounded variations (see [98] Lemma 10.1):

$$h_t \leq \frac{|Du_t|(\mathbb{R}^n)}{\int_{\Omega_t} w_t} = \frac{\int_{\mathbb{R}^n} |DG_t^T((I+tV)(y)))\sigma| |detD(I+tV)(y)|d|Du|}{\int_{\Omega} u(y)|detD(I+tV)(y)|dy} = (1 + o(1)) \frac{|Du|(\mathbb{R}^n)}{\int_{\Omega} u},$$

thus:

$$\limsup_{t \to 0} h_t \leq h.$$

Now, let $u_t \in BV(\Omega)$ a positive function such that $\|u_t\|_1 = 1$ and $|Du_t|(\mathbb{R}^n) = h_t$. We take $v_t = u_t \circ (I+tV) \in BV(\Omega)$, we have:

$$|Dv_t|(\mathbb{R}^n) = \int_{\mathbb{R}^n} |D((I+tV)^T(G_t(x)))|dy \leq h_t + o(1),$$

thus:

$$\limsup_{t \to 0} h_t \leq h$$

and

$$\int_{\Omega} v_t(x)dx = \int_{\Omega} u_t|detD(I+tV)^{-1}|dx = 1 + o(1)$$

Le sequence $(v_t)_{t>0}$ is bounded in $BV(\mathbb{R}^n)$ and every $v_t$ is vanishing outside $\Omega$, thus, one can extract a subsequence $(v_{t_n})$ such that there exists a function $v \in BV(\mathbb{R}^n)$ satisfying $v_{t_n} \longrightarrow v$ in $L^1_{loc}(\mathbb{R}^n)$. Up to an extraction, we can assume that $v_{t_n} \longrightarrow v$ almost everywhere on $\mathbb{R}^n$.

We have $v = 0$ in $\mathbb{R}^n \setminus \Omega$, moreover:

$$\int_{\Omega} v(y)dy = \lim_{n \to +\infty} \int_{\Omega} v_{t_n}(y)dy = 1,$$

thus by semicontinuity:

$$h \leq |Dv|(\mathbb{R}^n) \leq \liminf_{n \to -\infty} |Dv_{t_n}|(\mathbb{R}^n) \leq \limsup_{t \to 0} |Dv_t|(\mathbb{R}^n) \leq h$$

On the other hand, we have:

$$\liminf_{t \to 0} |Dv_t|(\mathbb{R}^n) = \liminf_{t \to 0} \frac{|Dv_t|(\mathbb{R}^n)}{\int_{\Omega} v_t} \cdot \int_{\Omega} v_t = \liminf_{t \to 0} \frac{|Dv_t|(\mathbb{R}^n)}{\int_{\Omega} v_t} \cdot (1 + o(1)) \geq h$$

thus:

$$\lim_{t \to 0} |Dv_t|(\mathbb{R}^n) = h.$$  

(Because: $|Dv_t|(\mathbb{R}^n) = h_t + o(1)$).

We finally conclude that $g : t \mapsto h_t$ is continuous in 0 and $v \in BV(\Omega)$ is an eigenfunction corresponding to the eigenvalue $h(\Omega)$. 
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Differentiability of $g$ in $0^+$:

Upper estimate:
By taking $w_t = u \circ G_t$ as a test function in the variational characterization of $h(\Omega_t)$, we have:

$$h_t \leq \frac{\int_{\Omega_t} |Dw_t|(\mathbb{R}^n)}{\int_{\Omega_t} w_t} = \frac{\int_{\mathbb{R}^n} |DG_t^c((I + tV)(y))| \cdot |\det D(I + tV)(y)| dy}{\int_{\Omega_t} u(y)|\det D(I + tV)(y)| dy} - h$$  \hspace{1cm} (5.2)

We have:

$$|\det D(I + tV)(y)| = 1 + t \cdot \text{div} V(y) + o(t) \quad \text{(uniformly in } y),$$

and:

$$\left| DG_t((I + tV)(y)) \right|^T \sigma(y) = \left| DG_t\left(y + tV(y)\right) \right|^T \sigma(y)$$

$$= \left| \left[I_n - tDV\left(y + tV(y)\right) \right]^T + o(t) \cdot I_n \right] \sigma(y)$$

$$= \left| \sigma(y) - tDV(y)^T \sigma(y) + o(t) \right|$$

$$= \sqrt{\left| \sigma(y) - tDV(y)^T \sigma(y) + o(t) \right|^2}$$

$$= \sqrt{\left| \sigma(y) \right|^2 - 2t \langle \sigma(y), DV(y) \sigma(y) \rangle + o(t)} + o(t)$$

$$= 1 - t \langle \sigma(y), DV(y) \sigma(y) \rangle + o(t) \quad \text{(uniformly in } y).$$

We then deduce that inequality \textbf{[5.2]} becomes:

$$h_t - h \leq \frac{\int_{\mathbb{R}^n} (\text{div} V - \langle \sigma, DV \sigma \rangle) dy|Du| + o(t)}{1 + t \int_{\Omega} u \cdot \text{div} V + o(t)} - h$$

$$= \frac{t \left( \int_{\mathbb{R}^n} (\text{div} V - \langle \sigma, DV \sigma \rangle) dy|Du| - h \int_{\Omega} u \cdot \text{div} V + o(1) \right)}{1 + t \int_{\Omega} u \cdot \text{div} V + o(t)}.$$  \hspace{1cm} (5.3)

Since this estimate holds for any $u \in X(0)$, we write:

$$\forall u \in X(0), \quad \frac{h_t - h}{t} \leq \frac{\int_{\mathbb{R}^n} (\text{div} V - \langle \sigma, DV \sigma \rangle) dy|Du| - h \int_{\Omega} u \cdot \text{div} V + o(1)}{1 + t \int_{\Omega} u \cdot \text{div} V + o(t)}$$

Thus:

$$\forall u \in X(0), \quad \limsup_{t \to 0^+} \frac{h_t - h}{t} \leq \int_{\mathbb{R}^n} (\text{div} V - \langle \sigma, DV \sigma \rangle) dy|Du| - h \int_{\Omega} u \cdot \text{div} V$$

Finally:

$$\limsup_{t \to 0^+} \frac{h_t - h}{t} \leq \inf_{u \in X(0)} \left( \int_{\mathbb{R}^n} (\text{div} V - \langle \sigma, DV \sigma \rangle) dy|Du| - h \int_{\Omega} u \cdot \text{div} V \right).$$  \hspace{1cm} (5.4)

We consider a subsequence $(t_n)$ of elements of $\mathbb{R}^+$ which decreases to 0, such as:

$$\lim_{n \to +\infty} \frac{h_{t_n} - h}{t_n} = \lim_{n \to +\infty} \frac{h_t - h}{t} \in \mathbb{R} \cup \{-\infty\}.$$

Le computations performed above for the continuity show that up to extracting a subsequence, we can assume that $(u_{t_n})$ converges to $u \in BV(\Omega) \cap X(0)$:

$$\lim_{n \to \infty} |Du_{t_n}|(\mathbb{R}^n) = |Du|(\mathbb{R}^n)$$
Thus by \cite[Proposition 3.13]{7}:

$$\forall \phi \in C_c(\mathbb{R}^n), \quad \int_{\mathbb{R}^n} \phi \cdot d|Du| = \int_{\mathbb{R}^n} \phi \cdot d|Du|$$  \hspace{1cm} (5.5)

**Lower estimate:**

Now, we use $v_{t_n}$ as a test function for $h(\Omega)$:

$$h_{t_n} - h = \int_{\mathbb{R}^n} |Dv_{t_n}| - h \geq \int_{\mathbb{R}^n} \left( (DG_{t_n} \circ (I + t_n V))^T \sigma_{t_n} \right) \left| \det D(I + t_n V) \right| d|Du| - \frac{\int_{\mathbb{R}^n} d|Dv_{t_n}|}{\Omega v_{t_n}}$$

where $\sigma_{t_n}$ is taken such that: $Dv_{t_n} = \sigma_{t_n} |Du|$

Similarly to the case above, we have:

$$h_{t_n} - h \geq \int_{\mathbb{R}^n} |Dv_{t_n}| + t_n \int_{\mathbb{R}^n} \left| \text{div} \left( \sigma_{t_n},DV\sigma \right) \right| d|Du| - \frac{\int_{\mathbb{R}^n} d|Dv_{t_n}|}{\Omega v_{t_n}} + o(t_n).$$

We observe that:

$$\int_{\Omega} v_{t_n} = 1 - \int_{\mathbb{R}^n} u_{t_n} \cdot v + o(t_n) = 1 - t_n \int_{\mathbb{R}^n} u \cdot \text{div} V + o(t),$$

thus, by using the fact that $|Du_{t_n}|(\mathbb{R}^n) = h + o(1)$, we obtain:

$$\frac{\int_{\mathbb{R}^n} d|Dv_{t_n}|}{\Omega v_{t_n}} = \frac{\int_{\mathbb{R}^n} d|Dv_{t_n}|}{\int_{\mathbb{R}^n} d|v| + t_n \left( \int_{\mathbb{R}^n} d|v| \right)} \left( \int_{\Omega} u \cdot \text{div} V \right) + o(t_n)
$$

$$= \frac{\int_{\mathbb{R}^n} d|Dv_{t_n}|}{\int_{\mathbb{R}^n} d|v| + t_n h \int_{\Omega} u \cdot \text{div} V + o(t_n)}.$$

Thus:

$$h_{t_n} - h \geq t_n \left( \int_{\mathbb{R}^n} (\text{div} V - \langle \sigma_{t_n}, DV \sigma \rangle) d|Du| \right) - h \int_{\Omega} u \cdot \text{div} V. $$

By \cite[(5.5)]{} (we took $\phi = \text{div} V \in C_c(\mathbb{R}^n)$), we have:

$$\int_{\mathbb{R}^n} \text{div} V d|Du| = \int_{\mathbb{R}^n} \text{div} V d|Du| + o(1).$$

By Reshetnyak’s Theorem (cf. \cite[Théorème 2.39]{7}), we have:

$$\int_{\mathbb{R}^n} \langle \sigma_{t_n}, DV \sigma \rangle d|Du| \rightarrow \int_{\mathbb{R}^n} \langle \sigma, DV \rangle d|Du|. $$

Finally:

$$\exists u_0 \in X(0), \quad \liminf_{t \to 0^+} \frac{h_t - h}{t} = \lim_{n \to \infty} \frac{h_{t_n} - h}{t_n} \geq \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \rangle \right) d|Du| - h \int_{\Omega} u \cdot \text{div} V. $$

Thus:

$$\exists u_0 \in X(0), \quad \liminf_{t \to 0^+} \frac{h_t - h}{t} \geq \inf_{u \in X(0)} \left( \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \rangle \right) d|Du| - h \int_{\Omega} u \cdot \text{div} V \right) $$

At last, by \cite[(5.4)]{} and \cite[(5.6)]{} we deduce that $g : t \mapsto h_t$ is differentiable in $0^+$ and:

$$\exists u_0 \in X(0), \quad h'(0^+) = \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \rangle \right) d|Du| - h \int_{\Omega} u_0 \cdot \text{div} V$$

$$= \inf_{u \in X(0)} \left( \int_{\mathbb{R}^n} \left( \text{div} V - \langle \sigma, DV \rangle \right) d|Du| - h \int_{\Omega} u \cdot \text{div} V \right),$$

which ends the proof.
5.4 Appendix 2: Validation of Parini’s conjecture [152]

To validate Parini’s conjecture that states that the square minimizes the functional $J_2 : \Omega \mapsto \frac{\lambda_1(\Omega)}{h(\Omega)}$, we randomly generated $10^5$ convex polygons (whose numbers of sides are randomly chosen between 3 and 30) and computed their Cheeger constants (by using the code found in [30]) and their first Dirichlet eigenvalues (by Matlab’s PDEtool). We did not succeed to find a shape that is better than the square. This can be observed in a Blaschke-Santaló diagram: let us consider the one involving the Cheeger constant, the first Dirichlet eigenvalue and the area:

$$\mathcal{D} := \{ (h(\Omega), \lambda_1(\Omega) \mid \Omega \in \mathcal{K}^2 \text{ and } |\Omega| = 1 \}.$$

The conjecture $J_2(\Omega) \geq J_2((0,1)^2)$ is then equivalent to the inclusion:

$$\mathcal{D} \subset \{(x,y) \mid y \geq J_2((0,1)^2) \times x^2\},$$

which is observed in Figure 5.21.

Figure 5.21: Validation of Parini’s conjecture.
Part II

Optimal placement of an obstacle
Chapter 6

Where to place a spherical obstacle so as to maximize the first Steklov eigenvalue?

This chapter is a reprint of the submitted paper Where to place a spherical obstacle so as to maximize the first Steklov eigenvalue? [97].

Abstract

We prove that among all doubly connected domains of $\mathbb{R}^n$ of the form $B_1 \setminus B_2$, where $B_1$ and $B_2$ are open balls of fixed radii such that $B_2 \subset B_1$, the first non-trivial Steklov eigenvalue achieves its maximal value uniquely when the balls are concentric. Furthermore, we show that the ideas of our proof also apply to a mixed boundary conditions eigenvalue problem found in literature.

6.1 Introduction

6.1.1 Optimization of the Steklov eigenvalue

Let $\Omega \subset \mathbb{R}^n$, be a bounded, open set with Lipschitz boundary. In this paper we consider the following Steklov eigenvalue problem for the Laplace operator:

\[
\begin{cases}
\Delta u = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = \sigma u & \text{on } \partial \Omega,
\end{cases}
\]

where $\partial u/\partial n$ is the outer normal derivative of $u$ on $\partial \Omega$. It is well-know that the Steklov spectrum is discrete as long as the trace operator $H^1(\Omega) \to L^2(\partial \Omega)$ is compact, which is the case when the domain has Lipschitz boundary; in other words, in our framework the values of $\sigma$ for which the problem (6.1) admits non-trivial solutions form an increasing sequence of eigenvalues $0 = \sigma_0(\Omega) < \sigma_1(\Omega) \leq \sigma_2(\Omega) \leq \cdots \nearrow +\infty$, known as the Steklov spectrum of $\Omega$.

We are interested in the first non-trivial Steklov eigenvalue, which can be given by a Rayleigh quotient:

\[
\sigma_1(\Omega) = \inf \left\{ \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\partial \Omega} u^2 \, d\sigma} \right\},
\]

where $u \in H^1(\Omega) \setminus \{0\}$ such that $\int_{\partial \Omega} u \, d\sigma = 0$, and the infimum is attained for the corresponding eigenfunctions.
Among classical questions in spectral geometry, there are the problems of minimizing (or maximizing) the Laplace eigenvalues with various boundary conditions and different geometrical and topological constraints. The constraint of volume has been extensively studied in the last years. For example there is the celebrated Faber-Krahn inequality [78] [126], which states that the ball minimizes the first eigenvalue of the Laplacian with Dirichlet boundary condition among domains of fixed volume. There is a similar result for the maximization of the first non-trivial eigenvalue of the Laplacian with Neumann boundary known as the Szego-Weinberger inequality [169] [174]. For the Steklov problem, Brock proved in [46] that the first non-trivial eigenvalue of a lipschitz domain is less than the eigenvalue of the ball with the same volume.

The perimeter constraint is very interesting to study, especially in the case of Steklov eigenvalues. One early result is due to Weinstock [175], who used conformal mapping techniques to prove the following inequality for simply connected planar sets:

$$P(\Omega)\sigma_1(\Omega) \leq P(B)\sigma_1(B),$$

where $P(\Omega)$ stands for the perimeter of $\Omega$ and $B$ a unit ball.

Recently, A. Fraser and R. Schoen proved in [83] that the ball does not maximize the first nonzero Steklov eigenvalue among all contractible domains of fixed boundary measure in $\mathbb{R}^n$ for $n \geq 3$. The proof was inspired from the following formula for the annulus:

$$P(B\setminus\varepsilon B)\frac{1}{1-\varepsilon} \sigma_1(B\setminus\varepsilon B) = P(B)\frac{1}{1-\varepsilon} \sigma_1(B) + \frac{1}{n-1} \varepsilon^{n-1} + o(\varepsilon^{n-1}) > P(B)\frac{1}{1-\varepsilon} \sigma_1(B),$$

where $\varepsilon B = \{ \varepsilon x \mid x \in B \}$.

Note that by studying the variations of the function $\varepsilon \in [0, 1] \mapsto P(B\setminus\varepsilon B)\frac{1}{1-\varepsilon} \sigma_1(B\setminus\varepsilon B)$ one can prove that there exists a unique $\varepsilon_n \in (0, 1)$ such that:

$$\forall \varepsilon \in [0, 1], \quad P(B\setminus\varepsilon B)\frac{1}{1-\varepsilon} \sigma_1(B\setminus\varepsilon B) \leq P(B\setminus\varepsilon_n B)\frac{1}{1-\varepsilon} \sigma_1(B\setminus\varepsilon_n B)$$

This motivates to look at the problem of maximizing $\sigma_1$ among domains with holes and wondering if the spherical shell $B\setminus\varepsilon_n B$ maximizes $\sigma_1$ under perimeter constraint among some class of perforated domains, for example the doubly connected ones. Not long ago, L. R. Quinones used shape derivatives to prove that the annulus $B\setminus\varepsilon_2 B$ is a critical shape of the first non-trivial Steklov eigenvalue among planar doubly connected domains with fixed perimeter (see [159]).

At last, we mention that in contrast with the result in [83], it was recently proven in [51] that the Weinstock inequality is true in higher dimensions in the case of convex sets. Namely, the authors show that for every bounded convex set $\Omega \subset \mathbb{R}^n$ one has:

$$P(\Omega)\frac{1}{1-\varepsilon} \sigma_1(\Omega) \leq P(B)\frac{1}{1-\varepsilon} \sigma_1(B).$$

A natural question arises: can we remove the topological constraints (convexity or simple connectedness in the plane) as for the Laplacian eigenvalues with other boundary conditions ? Does there exist a domain which maximizes $\sigma_1$ under perimeter constraint ? If not can we determine the supremum of $\sigma_1$ on Lipschitz open sets ? In fact, all these questions are still open and the techniques used to deal with other eigenvalues problems don’t apply for Steklov framework, this pushes to seek new methods and makes the problem very challenging.

### 6.1.2 Perforated domains: state of the art

The optimization of the placement of obstacles has interested many authors in the last decades. We briefly point out some classical and recent works in the topic.

Some early results, due to Payne and Weinberger [154] on the one hand and Hersch [114] on the other, are that for some extremum eigenvalue problems with mixed boundary conditions a certain
annulus is the optimal set among multi-connected planar domains, i.e. whose boundary admits more than one component (see also [18]). The main ideas consist in constructing judicious test functions by using the notion of web-functions (see [60] for more details on web functions). These ideas were very recently used and adapted for other similar problems (see [10, 150]). A classical family of obstacle problems that attracted a lot of attention was to find the best emplacement of a spherical hole inside a ball that optimizes the value of a given spectral functional (see [16], section (9)). An early result in this direction is that the first Dirichlet eigenvalue is maximal when the spherical obstacle is in the center of the larger ball. The proof is based on shape derivatives (see [106, Theorem 2.5.1]) and on a reflection and domain monotonicity arguments, followed by the use of the boundary maximum principle. These arguments have been applied in greater generality by many authors: in [160] Ramam and Shivakumar proved this result in dimension 2, in [123] Kesavan gave a generalization to higher dimensions and showed a similar result for the Dirichlet energy, then Harrell, Kröger, and Kurata managed in [105] to replace the exterior ball by a convex set which is symmetric with respect to a given hyperplane. In the same spirit, El Soufi and Kiwan proved in [75] that the second Dirichlet eigenvalue is also maximal when the balls are concentric. Furthermore, many authors considered mixed boundary conditions problems, for instance in [2], while studying the internal stabilizability for a reaction–diffusion problem modeling a predator–prey system, the authors are led to consider an obstacle shape optimization problem for the first laplacian eigenvalue with mixed Dirichlet-Neumann boundary conditions. Another interesting work in the same direction is due to Bonder, Groisman and Rossi, who studied the so called Sobolev trace inequality (see [27, 76]), thus they were interested in the optimization of the first nontrivial eigenvalue of an elliptic operator with mixed Steklov-Dirichlet boundary conditions among perforated domains: the existence and regularity of an optimal hole are proved in [80, 81], and by using shape derivatives it is shown that annulus is a critical but not an optimum shape (see [80]). At last, we point out the recent paper [172], where the author considers the first eigenvalue of the Laplace operator with mixed Steklov-Dirichlet boundary conditions.

Many examples stated in the last paragraph deal with linear operators eigenvalues in the special case of doubly connected domains with spherical outer and inner boundaries. The question we are treating in this paper belongs to this family of problems. Yet, it is also natural to seek for generalizations and the literature is quite rich of works treating more general cases: for results on linear operators with more general shapes of the domain and the obstacle in the euclidean case we refer to [73, 74, 96, 109, 123], on the other hand, many results for manifolds were obtained by Anisa and Aithal [8] in the setting of space-forms (complete simply connected Riemannian manifolds of constant sectional curvature), by Anisa and Vemuri [77] in the setting of rank 1 symmetric spaces of non-compact type and by Aithal and Raut [3] in the case of punctured regular polygons in two dimensional space forms. As for the case of non-linear operators we refer to the interesting progress made for the $p$-Laplace operator (see [9, 56]).

### 6.1.3 Results of the paper

In this paper, we are interested in finding the optimal placement of a spherical obstacle in a given ball so that the first non-trivial Steklov eigenvalue is maximal.

Our main result is stated as follows:

**Theorem 21.** Among all doubly connected domains of $\mathbb{R}^n$ ($n \geq 2$) of the form $B_1 \setminus B_2$, where $B_1$ and $B_2$ are open balls of fixed radii such that $B_2 \subset B_1$, the first non-trivial Steklov eigenvalue achieves its maximal value uniquely when the balls are concentric.

In [172], the authors consider a mixed Steklov-Dirichlet eigenvalue problem. They prove that the first non-trivial eigenvalue is maximal when the balls are concentric in dimensions larger or equal than 3 (cf. Theorem 1 [172]) and remark that the planar case remains open (cf. Remark 2). We show that the ideas developed in this paper allow us to give an alternative and simpler proof of Theorem 1 [172]. Then we extend this result to the planar case.
Theorem 22. Among all doubly connected domains of \( \mathbb{R}^n \) (\( n \geq 2 \)) of the form \( B_1 \setminus B_2 \), where \( B_1 \) and \( B_2 \) are open balls of fixed radii such that \( B_2 \subset B_1 \), the first non-trivial eigenvalue of the problem

\[
\begin{aligned}
\Delta u &= 0 \quad \text{in } B_1 \setminus B_2, \\
\partial_n u &= \tau u \quad \text{on } \partial B_1,
\end{aligned}
\]

achieves its maximal value uniquely when the balls are concentric.

This paper is organized in 3 parts. First, we give the proof of Theorem 21. Then we use the ideas developed in section 6.2 to give a new proof of [172, Theorem 1] and tackle the planar case which was up to our knowledge still open. Finally, the Appendix is devoted to the computation of the Steklov eigenvalues and eigenfunctions of the spherical shell and the determination of the first non-trivial Steklov eigenvalue (Theorem 23) via a monotonicity result (Lemma 11).

6.2 Proof of Theorem 21

By invariance with respect to rotations and translations and scaling properties of \( \sigma_1 \), we can reformulate the problem as follows:

We assume that the obstacle \( B_2 \) is the open ball of radius \( a \in (0, 1) \) centred at the origin 0 and \( B_1 = y_d + B \), where \( B \) is the unit ball centred in 0, \( y_d := (0, \ldots, 0, d) \in \mathbb{R}^n \) and \( d \in [0, 1 - a) \). What is the value of \( d \) such that \( \sigma_1(B_1 \setminus B_2) \) is maximal ?

For every \( d \in [0, 1 - a) \), we denote \( \Omega_d := (y_d + B) \setminus aB \) (see Figure 6.1).

It is sufficient to prove that:

\[ \forall d \in (0, 1 - a), \quad \sigma_1(\Omega_0) > \sigma_1(\Omega_d). \]

The proof is based on the following Proposition:

Proposition 18. There exists a function \( f_n \in H^1(\mathbb{R}^n \setminus B_2) \) satisfying:

1. \( f_n \) is an eigenfunction associated to \( \sigma_1(\Omega_0) \) and can be used as a test function in the variational definition of \( \sigma_1(\Omega_d) \).

2. \( \int_{\Omega_d} |\nabla f_n|^2 dx \leq \int_{\Omega_0} |\nabla f_n|^2 dx \), with equality if and only if \( d = 0 \).

3. \( \int_{\partial \Omega_d} f_n^2 d\sigma \geq \int_{\partial \Omega_0} f_n^2 d\sigma \), with equality if and only if \( d = 0 \).

Using Proposition 18 we conclude as follows:

\[ \forall d \in (0, 1 - d), \quad \sigma_1(\Omega_d) \leq \frac{\int_{\Omega_d} |\nabla f_n|^2 dx}{\int_{\partial \Omega_d} f_n^2 d\sigma} \leq \frac{\int_{\Omega_0} |\nabla f_n|^2 dx}{\int_{\partial \Omega_0} f_n^2 d\sigma} = \sigma_1(\Omega_0). \]

This proves Theorem 21.

6.2.1 Proof of the first assertion of Proposition 18

The first eigenvalue of the spherical shell \( \Omega_0 \) is computed in Theorem 23. It is also proven that its multiplicity is equal to \( n \) and the corresponding eigenfunctions are:

\[ u_n : \mathbb{R}^n \rightarrow \mathbb{R}, \quad x = (x_1, \ldots, x_n) \mapsto x_i \left( 1 + \frac{\mu_{\sigma_n}}{|x|^2} \right) \]
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Where \( i \in [1, n] \) and \( \mu_{\sigma, n} = \frac{1 - \sigma_1(\Omega_0)}{n + \sigma_1(\Omega_0) - 1} \).

Take \( i \in [1, n - 1] \). Since \( \Omega_d \) is symmetrical to the hyperplane \( \{ x_i = 0 \} \), we have:

\[
\int_{\partial \Omega_d} u_i^n d\sigma = \int_{\partial \Omega_d \cap \{ x_i \geq 0 \}} u_i^n d\sigma + \int_{\partial \Omega_d \cap \{ x_i \leq 0 \}} u_i^n d\sigma,
\]

\[
= \int_{\partial \Omega_d \cap \{ x_i \geq 0 \}} u_i^n d\sigma - \int_{\partial \Omega_d \cap \{ x_i \leq 0 \}} u_i^n d\sigma \quad \text{(because \( u_i^n(x_1, \ldots, -x_i, \ldots, x_n) = -u_i^n(x_1, \ldots, x_i, \ldots, x_n) \))}
\]

\[
= 0.
\]

Thus, every eigenfunction \( u_i^n \) (where \( i \in [1, n - 1] \)) can be taken as a test function in the variational definition of \( \sigma_1(\Omega_d) \) (note that this is not the case for \( u_n^n \)). This proves the first assertion of Proposition 18.

6.2.2 Spherical coordinates and preliminary computations

Since the shapes considered are described by spheres, it is more convenient to work with the spherical coordinates instead of the Cartesian ones.

We set:

\[
x_1 = r \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{n-2} \sin \theta_{n-1}
x_2 = r \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{n-2} \cos \theta_{n-1}
\]

\[
\vdots
\]

\[
x_{n-1} = r \sin \theta_1 \cos \theta_2
\]

\[
x_n = r \cos \theta_1
\]

where \( (r, \theta_1, \ldots, \theta_{n-1}) \in \mathbb{R}^+ \times [0, \pi] \times \cdots \times [0, \pi] \times [0, 2\pi] \).

Since, every eigenfunction \( u_i^n \) (where \( i \in [1, n - 1] \)) can be used as a test function in the variational definition of \( \sigma_1(\Omega_d) \), we chose to take \( f_n = u_n^{n-1} \) (see Remark 14).

Using spherical coordinates, we write:

\[
f_2 : \mathbb{R}^+ \times [0, 2\pi] \rightarrow \mathbb{R}
\]

\[
(r, \theta_1) \mapsto \sin \theta_1 \left( r + \frac{\mu_{\sigma, n}}{r} \right),
\]

and for \( n \geq 3 \):

\[
f_n : \mathbb{R}^+ \times [0, \pi] \times \cdots \times [0, \pi] \times [0, 2\pi] \rightarrow \mathbb{R}
\]

\[
(r, \theta_1, \ldots, \theta_{n-1}) \mapsto \sin \theta_1 \cos \theta_2 \left( r + \frac{\mu_{\sigma, n}}{r} \right)
\]

Remark 14. The choice of the test function \( f_n = u_n^{n-1} \) between all \( u_n^n (i \in [1, n-1]) \) is motivated by the will to have less variables to deal with while computing the gradient (see section 6.2.3). Nevertheless, one should note that all these functions satisfy the three assertions of Proposition 18.

The following Figure [6.2.2] shows the perforated domains \( \Omega_0 \) and \( \Omega_d \), the angle \( \theta_1 \) and the radius \( R_d(\theta_1) \) which plays an important role in the upcoming computations.
Let \( M \in \partial(y_d + B) \), by using Al-Kashi’s formula on the triangle \( 0y_dM \), we have:

\[
1^2 = d^2 + R_d^2(\theta_1) - 2dR_d(\theta_1)\cos\theta_1
\]

By solving the equation of second degree satisfied by \( R_d(\theta_1) \) we get two roots \( d\cos\theta_1 \pm \sqrt{1 - d^2\sin^2\theta_1} \). The lower one being negative due to the fact that \( d \in [0, 1) \), we deduce that:

\[
R_d(\theta_1) = d\cos\theta_1 + \sqrt{1 - d^2\sin^2\theta_1}.
\]

We compute the first derivative of \( R_d \), which appears in the area element when integrating on \( \partial\Omega_d \) (more precisely on \( \partial(y_d + B) \)).

\[
R'_d(\theta_1) = -d\sin\theta_1 - \frac{d^2\sin\theta_1\cos\theta_1}{\sqrt{1 - d^2\sin^2\theta_1}} = -\frac{d\sin\theta_1}{\sqrt{1 - d^2\sin^2\theta_1}} \times (d\cos\theta_1 + \sqrt{1 - d^2\sin^2\theta_1})
\]

With straightforward computations, we get the important equalities:

\[
\sqrt{R^2_d(\theta_1) + R'^2_d(\theta_1)} = 1 + \frac{d\cos\theta_1}{\sqrt{1 - d^2\sin^2\theta_1}} = \frac{R_d(\theta_1)}{\sqrt{1 - d^2\sin^2\theta_1}}.
\]

6.2.3 Proof of the second assertion of Proposition 18

We compute the gradient of \( f_n \) in the spherical coordinates and calculate the \( L^2 \)-norm of its gradient on \( \Omega_d \).

For \( n = 2 \), we have:

\[
\nabla f_2(r, \theta_1) = \begin{bmatrix}
\frac{\partial f}{\partial \theta_1} \\
\frac{1}{r} \frac{\partial f}{\partial r}
\end{bmatrix} = \begin{bmatrix}
\sin\theta_1 \left( 1 - \frac{\mu^2}{r^2} \right) \\
\cos\theta_1 \left( 1 + \frac{\mu^2}{r^2} \right)
\end{bmatrix}
\]
then:

\[
\int_{\Omega_d} |\nabla f_2|^2 \, dx = \int_{\theta_1=0}^{2\pi} \int_{r=a}^{R_d(\theta_1)} \left[ \sin^2 \theta_1 \left( 1 - \frac{\mu_{\sigma,2}}{r^2} \right)^2 + \sin^2 \theta_1 \left( 1 - \frac{\mu_{\sigma,2}}{r^2} \right)^2 \right] r \, dr \, d\theta_1,
\]

\[
= \int_{\theta_1=0}^{2\pi} \int_{r=a}^{R_d(\theta_1)} \left[ r + 2\mu_{\sigma,2} \left( \cos^2 \theta_1 - \sin^2 \theta_1 \right) \frac{1}{r} + \frac{\mu_{\sigma,2}}{r^3} \right] \, dr \, d\theta_1,
\]

\[
= \int_{\theta_1=0}^{2\pi} \left( \frac{R_d^2(\theta_1)}{2} - \frac{a^2}{2} - 2\mu_{\sigma,2} \left( \cos^2 \theta_1 - \sin^2 \theta_1 \right) \ln R_d(\theta_1) - \frac{\mu_{\sigma,2}^2}{2} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^2} \right) \right) \, d\theta_1.
\]

In the same spirit, for \( n \geq 3 \), we have:

\[
\nabla f_n(r, \theta_1, \ldots, \theta_{n-1}) = \begin{bmatrix}
\frac{\partial f}{\partial r} \\
\frac{1}{r} \frac{\partial f}{\partial \theta_1} \\
\frac{1}{r \sin \theta_1} \frac{\partial f}{\partial \theta_2} \\
\vdots \\
\frac{1}{r \sin \theta_1 \cdots \sin \theta_{n-2}} \frac{\partial f}{\partial \theta_{n-1}}
\end{bmatrix} = \begin{bmatrix}
\sin \theta_1 \cos \theta_2 \left( 1 - \frac{(n-1)\mu_{\sigma,u}}{r^n} \right) \cos \theta_1 \cos \theta_2 (1 + \frac{\mu_{\sigma,u}}{r^n}) \\
\cos \theta_1 \cos \theta_2 (1 + \frac{\mu_{\sigma,u}}{r^n}) - \sin \theta_2 (1 + \frac{\mu_{\sigma,u}}{r^n}) \\
\vdots \\
0
\end{bmatrix}.
\]

For \( p \in \mathbb{N} \), we introduce \( I_p := \int_0^\pi \sin^p t \, dt \), which is the double of the classical Wallis integral. These integrals satisfy the essential recursive property:

\[
\forall p \in \mathbb{N}, \quad I_{p+2} = \frac{p+1}{p+2} I_p. \quad (6.3)
\]

We compute:

\[
A_1^n(d) = \int_{\partial B_d} |\nabla f_n|^2 \, dx
\]

\[
= 2 \int_{\theta_1=0}^{\pi} \cdots \int_{\theta_{n-1}=0}^{\pi} \int_{r=a}^{R_d(\theta_1)} \sin^2 \theta_1 \cos^2 \theta_2 \left( 1 - \frac{(n-1)\mu_{\sigma,n}}{r^n} \right)^2 r^{n-1} \times \prod_{i=1}^{n-2} \sin^{n-i} \theta_i \, dr \, d\theta_1 \ldots d\theta_{n-1}
\]

\[
= 2 \prod_{k=0}^{n-4} I_k \int_{\theta_2=0}^{\pi} \cos^2 \theta_2 \sin^{-3} \theta_2 \, d\theta_2 \int_{\theta_1=0}^{\pi} \sin^n \theta_1 \int_{r=a}^{R_d(\theta_1)} \left( r^{n-1} - \frac{2(n-1)\mu_{\sigma,n} a^n}{r} + \frac{(n-1)^2 \mu_{\sigma,n}^2}{r^{n+1}} \right) \, dr \, d\theta_1
\]

\[
= 2 \prod_{k=0}^{n-4} I_k (I_{n-3} - I_{n-1}) \times
\]

\[
\int_{\theta_1=0}^{\pi} \sin^n \theta_1 \left( \frac{R_d^2(\theta_1) - a^n}{n} - 2(n-1)\mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) \right) - \frac{(n-1)^2 \mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \) \, d\theta_1
\]

\[
= 2 \prod_{k=0}^{n-3} I_k \times
\]

\[
\int_{\theta_1=0}^{\pi} \sin^n \theta_1 \left( \frac{R_d^2(\theta_1) - a^n}{n} - 2(n-1)\mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) \right) - \frac{(n-1)^2 \mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \) \, d\theta_1.
\]
where we used (6.3) for the last equality.

\[ A_n^2(d) = \int_{\partial B_d} |\nabla f_n|^2 dx, \]

\[ = 2 \left( \prod_{k=0}^{n-4} I_k \right) (I_{n-3} - I_{n-1}) \times \]

\[ \int_{\theta_1=0}^{\pi} \cos^2 \theta_1 \sin^{n-2} \theta_1 \left( \frac{R_n^1(\theta_1) - a^n}{n} + 2 \mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) - \frac{\mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \right) d\theta_1, \]

\[ = \frac{2}{n-1} \left( \prod_{k=0}^{n-3} I_k \right) \times \]

\[ \int_{\theta_1=0}^{\pi} \sin^{n-2} \theta_1 \left( \frac{R_n^1(\theta_1) - a^n}{n} + 2 \mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) - \frac{\mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \right) d\theta_1, \]

then:

\[ A_n^3(d) = \int_{\partial B_d} |\nabla f_n|^3 dx \]

\[ = 2 \left( \prod_{k=0}^{n-4} I_k \right) I_{n-1} \times \]

\[ \int_{\theta_1=0}^{\pi} \sin^{n-2} \theta_1 \left( \frac{R_n^1(\theta_1) - a^n}{n} + 2 \mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) - \frac{\mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \right) d\theta_1, \]

\[ = \frac{2(n-2)}{n-1} \left( \prod_{k=0}^{n-3} I_k \right) \times \]

\[ \int_{\theta_1=0}^{\pi} \sin^{n-2} \theta_1 \left( \frac{R_n^1(\theta_1) - a^n}{n} + 2 \mu_{\sigma,n} \ln \left( \frac{R_d(\theta_1)}{a} \right) - \frac{\mu_{\sigma,n}^2}{n} \times \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) \right) d\theta_1. \]

We decompose the integral in three parts:

\[ \int_{\Omega_d} |\nabla f|^2 dx = A_1^1(d) + A_2^2(d) + A_3^3(d) = 2 \frac{(n-3)}{(n-1)} \left( \prod_{k=0}^{n-3} I_k \right) \left( (n-1)W_1^n(d) + 2 \mu_{\sigma,n} W_2^n(d) \right) \]

\[ = \frac{2}{n-1} \left( \prod_{k=0}^{n-3} I_k \right) \left( (n-1)W_1^n(d) + 2 \mu_{\sigma,n} W_2^n(d) - \frac{\mu_{\sigma,n}^2}{n} W_3^n(d) \right), \]

where:

\[ W_1^n(d) = \int_0^{\pi} \sin^{n-2} \theta_1 (R_n^1(\theta_1) - a^n) d\theta_1 \]

\[ W_2^n(d) = \int_0^{\pi} \phi_n(\theta_1) \ln \left( \frac{R_d(\theta_1)}{a} \right) d\theta_1, \quad \text{with: } \phi_n(\theta_1) = -n \sin^n \theta_1 + (n-1) \sin^{n-2} \theta_1 \]

\[ W_3^n(d) = \int_0^{\pi} \psi_n(\theta_1) \left( \frac{1}{R_d^2(\theta_1)} - \frac{1}{a^n} \right) d\theta_1, \quad \text{with: } \psi_n(\theta_1) = n(n-2) \sin^n \theta_1 + (n-1) \sin^{n-2} \theta_1 \geq 0 \]

Note that the equality (6.4) applies also for the planar case. From now on, we take \( n \geq 2 \).
In the following Lemma, we study \( W_k^n(d) \) for each \( k \in \{1, 2, 3\} \).

**Lemma 9.** For every \( n \geq 2 \) and every \( d \in [0, 1-a] \):

1. \( W_1^n(d) = W_1^n(0) \).

2. \( W_2^n(d) = 0 \).

3. \( W_3^n(d) \geq W_3^n(0) \), with equality if and only of \( d = 0 \).

**Proof.** 1. The idea is to see that the quantities \( W_1^n(0) \) and \( W_1^n(d) \) can be interpreted (up to a multiplicative constant) as volumes of the unit balls \( B \) and \( yd + B \) in \( \mathbb{R}^n \). Then, since the measure is invariant by translations, we get the equality.

We have:

\[
W_1^n(d) = \int_{0}^{\pi} \sin^{n-2} \theta_1 (R_2^n(\theta_1) - a^n) d\theta_1
\]

\[
= \frac{n}{\prod_{k=0}^{n-3} I_k} \times 2 \int_{\theta_1=0}^{\pi} \ldots \int_{\theta_{n-1}=0}^{\pi} \int_{r=a}^{R_d(\theta_1)} 1 \times r^{n-1} \prod_{i=1}^{n-2} \sin^{n-1-i} \theta_i dr d\theta_1 \ldots d\theta_{n-1}
\]

\[
= \frac{n}{\prod_{k=0}^{n-3} I_k} \times 2 \int_{\theta_1=0}^{\pi} \ldots \int_{\theta_{n-1}=0}^{\pi} \int_{r=a}^{1} 1 \times r^{n-1} \prod_{i=1}^{n-2} \sin^{n-1-i} \theta_i dr d\theta_1 \ldots d\theta_{n-1}
\]

\[
= W_1^n(0).
\]

2. We remark that for every \( \theta_1 \in (0, \pi) \) one has \( \phi_n(\pi - \theta_1) = \phi_n(\theta_1) \), thus:

\[
W_2(d) = \int_{0}^{\pi} \phi_n(\theta_1) \ln \left( \frac{R_d(\theta_1)}{a} \right) d\theta_1 + \int_{\pi}^{2\pi} \phi_n(\theta_1) \ln \left( \frac{R_d(\theta_1)}{a} \right) d\theta_1
\]

\[
= \int_{0}^{\pi} \phi_n(\theta_1) \ln \left( \frac{d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1}}{a} \right) d\theta_1 + \int_{0}^{\pi} \phi_n(\theta_1) \ln \left( \frac{-d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1}}{a} \right) d\theta_1
\]

\[
= \int_{0}^{\pi} \phi_n(\theta_1) \ln \left( \frac{d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1}}{a^2} \right) \times (-d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1}) d\theta_1
\]

\[
= \ln \left( \frac{1 - d^2}{a^2} \right) \times \int_{0}^{\pi} \phi_n(\theta_1) d\theta_1 = \ln \left( \frac{1 - d^2}{a^2} \right) \times \int_{0}^{\pi} (-n \sin^n \theta_1 + (n-1) \sin^{n-2} \theta_1) d\theta_1
\]

\[
= \frac{1}{2} \ln \left( \frac{1 - d^2}{a^2} \right) \times (-nI_n + (n-1)I_{n-2}) = 0 \quad \text{by (0.3)}
\]

3. We have:

\[
W_3(d) = \int_{\theta_1=0}^{\pi} \psi_n(\theta_1) \left( \frac{1}{d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1}} - \frac{1}{a^n} \right) d\theta_1
\]

\[
\geq \int_{\theta_1=0}^{\pi} \psi_n(\theta_1) \left( \frac{1}{(d \cos \theta_1 + 1)^n} - \frac{1}{a^n} \right) d\theta_1 =: G(d) \geq G(0) = W_3(0)
\]
Inequality \( G(d) \geq G(0) \) is a consequence of the monotonicity of the function \( G \) and equality occurs if and only if \( d = 0 \). Indeed for every \( d \in (0, 1 - a) \):

\[
G'(d) = \int_0^\pi -n\psi_n(\theta_1) \frac{\cos \theta_1}{(d \cos \theta_1 + 1)^{n+1}} d\theta_1 \\
= \int_0^{\pi/2} -n\psi_n(\theta_1) \frac{\cos \theta_1}{(d \cos \theta_1 + 1)^{n+1}} d\theta_1 + \int_{\theta_1 = \pi/2}^\pi -n\psi_n(\theta_1) \frac{\cos \theta_1}{(d \cos \theta_1 + 1)^{n+1}} d\theta_1 \\
= n \int_0^{\pi/2} \psi_n(\theta_1) \cos \theta_1 \left( \frac{1}{(1 - d \cos \theta_1)^{n+1}} - \frac{1}{(1 + d \cos \theta_1)^{n+1}} \right) d\theta_1 \\
> 0 \quad (\text{because } \forall \theta_1 \in (0, \pi/2), \quad \psi_n(\theta_1) \cos \theta_1 > 0 \quad \text{and} \quad (1 + d \cos \theta_1)^{n+1} > (1 - d \cos \theta_1)^{n+1})
\]

Using the results of Lemma 9 we get:

\[
\int_{\Omega_d} |\nabla f|^2 \, dx = \frac{2}{n-1} \left( \prod_{k=0}^{n-3} I_k \right) \left( (n-1)W_1^n(d) + 2\mu_{\sigma,n}W_2^n(d) - \frac{\mu_{\sigma,n}^2}{n}W_3^n(d) \right) \\
\leq \frac{2}{n-1} \left( \prod_{k=0}^{n-3} I_k \right) \left( (n-1)W_1^n(0) + 2\mu_{\sigma,n}W_2^n(0) - \frac{\mu_{\sigma,n}^2}{n}W_3^n(0) \right) = \int_{\Omega_0} |\nabla f|^2 \, dx,
\]

with equality if and only if \( d = 0 \). This proves the second assertion of Proposition 18.

### 6.2.4 Proof of the third assertion of Proposition 18

Take \( n \geq 2 \), we have:

\[
\int_{\partial(y_d + B)} f^2 \, d\sigma = 2 \int_{\theta_1 = 0}^{\pi} \ldots \int_{\theta_{n-2} = 0}^{\pi} \int_{\theta_{n-1} = 0}^{\pi} f_n^2(r, \theta_1, ..., \theta_{n-1}) \times R_d^{n-2}(\theta_1) \prod_{i=1}^{n-2} \sin^{n-1-i} \theta_i \times \sqrt{R_d^2(\theta_1) + R_d^2(\theta_1)} \, d\theta_1 \ldots d\theta_n,
\]

\[
= \left( \prod_{k=2}^{n-1} I_k \right) \int_0^{\pi} \left( R_d(\theta_1) + \frac{\mu_{\sigma,n}}{R_d(\theta_1)} \right)^2 \times R_d^{n-2}(\theta_1) \sin^n \theta_1 \times \sqrt{R_d^2(\theta_1) + R_d^2(\theta_1)} \, d\theta_1 \\
= \left( \prod_{k=2}^{n-1} I_k \right) \int_0^{\pi} \left( R_d^n(\theta_1) + 2\mu_{\sigma,n} + \frac{\mu_{\sigma,n}^2}{R_d(\theta_1)} \right) \sin^n \theta_1 \times \sqrt{R_d^2(\theta_1) + R_d^2(\theta_1)} \, d\theta_1 \\
= \left( \prod_{k=2}^{n-1} I_k \right) \times \left( V_1^n(d) + 2\mu_{\sigma,n}(I_n + V_2^n(d)) + \mu_{\sigma,n}^2 V_3^n(d) \right)
\]

where:

\[
\begin{align*}
V_1^n(d) &= \int_0^{\pi} \sin^n \theta_1 R_d^n(\theta_1) \sqrt{R_d^2(\theta_1) + R_d^2(\theta_1)} \, d\theta_1 \\
V_2^n(d) &= \int_0^{\pi} \sin^n \theta_1 \frac{d \cos \theta_1}{\sqrt{1 - d^2 \sin^2 \theta_1}} \, d\theta_1 \quad \text{(by using (6.2))} \\
V_3^n(d) &= \int_0^{\pi} \frac{\sin^n \theta_1}{R_d^{n-1}(\theta_1) \sqrt{1 - d^2 \sin^2 \theta_1}} \, d\theta_1 \quad \text{(by using (6.2))}
\end{align*}
\]
Let us prove the following Lemma:

**Lemma 10.** For every \( n \geq 1 \) and every \( d \in [0, 1 - a) \):

1. \( V^n_1(d) = V^n_1(0) \).
2. \( V^n_2(d) = 0 \).
3. \( V^n_3(d) \geq V^n_3(0) \), with equality if and only if \( d = 0 \).

**Proof.**

1. Take \( B \) the unit ball of \( \mathbb{R}^{n+2} \) centred in 0 and \( y_d = (0, \ldots, 0, d) \in \mathbb{R}^{n+2} \).

In the same spirit of the proof of the assertion 1 of Lemma 9, the idea is to see that the quantities \( V^n_1(0) \) and \( V^n_1(d) \) can be interpreted (up to a multiplicative constant) as perimeters of \( B \) and \( y_d + B \). Then, since the perimeter is invariant by translations we get the equality.

We have:

\[
V^n_1(d) = \int_0^\pi \sin^n \theta R^2_1(\theta_1) \sqrt{R^2_1(\theta_1) + R^2_2(\theta_1)} d\theta_1
\]

\[
= \frac{1}{2 \prod_{k=0}^{n-1} I_k} \times \int_0^{\pi} \ldots \int_0^{\pi} 1 \times \frac{R^2_1(\theta_1) \sqrt{R^2_1(\theta_1) + R^2_2(\theta_1)} \prod_{i=1}^n \sin^{n+1-i} \theta_i d\theta_1 \ldots d\theta_n}{2 \prod_{k=0}^{n-1} I_k} \times P(y + B) = \frac{1}{2 \prod_{k=0}^{n-1} I_k} \times P(B) = V^n_1(0)
\]

2. We compute:

\[
V^n_2(d) = \int_0^\pi \sin^n \theta_1 \frac{d \cos \theta_1}{\sqrt{1 - d^2 \sin^2 \theta_1}} d\theta_1 + \int_0^\pi \sin^n \theta_1 \frac{d \cos \theta_1}{\sqrt{1 - d^2 \sin^2 \theta_1}} d\theta_1
\]

\[
= \int_0^\pi \sin^n \theta_1 \frac{d \cos \theta_1}{\sqrt{1 - d^2 \sin^2 \theta_1}} d\theta_1 - \frac{d \cos \theta_1}{\sqrt{1 - d^2 \sin^2 \theta_1}} \sin t dt
\]

\[
= 0
\]

3. We have:

\[
V^n_3(d) = \int_0^\pi \frac{\sin^n \theta_1}{(d \cos \theta_1 + \sqrt{1 - d^2 \sin^2 \theta_1})^{n-1}} d\theta_1
\]

\[
\geq \int_0^\pi \frac{\sin^n \theta_1}{(d \cos \theta_1 + 1)^{n-1}} d\theta_1 =: H(d) \geq H(0) = V^n_3(0)
\]

Inequality \( H(d) \geq H(0) \) follows from the monotonicity of \( H \) and is an equality if and only if \( d = 0 \). This can be proven with the same method used for \( G \) in the previous section.

\( \square \)

Using the results of Lemma 10 we get:

\[
\int_{\partial \Omega_2} f^2 d\sigma = \left( 2 \prod_{k=2}^{n-1} I_k \right) \times (V^n_1(d) + 2\mu_{\sigma, n}(I_n + V^n_2(d)) + \mu^2_{\sigma, n} V^n_3(d)) + \int_{\partial(aB)} f^2 d\sigma
\]

\[
\geq \left( 2 \prod_{k=2}^{n-1} I_k \right) \times (V^n_1(0) + 2\mu_{\sigma, n}(I_n + V^n_2(0)) + \mu^2_{\sigma, n} V^n_3(0)) + \int_{\partial(aB)} f^2 d\sigma
\]

\[
= \int_{\partial \Omega_2} f^2 d\sigma.
\]

which proofs the third assertion of Proposition 18.
6.3 The Dirichlet-Steklov problem

In this section, we show that the ideas of our proof in section 6.2 also apply to the problem considered in [172]. Thus, we give an alternative proof of Theorem 1 [172] which deals with \( n \geq 3 \) and tackle the planar case which was to our knowledge still open (Remark 2 [172]).

Let \( n \geq 2 \) and \( B_1 \) be an open ball in \( \mathbb{R}^n \) and \( B_2 \) be an open ball contained in \( B_1 \). We are interested in the eigenvalue problem

\[
\begin{cases}
\Delta u = 0 & \text{in } B_1 \setminus B_2, \\
u = 0 & \text{on } \partial B_2, \\
\frac{\partial u}{\partial n} = \tau u & \text{on } \partial B_1,
\end{cases}
\]

The first eigenvalue of \( B_1 \setminus B_2 \) is given by the following Rayleigh quotient:

\[
\tau_1(B_1 \setminus B_2) = \inf \left\{ \frac{\int_{B_1 \setminus B_2} |\nabla u|^2 \, dx}{\int_{\partial B_1} u^2 \, d\sigma} \right\} \quad u \in H^1(\Omega) \setminus \{0\} \text{ such that } u = 0 \text{ on } \partial B_2
\]

As stated in Theorem [22], the eigenvalue \( \tau_1 \) is maximal when the balls are concentric. As for the case of pure Steklov boundary condition, we can assume without loss of generality that the obstacle \( B_2 \) is the open ball of radius \( a \in (0,1) \) centred at the origin 0 and \( B_1 = y_d + B \), where \( B \) is the unit ball centred in 0. We use the notations introduced in section 6.2.

Using separation of variables S. Verma and G. Santhanam proved that the first eigenfunction \( g_n \) of the spherical shell \( \Omega_0 \) is given by:

\[
g_n(r, \theta_1, \ldots, \theta_{n-1}) = \begin{cases} 
\ln r - \ln a & \text{if } n = 2 \\
\frac{1}{\sqrt{a}} - \frac{1}{\sqrt{r}} & \text{if } n \geq 3
\end{cases}
\]

6.3.1 A key Proposition

Here also, Theorem [22] is an immediate consequence of the following Proposition:

**Proposition 19.** Let \( n \geq 2 \), we have:

1. \( g_n \) can be used as a test function in the variational definition of \( \tau_1(\Omega_d) \).

2. \( \int_{\Omega_d} |\nabla g_n|^2 \, dx \leq \int_{\Omega_0} |\nabla g_n|^2 \, dx \).

3. \( \int_{\partial(y_d + B)} g_n^2 \, d\sigma \geq \int_{\partial B} g_n^2 \, d\sigma \), with equality if and only if \( d = 0 \).

**Proof.** This Proposition has been proved in [172] for the case \( n \geq 3 \).

The first assertion is obvious since \( g_n(a, \theta_1, \ldots, \theta_{n-1}) = 0 \).

As for the second, it has been remarked in [172] page 13, the inequality \( \int_{\Omega_d} |\nabla g_n|^2 \, dx \leq \int_{\Omega_0} |\nabla g_n|^2 \, dx \) is a straightforward consequence of the monotonicity of \( r \rightarrow \frac{\partial g_n}{\partial r} \). Unfortunately, this is not the case for the inequality on the boundary (assertion 3) for which the author needs more computations (see [172] section 2.2).

First, we show that Lemma [10] allows us to give an alternative and simpler proof of the last inequality in the case \( n \geq 3 \), then we prove it in the planar case \( n = 2 \).
Finally, we conclude as before:

\[ \int_{\partial(y_d + B)} g_n^2 \, d\sigma = \left( \frac{n-3}{2} \right) \int_{\partial(y_d + B)} \left( \frac{1}{a_n^2} - \frac{1}{R_d^{n-2}(\theta_1)} \right)^2 R_d^{n-2}(\theta_1) \sin^{n-2} \theta_1 \sqrt{R_d^2(\theta_1) + R_d^2(\theta_1)} \, d\theta_1 \]

\[ = \left( \frac{n-3}{2} \right) \int_{\partial(y_d + B)} \left( \frac{1}{a_n^2} V_1^{n-2}(d) - \frac{2}{a_n^2} (I_{n-2} + V_2^{n-2}(d)) + V_3^{n-2}(d) \right) \, d\sigma \]

\[ \geq \left( \frac{n-3}{2} \right) \int_{\partial(y_d + B)} \left( \frac{1}{a_n^2} V_1^{n-2}(0) - \frac{2}{a_n^2} (I_{n-2} + V_2^{n-2}(0)) + V_3^{n-2}(0) \right) = \int_{\partial B} g_n^2 \, d\sigma \]

Now take \( n = 2 \). We use the following parameterization of the shifted sphere:

\[ y_d + \partial B = \{ M(t) = (\sin t, d + \cos t) \mid t \in [0, 2\pi] \} . \]

Note that: \( |M(t)| = 1 + d^2 + 2d \cos t \). We have:

\[ \int_{\partial(y_d + B)} g_n^2 \, d\sigma = \int_0^{2\pi} (\ln (1 + d^2 + 2d \cos t) - \ln a)^2 \, dt \]

\[ = \int_0^{2\pi} \ln^2 (1 + d^2 + 2d \cos t) dt - 2 \ln a \int_0^{2\pi} \ln (1 + d^2 + 2d \cos t) dt + 2\pi \ln^2 a \]

\[ \geq 2\pi \ln^2 a = \int_{\partial B} g_n^2 \, d\sigma , \]

because:

\[ \int_0^{2\pi} \ln^2 (1 + d^2 + 2d \cos t) dt \geq 0 \quad \text{and} \quad \int_0^{2\pi} \ln (1 + d^2 + 2d \cos t) dt = 0 . \]

Indeed, on the one hand the inequality is obvious and is an equality if and only if \( d = 0 \), on the other hand the second assertion is a special case of a classical Lemma in complex analysis used in the proof of the so called Jensen formula (see for example 4.3.1. [176]).

This ends the proof of the third assertion and the demonstration of Proposition [19].

\[ \square \]

### 6.3.2 Proof of Theorem 22

Finally, we conclude as before:

\[ \tau_1(\Omega_d) \leq \frac{\int_{\Omega_d} |\nabla g_n|^2 \, dx}{\int_{\partial(y_d + B)} g_n^2 \, d\sigma} \leq \frac{\int_{\Omega_d} |\nabla g_n|^2 \, dx}{\int_{\partial B} g_n^2 \, d\sigma} = \tau_1(\Omega_0) , \]

with equality if and only if \( d = 0 \). This ends the proof of Theorem 22.

### 6.4 Appendix

In this appendix we compute the Steklov eigenvalues of the spherical shell \( \Omega_0 = B \setminus aB \subset \mathbb{R}^n \), where \( a \in (0, 1) \). We then prove a monotonicity result on these eigenvalues, which allows us to give the exact value of \( \sigma_1(\Omega_0) \) and its corresponding eigenfunctions.

**Theorem 23.** Let \( n \geq 2 \). The first non-trivial Steklov eigenvalue of the spherical shell \( \Omega_0 = B \setminus aB \subset \mathbb{R}^n \) is:

\[ \sigma_1(\Omega_0) = \frac{(n+1)a^{n+1} + a^n + a + n - 1 - \sqrt{(n+1)a^{n+1} + a^n + a + n - 1)^2 - 4(n-1)a(1-a)^n}}{2a(1-a^n)} . \]
It is of multiplicity \( n \) and the corresponding eigenfunctions are:

\[
\begin{align*}
 u^i_n & : \mathbb{R}^n \rightarrow \mathbb{R} \\
 x = (x_1, \ldots, x_n) & \mapsto x_i \left( 1 + \mu_{\sigma, n} \right),
\end{align*}
\]

where \( i \in [1, n] \) and \( \mu_{\sigma, n} = \frac{1-\sigma(1)}{n+\sigma(1^{-1})} \).

**Remark 15.** Theorem 23 has already been proved for the planar case by B. Dittmar [72] (see also [101]). For higher dimensions, A. Fraser and R. Schoen [83] gave asymptotic formula for the lowest eigenvalues of spherical shells when the hole is vanishing. In this case, it is easy to identify the first eigenvalues (in particular the first one). Unfortunately, this is no longer the case when the hole is not vanishing as explained in sections 6.4.1 and 6.4.2.

### 6.4.1 Computation of the eigenvalues via classical separation of variables technique

Finding the eigenvalues and eigenfunctions of the Laplacian on special domains (balls, rectangles, annulus...) is a classical problem (see for example [99] Section 3). The standard method is to look for eigenfunctions via separation of variables and then prove that they form a complete basis of a convenient function space, this combined with orthogonality properties of the eigenfunctions shows that we didn’t miss any.

Take \( k \in \mathbb{N} \), let us search harmonic functions \( h_k \) of the form

\[
 h_k : \mathbb{R}_+ \times [0, \pi] \times \cdots \times [0, \pi] \times [0, 2\pi] \rightarrow \mathbb{R} \\
 (r, \theta_1, \ldots, \theta_{n-1}) & \mapsto \alpha_k(r) \beta_k(\theta_1, \ldots, \theta_{n-1})
\]

where \( \beta_k \in H^k_0 \) is a spherical harmonic of order \( k \) and \( H^k_0 \) is the set of restrictions of homogeneous harmonic polynomial of degree \( k \) with \( n \) variables on the unit sphere \( \partial B \) (for an introduction to harmonic polynomials we refer to [17] Chapter 5). It is well-known that the set \( H^k_0 \) corresponds to the eigenspace of the Laplace-Beltrami operator \(-\Delta_{\partial B}\) associated to the eigenvalue \( k(k + n - 1) \).

We have:

\[
\Delta h_k = \left( \frac{\partial^2}{\partial r^2} + \frac{n-1}{r} \frac{\partial}{\partial r} + r^{-2} \Delta_{\partial B} \right) h_k = \left( \alpha''_k(r) + \frac{n-1}{r} \alpha'_k(r) - \frac{k(k + n - 1)}{r^2} \alpha_k(r) \right) \beta_k(\theta_1, \ldots, \theta_{n-1}).
\]

The condition \( \Delta h_k = 0 \) implies that \( \alpha_k \) must satisfy the differential equation:

\[
\alpha''_k(r) + \frac{n-1}{r} \alpha'_k(r) - \frac{k(k + n - 1)}{r^2} \alpha_k(r) = 0.
\]

By standard methods of solving ODEs, the solutions of the last equation are given by:

\[
\alpha_0(r) = \begin{cases} 
p_{0,2} + \frac{q_{0,2}}{r} \ln r & \text{if } n = 2 \\
p_{0,n} + \frac{q_{0,n}}{r^{n-2}} & \text{if } n \geq 3,
\end{cases}
\]

and for \( k \geq 1 \):

\[
\alpha_k(r) = p_{k,n} r^k + \frac{q_{k,n}}{r^{k+n-2}},
\]

where \( p_{k,n} \) and \( q_{k,n} \) are constants.

It remains to look for all possible values \( \delta_k \) such that: \( \frac{\partial h_k}{\partial n} = \delta_k h_k \) on \( \partial \Omega_0 \). This equality is equivalent to

\[
\begin{align*}
\alpha'_k(1) &= \delta_k \alpha_k(1), \\
\alpha'_k(a) &= \delta_k \alpha_k(a).
\end{align*}
\]
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As explained in the proof of Proposition 3 of [83], those equalities imply that the possible eigenvalues \( \delta_k \) are solutions of equations of second order.

When \( k = 0 \), we find two eigenvalues: 0 that corresponds to constant eigenfunctions and \( \delta_0 \) that corresponds to a (non-constant) radial one.

\[
\delta_0 = \begin{cases} 
\frac{1+n}{a \ln (1/a)} & \text{if } n = 2 \\
\frac{(n-2)(1+a^{n-1})}{a(1-a^{n-2})} & \text{if } n \geq 3.
\end{cases}
\]

The corresponding (radial) eigenfunction is given by:

\[
h_0(r, \theta, \cdots, \theta_{n-1}) = \begin{cases} 
1 + \delta_0 \ln r & \text{if } n = 2 \\
(2-n) + \frac{\delta_0}{r^{n-2}} & \text{if } n \geq 3.
\end{cases}
\]

On the other hand, as mentioned in [83], when \( k \geq 1 \), one finds two eigenvalues \( \delta_k^{(1)} < \delta_k^{(2)} \) corresponding to the solutions of the following equation:

\[
A_k \delta^2 + B_k \delta + C_k = 0,
\]  
(6.5)

where:

\[
\begin{align*}
A_k &= a - a^{2k+n-1}, \\
B_k &= -(k+n-2)a^{2k+n-1} + ka^{2k+n-2} + ka + k + n - 2, \\
C_k &= (k+n-2)k(1-a^{2k+n-2}).
\end{align*}
\]

We compute the determinant \( \Delta_k \), and use the fact that \( a \in (0,1) \) to check that \( \Delta_k > 0 \):

\[
\Delta_k = B_k^2 - 4A_k \times C_k
\]

\[
= \left( (k+n-2)a^{2k+n-1} + ka^{2k+n-2} + ka + k + n - 2 \right)^2 - (k+n-2)ka(1-a^{2k+n-2})^2
\]

\[
\geq (k+n-2)^2 - (k+n-2)ka(1-a^{2k+n-2})^2 \quad \text{(because } a > 0 \text{)}
\]

\[
\geq (k+n-2) \left( (k+n-2) - k \right) \quad \text{(because } 0 \leq a(1-a^{2k+n-2})^2 \leq 1 \text{)}
\]

\[
= (k+n-2)(n-2) > 0.
\]

Then, the equation (6.5) admits two different positive solutions

\[
\delta_k^{(1)} := \frac{-B_k - \sqrt{\Delta_k}}{2A_k} < \frac{-B_k + \sqrt{\Delta_k}}{2A_k} =: \delta_k^{(2)}.
\]

By straightforward computations, the corresponding eigenfunctions are given by:

\[
h_k^{(i)}(r, \theta_1, \cdots, \theta_{n-1}) = \left( r^k + \frac{k - \delta_k^{(i)}}{n + \delta_k^{(i)} + k - 2} \times \frac{1}{r^k} \right) Y_{k,j}(\theta_1, \cdots, \theta_{n-1}),
\]  
(6.6)

where \( Y_{k,j} \in H^n_k \) denotes the \( j \)-th (\( j \in [1, \dim H^n_k] \)) spherical harmonic of order \( k \) and \( i \in \{1, 2\} \).

Thus, the multiplicity of \( \delta_k^{(i)} \) is equal to

\[
\dim H^n_k = \binom{n+k-1}{n-1} - \binom{n+k-2}{n-1}.
\]

At last, by using expansions results for harmonic functions on annuli (see 9.17 [17] for \( n = 2 \) and 10.1 [17] for \( n \geq 3 \)), we deduce that the eigenfunctions we found form a complete basis of the space of harmonic functions on the annulus \( \Omega_0 \).

It remains to determine the lowest eigenvalue between \( \delta_0 \) and the \( \delta_k^{(i)} \) for \( k \in \mathbb{N}^* \) and \( i \in \{1, 2\} \).
6.4.2 A monotonicity result

We state and prove the following key lemma, which combined with results of section 6.4.1 gives an immediate proof of Theorem 23.

Lemma 11. We have:

1. The sequence \( (\delta^{(1)}_k)_{k \geq 1} \) is strictly increasing.
2. \( \sigma_1(\Omega_0) < \delta_0 \).

Proof. The case \( n = 2 \) had been considered in [72, 101]. Let \( n \geq 3 \).

1. We have:

\[
\delta^{(1)}_k = \frac{2C_k}{-B_k + \sqrt{B_k^2 - 4A_k \times C_k}} = \frac{2(k + n - 2)k(1 - a^{2k+n-2})}{-B_k + \sqrt{B_k^2 - 4(k + n - 2)ka(1 - a^{2k+n-2})^2}}.
\]

The idea of proof is to write \( \delta^{(1)}_k = P_k/Q_k \), where \( (P_k) \) (resp. \( (Q_k) \)) is a positive increasing (resp. decreasing) sequence. Indeed, we can write:

\[
\delta^{(1)}_k = \frac{2\sqrt{(k + n - 2)k(1 - a^{2k+n-2})}}{-\frac{B_k}{\sqrt{(k + n - 2)k}} + \sqrt{-\frac{B_k}{\sqrt{(k + n - 2)k}} - 4a(1 - a^{2k+n-2})^2}}
\]

The sequences \( \left(2\sqrt{(k + n - 2)k(1 - a^{2k+n-2})}\right)_k \) and \( \left(a(1 - a^{2k+n-2})\right)_k \) are strictly increasing. It remains to prove that the (positive) sequence \( \left(-\frac{B_k}{\sqrt{(k + n - 2)k}}\right)_{k \geq 1} \) is strictly decreasing.

We have:

\[
-\frac{B_k}{\sqrt{(k + n - 2)k}} = \frac{(k + n - 2)a^{2k+n-1} + ka^{2k+n-2} + ka + k + n - 2}{\sqrt{k \sqrt{k + n - 2}}}
\]

\[
= \frac{(k + n - 2)(a^{2k+n-1} + 1) + ka(1 + a^{2k+n-3} + 1)}{\sqrt{k \sqrt{k + n - 2}}}
\]

\[
= \sqrt{\frac{k + n - 2}{k}} \left(a^{2k+n-1} + 1\right) + a \sqrt{\frac{k}{k + n - 2}} \left(a^{2k+n-3} + 1\right).
\]

Let us introduce the function:

\[
h_{a,n} : [1, +\infty) \rightarrow \mathbb{R}, \quad t \mapsto \sqrt{\frac{t + n - 2}{t}} \times (a^{2t+n-1} + 1) + a \sqrt{\frac{t}{t + n - 2}} \times (a^{2t+n-3} + 1).
\]

we prove that \( h_{a,n} \) is strictly decreasing. To do so, we compute the derivative \( h'_{a,n} \) and prove that it is negative on \([1, +\infty[\).
We have for every $t \geq 1$:

$$h'_{a,n}(t) = -\frac{n-2}{t^2} (a^{n+2t-1} + 1) + \frac{n-2}{(n+t-2)^2} (a^{n+2t-3} + 1)$$

$$+ 2 \ln(a) \sqrt{\frac{t}{n+t-2}} a^{n+2t-2} + 2 \ln(a) \sqrt{\frac{n+t-2}{t}} a^{n+2t-1}$$

$$< -\frac{n-2}{t^2} (a^{n+2t-1} + 1) + \frac{n-2}{(n+t-2)^2} (a^{n+2t-3} + 1)$$

(because $\ln(a) < 0$).

$$= \frac{t(n+2t-1)}{t(n+t-2)} \sqrt{\frac{t}{n+t-2}} \times \left( a \times \frac{a^{n+2t-3} + 1}{a^{n+2t-1} + 1} - 1 - \frac{n-2}{t} \right)$$

$$< \frac{(n-2)}{t(n+t-2)(a^{n+2t-1} + 1)} \sqrt{\frac{t}{n+t-2}} \times \left( a^{n+2t-3} + 1 - \frac{t+n-2}{t} \right)$$

(because $a \in (0,1)$).

We have:

$$\frac{a^{n+2t-3} + 1}{a^{n+2t-1} + 1} - \frac{t+n-2}{t} < 0 \iff \frac{t+n-2}{t} > a^{n+2t-1} - a^{n+2t-3} + \frac{n-2}{t} > 0$$

Now, let $t \geq 1$ and $n \geq 3$. Consider the function:

$$g_{t,n} : (0,1) \to \mathbb{R}$$

$$a \mapsto \frac{n+t-2}{t} a^{n+2t-1} - a^{n+2t-3} + \frac{n-2}{t}$$

We compute the derivative of $g_{t,n}$, for every $a \in (0,1)$:

$$g'_{t,n}(a) = \frac{n+t-2}{t} \times (n+2t-1) \times a^{n+2t-4} \times \left( a^2 - \frac{t}{n+t-2} \times a^{n+2t-3} \right)$$

We deduce that $g_{t,n}$ is decreasing on $(0,a_{t,n})$ and increasing on $(a_{t,n},1)$, which implies that it attains its minimum in $a_{t,n}$, where:

$$a_{t,n} = \sqrt{\frac{t}{n+t-2} \times \frac{n+2t-3}{n+2t-1}}$$

We have:

$$g_{t,n}(a) \geq g_{t,n}(a_{t,n})$$

$$= \frac{n+t-2}{t} \times \left( \frac{t}{n+t-2} \right) \frac{n+2t-1}{n+2t-3} \times \left( \frac{n+2t-3}{n+2t-1} \right) - \left( \frac{t}{n+t-2} \right) \frac{n+2t-3}{n+2t-1} \frac{n+2t-3}{n+2t-1} + \frac{n-2}{t}$$

$$= - \left( \frac{t}{n+t-2} \right) \frac{n+2t-3}{n+2t-1} \times \frac{2}{n+2t-1} + \frac{n-2}{t}$$

$$\geq - \frac{1}{t + \frac{n-1}{2}} + \frac{n-2}{t} > 0$$

(because: $n - 2 \geq 1$ and $t + \frac{n-1}{2} > t$).

We deduce that for all $t \geq 1$: $h'_{a,n}(t) < 0$, which implies that $h_{a,n}$ is strictly decreasing on $[1, +\infty[$. In particular, the sequence $\left( - \frac{B_k}{\sqrt{(k+n-2)k}} \right)_{k \geq 1}$ is strictly decreasing and so is

$$\left( - \frac{B_k}{\sqrt{(k+n-2)k}} + \left( - \frac{B_k}{\sqrt{(k+n-2)k}} \right)^2 - 4a(1 - a^{2k+n-2})^2 \right)_{k \geq 1}$$
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2. Take $\gamma : x \in \mathbb{R}^n \mapsto x_1$ an eigenfunction corresponding to the first nontrivial Steklov eigenvalue of the unit ball $B$ centred in $0$. This function can be used as a test function in the variational definition of $\sigma_1(B\setminus aB)$.

We write:

$$\sigma_1(B\setminus aB) = \inf \left\{ \frac{\int_{B\setminus aB} |\nabla u|^2 \, dx}{\int_{\partial (B\setminus aB)} u^2 \, d\sigma} \mid u \in H^1(\Omega) \setminus \{0\} \text{ such that } \int_{\partial \Omega} u \, d\sigma = 0 \right\}$$

$$\leq \frac{\int_{B\setminus aB} |\nabla \gamma|^2 \, dx}{\int_{\partial B \cup \partial (aB)} \gamma^2 \, d\sigma} \leq \frac{\int_B |\nabla \gamma|^2 \, dx}{\int_{\partial B} \gamma^2 \, d\sigma} = \sigma_1(B) = 1 \quad \text{(see [97] Example 1.3.2 for the last equality)}$$

$$< (n-2) \frac{1 + a^{n-1}}{a(1 - a^{n-2})} = \delta_0.$$

6.4.3 Proof of Theorem 23

We have $\delta_1^{(1)} < \delta_1^{(2)}$ and by Lemma [11]

$$\forall k \geq 2, \quad \delta_1^{(1)} < \delta_k^{(1)} < \delta_k^{(2)},$$

$$\sigma_1(\Omega_0) < \delta_0.$$

This implies that $\delta_1^{(1)}$ is the lowest non-trivial Steklov eigenvalue of $\Omega_0$, which writes $\sigma_1(\Omega_0) = \delta_1^{(1)}$. It is of multiplicity $n$ and the corresponding eigenfunctions are given by (6.6) as follows:

$$u_i^n : \mathbb{R}^n \rightarrow \mathbb{R}$$

$$x = (x_1, \cdots, x_n) \rightarrow \left( |x| + \frac{\mu_{\sigma,n}}{|x|^{n-1}} \right) \frac{x_i}{|x|} = x_i \left( 1 + \frac{\mu_{\sigma,n}}{|x|^{n-1}} \right)$$

where $i \in [1,n]$ and $\mu_{\sigma,n} = \frac{1 - \sigma_1(\Omega_0)}{n + \sigma_1(\Omega_0)} - 1$. 
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Résumé

La présente thèse est une contribution au domaine des calculs de variations et plus précisément la discipline d’optimisation de forme. Nous nous intéressons dans la majeure partie de ce travail à l’étude d’inégalités optimales reliant différentes quantités géométriques et spectrales sur plusieurs classes d’ensembles, ceci passe par l’étude de diagrammes dits de Blaschke-Santaló qui permettent de visualiser les inégalités possibles reliant 3 fonctionnelles de forme données. Nous développons différentes techniques qui permettent de démontrer des résultats qualitatifs sur ces diagrammes et proposons une approche numérique pour en fournir une approximation optimale. Nous nous intéressons aussi à l’étude de l’inégalité de Cheeger, qui est une inégalité classique reliant la première valeur propre du Laplacien avec condition Dirichlet au bord et la constante de Cheeger, pour les domaines convexes. Enfin, nous nous penchons sur le problème de trouver l’emplacement optimal d’un obstacle sphérique contenu dans une boule qui permet de maximiser la première valeur propre du Laplacien avec conditions aux bord de type Steklov.

Mots-clés: Optimisation de forme, Analyse convexe, Diagrammes de Blaschke-Santaló, Analyse numérique, Placement optimal d’un obstacle, Théorie spectrale.

Abstract

The present thesis is a contribution to the field of calculus of variations and more precisely the discipline of shape optimization. We are interested in the major part of this work in the study of sharp inequalities relating different geometric and spectral quantities for various classes of sets, this is tightly related to the study of the so called Blaschke-Santaló diagrams that allow to visualise the possible inequalities relating 3 given shape functionals. We develop different techniques that allow to prove qualitative results on these diagrams and propose a numerical approach in order to provide optimal approximations of them. We are also interested by the study of the Cheeger inequality, that relates the Cheeger constant and the first eigenvalue of the Laplace operator with Dirichlet boundary condition, for convex domains. At last, we focus on the problem of finding the optimal placement of a spherical obstacle so as to maximize the first Laplace eigenvalue with Steklov boundary conditions.

Keywords: Shape optimization, Convex analysis, Blaschke-Santaló diagrams, Numerical analysis, Optimal placement of an obstacle, Spectral theory.