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Abstract

Few studies have investigated the influence of visual cues on sound space perception, beyond

the influence of visual cues on sound source position. Previous studies suggest that the perception

of late reflections is not affected by the visual impression of a room, however only a limited number

of spatial sound attributes were investigated. In the present paper, audiovisual interactions were

examined without making assumptions on the number and the nature of perceptual dimensions

involved in the perception of sound space. In a virtual environment that employed an Head

Mounted Display and dynamic binaural playback, subjects were asked to judge the perceived

dissimilarity between sound spaces while watching the same visual stimulus. Pairwise comparisons

were repeated using multiple visual conditions, including an audio-only condition. One sound

source, a male voice reciting a poem, was considered in the listening test. It appeared that the

visual modality did not impact the perceived differences between sound spaces.

1 Introduction

Various studies have defined numerous percep-
tual attributes related to spatial qualities of
sound in the field of spatial quality assessment,
spatial audio reproduction or concert hall acous-
tics [1–3]. Some work employed real existing
rooms and performed studies directly in con-
cert halls or in laboratories using dummy head
recordings. However, with laboratory test se-
tups, it can be argued that there is a lack of
experimental control concerning the stimuli pre-
sented: the visual impression of the sound space

under study was usually not considered [4]. In
this paper, we address the influence of vision
on the perception of sound space in order to as-
sess whether the lack of experimental control re-
garding the visual environment was detrimental
in such studies. To this end, we used state-of-
the-art auralization and display technologies that
give us the opportunity to have a better experi-
mental control on the audio-visual stimuli under
study.

Several studies on audiovisual cross modality
show an interaction between auditory and visual
cues related to the perception of space. Some
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studies have especially examined the influence of
vision on the assessment of sound source localiza-
tion [5–7], auditory distance perception [8–12],
externalization [13–17] or spatial impression [18–
20].

1.1 Sound source localization

It seems that vision has a strong impact on
the perception of audiovisual source localization.
Following the early work of Jack and Thurlow [5],
numerous experiments were performed to deter-
mine whether subjects experienced an auditory
stimulus perceptually unified with a visual ob-
ject of a different location (the so-called ven-
triloquism effect) [21–25]. All came to the con-
clusion that a strong visual capture occurs and
that the effect increases with decreasing angu-
lar difference between the positions of the sound
and visual stimuli. Hendrickx et al. [6] also re-
ported that the phenomenon had a greater im-
portance in elevation than in azimuth. Bishop et
al. [7] studied another cross-modal interaction
regarding source localization: the impact of vi-
sual cues on the precedence effect. According to
the precedence effect, it is considered that when
the delay to the reflection is short, the reflec-
tion is not perceived as a separate event. In this
case, the perceived source localization is domi-
nated by the location of the leading sound. It
was shown that the strength of the precedence
effect can be enhanced when visual information
spatially and temporally coincides with the lead-
ing wave. Conversely, the precedence effect is
lessened when vision coincides with the reflec-
tion.

1.2 Auditory distance perception

Visual capture also occurs in auditory distance
perceptions even in the presence of multiple au-
ditory cues [8, 9]. In particular, Hládek et al. [10]
measured distance localization performance in a
dark reverberant room using noise bursts that
were spatially congruent or incongruent with vi-
sual stimuli (LEDs). They reported a ventrilo-
quism effect in the distance dimension: a shift to-
wards the visual stimuli was perceived when they
were presented closer to or farther away from the
auditory stimuli. Further, Calcagno et al. [11]
reported that, even when the sound source was
visually occluded, auditory distance judgements
were more accurate when visual information of
the whole scene was available. They hypothe-
sized that visual information other than the per-
ceived distance to the source, such as room size,
can be used by listeners to perform auditory dis-
tance judgements.

1.3 Externalization

Several investigations show that visual aspects
also have an influence on externalization [13–17].
This capacity to hear out-of-head auditory events
in binaural playback decreases if the listening
room and the synthesized room are incongruent,
i.e. when there is a mismatch between the virtual
sound reverberation and the visual impression of
the listening room.

In a study conducted by Udesen et al. [16], ex-
ternalization judgements were performed in two
rooms: one congruent and the other incongruent
with the virtual sound space of binaural stim-
uli. Although the same binaural sound sam-
ple was used - only visual cues differed - results
showed significant differences between test en-
vironments: externalization ratings were lower

2
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in the incongruent condition. Authors hypothe-
sized that when expectations of a realistic sound
environment are not met, particularly when a di-
vergence between vision and auditory cues oc-
curs, the realism of the sound scene is affected
and leads to internalized perception.

Thus it seems that auditory perception is sig-
nificantly affected by visual impressions of the
listening room and listener expectations - which
can be altered through training [17]. Neverthe-
less, results of an externalization test conducted
by Gil-Carvajal et al. [15] showed that the audi-
tory modality had a greater impact on external-
ization than the visual modality. In their experi-
ment, Binaural Room Impulse Response (BRIR)
were measured in a reference room to create in-
dividualized sound stimuli for 18 subjects. Stim-
uli were played-back in the reference room and
in two other rooms: 1) a smaller and more rever-
berant room, 2) a larger and anechoic room. The
incongruence between the reference room and the
test rooms differed depending on volume (visual
cues) and reverberation time (auditory cues).
Three conditions were tested: an auditory-only
condition (test performed in the dark and noise
bursts were used as additional auditory cues),
a visual-only condition (subjects could see the
room and no additional auditory cues were avail-
able), visual and auditory cues (subjects could
see the room and noise bursts were used as addi-
tional auditory cues). They reported that the
highest degree of externalization was obtained
when both audio and visual information were
congruent. Externalization ratings were signifi-
cantly reduced when subjects received additional
auditory cues from the playback room that did
not match those from the virtual sound space.
However, externalization ratings remained unaf-
fected when subjects could see a room that dif-
fered from the one they heard through the head-

phone reproduction. Hence, it can be hypothe-
sized that prior knowledge of acoustical features
of the listening environment may have a greater
impact on externalization than acoustical expec-
tations based on room-related visual cues. Fur-
ther studies are needed to resolve this ambiguity.
It is clear that vision can bias audition in mul-
tiple non-trivial ways and that the connections
between visual and auditory perception are not
fully understood.

1.4 Spatial impressions

Still photographs have been employed as visual
cues in numerous studies on audiovisual cross
modality. However, Larsson et al. [18] showed
that the degree of visual realism affected audi-
tory room quality assessment. Particularly, their
study indicated that sound sources were consid-
ered significantly wider when the subject was in
the real room or used a Head-Mounted Display
(HMD) in comparison to conditions with no vi-
sual cues or still photographs. Consequently,
Postma & Katz [20, 26] used a test setup with
a high degree of visual realism - a CAVE-light
system - to investigate the influence of vision
on room acoustics perception. For the room
under study, they observed a significant influ-
ence of visual cues on distance perception while
no significant influence regarding the apparent
source width or envelopment was found. It can
be argued that the different test setups or sound
spaces employed in these studies can explain the
contradictory results obtained regarding the ap-
parent source width. Further studies are needed
to clarify such ambiguity and determine whether
visual cues impact our perception of a sound
space. While the perception of sound source dis-
tance, localization and externalization seem to
be impacted by visual cues, the influence of vi-
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sion on other spatial sound attributes remains
unclear.

Recently, Schutte et al [27] have investigated
the influence of vision on the perceived degree
of reverberation in audiovisual virtual environ-
ments. Three conditions were tested : 1) con-
gruent auditory and visual environments, 2) in-
congruent auditory and visual environments, and
3) audio-only condition. They reported no influ-
ence of vision on the subjects’ answers, whether
the environment were congruent or incongruent.
However, this study focused the attention on the
perceived degree of reverberation only and sub-
jects may thus have based their judgment on lim-
ited features, such as reverberation time or direct
to reverberant energy ratio. The perception of
sound space is generally considered multidimen-
sional and involves other perceptual attributes
such as clarity, envelopment, depth or width [28].
Therefore, a test protocol that does not steer
the attention towards a particular sound feature
would be more ecologically valid, and might high-
light factors other than reverberance that do in-
teract with the visual modality.

1.5 Aim of the present study

We examined the influence of multiple visual con-
ditions on dissimilarity ratings related to a set
of sound stimuli. Subjects had to rate the per-
ceived differences between sound stimuli while
looking at the same visual stimulus and the pair-
wise comparisons were repeated with multiple vi-
sual stimuli (including an audio-only condition).
Hence, we did not make assumptions on the num-
ber and the nature of perceptual dimensions in-
volved in the perception of sound space. Ad-
ditionally, Multidimensional Scaling (MDS) was
employed to assess that the perceptual structure
underlying the perception of the sound spaces

was not uni-dimensional.

As mentioned earlier, when there are spatially-
related conflicts between visual and auditory
cues, vision usually dominates and biases audi-
tion [29]. For example, the perception of exter-
nalization can be significantly lessened if there is
a mismatch between the visual impressions of the
listening room and the acoustical features of the
virtual sound. Additionally, biases of auditory
localization towards the visual stimulus are usu-
ally observed when subjects are presented with
a spatially discordant auditory-visual stimulus
with respect to direction or distance. This could
be explained by the fact that the visual system
has a greater spatial precision than the auditory
system and is therefore more reliable [6, 30, 31].
Likewise, it can be hypothesized that vision offers
more information about a given room (such as
room-size [12]), which may bias sound space per-
ception towards visual expectations, especially if
the visual and auditory environments are incon-
gruent. In the present experiment, it may lead to
subjects perceiving fewer differences when they
compare sound spaces while watching the same
visual space than when the comparisons are con-
ducted without any visual cues.

Since auditory room quality assessment seems
to be affected by the degree of visual realism [18],
Schutte et al. employed a Head Mounted Dis-
play (HMD) to provide a high visual fidelity [27].
Likewise, we employed 360° videos displayed in
a HMD along with a dynamic binaural sound re-
production to ensure a high simulation quality.
Moreover, the sound spaces involved were mea-
sured with a dense spherical microphone array
to allow an accurate reproduction of the corre-
sponding sound field.
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(a) VRR (b) VKT

(c) VRF (d) VSW

Figure 1: Equirectangular projection of the different visual stimuli. VRR: Restroom, VKT: Kitchen,
VRF: Refectory, VSW: Swimming pool. The volume of the visual spaces are respectively 23 m3,
81 m3, 360 m3 and 7448 m3.

2 Perceptual Test

2.1 Visual stimuli

The visual stimuli consisted of an actor reciting
Fantaisie, a poem by Gérard de Nerval, in four
different spaces: a restroom, a kitchen, a refec-
tory, and a swimming pool. The visual stimuli
will be designated VRR, VKT, VRF, and VSW,
respectively, in the following sections. A fifth vi-
sual condition, being no image at all, was added.
This condition will be thereafter referred to as
V0.

The visual stimuli were 360◦ videos, recorded

in 4K (3840 × 1920 pixels) at 30 frames per sec-
onds using the Insta360 camera. The videos cov-
ered the entire space in both azimuth and eleva-
tion. Screenshots of the visual stimuli are dis-
played in Figure 1.

In order to ensure minimum differences of ac-
tor performance between stimuli, a loudspeaker
was playing an anechoic recording of the voice
and the actor had to lip sync. Thus, no sound
was recorded while capturing the visual stimuli.
A post-synchronization step was then required to
synchronize sound and video. An informal test
conducted by the authors and informal discus-
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Table 1: Abbreviations, early decay times (EDT), direct-to-reverberant ratios (DRR), early-to-late
index (C80) and reverberation times (RT) of the sound spaces used in the experiment. Measure-
ments were computed at mid-frequencies.

Spaces Abbreviation EDT(s) DRR(dB) C80(dB) D50(%) RT(s)

Small box SBX 0.31 -3.73 16.07 85.87 0.38
Restroom TLT 0.33 -2.13 15.14 82.62 0.41
Meeting room MTR 0.35 0.98 15.22 89.90 0.43
Small concert hall SCH 0.31 6.08 16.6 96.19 0.46
Classroom CLS 0.40 3.67 15.53 93.17 0.55
Kitchen KTC 0.51 -2.56 10.19 81.28 0.60
Refectory RFC 0.65 2.61 11.85 87.40 0.83
Medium concert hall MCH 0.27 8.16 18.37 96.88 0.85
Swimming pool SWP 0.72 3.74 11.95 90.13 1.91
Hall HLL 0.55 9.11 16.36 96.57 2.58
Church CHR 2.17 6.55 9.84 88.75 3.56
Cathedral CTH 2.48 6.85 12.72 92.78 6.55
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Figure 2: Acoustic parameters of the sound
spaces used in the experiment: reverberation
times (RT), early decay times (EDT), direct-to-
reverberant ratios (DRR) and early-to-late index
(C80).

sions with the subjects suggested that there was
no perceivable desynchronization.

2.2 Spatial room impulse responses

Twelve different spaces were used for creating the
audio stimuli (cf. Table 1), including the four
spaces used for the visual stimuli. Sound spaces
where chosen on the basis of an informal test con-
ducted by the authors so as to cover a wide span
of the perceptual range of sound spaces. The
sound spaces were not limited to concert halls or
large spaces, that are favoured by a part of the
literature in room acoustics, but also included
everyday places. The various measures displayed
in Table 1 and Fig. 2 are an example of this het-
erogeneity. The considered rooms covered a wide
range of decay times (EDT, RT) and presented
various energy ratios (DRR, C80) for similar de-
cay times.

The spatial room impulse responses (SRIRs)
were measured using the EigenMike EM32 mi-
crophone array from mh acoustics LLC and a
Genelec 8040 loudspeaker. The loudspeaker was
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positioned at the same distance from the micro-
phone array (150 cm) in every room, in order to
compare rooms only and not distances. A 10 sec-
ond long exponential sweep-sine signal was used
for the measurements. Since measured impulse
responses are typically corrupted by measure-
ment noise, the noise floor was used to extend
the reverberation decay [32]. Moreover, the influ-
ence of the loudspeaker was compensated in the
SRIRs using equalization filters that were derived
from measurements done in an anechoic cham-
ber. Lastly, the measured microphonic SRIRs
were converted to order-4 ambisonic SRIRs.

2.3 Sound stimuli

One sound source was considered in this test: a
male voice reciting Fantaisie, recorded in an ane-
choic room. The recorded signal was convolved
with the 12 SRIRs corresponding to the aformen-
tionned sound spaces. Hence, we obtained 12
order-4 ambisonic stimuli. A loudness equaliza-
tion was done subjectively by the experimenters
prior to the perceptual test (as recommended in
[33]), so that the perceived loudness remained the
same when switching between spaces. The total
duration of the stimuli was 20 s (sound source du-
ration) + 6.5 s (reverberation time of the longest
SRIRs) = 26.5 s. Stimuli were sampled at a rate
of 48000 Hz with a 24 bit resolution.

2.4 Binauralization and head-tracking

The ambisonic signals were converted into binau-
ral headphone signals using the open-source Bin-
auralDecoder VST plug-in from the IEM plug-
in suite with Head Related Transfer Functions
(HRTFs) derived from measurements of a Neu-
mann KU 100 dummy head. For further informa-
tion about these measurements and the binaural

renderer, please refer to [34, 35].
Ideally, binauralization filters should be per-

sonalized for each listener, however measuring
individualized HRTFs is a complex and expen-
sive process. A common solution is to listen
“through the ears” of another listener, whose
HRTFs are already available, or a dummy head,
as in the present experiment. The use of such
non-individualized HRTFs can increase the oc-
currence of front-back confusions or result in “in-
head" localization, but these issues are effectively
alleviated by head tracking [36, 37] and reverber-
ation [38, 39]. Furthemore, Begault et al. re-
ported that individualized HRTFs offered no ad-
vantage in localization accuracy and externaliza-
tion for the binaural synthesis of speech stimuli
reproduced in the horizontal plane [38].

Head-tracking was performed using the HMD
along with the ambix_rotator_o7 plugin from
Matthias Kronlachner [40].

2.5 Procedure

The perceptual test consisted of successive trials
based on pairwise dissimilarity ratings involving
the 12 sound stimuli. A trial consisted of rat-
ing the dissimilarity between two sound stimuli
while watching a video clip synchronized with the
sound. Note that the same visual stimulus was
used when comparing two sound stimuli. Dis-
similarity ratings for all pairwise comparisons of
sound stimuli were performed under the five dif-
ferent visual conditions. A total of

(

12

2

)

= 66

comparisons for each visual condition were thus
rated by each subject.

For each pair, subjects were instructed to
judge to what extent the sound stimuli were ei-
ther similar or different by moving a slider along
a continuous 100-point scale displayed in the
HMD, whose extremities were labeled identical
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(a) V0 (b) VKT (c) VSW

(d) VRF (e) VRR

Figure 3: Dissimilarity matrices for the five visual conditions of the experiment. Each square
represents the dissimilarity rating between two spaces. The grey scale refers to the dissimilarity
scores averaged across subjects. Darker means greater dissimilarity.

Table 2: Results from ANOVA. V: visual conditions, P: pairs, SS: sum of squares, MS: mean of
squares, F: f-value, p: p-values, η2: percentage of variance accounted for.

Factor df SS MS F p-value Eta squared (%)

V 4 334 84 1.6 0.193 0.06
P 65 335374 5160 41.1 < 0.001 60.57
V * P 260 13762 53 1.14 0.067 2.48

(0) and very different (100). There were no pre-
defined intermediate labels nor gradations on the
scale to avoid any undesirable bias [41]. Subjects
were specifically instructed not to close their eyes
during the whole experiment and were allowed to
listen to the two stimuli repeatedly and to switch

between them at will. Playback, commands, and
data capture were controlled using both Unity
and Max. The experiment was carried out in vir-
tual reality using a HTC Vive HMD and a pair
of Sennheiser HD 650 headphones.

The experiment consisted of two one-hour long
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sessions on different days. Before each ses-
sion, participants were presented with the sound
source reverberated in the 12 sound spaces, in or-
der to apprehend the diversity of stimuli included
in the test.

The different pairs, along with the associated
visual stimulus, were presented in a randomized
order. The order of the sound stimuli within each
pair was also randomized. These randomizations
were different for each subject.

Overall, subjects had to rate 330 pairs of sound
stimuli in different visual conditions. Note that
the tested pairs of stimuli either included sound
spaces that were both incongruent with the vi-
sual space or where only one of the sound spaces
was congruent with the visual space.

2.6 Subjects

Eleven subjects (1 woman and 10 men, aged 21
to 25 years old) took part in the perceptual test.
They were all Masters degree students from the
Image & Sound course at the University of Brest.
None reported any known hearing loss, and none
had experience with Virtual Reality nor labora-
tory listening tests. The experience of subjects
with binaural content was globally low : some of
them had already listened to static natural bin-
aural recordings (i.e. real sound sources captured
with microphones placed in the ears of a dummy
head or of a listener), yet none of them had ever
experienced dynamic binaural synthesis.

3 Results

3.1 Dissimilarity matrices

The pair-wise dissimilarity ratings resulted in a
dissimilarity matrix of dimension 12×12 for each
subject and for each visual condition. Since the

order of sound stimuli within each pair was not
distinguished, the dissimilarity matrices are sym-
metric. Matrices averaged over subjects are plot-
ted in Figure 3 for the five visual conditions.
This figures appeared to be very similar, which
was confirmed by large Pearson correlation coef-
ficients between each other (> 0.94, p < 0.001).
This seemed to imply that the vision cues had a
relatively small influence on the perceived differ-
ences between spaces.

The data were submitted to a repeated-
measures ANOVA with the following factors: vi-
sual conditions V (5) × sound spaces pairs P
(66). Results are presented in Table 2: only the
effect of sound space pairs had a significant in-
fluence on the dissimilarity scores. The p-value
associated to the interaction between visual con-
ditions and sound space pairs was not sufficiently
low to achieve significance [F(260, 2600) = 1.142,
p = 0.067], and the percentage of variance ac-
counted for by this interaction was only 2.48%.

3.2 Multidimensional scaling

Since no influence of the visual cues was found
in the experiment, the corresponding dissimi-
larity matrices were averaged over the differ-
ent visual conditions. Multidimensional Scaling
(MDS) was used for the investigation of the per-
ceptual structure underlying judgments of stim-
uli dissimilarities. MDS searches for the per-
ceptual dimensionality assumed to underlie the
perception of a set of stimuli and provides coor-
dinates for these stimuli on each perceptual di-
mension [42]. In particular, INDSCAL analysis
[43] finds a group of perceptual dimensions that
are common to all subjects and provides the cor-
responding coordinates for each stimuli and sub-
jects.

One of the challenges in MDS analysis is to find

9
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Figure 4: Two dimensional perceptual space re-
sulting from INDSCAL analysis. Variances of
the overall ratings related to dimension 1 and 2
are 0.757 and 0.096 respectively.

the right number of perceptual dimensions, i.e.
which dimensions are worth interpreting. The
analysis of the explained variance as a function of
dimension gives a hint on the number of dimen-
sions to consider: it is of interest to maximize
the overall explained variance of the solution un-
til it increases by less than 0.05 per added di-
mension [44]. The analysis revealed that the as-
sociated perceptual space was a two-dimensional
one. The first dimension explains most of the
perceived differences between sound spaces with
75.7 % of the variance explained, while the sec-
ond dimension explains almost 10 % of the vari-
ance. The representation of the 12 sound stimuli
in this perceptual space is displayed in Figure 4.

Additional statistical analyses were carried out
to find correlations between the obtained per-
ceptual dimensions and acoustic measurements.
Twenty-two room acoustic parameters were de-
rived from the 12 SRIRs, defined in the ISO

3382-1 standard [45]. These parameters were
computed at mid-frequencies (average between
values from 250Hz to 2kHz) and on broadband
SRIRs. The first dimension was found to be
well correlated to the logarithm of reverberation
times at mid-frequencies with a Pearson corre-
lation coefficient of 0.966. It can be postulated
that the corresponding perceptual attribute is re-
verberance, i.e. the perceived amount of rever-
beration which was studied by Schutte et al. [27].
Measurement D50 seem to explain the second
perceptual dimensions with a Pearson correlation
coefficient of 0.926. D50 measures the early to
total energy ratio of the room impulse response.
This metric is a measure of clarity which is par-
ticularly suited to characterize speech intelligi-
bility [45].

4 Discussion

The analysis of variance revealed that visual con-
ditions had no significant influence on the per-
ceived differences between sound space. Thus,
whatever the divergence between the visual and
auditory conditions, may there be visual content
or not, the visual modality did not change the
perceived differences between sound spaces.

The results of the present experiment are in
agreement with the findings of Schutte et al.
[27] that vision has no significant impact on the
perception of reverberance. As the present ex-
periment did not make any assumptions on the
dimensions involved in the perception of sound
space, it suggests that vision not only has a weak
impact on reverberance, but also more globally
on the overall perception of sound spaces.

A multidimensional analysis was performed to
investigate whether other dimensions than re-
verberance were involved to distinguish between



INFLUENCE OF VISION ON PERCEIVED DIFFERENCES BETWEEN SOUND SPACES

sound spaces. It revealed that the structure un-
derlying the perception of the sound spaces was
multidimensional. In addition to reverberance,
the listeners seem to have assessed features re-
lated to clarity. However, we can hypothesize
that the second perceptual dimension is related
to the sound source employed and that the use
of other sound sources might have revealed dif-
ferent perceptual features of the sound spaces
[46]. Moreover, it is possible that the range of
auditory spatial attributes covered by the con-
sidered rooms was not wide enough. In other
words, subjects may not have been able to as-
sess other attributes such as envelopment or ap-
parent source width, because not enough differ-
ences were present in the sound stimuli regard-
ing these attributes. Further, most of the sound
spaces under consideration had a positive DRR.
(this is due to the fact that the sound source
was located at 1.5 m away from the subject)
and for SRIRs with the highest DRR, the re-
verberant part may not have been loud enough
in comparison with the direct sound to high-
light differences in the perception of some at-
tributes. Various distances could be employed to
investigate whether high DRR impacted dissim-
ilarity ratings, i.e. whether there is a threshold
above which reverberation differences are masked
by the direct sound. Hence, further studies
should be performed using other sound sources
and sound spaces to confirm our results.

The limited number of perceptual dimensions
involved in this analysis is due to the fact
that only 12 sound spaces were investigated, as
pairwise comparisons are very time-consuming.
Other protocols such as free classification tasks
would have enabled to use a much larger amount
of sound stimuli and thus potentially uncover
other dimensions. However, the goal of the study
was rather to examine the influence of vision on

the perceived differences between sound spaces,
rather than to determine the perceptual dimen-
sions involved, and to this end pair-wise compar-
isons seemed a better option, as it is known to be
more accurate than free classification tasks [47].

5 Conclusion

The present work investigated the effect of vision
on the perception of sound spaces using pairwise
comparisons of sound stimuli under multiple vi-
sual conditions. Results showed that the visual
impression of a room did not affect the perceived
differences between sound spaces. This study
was performed using dissimilarity ratings with-
out presuming of the number and nature of the
perceptual dimensions involved: additional mul-
tidimensional scaling analysis revealed that two
dimensions - reverberance and clarity - were con-
sidered by subjects to distinguish between sound
spaces. Following the studies of Schutte [27] and
Postma [26], the present study therefore adds
new evidence for a lack of visual influence on
the auditory perception of space. Further ex-
periments must be undertaken to investigate the
influence of visual impression on room acous-
tic perception, particularly using more sound
sources and a greater diversity of sound spaces.
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Résumé :  Les travaux présentés dans cette 
thèse participent à l'élaboration de nouveaux 
outils de conception d'un espace sonore pour la 
production de contenus immersifs. En 
particulier, ils visent à permettre le contrôle des 
impressions spatiales : la largeur apparente de 
source et l'enveloppement. Pour cela, plusieurs 
études ont été réalisées afin d'évaluer la 
perception de l'acoustique de salles selon une 
méthode de reproduction sonore communément 
employée dans ce contexte : un rendu binaural 
non-individualisé de scènes sonores encodées 
en ambisonique. Les contenus immersifs étant 
généralement composés d’un environnement 
visuel à 360° et d’une grande diversité de 
sources sonores, la première partie de cette 
thèse traite de l’influence de ces deux 
composantes sur la perception de l'acoustique 
d'une salle. La seconde partie aborde la 
paramétrisation de réponses impulsionnelles 
spatiales de salle (SRIRs) qui caractérisent le 
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trajet acoustique  entre la source sonore et 
l'auditeur. Nous avons cherché à optimiser 
les résolutions spatiales, fréquentielles et 
temporelles des SRIRs, permettant ainsi une 
réduction de la quantité de données et une 
meilleure appréhension du contrôle perceptif 
tout en conservant un rendu convenable de 
l'espace sonore. La dernière partie se 
concentre sur la modification de SRIRs pour le 
contrôle des impressions spatiales. Afin 
d'évaluer le contrôle de la largeur apparente de 
source, plusieurs transformations spatiales ont 
été appliquées aux signaux ambisoniques 
d'ordre 1 utilisés pour décrire les premières 
réflexions d'une SRIR. Une méthode de 
contrôle de la sensation d'enveloppement a été 
proposée en utilisant un réverbérateur artificiel 
qui permet la modification des amplitudes et 
pentes de décroissance de l'énergie sonore 
dans plusieurs bandes de fréquence et 
secteurs angulaires. 
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Abstract: The work presented in this thesis 
contributes to the development of new tools that 
facilitate the design of immersive sound spaces 
for the production of Virtual Reality contents. 
More specifically, we aimed to allow the control 
of spatial impressions : the apparent source 
width and the sensation of envelopment. To this 
end, several studies have been conducted to 
evaluate the perception of room acoustics using 
a non-individualized binaural rendering of 
ambisonic sound scenes, which is common in 
this context. Since immersive contents usually 
consist of a 360° visual environment and a wide 
variety of sound sources, the first part of this 
thesis focuses on the influence of these two 
components on the perception of room 
acoustics. The second part addresses the 
parameterization of Spatial Room Impulse 
Responses (SRIRs), which are transfer 
oklmolklm 

functions that describe the acoustic path 
between the sound source and the listener. 
The spatial, temporal and frequency 
resolutions of SRIRs were studied to seek a 
possible reduction in the amount of data and 
thus a better apprehension of the perceptual 
control, while maintaining spatial and timbral 
fidelity. The last part focuses on the 
modification of SRIRs for the control of spatial 
impressions. In order to evaluate the control of 
the apparent source width, several spatial 
transformations were applied to the first-order 
ambisonic signals used to describe the early 
reflections of SRIRs. For the control of the 
sensation of envelopment, a method was 
proposed using an artificial reverberator that 
allows the modification of the sound energy 
amplitudes and decay slopes in several 
frequency bands and angular sectors. 


