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Abstract

English: The motion of a nitrogen Taylor bubble in glycerol-water mixed solutions
rising through different types of expansions and contractions is investigated by a nu-
merical approach. The CFD procedure is based on an open-source solver Basilisk,
which adopts the volume-of-�uid (VOF) method to capture the gas-liquid interface.
The results of sudden expansions/contractions are compared with experimental re-
sults. The results show that the simulations are in good agreement with experiments.
The bubble velocity increases in sudden expansions and decreases in sudden con-
tractions. The bubble break-up pattern is observed in sudden expansions with large
expansion ratios, and a bubble blocking pattern is found in sudden contractions with
small contraction ratios. In addition, the wall shear stress, the liquid �lm thickness,
and pressure in the simulations are studied to understand the hydrodynamics of the
Taylor bubble rising through expansions/contractions. The transient process of the
Taylor bubble passing through sudden expansion/contraction is further analyzed
for three different singularities: gradual, parabolic convex and parabolic concave.
A unique feature in parabolic concave contraction is that the Taylor bubble passes
through the contraction even for small contraction ratios. Moreover, a phase change
model is developed in the Basilisk solver. In order to use the existed geometric VOF
method in Basilisk, a general two-step geometric VOF method is implemented. Mass
�ux is calculated not in the interfacial cells but transferred to the neighboring cells
around the interface. The saturated temperature boundary condition is imposed at
the interface by a ghost cell method. The phase change model is validated by droplet
evaporation with a constant mass transfer rate, the one-dimensional Stefan problem,
the sucking interface problem, and a planar �lm boiling case. The results show good
agreement with analytical solutions or correlations.

Key words: Two-phase �ow, Taylor bubble, expansion, contraction, VOF, phase
change
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Résumé

Le mouvement d'une bulle d'azote de Taylor dans des solutions mixtes glycérol-
eau s'élevant à travers différents types d'expansions et de contractions est étudié
par une approche numérique. La procédure CFD est basée sur un solveur open-
source Basilisk, qui adopte la méthode du volume de �uide (VOF) pour capturer
l'interface gaz-liquide. Les résultats des expansions/contractions soudaines sont
comparés aux résultats expérimentaux. Les résultats montrent que les simulations
sont en bon accord avec les expériences. La vitesse de la bulle augmente dans les
expansions soudaines et diminue dans les contractions soudaines. Le modèle de
rupture des bulles est observé dans les expansions soudaines avec de grands taux
d'expansion, et un modèle de blocage des bulles est observé dans les contractions
soudaines avec de petits rapports de contraction. De plus, la contrainte de cisaille-
ment de la paroi, l'épaisseur du �lm liquide et la pression dans les simulations sont
étudiées pour comprendre l'hydrodynamique de la bulle de Taylor montant par ex-
pansions/contractions. Le processus transitoire de la bulle de Taylor passant par
une expansion/contraction soudaine est ensuite analysé pour trois singularités dif-
férentes: graduelle, parabolique convexe et parabolique concave. Une caractéristique
unique de la contraction concave parabolique est que la bulle de Taylor passe par
la contraction même pour de petits rapports de contraction. De plus, un modèle
de changement de phase est développé dans le solveur Basilisk. A�n d'utiliser la
méthode VOF géométrique existante dans Basilisk, une méthode VOF géométrique
générale en deux étapes est implémentée. Le �ux de masse n'est pas calculé dans les
cellules interfaciales mais transféré aux cellules voisines autour de l'interface. La con-
dition aux limites de température saturée est imposée à l'interface par une méthode
de cellule fantôme. Le modèle de changement de phase est validé par évaporation
de gouttelettes avec un taux de transfert de masse constant, le problème de Stefan
unidimensionnel, le problème d'aspiration de l'interface et un cas d'ébullition à �lm
plan. Les résultats montrent un bon accord avec les solutions analytiques ou les cor-
rélations.

Mots clés: écoulement diphasique, bulle de Taylor, expansion, contraction, VOF,
phase change
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1

Chapter 1

Introduction

Two-phase �ow composed of gas and liquid is ubiquitous in nature and com-
mon in industrial processes. The two-phase �ow, especially for gas-liquid �ow, ex-
tensively affects and changes human life. In the following chapters, we will sepa-
rately introduce two-phase �ow without and with phase change. The Taylor bubble
is �rstly investigated and a phase-change model is later developed.

Taylor bubble

The injection of gas at the bottom of a liquid-�lled pipe leads to a con�guration
where gaseous and liquid phases coexist. When the gas �ow rate is large enough, the
gas portion becomesbullet-likeshape and occupies most of the pipe cross-section (see
Fig. 1.1), which is often called Taylor bubbles after Geoffrey Taylor (Davies and Tay-
lor, 1950). The Taylor bubble is an important part of the gas-liquid �ow patterns, the
details of �ow patterns will be introduced in Chapter 2. The Taylor bubble has a large
number of applications from chemical reactions with micro-scale systems to volcano
eruption with a large scale (Ambrose et al., 2017). The Taylor bubble can be found in
the transportation of hydrocarbons of oil and gas in industry, and the boiling, con-
densing processes in the thermal power plants. Due to a huge usage in industries, it is
of great signi�cance to study the Taylor bubble rising phenomenon. However, most
studies related to Taylor bubbles focus on the bubble rising in straight pipes. There
are few works considering expansions and contractions, which are called singular-
ities. The Taylor bubble rising through expansions and contractions is also widely
used in industrial and natural processes (James et al., 2006). The lack of the Tay-
lor bubble rising through singularities motivates the present study. Moreover, sev-
eral types of expansions and contractions are performed to further investigate the
Taylor bubble motion through different types of singularities. The literature review
of Taylor bubble is presented in Chapter 2. Moreover, some physical parameters
are investigated, such as bubble terminal velocity, liquid falling �lm and wall shear
stress. In Chapter 4, an individual Taylor bubble rising in a vertical pipe through
sudden expansions and contractions is numerically studied. The simulation results
are compared with the experimental results of a previous P.hD work (Zhou, 2017)
in the CETHIL lab. In Chapter 5, the Taylor bubble rises through expansions and
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2 Chapter 1. Introduction

contractions are further investigated by modeling three different singularities, which
are gradual, parabolic convex and parabolic concave expansions and contractions,
respectively.

Nose

Liquid ��lm

Tail

FIGURE 1.1: The experimental photo of Nitrogen Taylor bubble rising through
glycerol-water mixed liquid, highlighting the bubble nose, liquid �lm and bub-
ble tail.

Phase change

After exploring a two-phase �ow problem without phase change, we focus our
attention on two-phase �ow with phase change. Two-phase �ow with heat and
mass transfer is essential in many industrial processes, such as chemical reactions,
petroleum re�ning, and cooling systems. Accurate prediction of phase change char-
acteristics is necessary for the above applications (Akhtar and Kleis, 2013). Two-
phase Flows with phase change have been studied for many years. Some pioneer
investigators studied the phase change phenomena primarily through experiments
(Kharangate and Mudawar, 2017). After decades of research, there are many ex-
perimental results to analyze the phase change phenomena. However, most of the
experiments adopt visualization methods to observe �ow dynamics. This creates
considerable dif�culties in measuring transient data, such as temperature �eld, �ow
velocity, and so on. Besides, the cost of the experiments is high. With the devel-
opment of computer science, considerable attention has been paid to use numerical
simulation methods to study physical problems. To study phase change problems,
an accurate phase change model is required. In Chapter2, we review several phase-
change models. In addition, the interface capturing method (VOF) with phase change
is reviewed. The details of the development of a phase change model are introduced
in Chapter 6. The geometric VOF method is used to capture the interface. The phase
change model is implemented by calculating the mass �ux in the cells which are close
to the interface and imposing saturated boundary condition on the interface.
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1.1. Objective and contributions of the thesis 3

1.1 Objective and contributions of the thesis

An open-source solver, named Basilisk Popinet (2013a), is adopted in this thesis
for establishing the model to investigate the Taylor bubble and two-phase �ow with
phase change. We compare the experimental results and simulation results of the
Taylor bubble to verify the accuracy of the solver.

This thesis can be divided into two main parts. The �rst one is to study the Taylor
bubble rising motion, which is considered by numerical approaches and to compare
the simulation results with experimental results. Inspired by the Taylor bubble rising
in straight pipes, different types of expansions and contractions have been consid-
ered.

This thesis contributes to investigate numerically the behavior of rising bubbles
in 3 different expansions and contractions, including sudden, gradual, parabolic con-
vex, parabolic concave types, respectively. The experimental and numerical results
are compared for Taylor bubble cases. The second part considers phase change in
two-phase �ow. In particular, a phase-change model is developed within the incom-
pressible Navier-Stokes solver. Its main feature is that a two-step geometric VOF
method is used (Malan et al., 2020;Scapin et al.,2020). Several benchmark test cases
are used to validate the phase change model.

1.2 Outline of the thesis

The thesis contains seven chapters, which is organized as follows:

� Chapter 1: Background and objective of the thesis.

� Chapter 2: Brief literature review of the Taylor bubble and two-phase �ow with
phase change.

� Chapter 3: Presentation of the Navier-Stokes equations, and the geometric VOF
method in the Basilisk solver.

� Chapter 4: Numerical study of the Taylor bubble rising in a vertical pipe through
sudden expansions and contractions by comparing with experiments.

� Chapter 5: Numerical investigation of the Taylor bubble rising in a vertical pipe
through various expansions and contractions types.

� Chapter 6: Development of a phase change model.

� Chapter 7: General conclusions and perspectives.
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5

Chapter 2

Literature review

In this chapter, gas-liquid �ow without and with phase change are reviewed. The
�rst section contains the classi�cation of two-phase �ow patterns and the introduc-
tion of a single spherical bubble rising in vertical pipes. In the second part, we re-
view the development of experiments and simulations of the Taylor bubble rising
in vertical pipes. Moreover, the motion of the Taylor bubble with expansions and
contractions are analyzed. Last, we introduce different mass transfer models and the
two-phase geometric VOF method with phase change.

2.1 General introduction of two-phase �ows

2.1.1 The de�nition of �ow pattern

When gas and liquid �ow simultaneously exist in a vertical pipe, different �ow
patterns need to be characterized according to the gas �ow rates, pressure drop, heat
and mass transfer. The �ow pattern is crucially important in the study of �ow dy-
namics and heat transfer of two-phase �ow. A large amount of research has been
dedicated to classi�cations for gas-liquid �ow in vertical pipes (Barnea, 1987). Gener-
ally, �ve main types of gas-liquid �ow patterns are categorized: bubbly, slug, churn,
annular and wispy annular �ow (Ghajar, 2005) (see Fig.2.1).

� Bubbly �ow:
The gas phase is in the form of discrete small bubbles in the liquid portion. The
typical feature of this �ow pattern is that the diameter of the bubbles is much
smaller than that of the pipe. The bubble interfaces are moving and deformable
with the evolution of time, and complex interactions exist between interfaces.

� Slug �ow:
Increasing the gas �ow rate, the density of small bubbles in the bubbly �ow
pattern consequently increases and promotes the coalescence of bubbles. This
leads to large, bullet-shaped slug bubbles (often called Taylor bubbles) which
nearly occupies the entire cross-sectional area of the liquid-�lled pipe. There is
a thin liquid �lm layer between the pipe wall and the bubble interface.
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6 Chapter 2. Literature review

Bubbly ��ow Slug ��ow Churn �� ow Annular ��ow Wispy annular �� ow

FIGURE 2.1: Schematic representation of two-phase �ow patterns in vertical
pipes.

� Churn �ow:
When the gas �ow rate is continually increasing, the slugs break into highly tur-
bulent and unstable regimes, often characterized by pulsing oscillations. This
pattern is a transient �ow regime between the slug and the annular �ow.

� Annular �ow:
With a tremendous gas �ow rate, the domain is characterized by a central core
of gas. The liquid acts as an annular liquid �lm close to the pipe wall. The gas-
liquid interface has wavy shapes, and small liquid droplets are entrained in the
gas phase.

� Wispy annular �ow:
The �ow regime occurs when the gas �ow rate is remarkably higher than the
liquid �ow rate. The liquid droplets appear in the continuous gas, which is an
inversed pattern of bubbly �ow.

2.1.2 The determination of �ow pattern

The Hewitt & Roberts map (Hewitt and Roberts, 1969) of gas-liquid �ow pattern
is presented in Fig. 2.2. When the gas �ux is small, the �ow pattern is the slug �ow.
As the gas �ux increases, the �ow pattern tends to the churn bubble regime. The
two-phase �ow pattern map is usually used to predict local �ow patterns.
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FIGURE 2.2: Hewitt & Roberts �ow pattern map (Hewitt and Roberts, 1969),
where G is the mass �ux and the subscript l and g indicates the liquid and gas,
respectively.

2.2 Basic literature review on two-phase �ows without phase-change

The objective of this part is to review the development of Taylor bubbles rising in
vertical pipes. Before introducing the Taylor bubble, a freely single rising bubble is
introduced to describe the basic principles of single bubble rising in vertical pipes.

2.2.1 Non-dimensional groups

From the physical point of view, the gas bubble is affected by forces acting on
it, such as buoyancy, gravitational, viscous, inertial, and surface tension forces. The
combined effect of these forces leads to the evolution of bubble shape, velocity, and
pressure. Several dimensionless numbers can be de�ned according to the interactions
of different forces:

� Eötvös number, Eo =
(� l � � g)gD2

�
, which is a ratio of the gravitational force to

the surface tension force and also called Bond number (Bo).

� Froude number, F r =
U

p
gD

, which is a ratio of the inertial force to the gravita-

tional force.

� Reynolds number, Re =
� lUD

� l
, which is a ratio of the inertial force to the viscous

force.

� Galilei number, Ga =
gD3

� 2
l

, which is a ratio of the gravitational force to the

viscous force.
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8 Chapter 2. Literature review

� Inverse viscosity number, N f =
� l

p
gD3

� l
, which is a ratio of the gravitational

force to the viscous force.

� Archimedes number, Ar = N 2
f .

� Morton number, Mo =
g� 4

l

� l � 3
, also called the property group since it only con-

tains the properties of the �uid.

� Density ratio, � r =
� l

� g
.

� Viscosity ratio, � r =
� l

� g
.

where � is the surface tension coef�cient. g is gravity acceleration. D is the character-
istic length, which depends on the speci�c physical problem, i.e. in a single spherical
bubble rising, D is the initial bubble diameter. However, for the Taylor bubble rising
problem, D is the diameter of the pipe. U is the bubble velocity. In non-dimensional
groups, only four dimensionless groups are independent, e.g. Mo; � r ; � r and Re. It
should be noted for different physical problems, Re can be replaced byN f , Ar or Ga.

2.2.2 Freely rising single bubble

Experiments review

The motion of a single bubble rising in a quiescent liquid driven by buoyancy
force has been extensively studied for many decades. It is still a widespread prob-
lem of great interest today (Tripathi et al., 2015). Bubble dynamics are of enormous
signi�cance in many applications, including some phenomena involving heat and
mass transfer, such as volcano eruption and nuclear plant. Signi�cant achievements
have been obtained in studying bubble dynamics. However, the nonlinearity of con-
vection term in Navier-Stokes equations and the full three-dimensional nature of the
problem still makes it vast and daunting (Tripathi et al., 2015).

For a single bubble rising in viscous or inviscous �uid, some pioneering experi-
ments were reported (Haberman and Morton, 1953;Hartunian and Sears, 1957;Wal-
ters and Davidson, 1962,1963;Clift et al., 1978;Bhaga and Weber,1981;Tomiyama
et al., 2002;Wu and Gharib, 2002;Veldhuis et al., 2008;Tagawa et al., 2014;Aoyama
et al., 2016;Sharaf et al.,2017)). In the work of Bhaga and Weber(1981), experiments
on a wide range of Eo and Re numbers have been carried out. Based on the analy-
sis of the experimental data, they presented bubble shape regimes and classi�ed the
bubble shapes into 7 groups (see Fig. 2.3): spherical (s); oblate ellipsoid (oe); oblate
ellipsoidal (oed) (disk-like and wobbling) ; oblate ellipsoidal cap (oec); spherical cap
with closed (scc), steady wake; spherical cap with open (sco), unsteady wake; skirted
with smooth (sks), steady skirt; skirted with wavy (skw), unsteady skirt.
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2.2. Basic literature review on two-phase �ows without phase-change 9

FIGURE 2.3: Single rising bubble shape regime map in stagnant liquids with
various properties (Bhaga and Weber, 1981).

From the experimental point of view, it is challenging to measure physical prop-
erties such as velocity, temperature, and pressure inside the bubbles. Though the
experiments have merits to observe the super�cial phenomenon, it is still dif�cult to
study the details of the event. In order to solve this kind of problem, numerical sim-
ulation has been increasingly used in recent years to analyze the �ow structure and
stability, providing more detailed �uid information.

Numerical simulation review

For numerical simulation of a single bubble rising, most studies have been fo-
cused on axisymmetric or two-dimensional (2D) cases to save computational time.
Tomiyama et al. (1993) and Ohta et al. (2005) studied a single bubble rising in stag-
nant and linear shear �ow, and found the bubble motion is affected by Mo and Eo
numbers. Hua and Lou (2007) simulated a rising bubble with a wide range of Re,
Eo numbers, � r and � r . The results showed that Re and Eo numbers have a great
in�uence on bubble shapes and motions, and � r and � r only affect the bubble motion
under low ratios.

With the development of computer techniques, more and more interest is attracted
by three-dimensional (3D) simulations (Bunner and Tryggvason, 1999;Sussman and
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Puckett, 2000; Shin and Juric, 2002;Hua et al., 2008;Pivello et al., 2014).Tripathi et al.
(2015) conducted 3D bubble rising by changing Ga and Eo numbers in liquid with
� r = 1000 and � r = 100. Five different regions for bubble behaviors are identi�ed
(see Fig. 2.4 (A)). With different dimensionless numbers, the single bubble presents
different bubble shapes. The researchers can predict bubble shapes withEo and Ga
numbers by this map. Sharaf et al. (2017) subsequently conducted extensive exper-
iments according to the numerical results of Tripathi et al. (2015). An experimental
map is obtained in Fig. 2.4(B) to show the bubble terminal shapes in quiescent liquid
as a function of the Ga and Eo numbers (see Fig. 2.4). The region V in simulation
(Tripathi et al., 2015) did not appear in the experiments of Sharaf et al. (2017). Some
other researchers investigated multiple bubbles rising (including co-axial and lateral
bubbles). They studied the interaction between bubbles and the different dynamic
behavior (van Sint Annaland et al., 2006;Lu and Tryggvason, 2008;Roghair et al.,
2011).

(A ) (B)

FIGURE 2.4: (A). Numerical simulation of 3D bubble shapes and behaviour in
different liquids (Tripathi et al., 2015). (B). Different regions of bubble shape
and behavior obtained from experiments implemented by Sharaf et al.(2017).

From the literature review on the single rising bubble, some remarks can be con-
cluded,

� The experimental study on bubble motion focuses on the evolution of bubble
shapes due to the technique of measurement.

� The bubble shapes are affected by several dimensionless numbers, the numeri-
cal analysis of wide range dimensionless numbers provide more detailed infor-
mation on bubble motion.

2.2.3 Taylor bubble: a state of the art review

The literature review on the Taylor bubble focuses on several aspects, such as
terminal velocity, liquid falling �lm, stabilization length, etc. The schematic diagram
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2.2. Basic literature review on two-phase �ows without phase-change 11

of the Taylor bubble in a stagnant liquid inside a vertical pipe with a radius of R is
displayed in Fig. 2.5.

Nose

bu
bb

le
 le

ng
th

R

Tail wake
Developed liquid �� lm

FIGURE 2.5: Schematic of a Taylor bubble rising in a stagnant liquid inside a
vertical pipe.

Applications

The Strombolian volcano is a relatively small-scale explosive eruption. The Taylor
bubbles are formed by bubble coalescence in conduit before bursting at the surface,
as shown in Fig. 2.6. After the bubble leaving the conduit, it undergoes a large ex-
pansion. Bouche et al. (2010) pointed out the Taylor bubble may bring hot magma
from the depth, which affects the bubble wake region and drive convection currents
in the conduit. Harris and Ripepe (2007) showed the Strombolian explosion could
be recorded by seismo-acoustic signals, which are thought to be generated from phe-
nomena associated with slug dynamics. This deduction was further corroborated by
James et al.(2006).
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FIGURE 2.6: Taylor bubble in lava conduit and its rising in Strombolian type
volcano eruption (Bouche et al., 2010).

Another application is related to the biological �eld. For example, in smaller blood
vessels (see Fig2.7), the red blood cells are separated by blood plasma under stresses.
The red blood cells behave like Taylor bubbles (Taha and Cui, 2004). Prothero and
Burton (1961) pointed out that strong circulation ahead of the red cells was found
very useful in nutrient distribution. The blood vessels have many branches when red
blood cells are transported through these branches, which would cause expansion or
contractions.

FIGURE 2.7: Taylor bubble-like red blood cells transport in blood vessels.

Investigations on the Taylor bubble

The approaches used to study Taylor bubbles include analytical, experimental,
and numerical simulation. Since the 1940s, many studies on the Taylor bubble have
been devoted to understanding this physical problem. Some researchers use experi-
mental and/or analytical approaches to develop correlations to describe Taylor bub-
ble motions (Kang et al., 2010).

White and Beardmore (1962) �rstly performed a comprehensive experimental study
on Taylor bubbles and proposed a general graphical correlation involving F r , Eo,
and Mo numbers. Zukoski (1966) experimentally studied the in�uence of surface

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI095/these.pdf 
© [L. Guo], [2020], INSA Lyon, tous droits réservés



2.2. Basic literature review on two-phase �ows without phase-change 13

tension, liquid viscosity, and inclination angle of pipes on the motion of bubbles. A
correlation was also proposed to calculate bubble velocity. Later, this subject was
addressed by Spedding and Nguyen (1978),Hasan et al. (1988),Bendiksen (1984),
Shosho and Ryan (2001), Moreiras et al. (2014). It is challenging and dif�cult to
determine the wake �ow patterns in the Taylor bubble �ow. Campos and De Car-
valho (1988) performed an exclusive photographic study to investigate the details
of the wake structures of the Taylor bubble rising in stagnant liquids, which cov-
ers a wide range of viscosities, inside vertical pipes with diameters from 19 mm to
52 mm. They concluded that the wake structures are affected by N f numbers, and
the �ow regimes can be categorized into three main parts depending on the value
of N f . For N f < 500, a closed axisymmetric laminar wake is observed, while for
500 < N f < 1500, the wake tends to be asymmetric with a periodic undulation. For
N f higher than 1500, the wake is turbulent with the recirculatory �ow. Other ex-
perimental achievements have been obtained by researchers related to �ow patterns
on Taylor bubbles (Mao and Dukler, 1991;Nogueira et al., 2003;Pinto et al., 1998).
In recent years, with the development of non-intrusive optical experimental tech-
niques, investigators made a further understanding of hydrodynamics features of
Taylor bubbles and surrounding liquid (Bugg and Saad, 2002;Van Hout et al., 2002).
Many correlations F r = f (Eo; Mo) on Taylor bubble rising in vertical pipes have
been proposed based on experimental results (Wallis, 1969;Viana et al., 2003).

Clarke and Issa (1997) numerically investigated a Taylor bubble rising through
a stagnant liquid in a vertical pipe and used the volume-of-�uid (VOF) method to
capture the bubble interface. Bugg et al. (1998) used the �nite difference method to
predict the Taylor bubble velocity for 10 < Eo < 100and 10�12 < Mo < 10�1 . They
also compared the �lm thickness and the average velocity in the liquid �lm with
experiments. Similar studies can be found in the work of Taha and Cui (2006) and
Ndinisa et al. (2005). Lu and Prosperetti (2008) used the �nite volume method com-
bined with the interface tracking method to study the Taylor bubble rising through
stagnant co-current and counter-current �owing liquid in vertical pipes. Kang et al.
(2010) adopted a front tracking methodology to simulate the effects of � r , � r , Eo and
Ar on the dynamics of Taylor bubbles . They developed correlations of the dimen-
sionless liquid �lm and non-dimensional wall shear stress as a function of Ar number.
Gutiérrez et al. (2017) used an arbitrary Lagrangian-Eulerian approach to optimize
the computational domain and found the ef�ciency of the simulation can be notably
improved. Further numerical investigations are on the two-consecutive bubble and
non-circular pipes. Araújo et al. (2013a,b,2015) analyzed the hydrodynamics coales-
cence of pairs of consecutive Taylor bubbles in a stagnant liquid. In terms of non-
circular pipes, several studies (Liao and Zhao, 2003;Liu and Wang, 2008) performed
Taylor bubble rising in mini non-circular channels and capillaries.
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Terminal velocity

To investigate the motion of Taylor bubbles, the terminal velocity (U T B ) is one
obvious but signi�cant parameter. Through UT B , the researchers can obtain the un-
derlying state of motion and the principles of bubble behavior combined with bubble
shapes.

The pioneer investigation was performed by Dumitrescu (1943), who investigated
the rise of Taylor bubbles in the stagnant liquid and pointed out the correlation of UT B

based on potential �ow theory. The UT B can be expressed as:UT B = C
p

gD in this
work, where C is 0.351.

Afterward, Davies and Taylor (1950) experimentally studied the Taylor bubble ris-
ing in mixed nitrobenzene and water. They obtained a series of experimental data of
bubble shape and bubble velocity. They analyzed the data theoretically by consid-
ering potential �ow around the bubble and assuming the pressure above the Taylor
bubble ideal state. Finally, they modi�ed C in Dumitrescu (1943) and gave a small
value of 0.328.

A watershed work for the Taylor bubble rising was accomplished by White and
Beardmore (1962). They considered gas expansion occurring on the bubble velocity
when it rises towards a lower pressure region. After a wide range of experiments,
they proposed a general graphical correlation describing the Taylor bubble velocity
using N f and Eo numbers. As Fig. 2.8shows, by ignoring the density and viscosity
of the gas phase, the basic behavior of the Taylor bubble can be summarized in Tab.
2.1. Some results are from the analysis of the work of White and Beardmore (1962) as
follows:

� Eo < 4: The Taylor bubble does not rise due to high surface tension.

� Eo > 70: Surface tension effects are negligible.

� F r < 2:5� 10�4 : Inertial effects are negligible.

� Mo < 10�8 : Viscosity effects are negligible, and N f >
p

3 � 105.

Based on the experimental data,White and Beardmore (1962) proposed a polyno-
mial �t correction for Taylor bubble velocity.

UT B =
�

a1a2ea3b

a1 + a2(ea3b � 1)
� a4

� p
gD (2.1)

where
b= lg( Eo) (2.2)
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2.2. Basic literature review on two-phase �ows without phase-change 15

The parametersai in Eq. (2.1) are seventh-degree polynomials:

ai =
8X

j =1

cij x j �1 (i = 1; :::; 4)

x = lg( Mo)

the coef�cients cij are given by the matrix:

" 3.5603852�10 �1 2.6717658�10�3 -2.7121907�10�3 -2.0001955�10�3

1.5642441�10�3 2.8532721�10�4 4.7831508�10�5 3.605927�10�5

3.059819 -5.2353564�10�1 3.3906415�10�2 2.1368428�10�2

2.3221312�10�2 -1.809746�10�3 9.3468732�10�5 -2.3440168�10�4

8.622533�10�5 5.7198751�10�5 -2.4316663�10�6 -6.7582431�10�7

7.6382727�10�6 1.1736259�10�6 -1.5186036�10�7 1.9756221�10�8

-3.2676237�10�3 -7.302379�10�4 7.2215493�10�5 1.1273658�10�5

5.9716008�10�5 9.7852173�10�6 -1.3514105�10�6 -1.74642�10�7

#

VI

V

VII

II

I

IV

III

FIGURE 2.8: Crossplot of dimensionless numbers showing different �ow
regimes (replotted from White and Beardmore (1962)).
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16 Chapter 2. Literature review

TABLE 2.1: The Taylor bubble velocity and bubble behavior proposed by White
and Beardmore (1962).

Region Bubble velocity Independent of forces Limits of Dimensionless numbers

I Graphical none 3 < Eo < 400;10�12 < Mo < 108

II Graphical viscous forces N f >
p

3 � 105

III Graphical interfacial forces Eo > 70

IV Graphical inertial forces F r < 0:052

V UT B = 0:345
p

gD viscous and interfacial forces Eo > 70; Nf >
p

3 � 105

VI UT B = 0:0096� l gD2=� l inertial and interfacial Eo > 70; F r < 2:5 � 10�4

VII UT B � 0 inertial and viscous Eo < 4

Brown (1965) made both experimental and theoretical studies on UT B for the Tay-
lor bubble rising in liquid with different viscosities. He stated that UT B in Davies and
Taylor (1950) is applicable for low viscosity but not for high viscosity liquid. He also
proposed a more general correlation for UT B regarding the liquid viscosity.

UT B = 0:351
p

gD

s

1 � 2
� p

1 + ND � 1
ND

�
(2.3)

where

N = 3

s

14:5
� 2

l g
� 2

l

(2.4)

The limits of applicability of Eq. (2.3) were established empirically as:

surface tension:
Eo
4

�
1 � 2

� p
1 + ND � 1

ND

��
> 5:0 (2.5)

viscosity:
ND > 60 (2.6)

where ND is dimensionless and ND / N f .
Wallis (1969) came up with a correlation based on extensive experimental data for

UT B . The correlation can be presented in terms of all the relevant variables:

UT B = 0:345
�

1 � e�0:01 Re=0:345
� �

1 � e(3:37� Eo)=m
�

s
(� l � � g)gD

� l
(2.7)

The parameter m is a function of Re numbers and takes on the following values:

m =

8
><

>:

10 :Re > 250
69Re�0:35 : 18< Re < 250
25 :Re < 18
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2.2. Basic literature review on two-phase �ows without phase-change 17

Tung and Parlange (1976) studied long gas bubbles rising in closed cylindrical
tubes. In these cases,Re > 50 and the surface tension effect was neglected. An
analytical correlation for Taylor bubble velocity was proposed as a function of surface
tension, gravity, pipe diameter, and liquid density as follows:

UT B =
�

0:136� 0:944
1

Eo

� 1=2 p
gD (2.8)

If ignoring the surface tension effect, the Eq. (2.8) can be rewritten as:

UT B = 0:369
p

gD (2.9)

Viana et al. (2003) assembled previously published papers and performed new ex-
perimental data. They proposed a correlation for Taylor bubble velocity according to
a different range of Re numbers. Three separate equations are obtained for different
Re numbers. For large Re (> 200) they found:

UT B =
0:34

(1 + 3805=Eo3:06)0:58

p
gD (2.10)

For small Re (< 10), they found:

UT B =
9:494� 10�3

(1 + 6197=Eo2:561)0:5793
Re1:026

p
gD (2.11)

The author described the transition region (10 < Re < 200) by �tting experimental
data to a logistic curve. A universal correlation was carried out as follows:

UT B = L[Re;A; B; G; H ] �
A

(1 + (
Re
B

)G)H

p
gD (2.12)

where
A = L[Eo; a; b; c; d]; B= L[Eo; e; f; g; h];

G = L[Eo; i; j; k; l ]; H = m=G;

and the parameters (a,b,...,l) are:

a = 0:34; b= 14:793; c = �3:06; d = 0:58;

e = 31:08; f = 29:868; g = �1:96; h = �0:49;

i = �1:45; j = 24:867; k = �9:93; l = �0:094;

m = �1:0295

Hayashi et al. (2010) proposed a general correlation for Taylor drops. Comparison
with simulation and experimental results show that the proposed correlation is valid
for Taylor drops under a wide range conditions, i.e. 0:002< Re < 4960,4:8 < Eo <
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228,1 < N f < 14700,�12 < lg (Mo) < 4, and d=D < 16, whered is the sphere-volume
equivalent drop diameter and D the pipe diameter.

UT B =

vu
u
u
t

0:0089
�
1 + 41

Eo1:96

� �4:63

0:0725 + 1
Re

�
1+1:9� r
1+0:31� r

�
(1 � 0:11Re0:33)

gD (2.13)

In Eq. (2.13), if we ignore the effect of density and viscosity, the simpli�ed equation
can be written as:

UT B =

s
0:01

�
1 + 41

Eo1:96

� �4:63

0:0816 +Re�1
gD (2.14)

Araújo et al. (2012) analyzed a detailed study on the rising of individual Tay-
lor bubbles including a wide range of Eo and Mo numbers (Eo 2 [6;900]; Mo 2
[4:72� 10�5 ]; Nf 2 [3:5;517] ). Massoud et al. (2018) performed a complete dimen-
sionless analysis of individual Taylor bubbles rising in stagnant Newtonian liquid
and concluded that the F r is a function of Eo, Re, � r , � r and bubble length (L T B =D)
which can be expressed asF r = f [Eo; Re; � r ; � r ; LT B =D].

Kurimoto et al. (2013) experimentally and numerically investigated the Taylor
bubble terminal velocity in vertical pipes. A general correlation was proposed based
on experiments and simulation data.

UT B =

s
AB

B
0:352

+ G
p

gD (2.15)

where A = (1 + 3:87
Eo1:68 )�18:4 , B = 0:0025� (3 + A) and G = 1

Re (1 � 0:05
p

Re).

Liquid �lm thickness around Taylor bubble

The stability of liquid �lm directly affects the Taylor bubble behavior in pipes. The
thin falling �lms are usually characterized by the �lm Reynolds numbers Ref , which
is proposed by Dukler (1952). Ref is often de�ned by Ref = 4 � l �U f

� l
, where � is the

�lm thickness and Uf is the average velocity in the �lm.
Nusselt (1916) presented a representative theoretical analysis on the liquid �lm of

a viscous liquid. He derived a solution for the �lm thickness:

� =
�

3� 2
l

4� 2
l g

Ref

� 1=3

(2.16)

It should be noted that the liquid is laminar �ow, which underpredicts �lm thick-
ness for �ow with high Reynolds number. Based on the work of Nusselt (1916),Duk-
ler (1952) performed experiments for �ow with high Re numbers. They concluded
the model Eq. (2.16) is not capable of transition turbulent �ow. A new theoretical
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2.2. Basic literature review on two-phase �ows without phase-change 19

model for liquid �lm thickness over the transition �ow was developed in their work.

Ref = 4� (3 + 2:5 ln � ) � 256 (2.17)

where � can be rewritten in terms of the inverse viscosity and the dimensionless
�lm thickness (i.e., � = N f (0:5� )1:5 ). To validate the theoretical model, Dukler
(1952) performed experiments limited the �lm Reynolds number in the range of
500 < Re f < 3000. The �lm thickness presented waves form in the falling �lm, and
the mean �lm thickness is in good agreement with Eq. (2.17). Fulford (1964) found
the transition to turbulence has a wider range of Ref than the pipe �ow because the
boundary layer occupies a considerable fraction of the �lm thickness.

Because of the limited practicality of the model Eq. (2.17), several more general
empirical correlations for �lm thickness as a function of Ref were developed by the
work of Karapantsios et al. (1989),Lel et al. (2005) andZhou et al. (2009). ForRef <
3000, the model ofLel et al. (2005) successfully predicted the liquid �lm thickness,

� 3

s
� 2

l g
� 2

l

= 1 + 0 :321Re0:47
f (2.18)

while for the range of Ref > 3000, the other one model ofKarapantsios et al. (1989)
is better to determine the �lm thickness,

� 3

s
� 2

l g
� 2

l

= 0:214Re0:538
f (2.19)

For now, we have already introduced several models to predict �lm thickness.
Still, it should be noted that the models are valid when the �lm is thin enough such
that the local curvature of the free surface can be neglected. For the circumstance that
directly addresses the Taylor bubble's liquid �lm thickness, the models below have
differences.

Brown (1965) proposed an expression based on the work of Goldsmith and Mason
(1962) forUT B in their work. They obtained the relationship between UT B and � .

UT B =
2� lg� 3

3� l (R � � )
(2.20)

where R indicates the pipe radius. Under the assumption of a thin liquid �lm (i.e.
� << R b), the denominator in Eq. (2.20) is reduced to 3� lR. Brown (1965) further
changed the de�nition of Froude number by using the Taylor bubble radius (R b) to
instead pipe radius (R ). The Taylor bubble Froude number F r b can be written by

F r b =
UT Bp
gDb

(2.21)
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by substituting F r b into Eq. (2.20), Brown got a more general quadratic solution for
�lm thickness as follows

� =

p
1 + 2NR � 1

N
(2.22)

Llewellin et al. (2011) summarized the models for predicting liquid �lm thickness
and proposed a model that can avoid the thin-�lm limit and also for the drawback of
Eq. (2.22) which needs to assume a constant Froude number. They named the model
'Cubic Brown'.

� 03+ a� 0 � a = 0 (2.23)

where � 0 is the dimensionless liquid �lm thickness which is expressed by � 0 = �=R
and a = 6Fr=N f . The Eq. (2.23) is valid for N f < 3000.

Other approaches, such as numerical simulation, also attract some researchers to
study the Taylor bubble's liquid �lm thickness. For example, Kang et al. (2010) found
the relationship between the �lm thickness and N f and performed simulations at
Eo = 200 using the data to derive an empirical correlation:

�
D

= 0:32N�0:2
f (2.24)

The empirical correlations proposed based on experiments or simulations for liq-
uid �lm thickness are summarized in Tab. 2.2.

TABLE 2.2: Summary of the models for liquid �lm thickness of the Taylor bub-
ble presented in literatures. Llewellin et al. (2011)

Source Equation Validity

Nusselt (1916) (2.16) Ref < 1000
Dukler (1952) (2.17) 500< Re f < 3000
Lel et al. (2005) (2.18) 10 < Re f < 3000
Karapantsios et al. (1989) (2.19) 3000< Re f < 15000
Brown (1965) (2.22) Ref > 40
Llewellin et al. (2011) (2.23) laminar
Kang et al. (2010) (2.24) 3 < Re f < 150

The dimensionless liquid �lm thickness � 0 can be expressed as� 0(N f ). The rela-
tionship between � 0 and N f is shown in Fig. 2.9by Morgado et al. (2016). The results
show that when N f < 200, � 0 is strongly in�uenced by the Morton numbers (indi-
cated by M in Fig. 2.9 taken from Araújo et al. (2012)). Higher Morton numbers
correspond to higher maximum value of � 0. Under the condition of N f > 200, the
� 0 is independent of Morton numbers, the curves for different Morton numbers as-
sembled overlapping and decreases asN f increases. The simulations in Araújo et al.
(2012) are in agreement with the experiments data from Brown (1965),Mao and Duk-
ler (1991),Nogueira et al. (2006a,b),Kang et al. (2010) andLlewellin et al. (2011). It
should be noted that the experimental results on � 0are plotted only when N f > 100.
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FIGURE 2.9: The relationship of dimensionless liquid �lm thickness and the
inverse viscosity number (from Morgado et al. (2016)).

Wall shear stress

The wall shear stress is a signi�cant physical parameter if the slug �ow co-occurs
with heat or mass transfer, in phenomena like membrane separations (Taha and Cui,
2006) or �ow-induced corrosion in pipe wells (Villarreal et al., 2006). The wall shear
stress can be expressed as follows:

� = � l
duz

dr
(2.25)

Brown (1965) predicted the velocity gradient in Eq. (2.25) in his work.

duz

dr
=

g
� l

�
r
2

�
(R � � )2

2r

�
(2.26)

we substitute Eq. (2.26) into Eq. (2.25) and using radial coordinate R to get the sim-
pli�ed expression for the wall shear stress:

� w = � lg
� (2R � � )

2R
(2.27)

It is dif�cult to perform experiments to measure the wall shear stress in the liquid
�lm region. Therefore, several researchers studied numerical used to understand
the evolution of the wall shear stress. The work of Kang et al. (2010),Araújo et al.
(2012),Massoud et al. (2018) shows that the wall shear stress starts to increase near the
bubble nose and reaches a kind of plateau further down from the tip of the bubble.
The � w decreases near the bubble trailing edge due to the sudden widening of the
separation between the wall and the bubble interface. Araújo et al. (2012) concluded
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that lower Eo has higher refereed peaks since the liquid �lm is smaller under this
condition and has a signi�cant in�uence on the variation of � w .

2.2.4 Tayor bubble motion through expansions and contractions

In many natural and industrial processes involving slug �ow, the pipes' size and
geometry are variable. For example, the Strombolian volcanoes are affected by large
gas bubbles rising in vents of continuously varying sizes. Despite the Taylor bubbles
have been studied, there is few published experimental or numerical work on the
Taylor bubble rising through expansions and contractions. In this section, we will re-
view Taylor bubbles (or slug �ow) rising in a vertical pipe with expansions/contractions.

Expansions

Rinne and Loth (1996) measured vertical air-water bubbly �ow by �ber-optic sen-
sors in a pipe with sudden expansion (40 mm to 90 mm). The experimental results
show that the sudden pipe expansion produced a �ow disturbance that led to a tran-
sient redistribution of the local two-phase �ow parameters. A region with no bubbles
is detached can be found downstream.

Kondo et al. (2002) experimentally studied air-water slug �ow at near atmospheric
conditions through the vertical round tube. The tube's geometry is composed of a
sudden axisymmetric expansion with a diameter from 0.02 m to 0.05 m. Fig. 2.10(A)
shows that the Taylor bubble rises through sudden expansion in the experiments.
After the bubble leaving expansion, Fig. 2.10 (B) shows that the rear of the bubble
moves towards the bubble nose and burst up.

(A )

(B)

FIGURE 2.10: (A). Video image snapshot extracted from Kondo et al. (2002)
which shows the moment that Taylor bubble passing through the sudden ex-
pansions. (B). Taylor bubble penetration and bursts after leaving sudden ex-
pansion (from Kondo et al. (2002)).

James et al.(2006) reported an experimental investigation on the Taylor bubble
passing through a variety of pipe expansions and contractions. The objective is to
accurately describe the processes that the bubble rising through the expansions. The
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pressure in the experiments is compared with the seismic data, which is recorded at
volcanic sites. They concluded that the pressure oscillation in the seismic data was
caused by gas slug passing through the sudden expansion section. The working �u-
ids are sugar syrup solutions with viscosities of 0.001, 0.1, and 30 pa�s to compare
different behavior in a range of F r numbers. They observed that the gas slugs un-
dergoes an abrupt �ow pattern change and expanded laterally. For suf�cient long
bubbles, the bubble will split into two or more daughter bubbles, as shown in Fig.
2.11when passing through expansions, causing pressure oscillation.

FIGURE 2.11: Skematic diagrame of Taylor bubble splitting into several daugh-
ter bubble (from James et al.(2006)).

Danabalan (2012) designed an experimental setup for the Taylor bubble rising
from a vertical pipe into a rounded glass bowl or a cubic box, which is an analog
of the volcano expanding into a lava lake. The author found that the Taylor bub-
ble passes through the expansion without breakup. The critical volume of the Tay-
lor bubble rising through expansion relies on the liquid viscosity and the expansion
structures. For example, the rounded glass bowl makes it easier for the Taylor bubble
to pass through intact. This �nding was further corroborated by Soldati et al. (2013).
Moreover, Soldati et al. (2013) studied the angle of expansion and obtained the criti-
cal bubble length increases as the angle of expansion (�), see Fig.2.12. The results are
consistent with Danabalan (2012), who showed that sudden expansion (� = 90� ) has
a smaller critical bubble length than any gradual expansions.

FIGURE 2.12: Images taken from high speed video of Taylor bubble rising from
a smaller tube into a wider tube (from Carter et al. (2016)).

Carter et al. (2016) measured the acoustic signals produced by Taylor bubble breakup
when rising through expansions. This study's experimental apparatus consists of
two tubes, a smaller tube of 0.01 m diameter emerging inside a larger tube of 0.025
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m diameter. The Taylor bubble reaching the expansion section is split into two parts
(See Fig. 2.13). They used high sensitivity microphone above the expansion to record
the acoustic signals during bubble breakup.

FIGURE 2.13: Images taken from high speed video of Taylor bubble rising from
a smaller tube into a wider tube (from Carter et al. (2016)).

In the work of Ambrose et al. (2017), they numerically studied the qualitative and
quantitative behavior of a Taylor bubble rising through an expansion pipe. They
studied the gradual expansion structures by changing the expansion degree (� ) from
15� to 90� . The expansion ratio is 2.1, and the initial bubble length is 4.4D, D is the
lower pipe diameter. The results show that the gradual expansion could pass a much
longer bubble without breakup by comparing it with sudden expansion. For a �xed
� , a critical bubble length can be de�ned for bubble breakup. When they changed the
expansion ratio more prominent than 2.6, they found the critical bubble length is not
changing anymore.

Recently, Amani et al. (2019) numerically studied the Taylor bubble through sud-
den/gradual expansions and analyzed the Taylor bubble behavior between Newto-
nian and shear-thinning liquids. When bubble rising through expansion, the bubble
is split into two parts: the upper daughter and lower daughter bubbles. The re-
sults show that the upper daughter bubble diameter is decreased by increasing the
shear-thinning liquid concentration and the expansion angle. The shear-thinning liq-
uid signi�cantly reduces the pressure drop when the Taylor bubble rising through
expansions.

From the literature review about expansions, we can conclude that:

� Experimental study mainly focused on the Taylor bubble breakup and penetra-
tion phenomena in the expansion region. The evolution of bubble shapes in
experiments attracts researchers on this point.

� Taylor bubble in different viscous liquids with expansions also interests people
to do experiments or simulations. The objective is to pursue the Taylor bubble
hydrodynamic behavior in various liquids with different N f ; Eo numbers.

� The critical length for bubble breakup: investigators experimentally or numeri-
cally studied different conditions of the Taylor bubble rising through expansions
to explore the critical state of bubble length, bubble shapes, bubble velocity, etc.
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� Other studies focus on the pressure drop, the expansion structures (or grad-
ual expansion with different degrees), and �ow patterns related to the real ap-
plications, such as photobioreactors (Singh and Sharma, 2012) or volcanology
(Bouche et al.,2010).

Contractions

When the upper tube's diameter is smaller than the lower one, the singularity is
a contraction. To our knowledge, the study of the Taylor bubble or slug �ow rising
through contractions is scarce, especially in vertical pipes.

Abdelall et al. (2005) used air and water at room temperature and near-atmospheric
pressure to experimentally investigate the pressure drop caused by contractions in
small circular channels. The largest tube diameter is 1.6 mm, and the smallest one is
0.84 mm. They proposed a correlation for pressure drop with contractions.

Chen et al. (2009b) investigated the pressure change and �ow pattern subject to
sudden contractions in the horizontal direction. In their work, the working �uids are
air and water mixed in small rectangular channels with a size of 3 � 9 mm and 3 � 6
mm into a 3 mm diameter round tube. Similar to the work of Abdelall et al. (2005),
they also established a pressure drop correlation for sudden contractions.

Kourakos et al. (2009) experimentally studied three types of singularities for single
and two-phase (air-water) horizontal �ow in the presence of expansion and contrac-
tion. A modi�ed correlation of (Janssen and Kervinen, 1964) is suggested for progres-
sive diminution. The results show that the pressure is decreased before contraction,
and the contraction creates a high-pressure drop step.

Balakhrisna et al. (2010) experimentally studied the sudden expansion and con-
traction in a horizontal pipe for oil-water �ows. They observed that sudden changes
have a signi�cant in�uence on the downstream phase distribution of liquid-liquid
�ows for different �ow patterns.

Kaushik et al. (2012) performed a numerical study on the core annular �ow through
sudden expansion and contraction using the VOF method to capture the interface.
They provided detailed information about the pro�les of velocity, pressure, and vol-
ume fraction over a wide range of oil and water velocities sudden expansion and
contraction. The numerical method is validated by experimental results from Bal-
akhrisna et al. (2010).

Padilla et al. (2013) visualized the two-phase �ow of HFO-1234yf, R-134a, and
R-410A in a 10 mm glass tube with a sudden contraction (contraction ratio is 0.49).
The perturbation lengths in upstream and downstream were studied, and the con-
tribution of the perturbation to the pressure drop was identi�ed. After comparing
with other pressure drop correlations, a new method for predicting pressure drop
was proposed. The correlation has better accuracy compared with other methods.
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Sadatomil et al. (2013) have studied the �ow pattern for air-water two-phase �ow
through U-bend, sudden expansion, and sudden contraction in horizontal rectangu-
lar mini-channels. Some results of the experiments are shown in Fig. 2.14. For differ-
ent gas �ow rates, the gas phase presents discrepancy behavior when rising through
the same contraction.

FIGURE 2.14: Typical �ows in contraction channel at JL = 0:5 m/s (J L indi-
cates the liquid velocity and JG is gas velocity (from Sadatomil et al. (2013)).

Kawahara et al. (2015) have conducted a series of experiments to study the effect
of the contraction ratios with different liquids on gas-liquid horizontal �ow through
a sudden contraction in micro-channel. They compared the numerical results with
experiments (as shown in Fig. 2.15). The results show that the bubble is compressed
by contraction and stretched into a longer bubble after contraction.

FIGURE 2.15: The comparison of experimental and numerical results for pure
ethanol two-phase �ow through contraction (contraction ratio is 0.51) from
Kawahara et al. (2015).

Sudhakar and Das (2018) numerically studied Taylor droplets rising through sud-
den contractions in a rectangular channel using the lattice Boltzmann method. The in-
terfacial droplet evolution is established using streamlines and velocity vector �elds.

Qin et al. (2018) studied lava lakes with contraction geometries. In Fig. 2.16, the
bubble in contractions are less prone to break up.

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI095/these.pdf 
© [L. Guo], [2020], INSA Lyon, tous droits réservés
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FIGURE 2.16: Video recording experiment to describe bubble rise and deforma-
tion through an inverted shallow �aring geometry (from Qin et al. (2018)).

From this literature review, we can summarize several topics about contractions.

� The experimental contraction, including horizontal or vertical all obtain the con-
clusion that the Taylor bubble (or slug �ow) is stretched by contractions and a
sudden increased pressure at contraction.

� Compared with expansions, researchers have focused more on pressure drop in
contractions, which has led to a series of correlations to describe the pressure
change after contraction.

2.3 Literature review for two-phase �ow simulation with phase-

change

When phase change occurs, mass and heat transfer across the interface needs to
be considered. Phase change models usually impose additional source terms in the
governing equations to balance mass, momentum, and energy at the interface. Be-
cause of the presence of interfacial mass transfer term, interface topology tends to be
unstable. Therefore, mass transfer models are required to estimate the mass transfer
at the interface accurately.

2.3.1 Model based on thermal equilibrium

A general phase change model is based on thermal equilibrium at the interface,
leading to a set of Rankine-Hugoniot jump conditions for mass, momentum, and
energy conservation. This model is widely used by many investigators to calculate
the interfacial phase change (Gibou et al., 2007). In this model, heat transfer at the
interface is assumed to be consumed by the latent heat of the �uid. The heat �ux at
the interface is estimated by Fourier's law as:

_q = ( � l rT l � � grT g) � n = _mhlg (2.28)

where n is the normal vector of the interface towards the opposite liquid side by
convention, � is the conductivity of �uids, _m [kg/(m 2 s)] is the mass �ux (counted
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30 Chapter 2. Literature review

positive for evaporation) due to the phase change across the interface,hlg is the latent
heat. The subscript g and l denote the vapor and liquid phase, respectively.

The mass �ux _m is derived for the interface surface area, which is not always
explicitly known. In �nite volume based methods, such as the VOF method, it is
more convenient to use a volumetric mass source term. The volumetric mass source
term S [kg/(m 3 s)] is de�ned by Sg = �S l = _mjr� l j. � l indicates the volume fraction
of liquid. In a computational cell, with pure liquid or gas, jr� j is zero. In a cell
contains interface, this term is directly related to the interface surface,

1
V

Z

�
jr� l jdA =

A �

V

where A � is the interfacial area and V the cell volume.
Juric and Tryggvason (1998) simulated �lm boiling �ow phenomenon. The mass

�ux is added as a delta function that is non-zero only at the interface. The equations
are discretized by a �nite difference method on a regular grid, and the interface is
explicitly tracked by a front moving method. Welch and Wilson (2000) constructed
the interface geometry associated with Young's method (Youngs, 1982), aiming to
derive mass �ux through calculating the discontinuous normal component of the
normal vector of the heat �ux vector. Esmaeeli and Tryggvason (2004a,b) used the
method of Udaykumar et al. (1996) to calculate the heat source using a �rst-order
�nite difference approximation. They added mass source and heat source in govern-
ing equations to investigate the behavior of �lm boiling. Gibou et al. (2007) proposed
a new algorithm for multiphase �ows with phase change based on the sharp inter-
face method. This algorithm uses the ghost �uid method to impose the interface
boundary conditions. Akhtar and Kleis (2013) studied boiling �ow simulations us-
ing adaptive octree grids. A phase change model based on the sharp interface model
associated with the mixture formulation was developed.

Son et al.(1999) simpli�ed Eq. (2.28) by assuming saturation temperature at vapor
side. Therefore, they considered only the temperature gradient on the liquid side.
Using n � r�

jr�j , the volumetric mass source term then can be rewritten as

Sg = �S l =
� ef f (rT � r� l )

hlg
(2.29)

where � ef f is effective thermal conductivity and calculated as the average of the liq-
uid and vapor phases, weighted by their respective volume fractions. Nichita and
Thome (2010) and Ganapathy et al. (2013) used a similar formulation for the source
term. This simpli�cation is also used by Luo et al. (2005) to simulate multiphase
incompressible �ow with phase change.

However, this simpli�cation is less accurate. For example, in �lm boiling, the
liquid is saturated, and vapor is superheated. The bubble growth rate is not rele-
vant to the liquid thermal conductivity � l in the growing process of a vapor bubble.
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However, in Eq. (2.30), � ef f contains the effect of � l , which not matching the physical
phenomena. To overcome this problem, Sun et al.(2012) proposed an alternative sim-
pli�ed from based on neglect of heat conduction in the saturated phase, and linear
temperature pro�le is in unsaturated phase, namely

Sg = �S l =
2� l (rT � r� l )

hlg
(2.30)

2.3.2 Non-equilibrium phase change models

Based on the Hertz-Knudsen equations (Knudsen and Partington, 1935),Schrage
(1953) was the �rst to develop a mass transfer model. This model assumes vapor and
liquid are saturated but allows jump conditions to occur at the interface. According
to the gaseous kinetic theory, high dynamic molecules cross the interface due to the
temperature deviation at the interface. A ratio of 
 between numbers of molecules
changing phase and transferring across the interface is de�ned as evaporation and
condensation processes as follows:


 e =
number of molecules obtained by vapor phase

number of molecules from liquid to vapor
for evaporation (2.31)


 c =
number of molecules absorbed by liquid phase

number of molecules from vapor to liquid
for condensation (2.32)

The mass �ux is determined by the deviation between vapor-liquid or liquid-
vapor mass �ux.

_m =
2


2 � 


r
M

2�R

"
pgp
Tg;sat

�
plp
Tl;sat

#

(2.33)

where M is molecular weight, R the universal gas constant (8.314 J/(mol K)) and

 the evaporation or condensation coef�cients. The coef�cient 
 is estimated from
experimental data. Marek and Straub (2001) adopted 
 = 0.1 and 1, respectively, in
simulation of jets and moving �lms. Hardt and Wondra (2008), Kunkelmann and
Stephan (2009) andMagnini and Pulvirenti (2011) recommended
 = 1 for �lm boil-
ing. Kharangate et al. (2015) recommended
 = 0:1 and concluded larger 
 affects
numerical stability. Kartuzova and Kassemi (2011) suggested a low value of
 = 0:01
for turbulent phase change �ow.

Furthermore, some researchers developed several simpli�ed forms of this phase-
change model. For example,Tanasawa(1991) assumes for a small deviation of inter-
facial temperature, mass �ux has a linear property with temperature jump between
the interface and vapor phase. This model can be written as:

_m =
2


2 � 


r
M

2�R
� ghlg(T � Tsat )

T3=2
sat

(2.34)

Samkhaniani and Ansari (2017) implemented this model to simulate bubble con-
densation in OpenFOAM. This simpli�ed model is available for most phase-change
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problems except for micro scales, where interfacial jump conditions need to be spe-
cially considered. Silvi et al. (2020) used Eq. (2.34) to model two-phase annular �ow
boiling inside a tube.

2.3.3 The Lee model

Lee (1980) proposed a simple phase-change model for studying evaporation and
condensation processes. In this model, the phase change is driven by the deviation
of temperature from the saturated temperature Tsat and the local temperature. The
volumetric mass source term is given by:

Sg = �S l = Ri � l � l
T � Tsat

Tsat
for evaporation: T > T sat (2.35)

Sl = �S g = Ri � g� g
T � Tsat

Tsat
for condensation: T < T sat (2.36)

where Ri is an empirical value called mass transfer intensity factor with unit s �1 ,
which has different values for different phase change problems. Extremely large val-
ues of Ri result in a numerical instability, while excessively small values of Ri cause
a signi�cant deviation between interfacial temperature and saturation temperature.
An optimum of Ri depends on many factors, such as mesh size, and computational
time step. A wide range of Ri from 0.1 to 108 s�1 has been reported in literature. For
instance, Ri is de�ned as 0.1 s�1 by some authors (Lee and Nydahl, 1989;Wu et al.,
2007;De Schepper et al.,2009;Alizadehdakhel et al., 2010). However, Ri is speci�ed
as 100 s�1 in the work of Yang et al. (2008) and Goodson et al. (2010). Gorlé et al.
(2015) gave largeRi as 5000 s�1 in their simulation. In turbulent �ow, Ri has larger
value. Da Riva et al. (2012) usedRi value from 7:5 � 105 to 5�10 6 in their study on
the condensation of turbulent �ow in a horizontal circular minichannel. In addition,
Chen et al. (2014) eliminated Tsat from numerator of the source term to simplify the
expression, which can be regarded as introducing a similar factor r i = R i

Tsat
in the cal-

culation. Chen et al. (2020) proposed an expression (see Eq. (2.37)) to approximately
compute the value of Ri . Using this expression, the initial guess of Ri is not needed
anymore.

Sg = �S l =
Tsat

hlg(0:5 + 0:5� l )�x � � l � l=� l

A �

V
�

� l � l (T � Tsat )
Tsat

(2.37)

By comparing with the Lee model, Ri in Eq. (2.37) can be expressed as

Ri =
1

(0:5+0:5� l )� x

� l =(� l cpl � l )
� h lg

cpl Tsat

A �

V
(2.38)

To overcome the dependency on Ri , Rattner and Garimella (2014) proposed a
phase change model that includes the computing time interval for predicting the
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phase change amount. The volumetric heat source (Q) can be calculated using three
different parts:

Q =

(
�min(Q 1; Q2; Q3) for evaporation

min(Q 1; Q2; Q3) for condensation
(2.39)

In Eq. (2.39),Q1; Q2; Q3 are expressed by:

Q1 =
(�c p)ef f (T � Tsat )

�t

Q2 =

8
><

>:

� l � lhlg

�t
for evaporation

� g� ghlg

�t
for condensation

Q3 =
hlg

�t

�
1
� g

�
1
� l

� �1

where cp is the speci�c heat under a constant pressure condition, (�c p)ef f is an effec-
tive coef�cient calculated as the average of the liquid and vapor phases, weighted by
their respective volume fractions. Q1 is de�ned to force the interface to the saturation
temperature at every time step �t, recovering the physical equilibrium condition.
To ensure the physical results, Q2 limits the mass �ux in each time step to the mass
of vapor present in that cell. Q3 guarantees the phase change model satis�es the
Courant-Friedrichs-Lewy (CFL) condition.

The mass �ux can be calculated using the following equation:

_mg = � _ml =
_q

hlg
(2.40)

Pan et al. (2016) used a similar model to simulate �ow boiling. However, they
only considered Q1 and neglected the other two volumetric heat sources. Kim et al.
(2017) used the model (Eq. (2.39)) to compare with different phase change models
and validated the models using the one-dimensional Stefan problem. Luo et al. (2020)
used this model to investigate annular �ow boiling in a rectangular microchannel.

Overall, the Lee model's advantages are its simplicity, and the source term �eld
is relatively smooth. However, this model depends on the value of mass transfer
intensity. It is necessary to choose the optimum amount for different studies and
meshes. There is also no exact physical explanation on the mechanism of this phase
change model. Unlike the models Eqs (2.28and 2.34), which only allow mass transfer
along with the interface, the Lee models allow for phase change both along with the
interface and within the saturated phase (Kharangate and Mudawar, 2017). The Lee
models can be widely used to simulate full-scale �ow boiling and �ow condensation
processes, but with reduced accuracy.
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2.3.4 Other methods to calculate mass transfer

Other methods have been used to simulate phase change. Krepper et al. (2007)
proposed one simple method to compute mass �ux in order to simulate subcooled
boiling, as follows:

8
>><

>>:

_ml = max
�

hi (Tsat � T)A �

hlg
; 0

�
for subcooled liquid

_mg = max
�

hi (T � Tsat )A �

hlg
; 0

�
for superheated liquid

(2.41)

where hi is the heat transfer coef�cient, which is calculated according to Ranz et al.
(1952).Jeon et al.(2011) used the same method to study bubble condensation in sub-
cooled boiling �ow. It was found that the condensing bubble has many different
aspects compared with the adiabatic bubble. In the work of Chen et al. (2009a), they
applied a similar model but different in calculating mass �ux, the cell temperatures
near interface are used for vapor and liquid, namely _m = h i (Tg �T l )A �

h lg
. Sun et al. (2014)

computed the mass �ux at the interface through the heat exported from interface and
neighboring cell for the condensation process, or the heat imported in the interface
and neighboring unsaturated cell for the evaporation process. Zhang et al. (2001)
added a large arti�cial source term to the enthalpy equation to force interface tem-
perature saturated, the heat and mass source terms are computed using the updated
temperature �led.

2.3.5 Two-phase VOF method with phase change

Welch and Wilson (2000) �rstly used the VOF method to simulate �lm boiling
�ow. They compared the results with Son and Dhir (1998) andJuric and Tryggva-
son (1998) who used different interface capturing methods, and found the results
matching well. For a lower heat �ux with smaller superheated temperature (T sup,
the difference between heated wall and saturated temperatures), the vapor bubble
showed quasi-steady releasing behavior. However, when increasing the heat �ux,
the vapor bubble did not detach from the vapor �lm. Similar behavior was observed
in the work of Juric and Tryggvason (1998).

Some researchers used smoothing techniques to smear mass sources to improve
numerical stability. Yuan et al. (2008) used the VOF method to track the liquid-vapor
interface on non-orthogonal body-�tted coordinates. Due to mass transfer at the in-
terface, the volume expansion or contraction is moved from a mixture cell to the
nearest vapor cell to overcome the discontinuous velocity �eld. Hardt and Wondra
(2008) developed an evaporation model compatible for vapor-liquid �ow. They per-
formed numerical simulations of �lm boiling and droplet evaporation using the VOF
method. In their method, the evaporating mass �ux is calculated from Eq. (2.33). The
mass source term is smeared, redistributed in some �nite region around the interface,
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smoothing out the sharp discontinuity in velocity at the interface. The most notable
feature of the model is that almost any evaporation law can be implemented, the
mass source terms are compatible with the VOF and the level-set method. Based on
this evaporation model, Kunkelmann and Stephan (2010) developed a phase-change
model combined with the algebraic VOF method in OpenFOAM and introduced a
microlayer and contact angle model to simulate nucleate boiling on unstructured
meshes. Magnini and Pulvirenti (2011) used a similar method to smear the mass
source term into the neighbor cells, and the numerical study of vapor bubbles grow-
ing in the quiescent superheated liquid was investigated.

Sun et al. (2014) developed a phase-change model based on the VOF method in
the FLUENT code. The model is suitable for the case in which one phase is unsat-
urated, and the other is saturated. Tsui and Lin (2013) proposed a simple interface-
reconstruction scheme (CISIT) based on the VOF method. Later, they (Tsui et al.,
2014) extended the method to calculate two-phase �ow, including heat and mass
transfer, due to phase change. They proposed an implicit way to solve the energy
equation.

In the work of Fleckenstein and Bothe (2015), a numerical method is developed
for multi-component mass transfer with volume effects at a moving interface. The
central thought of this method is spatial averaging techniques to solve Navier-Stokes
equations combined with the VOF method accounting for volume effects. The sim-
ulations proved the way could capture volume effects with the multi-components
transfer. Strotos et al. (2016) studied the evaporation of suspended single or multi-
component droplets using the VOF method. They estimated the local evaporation
rate using Fick's law and compared the simulation results with experimental data. It
was concluded the prediction of the overall evaporation rate for a wide range of cases
was satisfactory. Georgoulas et al. (2017) used a VOF method to study heat transfer
and phase change of bubble detachment in saturated pool boiling in OpenFOAM.
The simulation results showed that the initial thermal boundary layer plays an im-
portant role in the bubble growth and detachment process. The contact angle equals
45� has a signi�cant effect on bubble detachment behavior. Samkhaniani and Ansari
(2017) implemented a method in OpenFOAM to simulate boiling and condensation
based on the VOF method. He compared the models by Lee (1980), andTanasawa
(1991) and found they produced signi�cantly different results in �lm boiling sim-
ulations. Moreover, the slight variation of saturation temperature was considered
with the simpli�ed Clausius-Clapeyron relation. Based on the Gerris solver (Popinet,
2013b), an open-source solver similar to Basilisk solver, Zhang and Ni (2018) devel-
oped a phase change model using the VOF method. A smoothed mass transfer rate
within a narrow region surrounding the interface is adapted to decrease the pressure
oscillations for large density ratios. The saturated temperature is imposed at the in-
terface using a ghost-cell approach. Reutzsch et al. (2020) proposed a phase change
model to investigate various phenomena with evaporation.
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Malan et al. (2020) developed a phase-change model in open-source solver PARIS
(Aniszewski et al., 2019). The numerical methods adopted in PARIS are similar to the
Basilisk solver (Popinet, 2013a). The PLIC-VOF method is used to capture the motion
of the gas-liquid interface. However, these VOF methods are developed for incom-
pressible �ows and can not, in theory, consider volume expansion/contraction due to
phase change. To solve this problem, he proposed splitting the VOF advection equa-
tion into two steps using the time-fractional method. The �rst one is to construct
an extended, divergence-free liquid velocity domain; subsequently, the interface is
shifted to account for phase change. This method keeps the conservation of mass.
Using this similar extended domain method, Scapin et al.(2020) investigated simula-
tions of evaporating two-�uid �ows. Unlike the method of Malan et al. (2020), they
did not construct a sub-domain but constructed a divergence-free extension of the
liquid velocity �eld onto the entire domain. In the study of Malan et al. (2020), they
calculated the mass transfer rate from the temperature �eld. However, Scapin et al.
(2020) computed mass transfer rate using diffusion of vapor mass fraction, which
would be solved by a standard convection-diffusion transport equation.

Sussman and Puckett (2000) �rst proposed a coupled level-set and volume-of-
�uid method (CLSVOF), taking advantage of both the VOF the LS methods. The basic
idea of this method is using the smooth LS function to estimate curvature and sur-
face tension while the VOF method ensures exact mass conservation. The CLSVOF
method has also been applied in two-phase �ow with phase change. For example,
Tomar et al. (2005) used the coupled CLSVOF method to model �lm boiling at criti-
cal pressure for different excess temperatures in water and R134a liquid. The results
showed that the bubble release frequency is higher in R134a near critical condition
but reduced considerably in far critical conditions. However, they did not provide
a validation case for the phase-change model. Zeng et al. (2015) simulated single
bubble condensation in subcooled �ow using OpenFOAM based on the CLSVOF
method. The results showed that the initial bubble size, subcooling of liquid, and
system pressure affect the bubble behavior. The bubble will be pierced when the sub-
cooling and initial diameter reach a speci�c value at the later condensing stage. As
noted in Ningegowda and Premachandran (2014), all the CLSVOF methods adopted
operator split advection except Yang et al. (2006) who used a Lagrangian�Eulerian
method for the advection of VOF function. Therefore, the CLSVOF is restricted to
structured grids, which will require more computational time for interface recon-
struction and re-initialization. Ningegowda and Premachandran (2014) developed
a new CLSVOF method with multi-directional advection algorithms for the phase
change problems.

Sun and Tao(2010) proposed a new coupled volume-of-�uid and level set (VOSET)
method. Unlike the CLSVOF method, this method is much easier to implement be-
cause it does not need to solve the volume fraction and level set advection equations.
Only the volume fraction advection equation needs to be addressed, and the level set
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function is calculated by a simple iterative geometric operation. Ansari et al. (2016)
used the VOSET method to study the bubble topology rising in a quiescent liquid for
different Mo and Eo numbers. Guo et al. (2011) investigated vapor bubbles arising
from a vapor �lm by the VOSET method. The relationship between gas/liquid ve-
locity in interfacial cell and volume change is obtained. The discontinuity of velocity
due to the difference between mass-weighted velocity and volume-weighted velocity
caused by phase change is solved using this special treatment.Ling et al. (2014) per-
formed a simulation of 2D nucleate boiling using the VOSET method. A temperature
interpolation method is presented to compute the temperature �eld in interface cells.

TABLE 2.5: Summary of numerical simulation on �lm boiling �ow with differ-
ent interface capturing methods.

Source Interface methods

Son and Dhir (1997) Level-Set (LS)
Juric and Tryggvason (1998) Front Tracking (FT)
Welch and Wilson (2000) Volume of Fluid (VOF)
Tomar et al. (2005) Coupled LS and VOF (CLSVOF)
Gibou et al. (2007) LS and Ghost Fluid (GF)
Guo et al. (2011) Volume of Fluid Level Set (VOSET)
Dong et al. (2018) Lattice Boltzmann (LB)

2.4 Chapter conclusion

In this chapter, we have reviewed two-phase �ow with a single bubble rising and
Taylor bubble rising in the vertical pipe and through expansions/contractions with-
out phase change. In addition, phase change models with interface capturing meth-
ods are reviewed. Some conclusions can be obtained from the literature review as
follows:

� The single bubble rising in stagnant liquid can be investigated by experimental
and numerical approaches. In experiments, the bubble shapes and velocity can
be measured. In numerical simulations, several dimensionless numbers, i.e.,
Re; Mo; � r , and � r , are related to describe bubble motion.

� Main features of a single Taylor bubble rising in vertical pipes are bubble veloc-
ity, bubble shape, liquid �lm thickness, and wall shear stress. A detailed review
of these features is introduced. Taylor bubble terminal velocity is a signi�cant
parameter to describe the Taylor bubble motion in experiments and simulations.
Like a single spherical bubble rising, the Taylor bubble shapes are affected by
several dimensionless numbers, i.e.,N f ; Eo; � r , and � r . The in�uence of these
dimensionless numbers will be discussed in Chapter. 4.
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� Taylor bubble rises faster in the expansion region, and the pressure has a large
change at expansion. Also, the Taylor bubble shows the breakup phenomenon
at expansion, depending on the value of N f ; Eo, the expansion ratios and initial
bubble length. Shear-thinning liquid decreases the pressure drop at expansion.
For contractions, the pressure is decreased before the singularity. Contractions
compress bubble, and the bubble length is longer after contractions. In sum-
mary, the Taylor bubble motion in expansion and contraction shows different
behavior; more information will be introduced in Chapter. 4. Moreover, several
different singularities will be modeled in Chapter. 5.

� Models for two-phase �ow with phase change are reviewed. Three mass trans-
fer models are identi�ed. In this thesis, we use the VOF method to capture the
interface. Therefore, we have reviewed in particular those works on two-phase
�ow with phase change related to the VOF method.

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI095/these.pdf 
© [L. Guo], [2020], INSA Lyon, tous droits réservés



39

Chapter 3

Numerical methods

In this chapter, we mainly introduce the numerical methods described in the Basilisk
solver to solve physical two-phase �ow problems. The chapter is organized as fol-
lows. First, the VOF method is presented for capturing the gas-liquid interface. Com-
bining with the VOF method, the implementation of the Navier-Stokes equations is
then explained. In the last part, the grid structures in the Basilisk solver is introduced.

3.1 General structure of Navier-Stokes equations

3.1.1 Governing equations

The Navier-Stokes equations are used to govern the two-phase �ow dynamics.
The general constant temperature governing equations are based on two conserva-
tion laws: the conservation of mass and momentum. For an incompressible �uid, the
Navier-Stokes equations read,

r � u = 0 (3.1)

�
�

@u
@t

+ A
�

= �rp + r � (2�D) + f (3.2)

where p is the dynamic pressure, u = ( u; v; w) the �uid velocity, � = �(x; t ) and
� = �(x; t ) the �uid density and dynamic viscosity, respectively. A = u � r u is the
convection term, D = 1

2(ru + ru T ) is the velocity deformation tensor and f denotes
additional forces, such as gravity and surface tension.

3.1.2 Computational grid

When doing spatial discretization, there are three types of �elds in the Basilisk
solver to store variables. They can be seen as a generalization of the C programming
arrays: scalars, vectors, and tensors. Scalar �elds are used to store scalars in cell
centers. Vector �elds are a collection of D scalar �elds (where D is the dimension of
the spatial discretization), and tensor �elds are a collection of D vector �elds. When
decoupling pressure and velocity in order to solve the Navier-Stokes equations, the
cell face velocity needs to be used in a staggered grid system (also called MAC grid).

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI095/these.pdf 
© [L. Guo], [2020], INSA Lyon, tous droits réservés



40 Chapter 3. Numerical methods

FIGURE 3.1: Staggered grid for discretized equations.

Basilisk provides support for the three most common types of staggering: centered
(the default in Basilisk), face and vertex staggering. In this work, we mainly consider
centered and face variables. The centered variables include scalars, centered vectors,
and face variables include face vectors (see Fig. 3.1). For a random computational
grid, e.g. the cell (i; j ) is de�ned by the region composited with [x i�1=2 ; x i+1=2 ] and
[yj �1=2 ; yj +1=2 ]. The grid sizes for x-direction and y-direction are equal, which are
indicated by �x = x i+1=2 � x i�1=2 and �y = yj +1=2 � yj �1=2 , respectively.

3.1.3 Fluid properties

In the VOF-based methods, a general �uid property � (e.g. density, viscosity) is
de�ned by using the volume-fraction weighted average method (Puckett et al., 1997;
Popinet, 2003):

� = C� l + (1 � C)� g (3.3)

where � l ; � g represent the physical properties for liquid and gas, respectively. C is the
volume fraction of liquid in each computational grid, the details of the VOF method
are introduced in Sec. 3.2.2.

3.1.4 Surface tension model

In the context of VOF method, Brackbill et al. (1992) proposed a continuum sur-
face force (CSF) model to transfer the surface tension force throughout the �uid rather
than just on the surface. The origin expression is written in the following approxima-
tion:

f � = ��� sn � �� rC (3.4)

where the delta function indicates the surface tension force exists at the interface and
zero elsewhere. � = r � n is the interface curvature and the interface normal vector n
can be expressed asn = rC

jrC j .
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The CSF model is extensively used in interfacial �ows, particularly combined with
the VOF method (Kothe et al., 1996;Lörstad et al., 2004;Renardy and Renardy, 2002)
and the level-set (Kang et al., 2000;Sussman,2003). In this work, we keep the surface
tension constant.

Height function

An accurate estimation of interface curvature is essential for calculating deformable
interface. The interface curvature is estimated by using the height function method
in the Basilisk solver. The standard height function method described in Sussman
and Ohta (2007) can be summarized as:

1). The height function orientation is determined by the optimal interface normal.

2). Sum the volume fractions in each column of the stencil to calculate the interface
height, y = h(x) or x = h(y).

3). The �nite-difference method is used to differentiate the interface normal vector
to compute the interface curvature, the �nal formation of curvature is written
as follows:

n =
1

(1 + h0)1=2

�
�
�
�
x=0

� = r � n =
h

00

(1 + h02)3=2

(3.5)

3.1.5 General Chorin's projection method

The pressure and velocity are coupled in Eq. (3.2). It is dif�cult to solve the
pressure and velocity simultaneously in a non-linear equation. However, for an
incompressible �ow, during one timestep, the pressure must be adjusted to form
a divergence-free velocity �eld. In order to solve this problem, some investigators
solve the governing equations by a so-called projection method (Chorin, 1968,1969).
The main idea of this method is to decouple the velocity and pressure by the Helmholtz
decomposition, which splits the velocity �eld into solenoidal and irrotational com-
ponents.

The Chorin's projection method consists of two main stages. In the �rst stage,
an intermediate velocity (u � ) is calculated, which does not satisfy the incompressible
assumption. In the second stage, the pressure �eld at the next time step (pn+1 ) is
solved based on the �uid incompressibility, and the intermediate velocity is projected
onto a divergence-free �eld to calculate the updated velocity (u n+1 ). To clarify the
description, the Navier-Stokes equation (3.1) and (3.2) are simpli�ed as follows:

r � u = 0 (3.6)
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@u
@t

+ A = �
1
�

rp + �r 2u + f (3.7)

where � = �=�.
The mathematical procedure of projection method is illustrated below. First, the

pressure term is dropped from Eq. (3.7) to predict the intermediate velocity u � .

u � � un

�t
+ An = �r 2un (3.8)

The next step usesu � to obtain a new pressure. Using the divergence-free property
of new velocity, the Poisson equation provides an available route to solve the updated
pressure. Then, the new velocity �led un+1 can be obtained by back-substituting pn+1

and u � in Eq. (3.9).

un+1 = u � �
�t
�

rp n+1

r � un+1 = 0

r 2pn+1 =
�

�t
r � u �

(3.9)

3.2 The interface tracking method

Considering the properties of immiscible two-phase �ows, an import issue is how
to capture the interface accurately. In this section, we brie�y introduce some nu-
merical methods to describe and track the interface. Moreover, the VOF method is
illustrated in detail, in particular the interface reconstruction and interface advection.

3.2.1 Interface tracking and capturing methods – a brief introduction

Investigators have proposed some related moving interface methods. These meth-
ods can be classi�ed into three main groups: the marker particle method (MPM), the
front tracking method (FTM), and the interface capturing method (ICM).

The MPM has been studied in two-phase �ow by (Welch, 1968;Rider and Kothe,
1995). The idea of this method is to view the instantaneous positions of the marker
particles, and track the �uid properties related to solve the Navier-Stokes equations.
The MPM is an accurate and robust method to predict the moving interface. How-
ever, due to a large number of particles, this method is costly for computation, es-
pecially for 3D cases. Moreover, The MPM has dif�culties in simulating complex
interface changing, such as interface stretches, shrinks, or break up (van Sint Anna-
land et al. (2005)).

The most famous FTM is developed by Unverdi and Tryggvason (1992). The basic
idea of this method is using massless marker particles moving with liquid velocity to
describe the interface. The marker particles are connected to a set of interface points
(see Fig. 3.2) and these particles are advected in a Lagrangian manner. The method
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depends on the distance between particles, i.e., the interface is not accurate if the dis-
tance is far or close. Therefore, it is a challenge to specify the particles automatically.
Moreover, for the coalescence or breakup of the interface, the FTM requires a proper
sub-grid model (Tryggvason et al., 2001).

FIGURE 3.2: The schematic diagram of interface indicated by FTM, the gov-
erning equations are solved on �xed grid but the interface tracked by moving
marker points (adopted from Tryggvason et al. (2001)).

The ICM are based on Eulerian approaches. The most popular ICM is the level-set
method and the volume of �uid method (VOF). The level-set method is �rst intro-
duced by Osher and Sethian (1988) and utilizes a smooth function �(x; t ) to de�ne a
set of points with the same constant distance value. Therefore, a signed function is
generated to indicate the minimum distance point from x to the interface. The liquid-
gas interface is always set to be zero. For example, as shown in Fig.3.3, the interface
is represented by � = 0. The region for gas or liquid is dependent on the value of �.
The following equation governs the evolution of the level-set function:

@�
@t

+ u � r� = 0 (3.10)

FIGURE 3.3: Level-set method; (a) interface representation; (b) level-set con-
tours for a circular bubble initialized at (x = 0:5; y = 0:5) with 0.5 radius.
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The geometrical properties are easily obtained from the level-set function. A
smoothing method for large density and viscosity ratios was proposed by Sussman
et al. (1998). However, one drawback of the level-set method is the numerical solu-
tion in Eq. (3.10) can not guarantee the mass conservation.

3.2.2 The VOF method

The VOF method was initially proposed by Hirt and Nichols (1981), and was de-
signed for two or more immiscible �uids where the interface exists and deforms. In
the VOF method, an indicator function, representing the volume fraction of the refer-
ence �uid in each computational cell, is employed to capture the interface. The equa-
tion for transporting the indicator function is similar to the level-set function. The
VOF method is �exible, robust, and has good advantages to handle fragmentation
and coalescence without special treatment. For physical problems with deforming
geometrical interface, the VOF method is well suited to capture the interface.

The VOF method is based on the Eulerian method which needs to de�ne a func-
tion C(x; t ) to indicate the volume fraction value from 0 to 1. C = 1 means the com-
putational cell is �lled with reference �uid, and C = 0 for the other �uid. When C is
between 0 and 1, it shows the presence of the interface in the cell. In the two-phase
�ow model, we assume the computational domain is 
, and 
 1 is the reference �uid,

 2 is the other �uid. The diagram of the computational domain is shown in Fig. 3.4.
C(x; t ) is expressed as:

C(x; t ) =

8
><

>:

1 for x 2 
 1

(0; 1) for interfacial region
0 for x 2 
 2

(3.11)

FIGURE 3.4: The schematic diagram of the computational domain.

For immiscible two-phase �ow without phase-change, C should satisfy the char-
acteristic of �uid in Lagrangian reference system, therefore we can write the transport
equation for C:

@C
@t

+ u � rC = 0 (3.12)
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With the incompressible �ow property r � u = 0, further equation form is written:

@C
@t

+ r � (uC ) = 0 (3.13)

There are two different approaches to compute the evolution of C. The �rst one
uses so-called compressive schemes to solve the Eq. (3.13), which does not need to re-
construct the interface. The approach is based on the donor-acceptor scheme byHirt
and Nichols (1981). The second is the geometric VOF method, which reconstructs the
volume fraction in each computational cell and then solves the VOF equation to get
the new volume fraction value. Basilisk solver utilizes the geometric VOF method,
therefore, we mainly introduce this method in the following parts. The geometric
VOF schemes classically contain two steps:

� Interface reconstruction

� Interface advection

Interface reconstruction

We consider a computational cell with Cartesian coordinates (x; y) in Fig. 3.5.
The piecewise linear interface calculation (PLIC) method is used to approximate the
interface line by a linear equation with local normal vector m. The interface line can
be de�ned by the Hesse normal form:

m � x = � (3.14)

where the vector, m = (m x ; my), is normal to the interface and the direction is oppo-
site to the reference �uid by convention. � is the line constant linked to the smallest
distance from the interface line to the origin position of the cell (Scardovelli and Za-
leski, 2000).

FIGURE 3.5: 3 � 3 stencil for calculating interface normal.
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In general, the interface reconstruction problem is distinguished by the "forward"
and "inverse" problem (Scardovelli and Zaleski, 2000). The "forward" problem is to
calculate C with m and � , which can be expressed by a function C = f (m ; � ). As
stated above, the problem is geometric, which uses several extensively if-elseif-endif
structures in the programming (Wu and Dhir, 2010). The "inverse" problem consists
of �nding � by giving m and C, which uses a function � = f (C; m). The details of
"forward" and "inverse" problems can be found in the Appendix. A.

In order to investigate the problem in details, the determination of the constant
parameters (mx ; my; � ) can be implemented by a three-step procedure:

� Evaluation of the interface normal vector m = ( mx ; my).

� Computation of volume fraction C based on the known m and � .

� Computation of constant distance � based on the known m and C.

Evaluation of the interface normal

From the above procedure, the �rst step for interface reconstruction is to deter-
mine the interface normal vector m, which is necessary for both "forward" and "in-
verse" problem. Usually, in the VOF/PLIC reconstruction, m is determined by the
gradient of volume fraction m = �rC and several methods have been introduced in
Rider and Kothe (1998) andPilliod Jr and Puckett (2004). In what follows, we quickly
introduce some classical schemes to compute interface normal vector. Before doing
this, we assume the equilateral Cartesian grid, namely the grid size �x = � y = h.

Mixed Youngs-Centered (MYC) method

Basilisk adopts a method combining Youngs' scheme (Youngs, 1982) and the Cen-
tered Columns scheme. For a low grid resolution, it computes the interface normal
vector with Youngs' method. It uses the Centered Columns scheme for high resolu-
tion because of its good behavior.

Youngs' scheme

Youngs (1982) proposed a method to evaluate the interface normal from the gradi-
ent of C, namely m = �rC by means of �nite-difference approximations. As shown
in Fig. 3.6,rC in the cell center (i; j ) is computed from the average of four cell-corner
values in one cell.
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FIGURE 3.6: 3 � 3 stencil for calculating interface normal.

m i;j =
1
4

�
m i+1=2;j +1=2 + m i�1=2;j +1=2 + m i+1=2;j �1=2 + m i�1=2;j �1=2

�
(3.15)

At the vertex (i +1=2; j+1=2),m i+1=2;j +1=2 can be expressed by components of each co-
ordinates, namely m i+1=2;j +1=2 = (m x

i+1=2;j +1=2 ; my
i+1=2;j +1=2 ). For the other three vertex

points, we use a similar method.

mx
i+1=2;j +1=2 =

C i+1=2;j � C i+1=2;j +1

h
(3.16)

my
i+1=2;j +1=2 =

�Ci;j +1=2 � �Ci+1;j +1=2

h
(3.17)

where, 8
>>><

>>>:

C i+1=2;j = Ci;j +C i +1;j

2

C i+1=2;j +1 = Ci;j +1 +C i+1;j +1

2

C i;j +1=2 = Ci;j +C i;j +1

2

C i+1;j +1=2 = Ci +1;j +C i+1;j +1

2

(3.18)

Centered columns scheme

However, Young's method makes it dif�cult to obtain accurate linear interfaces.
Based on Young's method, some investigators (Aulisa et al., 2007;Popinet, 2009) used
a different method called centered columns scheme. In this approach, the volume frac-
tion values in 3 � 3 stencil can be added along the vertical and horizontal direction.
The interface is de�ned as local height function or local width function of the inter-
face,y = f (x) or x = g(y) as schematically shown in Fig. 3.7.

In Fig. 3.7 (a), yi+1 is indicated by yi+1 = h
P 1

k=�1 Ci+1;j +k . The linear interface
function y = f (x) in the cell center of the stencil can be described as

sgn(my)y = mxx + � (3.19)



48 Chapter 3. Numerical methods

FIGURE 3.7: Calculating volume fraction from column-wise and row-wise to
compute the slope of a linear interface (Wu and Young, 2013; Aulisa et al., 2007)

.

The sign and angular coef�cient mx is de�ned by three types of �nite differences,
which are backward (m b

x ), forward (m f
x ), and central (mc

x ) schemes, respectively. The
demonstrations of these three �nite-difference schemes are described as follows:

mb
x =

yi � yi�1

h
(3.20)

mf
x =

yi+1 � yi

h
(3.21)

mc
x =

yi+1 � yi�1

2h
=

1
2h

1X

k=�1

(Ci+1;j +k � Ci�1;j +k ) (3.22)

It should be noted in Fig. 3.7(a), the interface cuts the two neighboring sides of the
column, where the two local heights yi�1 and yi are on the interface with backward
�nite difference mx = mb

x . However, in column (i +1), the interface intersects with an
extended length of cell side. Therefore, the height is not on the interface, but outside
the prospected area. It forms a small missing area outside of the block of the cell, and
the forward and central �nite-difference scheme would underestimate the coef�cient
mx . Therefore, we need to select one of them as the slope of the linear interface by
following simple criterion (Wu and Young, 2013).

jmx j = max(jm b
x j; jmc

x j; jm f
x j) (3.23)

where the absolute values are required to circumvent the negative values of the an-
gular coef�cients.

We use a similar approach to obtain the optimum value for the local width func-
tion of the linear interface on the slope of my. As shown in Fig. 3.7 (b), a little dif-
ference between height and width cases is for the latter one, there is no missing area
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outside of the proper area, so we select one of normal values from 3 schemes for the
case ofx = g(y).

jmy j = max(jm f
y j; jmc

y j; jmb
y j) (3.24)

In the case of Fig. 3.7 (b), we calculate the interface slope accurately. If not using
sgn(mx )x = myy + � , but sgn(my)y = mxx + � , mx would be larger than previous one
and this value is not correct. So we should give a second criterion to distinguish the
best interface line slope from the above two interface slope values.

jm � j = min(jm x j; jmy j) (3.25)

In this way, if the interface orients as shown in Fig. 3.7 (a), we adopt mx as the
real slope of the interface and my for the interface orients in Fig. 3.7 (b). However,
it should be noted that the above criteria optimization of reconstruction of the lin-
ear interface may not obtain the optimum value in the case of curved interface. For
example, in Fig. 3.8, the interface y = f (x) at (i; j ) has the best approximation of
mc

x = 0. However, according to the Eq. (3.24), this would not be the optical value
for mx . Nevertheless, the two criteria can get the better guess of interface normal
estimation (Wu and Young, 2013;Aulisa et al., 2007).

FIGURE 3.8: Special case for calculating the interface slope.

Interface advection

After interface reconstruction step, the interface is advected by Eq. (3.26) using a
conservative, non-diffusive geometric VOF scheme.

@C
@t

+ r � (uC ) = Cr � u (3.26)

In Eq. (3.26), the second term on the left-hand side represents the net reference
phase �ux through the interface (Aulisa et al., 2007), this term in the grid cell is ex-
pressed by the portion of the area of grid cut by the reconstructed interface and is
computed by analytical expressions (Scardovelli and Zaleski, 2000). Although the
Eq. (3.26) is conservative, it is not trivial to obtain the total volume of the reference
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�uid. The primary problem resides in the fact that many �nite-difference schemes
would overestimate or underestimate C, which leads to loss of conservation proper-
ties. In order to update the volume fraction C at the next discrete time, either split-
ting methods (one-dimensional) (Puckett et al., 1997) or un-splitting methods (multi-
dimensional) have been considered. Because of the complexity and non-trivial of
un-splitting methods, Basilisk adopts splitting operator methods to capture the inter-
face. Therefore, in the following sections, we mainly introduce a geometrical splitting
method that are conservative and consistent to capture the interface (0 < C < 1).

General conservative split-direction advection

In this section, a conservative splitting method (Puckett et al., 1997) for solving
Eq. (3.26) is implemented on a 2D Cartesian grid system by the following equations:

� For the x direction:

C �
i;j � Cn�1=2

i;j

�t
= C �

i;j

un
i+1=2;j � un

i�1=2;j

�x
�

F n
i+1=2;j � F n

i�1=2;j

�x
(3.27)

� For the y direction:

Cn+1=2
i;j � C �

i;j

�t
= C �

i;j

vn
i;j +1=2 � vn

i;j �1=2

�y
�

Gn
i;j +1=2 � Gn

i;j �1=2

�y
(3.28)

The combination of Eqs. (3.27) and (3.28) leads to:

C �
i;j =

Cn�1=2
i;j + �t

�x (F n
i�1=2;j � F n

i+1=2;j )

1 � �t
�x (un

i+1=2;j � un
i�1=2;j )

(3.29)

Cn+1=2
i;j = C �

i;j

�
1 +

�t
�y

(vn
i;j +1=2 � vn

i;j �1=2 )
�

�
�t
�y

(Gn
i;j +1=2 � Gn

i;j �1=2 ) (3.30)

where C � denotes the temporary volume fraction after discretization of x direction.
F and G are the volume �uxes across the cell faces in the x and y directions. n is time
step. It should be noted this is a numerical approximation expression of Eq. (3.26).

The �rst term on the right-hand side named "compression" disappears for incom-
pressible �ow, while we keep it here because of doing a mass conservative method
(Fuster et al., 2018). The operator splitting method is second-order accuracy in time
by using Strang-splitting. Nevertheless, it is still possible to get non-physical values
for the update volume fraction Cn+1

i;j . To solve the problem including arbitrary addi-
tion and removal of the mass, it is necessary to compute the geometric volume �ux
Fi+1=2;j and Gi;j +1=2 . The details of this part is refereed to Popinet (2009).
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Weymouth and Yue advection

The Basilisk solver adopts the slightly different mass-conservative method pro-
posed by Weymouth and Yue (2010). In this method, the conservative and consistent
�ux splitting equations are written as:

C �
i;j � Cn�1=2

i;j

�t
+

F n
i+1=2;j � F n

i�1=2;j

�x
= hn�1=2

i;j

un
i+1=2;j � un

i�1=2;j

�x
(3.31)

Cn+1=2
i;j � C �

i;j

�t
+

Gn
i;j +1=2 � Gn

i;j �1=2

�y
= hn�1=2

i;j

vn
i;j +1=2 � vn

i;j �1=2

�y
(3.32)

where hn
i;j is the characteristic function de�ned as

hn�1=2
i;j = H (Cn�1=2

i;j � 1=2) (3.33)

wherein H is Heaviside function, which means hn�1=2
i;j = 1 if Cn�1=2

i;j > 1=2 and
hn�1=2

i;j = 0 if Cn�1=2
i;j < 1=2. Eq. (3.31) and Eq. (3.32) are explicit schemes for solv-

ing multi-dimensional direction of interface advection. It should be noted that there
is no cell compression or expansion in this method. The update value of the volume
fraction is performed as

C �
i;j = Cn�1=2

i;j + (�t=�x)
h
F n

i�1=2;j � F n
i+1=2;j + hn�1=2

i;j (un
i+1=2;j � un

i�1=2;j )
i

(3.34)

Cn+1=2
i;j = C �

i;j + (�t=�y )
h
Gn

i;j �1=2 � Gn
i;j +1=2 + hn�1=2

i;j (vn
i;j +1=2 � vn

i;j �1=2 )
i

(3.35)

3.3 Implementation of Navier-Stokes equations

Bell et al. (1989) introduced a projection method to solve the Navier-Stokes equa-
tions based on Chorin's projection method. The BCG scheme has a second-order tem-
poral discretization, which is different from Chorin's projection method. The Basilisk
solver uses the BCG scheme to solve incompressible Navier-Stokes equations. In this
section, this method is introduced by solving the convection term, viscous term, and
the fully time-marching scheme for the Navier-Stokes equations.

3.3.1 Advection scheme

Convection scheme

Under the condition of incompressibility assumption, the convection term can be
expressed as[u � ru] n+1=2 . Bell et al. (1989) solved the convection term based on the
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construction of unsplit, second-order Godunov methods proposed by Colella (1990)
and Vanleer (1983). Unlike conventional upwind differencing methods, these meth-
ods propagate the information along with characteristics to couple the spatial and
temporal discretization, leading to a robust higher-order discretization and better
phase-error. This algorithm has three main steps, namely, data reconstruction, char-
acteristic extrapolation, and �ux computation.

� Data reconstruction: In this step, we compute the linear pro�le in each cell,
as expressed in Eq. (3.36). Limiter methods based on Godunov methods are
used to limit the centered slopes from introducing maxima and minima in the
velocity �eld. For example, the velocities at right and left boundaries (see Fig.
3.9) of the cell are obtained in x direction by Eq. (3.37).

ux �
� xu
�x

(3.36)

uR
i�1=2;j = ui;j � �(r i;j )

ui+1;j � ui�1;j

2

uL
i+1=2;j = ui;j + �(r i;j )

ui+1;j � ui�1;j

2

(3.37)

where �(r i;j ) is the slope limiter and r i;j is expressed asr i;j =
�u i+1=2

�u i�1=2
= u i+1;j �u i�1;j

2(u i;j �u i �1;j ) .
Here to simplify the analysis, we use several simple symbols a1 = ui+1;j �
ui;j ; a2 = u i +1;j �u i �1;j

2 ; a3 = ui � ui�1;j . With the constraint of cell edge velocity
in maximum and minimum velocity �eld and also the self-constraint of slope
limiter, the slope approximation � xu as

� xu =

8
>><

>>:

min(a 1; a3); if a2 � a3 and ui�1;j � ui;j � ui+1;j

max(a1; a3); if a2 � a3 and ui�1;j � ui;j � ui+1;j

0; otherwise

(3.38)

We get minmod limiter when �(r i;j ) = 1 , which is the most dissipative scheme.
The least dissipative scheme called superbee limiter is derived when �(r i;j ) = 2.

FIGURE 3.9: Control volume description in one dimension.
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� Characteristic extrapolation: The boundary-extrapolated un+1=2 is evaluated
using simple Taylor series expansion to second order accuracy at tn+1=2 .

un+1=2;R
i�1=2;j = un;R

i�1=2;j +
�t
2

(u t ) i;j (3.39a)

un+1=2;L
i+1=2;j = un;L

i+1=2;j +
�t
2

(u t ) i;j (3.39b)

un+1=2;B
i;j +1=2 = un;B

i;j +1=2 +
�t
2

(u t ) i;j (3.39c)

un+1=2;T
i;j �1=2 = un;T

i;j �1=2 +
�t
2

(u t ) i;j (3.39d)

where un;R
i�1=2;j = un

i;j � �x
2 (u x ) i;j other boundary velocity vectors can use similar

formula. The cell boundary velocities like un;R
i�1=2;j are calculated using limited

slopes performed in reconstruction step. While the expression for u t uses dif-
ferential equations to express the time derivatives in term of spatial derivatives
using current pressure to estimate the projection in�uence; i.e.,

u t = P

 
�r 2u � uux � vuy

�r 2v � uvx � vvy

!

�

 
�r 2u � uux � vuy

�r 2v � uvx � vvy

!

�

 
pn�1=2

x

pn�1=2
y

!

(3.40)

P is the orthogonal projection to project one vector onto the divergence-free
�eld, which transfers the Eq. (3.7) into the incompressible Euler equation. The
derivatives normal to the cell edge ((u x ) i;j ) are evaluated using limited slopes,
whereas the transverse derivatives ((uy) i;j ) are treated as upwind scheme due to
the stability reasons (Colella, 1990).

(uy) i;j =

8
>><

>>:

ui;j � ui;j �1

�y
+

1
2

�
1 �

�tv i;j

�y

�
(� yu) i;j � (� yu) i;j �1

�y
; if vi;j � 0

ui;j +1 � ui;j

�y
+

1
2

�
1 �

�tv i;j

�y

�
(� yu) i;j +1 � (� yu) i;j

�y
; if vi;j < 0

(3.41)
the two �rst order derivative in Eq. (3.40) corresponds to left-right and top-
bottom cell edges, respectively.

� Flux computation: With the constraint of incompressibility, the convection term
A n+1=2 in Eq. (3.2) can be rewritten as u � r u = r � (u 
 u). However, this
relationship is not available at tn+1=2 due to the projection approximation in Eq.
(3.40) using old pressure. The method in this study is using conservative form
subtracts the required form to modify into convective form. Therefore, the �nal
expression for u � ru is given by Eq. (3.42).
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u � ru = uux + vuy �
ui+1=2;j + ui�1=2;j

2
u i+1=2;j � u i�1=2;j

�x
+

vi;j +1=2 + vi;j �1=2

2
u i;j +1=2 � u i;j �1=2

�y

(3.42)

As described in the characteristic extrapolation step, there are two u for each
cell edge. It is necessary to select optimal one from these two values, e.x, the
computation of ui+1=2;j on the (i + 1=2; j) face comes from uR

i+1=2;j and uL
i+1=2;j .

In order to solve this ambiguity, we simplify the Eq. (3.7) by dropping out the
diffusion term, the pressure gradient focuses on normal �ux, which is a simple
Riemann problem, namely,

ut + uux = 0

ut + uvx = 0
(3.43)

The Eq. (3.43) shows thatu satis�es the quasilinear form of Burger's equation
which upwinds u based on

ui+1=2;j =

8
>><

>>:

uL ; if uL � 0; uL + uR � 0

0; if uL < 0; uR > 0

uL ; otherwise

(3.44)

It should be noted that the temporal and spatial indices are suppressed. v is
passively advected by u, determined by the upwind direction of the �ow as

vi+1=2;j =

8
>>><

>>>:

vL ; if ui+1=2;j > 0

vL + vR

2
; if ui+1=2;j = 0

vR ; otherwise

(3.45)

3.3.2 Time integration

We rewrite the incompressible Navier-Stokes equations with surface tension and
gravity for the sake of convenience:

r � u = 0

�
�

@u
@t

+ u � ru
�

= �rp + r � (2�D) + �g + �� s�n
(3.46)
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An overall time discretization for Navier-Stokes equations with VOF transport equa-
tion in staggered grid leads to the following expressions,

Cn+1=2 � Cn�1=2

�t
+ r � (Cnun ) = 0

r � un+1 = 0

� n+1=2

�
un+1 � un

�t
+ An+1=2

�
= �rp n+1=2 + r � [� n+1=2 (D n + Dn+1 )] + � n+1=2 g + (��� sn) n+1=2

(3.47)
First, the new vof value Cn+1=2 is obtained from the VOF equation (Eq. (3.26)).

Subsequently, the physical parameters such as density and viscosity at tn+1=2 are de-
termined by the weighted average method as similar in Eq. (3.3).

� n+1=2 = Cn+1=2 � l + (1 � Cn+1=2 )� g (3.48)

The time-stepping projection method is used to decouple the pressure and veloc-
ity in Eq. (3.47).

� n+1=2

�
u � � un

�t
+ An+1=2

�
= r � [� n+1=2 (D n + D � )] + (��� sn) n+1=2 (3.49)

un+1 = u � �
�t

� n+1=2
rp n+1=2 (3.50)

r � un+1 = 0 (3.51)

By solving the Poisson equations, the update pressure can be obtained.

r � u � = r �
�

�t
� n+1=2

rp n+1=2

�
(3.52)

If we rearrange the Eq. (3.47), an Helmholtz-Poisson type equation can be ob-
tained:

� n+1=2

�t
u � � r � (� n+1=2 D � ) = r � (� n+1=2 D n ) + (��� sn) n+1=2 + � n+1=2

�
un

�t
� An+1=2

�

(3.53)
where the RHS of Eq. (3.53) only depends on prior values or calculated value at
n + 1=2. In Basilisk, a multigrid Poisson solver is used to solve this equation. The vis-
cous term is treated as semi-implicit Crank-Nicolson discretization, formally second-
order accurate and unconditional stable. It should be noted that the criterion for
convergence of the multigrid solver should be set as the difference relative error in
each component of the velocity �eld. Otherwise, this threshold is set to a relatively
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small value 10�6 by default. The algebraic process uses the Gauss-Seidel iterative
method, and set the relaxations per level is four (Popinet, 2009).

The BCG algorithm procedure is summarized for the implementation of the full
Navier-Stokes equations and the �ow chart of the numerical methods is shown in
Fig. 3.10.

1). Timestep (�t) is followed by the CFL condition and constrain of surface tension
stability.

�t = min

 �
ju i;j j
�x

+
jvi;j j
�y

� �1

;

r
(� l + � g)min(�x 3; �y 3)

4��

!

(3.54)

2). Using time stepping method to compute the contribution of advection term at
half time step on velocity �eld (u adv;� ) by dropping other terms in Eq. (3.46).

uadv;�
c = un

c � �t[u � ru] n+1=2
c (3.55)

where c indicates the cell centered value, uadv
c indicates the advection temporal

centered velocity. [u � ru] n+1=2
c is solved by the BCG scheme.

3). Use the pressure gradient and source acceleration terms (a) attn�1=2 to correct
the advection term.

uadv
c = uadv;�

c + �t
�

a �
1
�

rp
� n�1=2

f !c

(3.56)

where f is cell edge centered (staggered) value. [�]f ! c denotes the transforma-
tion from cell face-centered to cell-centered. The additional vector a stands for
the surface tension, gravity, or other acceleration terms.

4). By adding the viscous term and using the corrected advection velocity, the in-
termediate velocity (u vis ) can be obtained.

uvis
c � uadv

c

�t
=

1

� n+1=2
c

r � � n+1=2 (D vis + D n )c (3.57)

where uvis
c is the centered viscous temporal centered velocity.

5). Remove the old pressure gradient and acceleration terms attn�1=2 , which would
be replaced by the updated values at time tn+1 .

u �
c = uvis

c � �t
�

a �
1
�

rp
� n�1=2

f ! c

(3.58)

6). The provisional face velocity (u n+1;�
f ) at tn+1 is obtained by interpolating the cen-

tered intermediate velocity (u �
c) in Eq. (3.58). Then use approximate projection
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to compute pn+1=2 and divergence-free face velocity (un+1
f ).

r � un+1
f = 0

� n+1=2
c

un+1
f � un+1;�

f

�t
= �rp n+1=2

c

(3.59)

7). Use interpolation method to obtain un+1;�
c from un+1

f .

8). Correct un+1;�
c using new pressure gradient and acceleration terms at t + 1=2.

un+1
c = un+1;�

c + �t
�

a �
1
�

rp
� n+1=2

f ! c

(3.60)

Start

Initilize the volume fraction, velocity, pressure ! (Cn�1=2 ,un ,pn�1=2 )

Advect the volume fraction ! Cn+1=2

Using Cn+1=2 , compute all physical properties, the nor-
mal vector and the interface curvature ! (�; n; �) n+1=2

Implementation of Navier-Stokes equation ! (un+1 ,pn+1=2 )

tn+1 < t max ?

End

yes,n = n + 1

FIGURE 3.10: Diagram of the overall solution procedure. tn+1 is the physical
corresponding to time-step n + 1 and tmax is the maximum physical time in the
simulation.
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3.4 Grid structure in Basilisk solver

The Basilisk solver adopts a quadtree (2D) and octree (3D) grid for numerical sim-
ulations. This type of spatial discretization has been widely used in computer graph-
ics and image processes (Popinet,2003;Samet,1990), which is also used to solve the
Euler equations for compressible �ows (Khokhlov, 1998). The schematic of spatial
discretization and tree representation is given in Fig. 3.11. Before introducing the
grid structure, some prime de�nitions are speci�ed. For example, each computa-
tional grid is described as cell. The basic and root cell (as depicted by0) is parent
and each parentshould have four childrencells (eight in 3D). The levelof a cell in the
calculation is de�ned by starting from root cell, and adding one level corresponding
to four children cells is added. In Fig. 3.12, each cell with tree structure has four ver-
tices, the line segment between two neighboring vertices is called the cell side, while
the line between adjacent nodes on the cell side is cell edge. If the cell side has one
cell edge, we call this is the minimum cell edge. Otherwise, for one cell side with two
cell edges, we call the two cells are neighboring. A solid boundary cuts the mixed
cells.

FIGURE 3.11: Schematic of quadtree adaptive grid and corresponding tree rep-
resentation (Popinet, 2003).

FIGURE 3.12: The de�nition of cell.

For value calculation on cell boundaries between different levels, Basilisk pro-
vides several constraints as shown in Fig. 3.13

� The difference of grid level is no more than 1 between the direct neighboring
cells.

� The difference of grid level is no more than 1 between the diagonally neighbor-
ing cells.

� All the mixed cells must be at the same level.
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FIGURE 3.13: Several constraints for quadtree discretization.

The re�nement procedure needs to interpolate values from the coarse grid to the
�ne grid. To illustrate the value re�nement in detail, we introduce two functions:
"prolongation" and "restriction" in Basilisk. The prior physical variables are collo-
cated in the center of the cell, depicted by black dots named active points, as shown
in Fig. 3.14. To calculate red pentagrams, one simple way to use a prolongation
function is a bilinear interpolation from the coarser grid (larger dots in the �gure)
(Popinet, 2015). It should be noted that the larger blue dot is not de�ned explicitly, so
another function named restriction is used to calculate the �ner centered value from
the coarser grid.

FIGURE 3.14: Schematic of local variable-resolution stencil on quadtree mesh.

In order to simplify discretization, the declaration of velocity and pressure utilizes
a staggered-grid de�nition. The pressure is de�ned in the center of the leaf cells,
and the velocity components are de�ned on the minimum cell side (as shown in Fig.
3.15). The cell side velocity can be interpolated by the minimum cell sides velocity
components; for example, in Fig. 3.15the right cell side velocity for the root cell could
be interpolated by the leaf cells on the right cell side, namely u0 = 1=2u2 + 1=4u5 +
1=8(u11 + u12).
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FIGURE 3.15: De�nition of variables of a staggered quadtree mesh.

The quadtree/octree grid structure is of high applicability for adaptive mesh re-
�nement (AMR). AMR's basic principle is to provide criteria that will determine if
the grid is coarsened or re�ned. For instance, the scale of vorticity is usually chosen
in CFD to judge the requirements. The grid will be re�ned if it satis�es the following
formulation,

hkr � uk
maxkuk

> � (3.61)

where h is the grid size, u the �uid velocity, 0 < � < 1 is constant value.
The mesh is re�ned when the velocity in one cell satis�es the above criteria and

coarsened for the contrary side. One can apply these criteria at each timestep or
after some timesteps in the calculation. In addition to the vortex, the gradient of any
variable can be utilized as the criteria value for the AMR, and It also makes some
interesting regions (such as coastline, islands) always re�ned. Fig. 3.16displays the
vorticity �eld simulation of Cook Strait tidal and the details of corresponding local
adaptive quadtree mesh. It is observed that the AMR technique is used for the region
close to the coastline, and the vorticity is the criteria value for the AMR. Furthermore,
due to the square control volumes in quadtree meshes are the same as for the pure
Cartesian meshes (Popinet,2015), so that the schemes in Cartesian meshes can easily
be implemented to quadtrees using interpolation methods.
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FIGURE 3.16: Details of vorticity �eld and adaptive quadtree tree of Cook Strait
tidal (Popinet and Rickard, 2007) and AMR of Taylor bubble case in the present
thesis.

3.5 Chapter conclusion

In this chapter, we introduced numerical methods in Basilisk solver, including
the VOF method and the implementation of Navier-Stokes equations. Moreover, the
grid structures in Basilisk is also introduced. In the following two chapters, we will
analyze some results of Taylor bubbles with expansions and contractions structures.
The numerical methods and results of two-phase �ow with phase change will be
performed in Chapter. 6.
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Chapter 4

Numerical investigation on individual

Taylor bubbles rising through sudden

expansions/contractions in stagnant

�ow

In this chapter, we present the numerical results of individual Taylor bubbles ris-
ing in vertical pipes through expansions/contractions �lled with glycerol-water so-
lutions. The simulation results are compared with experimental data from a previous
Ph.D. work by Zhou (2017). First, validation of the Basilisk solver for Taylor bubbles
rising in vertical straight pipes is performed. Second, the Taylor bubbles passing
through sudden expansions/contractions are studied.

4.1 Taylor bubble rising in a vertical straight pipe

4.1.1 Experimental facility

The experimental setup consists of two main parts: the gas supply apparatus and
the test section. The schematic diagram of the experimental setup is shown in Fig.
4.1. The gas in the present experiments is provided by a compressed nitrogen tank
and controlled by two valves: the depressor valve (Valve 1) and micro-valve (Valve
2). Valve 1 is AIR LIQUID HBS 200-3-25, which can control the outlet pressure from
0.01 to 0.3 MPa and is mounted on the nitrogen bottle; Valve 2 can control the gas
�ux from the nitrogen tank. The test section contains the bubble generator cham-
ber and the visualization box. The bubble generator chamber comprises a cylindrical
chamber and a rotational dumping cup. The gas rises from the injector and is col-
lected in the cup. When it is stable, the dumping cup is rotated manually with the
help of the rod, and the bubble releases and rises into the larger pipe. In the present
experiments, the bubble volume is less than 6 cm3. The visualization box is a trans-
parent box that includes the upper pipe, the lower pipe, and the connection plate.
The size of the visualization box is 10 � 10 � 45 cm3. Inside, the lower pipe is con-
nected to the bubble generator chamber using a long straight pipe to stabilize the
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FIGURE 4.1: Experimental apparatus. A: text section, B: gas supply apparatus.

state of the Taylor bubble. A thin plate �xes the expansion section between the upper
pipe and the lower pipe. The Taylor bubbles are recorded using a high-speed cam-
era (Photron FASTCAMSA3 model 120K-M2), which is installed at the front of the
visualization box. In the present experiments, a resolution of 256�1024 pixels and a
frame rate of 1000 fps is used. A light source is installed opposite to the camera.

Fluid properties and geometrical parameters

In the experiments, the gas is nitrogen, and the surrounding liquid is a solution
made by a mixture of glycerol and distilled water. The viscosities of these solutions
are measured using a rheometer (Anton Paar MCR 302) at a controlled temperature
of 291K. The liquid density � l is calculated from the mixing model proposed by Volk
and Kähler (2018). The surface tension� is obtained from a mass-weighted averaging
of the values for pure water and glycerol, as recommended by Takamura et al. (2012).
The properties of these solutions are given in Table 4.1.

A vernier caliper measures the pipe diameters with a resolution of �0.1 mm. In
this study, the inside and outside diameters of the lower pipe are D lower

in = 16:20 mm
and D lower

out = 20:00 mm, respectively. The diameter of the upper pipes are listed in
Table 4.2. � is expansion ratio expressed by inside diameter of the upper pipe over the
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TABLE 4.1: Properties of different aqueous solutions of glycerol-water.

% of Glycerol � 0 � r � 0 � r � Mo Eo N f

(kg�m �3 ) (mPa�s) (mN�m �1 )
Pure water 996.56 0.853 71.2 1.44�10�11 36.0 7545.1

60 1169.5 997.0 28.90 1651.4 66.8 1.96�10�5 45.1 261.3
70 1194.6 1018.4 50.76 2900.6 65.9 1.96�10�4 46.7 152.0
80 1218.6 1038.8 93.46 5340.6 65.0 0.00224 48.3 84.2
90 1241.3 1058.2 285.52 16315.4 64.1 0.199 49.8 28.1
95 1252.1 1067.4 520.76 29757.7 63.7 2.23 50.6 15.5
100 1261.34 813.84 62.4 14.1 52.0 10.0

Nitrogen 1.173 0.0175

TABLE 4.2: Diameter of the upper pipes.

Index D upper
in (mm) � = D upper

in =D lower
in

Lower tube
1 16.20

Upper tube
1 28.00 1.73
2 23.90 1.47
3 21.95 1.35
4 20.15 1.24
5 18.20 1.12
6 15.20 0.94

lower pipe, i.e., � = D upper
in =Dlower

in . The limited experimental data provide preliminary
validation for extending simulations to a wide-range analysis.

4.1.2 Physical model description

Fig. 4.2 shows the computational geometry con�guration of the physical model. A
cylindrical coordinate is used for 2D simulations, assuming axial symmetry around
the centerline of the vertical pipe (dashed line in Fig. 4.2). For the initialization of
the Taylor bubble, the frontal radius shown in Fig. 4.2 is rb, the distance (ld) between
bubble tail and the bottom wall is 4rb to minimize the effect of bottom wall (Kang
et al., 2010). The bubble length is l0. White and Beardmore (1962) concluded the
bubble terminal velocity is independent of l0, and Araújo et al. (2012) conducted the
Taylor bubble it should give at least l0 = 6rb to obtain a stable liquid �lm. Unless
stated otherwise, we use l0 = 7rb, but we also have calculated cases with different l0,
especially when comparing with experimental data.

It should be noted that it is dif�cult to measure the initial volume of the Taylor
bubble in the experiments. Therefore, to obtain better consistency with experimental
results, we tried several times for each case in simulations. The detailed information
will be introduced in the Sec. 4.2.5. The bubble terminal state is independent of
the initial �lm thickness (� 0). However, choosing an appropriate � 0 helps make the
Taylor bubble obtain a stable terminal state faster. In the present study, the initial
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guess of dimensionless liquid �lm thickness is de�ned as the ratio of initial liquid
�lm thickness over the diameter of the pipe � 0 = � 0=D1, which is estimated from
Brown (1965):

� 0 = 2

q
1 + 2:44N2=3

f � 1

2:44N2=3
f

(4.1)

FIGURE 4.2: Schematic diagram of Taylor bubble rising in vertical straight pipe.

The boundary condition on the centerline is axisymmetry, and on the other walls
are the Dirichlet conditions (u = 0; v = 0). In this chapter, the characteristic length is
the pipe diameter of D1. Therefore, all non-dimensional quantities are normalized to
D1. A general scaling analysis of the Taylor bubble or drop motion is performed by
Hayashi et al. (2011). The dimensionless numbers in Sec.2.2.1are rewritten here for
convenience:

� Eo =
(� l � � g)gD2

1

�

� F r =
U

p
gD1

� N f =
� l

p
gD3

1

� l

� Mo =
Eo3

N 4
f

, here the density of gas in Eo is neglected.

� density ratio: � r =
� l

� g

� viscosity ratio: � r =
� l

� g
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4.1.3 Comparison of experimental and theoretical results in straight pipe

Mesh independency analysis

In order to test the robustness and accuracy of the Basilisk solver, we choose the
experimental case performed by Nogueira et al. (2006a,b). The simulation parameters
using here are reported by Araújo et al. (2012), which areMo = 4:31� 10�2 and N f =
111. A uniform grid is used with grid resolutions of h = D1=[64;128;256]. The bubble
nose position Zh is set as the reference point according to Araújo et al. (2012). The
Fig. 4.3(A) shows there are small differences of the Taylor bubble shapes. A velocity
pro�le comparison is shown in Fig. 4.3 (B). The pro�les is at (Z � Zh)=D1 = �2:73,
where Zh is bubble nose position on the centerline, and Z is z axis in the cylindrical
coordinate. Considering the difference between the �nest grid and the other two
grid sizes, the relative errors are �10:56% for h = 1=64and �1:23% for h = 1=128.
Therefore, the grid size in the following simulations is either h = 1=128or h = 1=256.

(A )

(B)

FIGURE 4.3: Mesh sensitivity analysis for the Taylor bubble. (A) Bubble shapes
with zoom �gures on the bubble nose and bubble tail, (B) Transverse velocity
pro�le at (Z � Zh )=D1 = �2:83 below the tail (U � = U=

p
gD1; U = jjujj).

Velocity �eld

Fig. 4.4 (A) shows the numerical velocity �elds and streamlines for the bubble at
the steady state. Fig. 4.4 (B) and (C) compare dimensionless axial velocity pro�les
(uz=UT B , UT B is Taylor bubble terminal steady velocity) in a �xed frame of reference
in the region above the bubble nose and the wake region. We choose the steady-
state criteria on the variation of the velocity of the bubble mass center (u c). When uc

changes less than 1%within 0.1 dimensionless time (t � = t
p

g=D1) , we consider the
bubble has reached its terminal velocity. The dimensionless time of the bubble in Fig.
4.4 equals 10, which already satis�ed the steady-state criteria. Four locations of the
velocity pro�les are performed in Fig. 4.4(A). It can be observed that our simulation
data is matched well with the experimental data of Nogueira et al. (2006a,b).
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(A )

(B)

(C)

FIGURE 4.4: (A): Numerical velocity �eld and streamlines for single Taylor bub-
ble rising in stagnant straight pipe (Mo = 4:31 � 10�2 and N f = 111); (B):
Comparison of dimensionless velocity pro�les (u z=UT B ) at bubble nose region
with experimental results from Nogueira et al. (2006a); (C): Comparison of di-
mensionless velocity pro�les (u z=UT B ) at bubble tail region with experimental
results from Nogueira et al. (2006b). The colors on the left show the absolute
value of the non-dimensional velocity.

Terminal velocity

The Froude number is related to the non-dimensional Taylor bubble terminal ve-
locity (F r = UT B =

p
gD1), and is a function of Eo and Mo. We plot the pro�le of the

Froud number and Eo numbers in Fig. 4.5. The lines are the results obtained from
three correlations, Wallis (1969),Viana et al. (2003) andHayashi et al. (2010). The ex-
perimental data indicated by open symbols come from White and Beardmore (1962).
Our numerical results (closed symbols) show a good agreement with the experimen-
tal data. Comparing with the correlations, the present numerical results are closer to
the more recent correlations from Viana et al. (2003) andHayashi et al. (2010), as can
be seen in Fig. 4.6, parity plots of UT B comparison between simulation and exper-
imental data are sketched, and the agreement is obvious. Again, the mean relative
error (MRE) shows our simulations are closer to the more recent correlation from
Viana et al. (2003).
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FIGURE 4.5: Numerical results (closed symbols) of a set of Froude numbers.
The experimental data(open symbols) from White and Beardmore (1962) and
the curve predicted by the correlations of Wallis (1969) (short-long dashed line).
Viana et al. (2003) (uniform dashed line), Hayashi et al. (2010) (solid line).
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(A )

(B)

(C)

(D)

FIGURE 4.6: Parity plots of the Taylor bubble velocities. (A). simulation results
with experimental data (White and Beardmore, 1962). (B);Wallis (1969) and
experimental data; (C).Viana et al. (2003) and experimental data; (D). Hayashi
et al. (2010) and experimental data.

Taylor bubble rises in different mixed glycerol-water solutions

To investigate the Taylor bubble in different solutions, we �rst give the experi-
ments of Taylor bubble shapes in pure water and pure glycerol, see Fig. 4.7. The
Taylor bubble in water is a turbulent �ow according to the large N f (Campos and
De Carvalho, 1988). The bubble tail wake is unstable and asymmetrical. Contrary
to this, the Taylor bubble in pure glycerol has a stable shape, and the bubble tail is
round.
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(A ) (B)

FIGURE 4.7: Taylor bubble shapes in pure water and glycerol. (A). Pure water;
(B). Pure glycerol.

In Fig. 4.8, the Taylor bubbles rising in different mixed glycerol-water solutions
have reached a steady state. The �rst row is the Basilisk simulation results, and the
second row is the experimental results. The physical properties are those presented
in Table. 4.1. It is observed that the bubble tail shape changes from �at to oblate
with increased concentration of the glycerol. The comparison between the simulation
results and the experimental results of bubble shapes match well.

FIGURE 4.8: Comparisons of bubble shapes in different glycerol-water diluted
solutions.
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4.1.4 In�uence of non-dimensional parameters

In order to study which parameter dominates the change of the Taylor bubble
shape, we did a sensitivity analysis. The dimensionless numbers in Sec. 4.1.2demon-
strate only four dimensionless numbers are independent, i.e. Eo, N f , � r and � r . The
analysis is performed for the Taylor bubble reaches a steady state.

Effect of density ratio

Five density ratio cases are given in this section, which are � r = [5; 10;100;500;1000],
the other parameters are Eo = 50; N f = 50; � r = 100. Fig. 4.9 (A) shows the Tay-
lor bubble mass center velocity with different density ratios. It is observed when
� r < 100, the bubble moves slower than that for higher density ratios due to the re-
duction of the buoyancy force. When the density ratio is large enough, it has a minor
in�uence on the bubble velocity. The bubble terminal velocity in Fig. 4.9 (B) also
demonstrates this conclusion. Fig. 4.10shows the in�uence of the density ratios on
the shape of the bubble. The result shows that for large density ratios of � r > 100,
there is a minimal effect on the Taylor bubble shapes. Kang et al. (2010) also obtained
a similar conclusion that � r has a negligible effect on Taylor bubble shapes for high
density ratios.

(A ) (B)

FIGURE 4.9: (A). Effect of density ratios on bubble velocities. (B). Effect of
density ratios on the bubble terminal velocities.
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FIGURE 4.10: Effect of density ratios on bubble shapes.

Effect of viscosity ratio

In this test case, the viscosity ratios (� r ) range from 10 to 100000. Other parame-
ters are � r = 1000; Eo = 50, and N f = 50. Fig. 4.11and Fig. 4.12show large viscosity
ratios have minimal effect on bubble velocities and shapes. Considering the parame-
ters in Table. 4.1, we use large� r in experiments. Therefore, � r is not the main factor
to change the bubble shapes. However, it should be noted with � r smaller than 100,
the bubble moves slower.

(A ) (B)

FIGURE 4.11: (A). Effect of viscosity ratios on bubble velocities. (B). Effect of
viscosity ratios on the bubble terminal velocities.
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FIGURE 4.12: Effect of viscosity ratios on bubble shapes.

Effect of Eo number

The Eo numbers here range from 20 to 500. Other parameters are� r = 1000; � r =
100, andN f = 50. When increasing the Eo numbers, the surface tension force will
be reduced. From Fig. 4.13, the bubble velocities are increasing with increase of
Eo numbers (see also in Fig. 4.5). Fig. 4.14 shows the Eo numbers have a strong
in�uence on the bubble shapes, especially for the bubble tail shapes. Increasing the
Eo numbers from 20 to 500, the bubble tail shape changes from oval to skirt. Kang
et al. (2010) obtained a skirted tail shape when increasing the Eo number to 304.

(A ) (B)

FIGURE 4.13: (A). Effect of Eo on bubble velocities. (B). Effect of Eo on the
bubble terminal velocities.
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FIGURE 4.14: Effect ofEo numbers on bubble shapes.

Effect of N f number

The previous work by Campos and De Carvalho (1988) concluded the N f num-
bers would affect the bubble wake structure, and when N f < 500, an axisymmet-
ric laminar wake is observed. However, for higher N f , the �ow becomes turbulent.
Therefore, in this section, the N f numbers change from 20 to 300. The other parame-
ters remain the same, i.e. � r = 1000; � r = 100, and Eo = 50. As see in Fig. 4.15, the
bubble velocity will increase with increasing the N f numbers. Fig. 4.16shows the N f

number has a great effect on the bubble shapes likeEo numbers.

(A ) (B)

FIGURE 4.15: (A). Effect of N f on bubble velocities. (B). Effect of N f on the
bubble terminal velocities.
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FIGURE 4.16: Effect ofN f numbers on bubble shapes.

4.2 Taylor bubble rising through sudden expansions

In this part, we mainly investigate the Taylor bubble rising in pipes with sudden
expansions. Comparisons between experiments (Zhou, 2017) and simulations are
also performed.

4.2.1 Physical model description

The numerical model in this section is similar to the model mentioned in the
straight pipe. The only difference is the change in pipe diameters. As shown in Fig.
4.17, the geometry contains the upper pipe (D2) and lower pipe (D 1). The expansion
A in Fig. 4.17represents the sudden expansion of the pipe. The expansion ratio (�)
is de�ned as � = D 2

D 1
. The characteristic length is the lower pipe diameter (D 1). All

dimensionless parameters are de�ned with respect to D1. For simulations of a single
Taylor bubble rising in a straight pipe, a moving frame of reference is often adopted
(seeTaha and Cui (2006);Liu and Wang (2008);Araújo et al. (2012)). A computational
domain moving along with the bubble can signi�cantly reduce the computational
load and eliminate possible interference of the upper and lower walls. However, our
purpose is to study a bubble going through expansions in which the tube diameter is
not constant. Therefore, a moving frame of reference would be much more challeng-
ing to use, while a �xed frame of reference is relatively straightforward.
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FIGURE 4.17: Schematic diagram of Taylor bubble rising in vertical pipe with
sudden expansion.

Illustration of the bubble features

An overview of the hydrodynamic features described in the following sections is
illustrated in Fig. 4.18. The center of mass is also the geometric center due to the
constant density inside the bubble. The �gure shows the locations of the bubble tail
center and bubble tail in the z direction. For bubbles with non-concave tail shapes,
these two locations coincide. � h is the distance from the expansion to the bubble nose
in the z direction, and � n is the minimum radius of the bubble body. The reference
starting time (t � = 0) is when the bubble head reaches the expansion. In addition, the
non-dimensional coordinate is set as Z � = ( Z � Zh)=D1 and reference position is at
expansion (Z � = 0).
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FIGURE 4.18: Illustration of the bubble features described in this study.

4.2.2 Taylor bubble rising in different glycerol-water solutions

Before considering the Taylor bubble rising in mixed glycerol-water liquids through
expansion, the Taylor bubble rising in pure water and glycerol through expansion is
�rst studied. Fig. In Fig. 4.19, the liquid is pure, the Taylor bubble rises through
the expansion more deformable and the bubble tail oscillates, resulting the bubble
motion asymmetrical. In Fig. 4.20, for pure glycerol, the bubble motion is symmetri-
cal, and there is no oscillation in the tail, and the bubble tail shape is more �at after
expansion.

FIGURE 4.19: Experimental Taylor bubble evolution with time rising through
the expansion in water (� = 1:24).

FIGURE 4.20: Experimental Taylor bubble evolution with time rising through
the expansion in pure glycerol (� = 1:24).

Five different expansion ratios � = [1:73;1:47;1:35;1:24;1:12] are performed ac-
cording to the experiments. In the experiments, �ve different glycerol-water solu-
tions are used with properties given in Table. 4.1. In Fig. 4.21, we summarize the
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Taylor bubble velocity before and after different expansions at the steady state. It is
noted the characteristic length for the upper pipe is the diameter of the upper pipe
for the Taylor bubble steady state. The results show that the Taylor bubble velocity
increases after expansions. Moreover, in the same liquid (correspond to N f ), the ve-
locity increases with the increase of expansion ratios. With a smaller N f number, the
Taylor bubble velocity is smaller.

FIGURE 4.21: The Taylor bubble velocity as a function of N f numbers.

In the following parts, we consider two main problems. First, we �x � = 1:24
to study the Taylor bubble rising in different glycerol-water solutions (Table. 4.1).
Second, we consider the effect of the expansion ratio in a �xed solution, more details
are provided in the case of G � W : 80%; Mo= 0:00224; Eo= 48:3. It should be noted
the initial bubble volume in experiments is not constant for all cases. Therefore, we
compare the results of experiments and simulations (see Table. 4.3) with equivalent
bubble volumes. Then we keep the initial bubble volume l0 = 7rb to investigate the
effect of expansion ratio.

TABLE 4.3: The initial equivalent bubble length for simulations.

Expansion ratios Initial bubble length (l 0)

1.73 4.5rb
1.47 3.9rb
1.35 7.4rb
1.24 7rb

1.12 4.8rb
0.94 (contraction ratio) 5rb
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Taylor bubble shapes

Experimental and simulation results with the same expansion ratio (� = 1:24)
are demonstrated in Fig. 4.22, corresponding to different glycerol-water solutions.
Several basic results could be obtained:

� The bubble frontal diameter becomes larger after expansions.

� The bubble body is shrunk when passing through the expansions, which is
named as "necking".

� The bubble tail shape is more �at after expansions.

FIGURE 4.22: Experimental and simulation results of Taylor bubble rises
through the same expansion in different glycerol-water solutions (% represents
percentage of glycerol, expansion ratio � = 1:24).

Taylor bubble velocity

The variation of the bubble velocity through the expansion is investigated and
compared with the experimental results in Fig. 4.23. Four typical positions are
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adopted for numerical velocity analysis: the bubble nose, the bubble tail, the bub-
ble tail center, and the bubble center of mass (Fig. 4.18). The experimental velocities
are computed by measuring the deviation of two consecutive images for bubble nose
and tail position. The time series of bubble velocities were obtained by processing
more than 2000 images.

In Fig. 4.23, the bubble velocity varies as a function of dimensionless time. The
experimental and simulation results match well, especially for the bubble nose. The
distinct difference for tail velocity is caused by the oscillation of the tail when passing
through the expansion, which is hard to measure in experiments. When the bubble
nose begins to accelerate as it passes through the expansion, the tail remains un-
changed. Therefore, the bubble length was elongated during this period, and the
bubble body is shrunk at the expansion. James et al.(2006) concluded the liquid
around the bubble nose is fallen rapidly into the top of the smaller pipe due to the
bubble rising motion, and the liquid is accumulated at the expansion forming a thick-
ening annulus in the falling liquid �lm. Consequently, as the liquid continues to �ow
into the falling annulus, an increasingly narrow neck is formed when the bubble's
nose becomes larger.

When the bubble reaches the minimum neck radius (� n ), the tail is rapidly ac-
celerated, and the velocity reaches a peak value. The bubble tail center velocity is
larger than the bubble tail, which leads to liquid protrusion inside the bubble. Fig.
4.24shows the �uid motion ahead of the bubble nose. The amount of liquid moves
towards the bubble tail and accumulates there. The liquid at the bubble tail affects
the bubble tail shape. In Fig. 4.25, we plot the velocity streamlines using the Taylor
bubble mass center velocity as a reference frame. It shows two symmetrical vortexes
are formed at bubble tail after the expansion, which illustrates the bubble tail shape
is more concave corresponds to a higher effective N f after the expansions, and the
amount of liquid is accumulated.
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FIGURE 4.23: The comparisons of experimental and simulation Taylor bubble
velocities (G � W : 80%; � = 1:24; Mo = 0:00224; Eo= 48:3).

FIGURE 4.24: The schematic diagram of surrounding liquid motion when Tay-
lor bubble passing through expansions.
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FIGURE 4.25: The streamlines of Taylor bubble rising through the expansion
with evolution of time (G � W : 80%; � = 1:24; Mo = 0:00224; Eo= 48:3).

Wall shear stress

When the Taylor bubble rises in the vertical pipe, the wall shear stress is an im-
portant factor to describe the strength of acceleration of the bubble. As depicted in
Fig. 4.26 (A), the evolution of the dimensionless wall shear stress (� w=(� lgD1)) is pre-
sented for �ve time instants when bubble is rising. It is observed that the wall shear
stress reaches a kind of plateau and maintains constant along with the bubble before
the expansion. Near the wall of the expansion, there is a narrow high shear stress
region. After the expansion, the wall shear stress �rst goes down shortly, and then
increases sharply to another plateau. This also illustrates that the presence of the ex-
pansion changes the �ow velocity in the liquid �lm around the bubble. Fig. 4.26(B)
shows the wall shear stress at steady state becomes bigger after the expansion. The
according bubble shapes and velocity vector �eld are displayed in Fig. 4.27. It shows
at expansion, the bubble moves faster, which corresponds to a larger wall shear stress
(i.e., position 4). While the bubble nose becomes larger, great variation for wall shear
stress near the expansion occurs.
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(A ) (B)

FIGURE 4.26: (A). Dimensionless wall shear stress for different bubble positions
along the axial distance from the bubble nose. (B). Wall shear stress at steady
state before and after the expansion (G� W : 80%; � = 1:24; Mo = 0:00224; Eo=
48:3).

FIGURE 4.27: Bubble velocity vector �eld corresponds to the position in Fig.
4.26 (G� W : 80%; � = 1:24; Mo = 0:00224; Eo= 48:3).

Pressure distribution around Taylor bubble

Another important parameter is the pressure drop. The pressure distribution
around the Taylor bubble at the radial midpoint of the liquid �lm is shown in Fig.
4.28. The dominant pressure variation in the �ow channel is caused by gravity. There-
fore, p0 = (p � � lgZh)=(� lgD1) is used to eliminate the effect of gravity and purely
reveal the pressure variation caused by the �ow. Six axial positions are selected to
present the pressure distribution when the bubble passes through the expansion. It
can be observed that when the bubble nose enters the expansion, the change of pres-
sure is not obvious (see position a, b, c). However, when the bubble body is in the
expansion, there is a sharp pressure drop before expansion, and a steep ascent in the
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expansion (see position d, e). When the bubble leaving the expansion, the pressure
gradually changes to be similar to the situation before expansion (see position f).

FIGURE 4.28: Pressure distribution in the middle of the liquid �lm around
Taylor bubble and the corresponding snapshots of the bubble shape (G � W :
80%; � = 1:24; Mo = 0:00224; Eo= 48:3).

4.2.3 Taylor bubble through sudden expansions with different ratios

In Fig. 4.29, we compare the bubble shapes of experimental results and simula-
tions for different expansion ratios in the same glycerol-water solution (Table. 4.1).
It is observed that with an increase of the �, the bubble is more easily deformed, and
bubble movement is more intense at the expansion.

The initial bubble volume could not be maintained for all cases in experiments. To
investigate the dynamics of Taylor bubbles rising through different expansion ratios,
the same initial conditions are adopted for each case using experimental caseG� W :
80%; l0 = 7rb in Table. 4.1. Five different expansion ratios are performed, which are
� = [1:73;1:47;1:35;1:24;1:12].
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FIGURE 4.29: Experimental and simulation results of Taylor bubble rises
through different expansion ratios (�) in the same glycerol-water solution (80%).

Bubble shapes

Fig. 4.30displays the evolution of the bubble shapes as a function of time. When
� = 1:73, there are two particular phenomena noted. One is the bubble pinched off
from the necking at the expansion position. The volume of the upper bubble is larger
than the lower one. Secondly, two separated bubbles are all penetrated when going
through the expansion. With a decrease in the expansion ratios, the bubble moves
entirely through the expansion. Fig. 4.31shows the bubble length varies in different
expansion ratios. The large � = 1:73 is not considered here due to large deformation.
The bubble rises through expansion, having three stages. First, bubble length does
not change early when the bubble entering the expansion. Then the bubble is shrink-
ing, leading to the bubble length elongated. There is a peak length value. After the
bubble leaving the expansion, the bubble becomes shorter. We demonstrate the po-
sition for bubble tail leaving the expansion. The corresponding time shows smaller �
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needs more time for bubble leaving expansions.

FIGURE 4.30: The simulation results of bubble shapes with different expansion
ratios under same bubble length.
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FIGURE 4.31: Evolution of bubble length for different expansion ratios as a
function of time.

Frontal radius for Taylor bubble nose

The deformation of the Taylor bubble nose is characterized by the estimation of
the mean curvature radius at the bubble head point, de�ning the frontal radius (R F ,
see Fig. 4.32). In Fig. 4.32 (A), two steady bubble shape before the expansion and
after the expansion are given. The maximum bubble radius (R T B ) is obtained by
subtracting the stabilized liquid �lm thickness (� l ) to the pipe radius, see A and B,
the maximum bubble radius is RT B = D2=2� � l and RT B = D1=2� � l , respectively
(Araújo et al., 2012).RF helps understand the topology evolution in the rising process
of the Taylor bubble. As shown in Fig. 4.32(B), after the expansion, RF

RT B
is more close

to 1, which demonstrates the bubble nose tends to be circular, and this phenomenon
is more obvious for higher �.
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(A ) (B)

FIGURE 4.32: (A). Schematic diagram of bubble shape before and after the ex-
pansion (B). Frontal radius of the bubble in different expansion ratios (G � W :
80%; Mo = 0:00224; Eo= 48:3).

Wall shear stress and pressure distribution

Fig. 4.33shows the Taylor bubble rising in the expansion at t � = 3 for different
expansion ratios. The wall shear stress is given for the part of the bubble before the
expansion. It is observed, the wall shear stress has a sharp increase at the bubble
tail, and a peak value is reached. Near the expansion, the peak wall shear stress �rst
decreases, and it shows a larger expansion ratio has a steeper tendency. After the
wall shear stress reaching the minimum value, which correspond to the minimum
bubble neck radius, the wall shear stress increases sharply at the expansion. The
larger expansion ratio has larger wall shear stress at the expansion point (Z � = 0).
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FIGURE 4.33: Dimensionless wall shear stress for different expansion ratios
with the same bubble initial length at t � = 3 (G� W : 80%; Mo = 0:00224; Eo=
48:3).

The pressure distribution in Fig. 4.33shows the pressure drop for the Taylor bub-
ble at t� = 3 with different expansion ratios. The pressure drop for all expansion
ratios are approximated linear increasing except for the expansion section. In the
expansion,the pressure drop has a sharp steep increasing, and this phenomenon is
more obvious for larger expansion ratios. The reason is that larger expansion ratios
would provide more acceleration for the Taylor bubble.

FIGURE 4.34: Pressure drop for different expansion ratios with the same bubble
initial length at t � = 3 (G � W : 80%; Mo = 0:00224; Eo= 48:3).



4.2. Taylor bubble rising through sudden expansions 91

Taylor bubble velocity

Fig. 4.35 shows the Taylor bubble velocity of the center of mass as a function of
dimensionless time. The peak of the velocity is at the same time for each � with the
same initial bubble length. As expected, the larger expansion ratios change more
signi�cantly and have larger velocity than lower expansion ratios. This is consistent
with the conclusion that the higher expansion ratio induces stronger perturbation of
the liquid inside the bubble at expansion. The bubble tail is more �at and not concave
for higher expansion ratios. For lower expansion ratios, the bubble reaches the new
terminal state earlier.

FIGURE 4.35: Evolution of the mass center velocity of Taylor bubbles through
different expansion ratios with same surrounding liquid (G � W : 80%; Mo =
0:00224; Eo= 48:3).

Necking

Unlike straight vertical pipe, a particular feature for the Taylor bubble passing
through expansions is a neck region. The minimum bubble neck radius � n de�ned
in Fig. 4.18 is used to study the evolution of bubble neck. Fig. 4.36 illustrates the
evolution of � n when the bubble passes through the expansions. The position A is
where the bubble reaches the largest � n , the corresponding images of the bubble at
this position show similar shapes, which means the expansion has a minor effect on
the bubble nose entering the expansion. The formation of the bubble neck interprets
the �ow pattern in the vicinity of the expansion. As similar in a vertical straight
pipe, when the bubble rises, the liquid around the bubble nose is pushed away, and
a falling liquid �lm is created that drains the �ow in the liquid �lm to the bubble tail
region. In expansion cases, the neck region makes the velocity in liquid �lm deceler-
ate above. From the observation of the minimum position of neck radius in Fig. 4.36,
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the larger expansion has smaller neck radius. For � = 1:12, there is no minimum neck
radius, which means the bubble slowly passes through the expansion. The velocity
in the liquid �lm is so small that it can not make the bubble neck deformed.

FIGURE 4.36: Evolution of the bubble neck radius for different expansion ratios
as a function of the bubble head position (G � W : 80%; Mo = 0:00224; Eo =
48:3).

4.2.4 Special bubble shapes when rising through large expansion ratios

When studying individual Taylor bubble rising through expansions, an interest-
ing phenomenon has been observed in experiments. As seen in Fig. 4.37, the bubble
tail will penetrate towards the bubble nose after leaving the expansion. The previ-
ous experimental work by Kondo et al. (2002) andCarter et al. (2016) also found this
penetration phenomenon after the bubble leaving the expansion. The extent of the
penetration depends on the velocity of the rear of the bubble, i.e., the effect of the
expansion ratio through the analysis of the previous sections. This phenomenon is
not easily captured in 2D simulations. Therefore, we use 3D simulations to describe
this phenomenon more precisely. In the work of Ambrose et al. (2017), they per-
formed 3D simulations to study individual Taylor bubble rising through expansions,
however, their research more focuses on the bubble breakup phenomenon after the
expansion. In this case, we prefer to study the bubble entirely rises through expan-
sion with penetration phenomenon. Fig. 4.38shows our 3D simulations match well
with the experiments, it is available to proceed the following investigations.
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FIGURE 4.37: Bubble shape evolution after expansion (G � W : 70%; Mo =
1:96� 10�4 ; Eo = 46:7; � = 1:73).

FIGURE 4.38: Bubble shape evolution after expansion (G � W : 80%; � =
1:24; Mo = 0:00224; Eo= 48:3).

Fig. 4.39and Fig. 4.40show a relatively complete plot of bubble variation with dif-
ferent expansion ratios. The reference time is the bubble head reaches the expansion,
see Fig. 4.39. In Fig. 4.39, the tail of the bubble penetrates towards the bubble nose,
which creates some small bubbles on the outside of the top of the bubble (see point
A), similar results can be found in Ambrose et al. (2017). Then the liquid column
inside the bubble begins to drop by gravity and oscillates back and forth near the tail
(See point B). This is the reason that the tail velocity cannot be measured accurately in
the experiment. In Fig. 4.40, with a relatively smaller expansion ratio, the bubble tail
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will not penetrate the bubble nose. It forms a thin liquid column inside the bubble
(see point A). Then, as the case� = 1:73did, the liquid column will fall and oscillate
near bubble tail. However, from point B, we can observe a thin gas column.

FIGURE 4.39: Penetration of Taylor bubble rising through large expansion ratio
(G � W : 70%; Mo = 1:96 � 10�4 ; Eo = 46:7; � = 1:73).

FIGURE 4.40: Bubble shape evolution after expansion (G � W : 70%; Mo =
1:96� 10�4 ; Eo = 46:7; � = 1:47).

4.2.5 Bubble breakup pattern

Fit. 4.41shows the Taylor bubble is split into two small parts in experiment and
simulation. The bubble breakup position is not at the expansion, it is below the ex-
pansion structure. After the bubble breaks up, the lower part will move through the
expansion. If the bubble length is long enough, the lower part undergoes a similar
breakup pattern. As the experiments results shown in Fig. 4.42, four different Taylor
bubble volumes are used. The expansion ratio � = 1:73 is the same for all cases. It
is observed in Fig. 4.42 (A), the bubble rises through expansion without breakup.
However, with the increase of the bubble volume, the Taylor bubble shows breakup
at expansion, especially in case D, Where the bubble volume is large enough to split
the bubble into three parts.
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FIGURE 4.41: Experiments and simulations of bubble breakup process when
bubble rises through expansion. (G � W : 90%; � = 1:73; Mo = 0:199; Eo =
49:8;).
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FIGURE 4.42: Taylor bubble with different initial volume rises through expan-
sion in experiments (Zhou, 2017) (G� W : 90%; Mo = 0:199; Eo = 49:8; � =
1:73).

Based on the results of the experiments, the Taylor bubble breakup phenomenon
is studied in two aspects:

� Fixing the initial Taylor bubble volume, while changing the expansion ratios.
The objective of this part is to �nd the critical expansion ratio at each Eo number.

� Fixing the Eo number, while changing the initial bubble length to �nd the critical
value at a �xed expansion ratio. The objective of this part is to �nd the critical
length of the Taylor bubble rising through expansions.
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Breakup pattern – critical expansion ratio

In this section, a wide range of expansion ratios from 1.1 to 3.0 are added to il-
lustrate the dynamics of the Taylor bubble with larger expansion ratios. The Morton
number is independent of the pipe diameters. Therefore, a group of the simulations
are carried out with a �xed value of Morton number Mo = 0:00224, and this value is
equal to the G � W : 80%experimental mixture. In this study, the initial length of the
bubble is �xed to 9r b.

For a �xed Eo number and in the given range of expansion ratios, the bubble
behavior presents three break-up patterns, as shown in Fig. 4.43. The three patterns
are interpreted in details as follows:

� Intact: The Taylor bubble rising through expansion entirely.

� Single-breakup: The bubble is divided into two parts when passing through
expansions.

� Double-breakup: The bubble is divided into three parts when passing through
expansions.

In Fig. 4.43, the solid line separates the intact and single-breakup patterns; the
dashed line is for separating the single-breakup and double-breakup. We can con-
clude in lower Eo numbers and larger expansion ratios, the bubble is easier to break
up. The bubble initially l0 = 9lb undergoes three stages when gradually increases the
expansion ratios for a �xed Eo: bubble entirely passing through, bubble is split into
two parts and bubble is split into three parts. If giving a larger initial bubble volume,
the bubble may be split into more small parts.
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FIGURE 4.43: Bubble break-up map is obtained by simulations (Mo =
0:00224; l0 = 9r b).

In order to further investigate the break-up patterns, three points in Fig. 4.44at
G � W : 80%; Eo = 20; Mo = 0:00224with different expansion ratios are analyzed,
which are A (� = 2), B (� = 1:6), and C (� = 1:3). We brie�y compare the bubble
shapes for different expansion ratios in Fig. 4.44. The results show that the expan-
sion accelerates the bubble when bubble passing through expansions, and the Taylor
bubble has critical length breaking up into two parts.
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FIGURE 4.44: Bubble break-up map obtained by simulations (G � W :
80%; Eo= 20; Mo = 0:00224; l0 = 9r b).
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Breakup pattern – critical bubble length

Through the above analysis, the bubble breaks up when it rises through the ex-
pansion of its length large enough. Therefore, it is better to know the critical length
for bubble breakup. In this section, the initial bubble volume is changed to �nd
this critical bubble length. The physical parameters are set as G � W : 80%; Mo =
0:00224; Eo= 48:3, while the initial bubble length is changeable. Fig. 4.45shows the
critical bubble length as function of the expansion ratio. As a consequence of the re-
sults, the critical bubble length is decreased with increasing the expansion ratios, but
this tendency does not appear after � > 2:5. Moreover, for smaller expansion ratio
critical length, it should be noted that when the expansion ratio � < 1:6, it is dif�cult
to �nd the bubble critical length because the Taylor bubble moves through expansion
without remains.

FIGURE 4.45: Bubble break-up map for critical length (Mo = 0:00224; G� W :
80%).



4.3. Taylor bubble rising through sudden contractions 101

4.3 Taylor bubble rising through sudden contractions

4.3.1 Physical model description

The geometry model for sudden contractions is shown in Fig. 4.46. The expansion
A in Fig. 4.46represents the sudden contraction of the pipe. In this section, several
contraction ratios � = D 2

D 1
are compared with experimental data. The Taylor bubble

through contractions present a different behavior. In particular, the bubble moves
slower than that in the expansion, and the bubble length becomes longer.

FIGURE 4.46: Schematic diagram of Taylor bubble rising in vertical pipe with
sudden contraction.

Comparison between experiments and simulation

Fig. 4.47 shows the Taylor bubble in water through contraction, compared the
Taylor bubble in pure glycerol (see Fig. 4.48), the bubble moves faster and the motion
is asymmetrical and unstable.
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FIGURE 4.47: Experimental Taylor bubble evolution with time rising through
the contraction (� = 0:94) in water.

FIGURE 4.48: Experimental Taylor bubble evolution with time rising through
the contraction in glycerol (� = 0:94).

We compare the simulation and experimental results under the condition (W-G:
95%,Eo= 50.6, Mo = 2.23, �=0.94). The initial equivalent bubble length is de�ned
in Table. 4.3. In Fig. 4.49, the numerical and experimental �gures are rescaled to
the same dimension for a better comparison. As mentioned in the expansion section,
t = 0 is the time when the Taylor bubble head reaches the singularity. We can con-
clude a good agreement for comparison obtained from Fig. 4.49. Unlike the Taylor
bubble through the expansion, several typical features for the bubble passing through
contraction can be summarized as follows:

� The Taylor bubble remains intact when passing through the contraction. The
tail shape does not change too much before and after the singularity.

� The Taylor bubble spends more time rising through the contraction compared
to the expansion, which means the bubble velocity is lower than that in contrac-
tions.
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FIGURE 4.49: Numerical and experimental results of Taylor bubble rising
through a contraction (W-G: 95%,Eo = 49.8,Mo = 2.35,�=0.94).

4.3.2 Qualitative analysis for Taylor bubble through different contraction ratios

Four different contraction ratios [0.78, 0.8, 0.85, 0.95] are set to study the Taylor
bubble rising through contraction structures. The parameters in the following con-
traction section are W-G: 60%, Eo = 45.1, Mo = 1.96�10�5 , l0 = 7rb. In this condition,
as mentioned in Sec.4.2.5, the bubble moves faster, therefore, it is easier to reach ter-
minal state. We have also simulated smaller contraction ratios. However, the Taylor
bubble is blocked and can not get through the contractions. This phenomenon is dis-
cussed in the following section. The bubble evolution for different contraction ratios
is displayed in Fig. 4.50. Two features for the bubble tails are obtained different from
expansions. First, the bubble tail oscillates, and capillary waves can be observed, that
are in particular visible for lower contraction ratios. Secondly, the bubble tail shape
becomes more �at after contractions.
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FIGURE 4.50: Taylor bubble shapes evolution with time instants when rising
through contractions.

Taylor bubble velocity

The Taylor bubble velocity analysis is similar to the expansion part. We can ob-
tain two terminal velocities in the lower pipe and upper pipe, respectively. Fig. 5.11
shows the mass center velocities for Taylor bubble rising through different contrac-
tion ratios. It is observed that the velocity begins to decelerate after reaching the
contraction, which is due to the liquid ahead of the bubble blocked by the contrac-
tion. In Fig. 4.52, the oscillation at bubble tail is apparent and more intensive for
lower ratios. However, this oscillation is not observed at bubble nose. The bubble
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nose velocity shows a sudden deceleration when the bubble passing through con-
tractions.

FIGURE 4.51: Mass center velocity of Taylor bubble rising through different
contractions.

FIGURE 4.52: The Taylor bubble nose and tail velocities after reaching the con-
tractions.

Bubble length variation

Fig. 4.53 shows the bubble length variation for different contraction ratios. For
all cases, the bubble length decreases shortly after contractions. This is due to the
fact that the bubble is blocked �rst by the liquid. After the bubble head through the
contractions, the bubble is elongated in a smaller pipe. The bubble length slowly
increases until the bubble body is entirely passed through the contraction. The con-
traction affects the bubble velocity passing through the singularity, and the bubble
length variation explains this phenomenon.



106
Chapter 4. Numerical investigation on individual Taylor bubbles rising through sudden

expansions/contractions in stagnant �ow

FIGURE 4.53: Taylor bubble length evolution with time for different contrac-
tions.

Pressure drop distribution

The pressure drop distribution at the radial midpoint of the liquid �lm is shown in
Fig. 4.54. Unlike the Taylor bubble rising through expansions, for the bubble through
contractions, the pressure in the liquid �lm before a distance from the contraction
point has a sharp descent and then rises. The reason for this is that the bubble is
blocked by the contraction, and the liquid close to contraction moves upstream. Af-
ter the contractions, the liquid �lm �ows towards downstream due to the bubble's
liquid ahead of the bubble, pushed by the Taylor bubble's movement. Therefore, the
pressure suddenly increases.

FIGURE 4.54: Pressure drop distribution in the middle of falling liquid �lm
(G � W : 60%; � = 0:85).



4.4. Chapter conclusion 107

4.3.3 Bubble blocking pattern

As mentioned in 4.3.2, the bubble will be blocked when passing through contrac-
tions. To investigate the critical contraction ratio of bubble blocked contraction ratios,
a group of tests has been carried out with the same Morton number. The parameters
are �xed to Mo = 0:00224; l0 = 9rb. Two interesting features are observed in Fig.
4.55. With increasing Eo numbers, the critical blocked ratios are decreased. Another
feature is in a small range of Eo numbers, the critical blocked contraction ratio is con-
stant. When �xing the liquid properties and expansion ratios, we found the bubble
length has a minor effect on the blocking phenomenon.

FIGURE 4.55: Bubble blocking regime map.

4.4 Chapter conclusion

A detailed experimental and numerical study on individual Taylor bubbles rising
through sudden expansions and contractions in various glycerol-water solutions is
reported in this chapter. The numerical method used in this study is �rst veri�ed by
comparing with an experimental database that had been previously published. From
analyzing the experimental and numerical results, the following conclusion can be
pointed out:

� The evolution of the bubble in expansion can be roughly divided into three
stages. First, the bubble nose accelerates and the bubble length increases. Sec-
ond, the bubble neck shrinks and the bubble reaches a velocity peak, and the
bubble tail moves towards the bubble head. In the third stage, the bubble leaves
the expansion, and the tail shows an oscillating behavior.
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� The expansion ratio of the tubes induces the Taylor bubble neck shrink at the
expansion, and a larger ratio corresponds to more intensive deformation of the
neck. In addition, the larger expansion ratio accelerates the Taylor bubble pass-
ing through the expansion which has higher terminal velocity after the expan-
sion. When the bubble leaves the expansion, the bubble tail becomes more con-
cave than that before expansion.

� The rise of the Taylor bubble through sudden expansion generates sudden pres-
sure variation at the expansion, which drains the liquid �ow above the bubble
nose towards the bubble tail region. The Taylor bubble nose in the upper tube
has more circular property than in the lower tube, and a larger expansion ratio
has a more signi�cant value of frontal radius (R F ). Moreover, the bubble tail
velocity is higher than the bubble head velocity.

� The bubble break-up pattern is observed in experiments and simulations. The
pattern map concludes there is a critical ratio for bubble breaking up with �xed
length. In addition, with a �xed liquid solution, the bubble will pinch off when
the bubble length reaches a critical length.

� The bubble velocity decreases in the contractions. When the bubble passing
through the contractions, the bubble length is stretched and elongated. More-
over, The bubble tail oscillates when bubble through contractions.

� The Taylor bubble will be blocked when the contraction ratios get one critical
value. The bubble length has a minor effect on bubble blocking.
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Chapter 5

Numerical study of individual Taylor

bubbles rising through various

singularities

The analysis of the Taylor bubble rising through sudden expansions/contractions
in experiments and simulation demonstrates the singularity changes the dynamic be-
havior of the Taylor bubble. In this chapter, the gradual, parabolic concave, parabolic
convex expansions/contractions are numerically studied for an individual Taylor
bubble rising in stagnant liquid.

5.1 Physical model description

The geometry of the different singularities studied in this chapter is shown in Fig.
5.1. The expansion ratio is �xed at 1.47 and the contraction ratio is 0.7 unless speci�ed
otherwise. The physical properties of the liquid are of 80% glycerol-water solution
of the experiments (Tab. 4.1). In the gradual expansions and contractions, � is the
angle between the upper pipe and gradual wall. We change the value of � to design
different gradual structures. In parabolic structures, we obtain different arc angles
(� ) by changing the diameter of the circle (see Fig. 5.1). The initial bubble length
l0 = 6rb and the other geometry sizes and boundary conditions are kept the same as
in Chapter 4.

FIGURE 5.1: Different geometrical structure of singularities.
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5.2 Taylor bubble rising through gradual expansions/contractions

5.2.1 Gradual expansion

Fig. 5.2 presents the non-dimensional velocity at mass center, bubble tail and
bubble nose positions as a function of the dimensionless time. In Fig. 5.2 (a), smaller �
leads to smaller peak mass center velocity, while the peak velocity has minor change
when � > 30� . The Fig. 5.2 (c) has a similar result with the Fig. 5.2 (a). Fig. 5.2 (b)
shows the bubble tail velocity in smaller � needs more time to reach peak value and
this peak value grows with the increase of the gradual angles. After the expansion,
the bubble oscillates. Therefore the tail velocity shows negative peaks, whose values
increase when� increases. When� is very small, as � = 10� in Fig. 5.2, the bubble less
oscillates after expansions, and the Taylor bubble needs more time to pass through
the expansion.

Fig. 5.3 shows at different time instants, the bubble shapes with streamlines and
velocity �elds for six different gradual expansions. Some features in gradual ex-
pansions are similar to sudden expansions, i.e., the bubble is accelerated at grad-
ual expansion and penetration phenomenon is found for large angles. Moreover,
the bubble tail shape becomes more concave at expansions with increasing � (see
t � = 4 in Fig. 5.3). However, some differences can be remarked. The Taylor bubble
moves slower at smaller � . In addition, the penetration phenomenon is less obvious
in smaller � . It is worth mentioning before and after expansions, the bubbles have
the same terminal states.

FIGURE 5.2: Evolution of the dimensionless bubble velocity as a function di-
mensionless time.
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FIGURE 5.3: The streamlines, velocity �elds and bubble shapes for different
gradual expansion angles and dimensionless time instants.
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Fig. 5.4 shows the evolution of bubble length for different � . The bubble length
initially is slightly increased due to the bubble nose is shrinking by the expansion.
For a larger � , the corresponding maximum length is larger. Moreover, similar to
sudden expansions, after gradual expansions, l0=D1 becomes shorter. The bubble
length in Fig. 5.4 also presents oscillation phenomena after expansions, which tend
to disappear after a period of time.

FIGURE 5.4: Evolution of the bubble length as a function dimensionless time.

In order to investigate the bubble time and velocity in gradual expansions. We
consider the bubble nose and tail position. The bubble nose undergoes �t e in expan-
sion, which indicates a period from bubble nose reaching the expansion to leaving
the expansion. The gradual expansion length along z direction can be de�ned as
le = D 2 �D 1

2tan(�) . Therefore, the mean velocity for bubble nose in expansion is U�
e = le

�t e
.

Fig. 5.5 shows the bubble rising time in expansions and mean velocity for different
gradual expansions. It is observed with an increase of � , bubble needs less time for
nose passing through expansions. Moreover, smaller � has a larger value of mean
velocity.

FIGURE 5.5: Time in gradual expansion and mean velocity for different angles.
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Lagrangian particle method

The Lagrangian particle method is used to capture the trajectory of liquid parti-
cles. Three particles (indicated as A, B, C) at different positions in liquid are inves-
tigated (see Fig. 5.6). The coordinates of these particles att � = 0 are [0:1;1:5] for A,
[0:1;0:2] for B and [0:45;�0:5] for C.

FIGURE 5.6: Position of liquid particles A, B and C at t � = 0.

In Fig. 5.7, the trajectories of the particles are presented for � = 10� . The trajectory
of Particle-A shows when the bubble reaches A, the particle �rstly moves towards
the wall. Then the particle is trapped in the wake of the bubble tail and follows the
upward bubble motion. The trajectory Particle-B shows the particle is trapped in
the bubble wake and has recirculation motion. The Particle-C shows the �uid in the
initial liquid �lm moves downstream but does not enter the wake of the bubble. The
corresponding particle trajectories with bubble interface are shown in Fig. 5.8.

FIGURE 5.7: The liquid particle trajectories of different positions for � = 10 � .
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FIGURE 5.8: The liquid particle trajectories of different positions for � = 10 � at
different time instants.

Fig. 5.9 shows particles trajectories for a small and large value of � . The Particle-C
for two cases coincides, which means the gradual angle has little in�uence on lower
pipes. The trajectory of Particle-A shows the bubble motion has a great effect on �uid
ahead of bubble nose for small � . The trajectory of Particle-B shows more recircula-
tion motion for small � after expansion.

FIGURE 5.9: The particle trajectories for different gradual expansion angles.

5.2.2 Gradual contraction

Fig. 5.10 (next page) shows the bubble shapes and velocity �elds for different time
instants and angles � . When � > 45� , the Taylor bubble is blocked by the contraction.
Therefore, the results are not shown here. It is observed bubble moves faster for
smaller � , and at t � = 10:0, the bubble interface of � = 45� has more oscillation.

In Fig. 5.11, the velocities in different positions are performed. The results show
that the bubble nose immediately decelerates when entering the contraction. The
amplitude of deceleration depends on the contraction angle. Oscillation is found at
the bubble tail.
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FIGURE 5.10: The bubble evolution with different gradual contraction angles.
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FIGURE 5.11: Evolution of the dimensionless bubble velocity as a function di-
mensionless time with gradual contractions.

The evolution of the Taylor bubble going through gradual contractions can be di-
vided into three stages. As shown in Fig. 5.12, the �rst stage is reducing the bubble
length in the z-direction due to the reduction of the bubble nose velocity. This phe-
nomenon decreases with a decrease of� . In the second stage, the bubble takes some
time to pass through the contraction, and the bubble length increases almost linearly.
After contraction, a new bubble is formed in the upper pipe after some oscillatory
behavior at the tail.

FIGURE 5.12: Evolution of the bubble length as a function of the dimensionless
time with gradual contractions.

We de�ne a similar transient time �t c to describe the bubble rising through con-
tractions. The gradual contraction length along z direction can be de�ned as lc =
D 1 �D 2
tan(� ) . The mean velocity for bubble nose in contraction is U�

c = lc
�t c

. Fig. 5.13 shows
�t c and mean velocity for different gradual contractions. The value of �t e is decreas-
ing with increase of � . However, the mean velocity is larger in larger � .
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FIGURE 5.13: Time shift with �xed distance and mean velocity for different
gradual contractions.

The liquid particle analysis

The liquid particle trajectories motion in gradual contractions are shown in Fig.
5.14. Particle-A trajectory describes the Taylor bubble passing through contractions.
The particle moves towards downstream along the interface and reaches the bubble
tail. Moreover, the total displacement of the particle A is larger for larger � . Particle-B
has more intense motion. The Taylor bubble body appears to oscillate. The behavior
of particle-C is similar to that discussed in the gradual expansion section.

FIGURE 5.14: The particle trajectories for different gradual contraction angles.

5.3 Taylor bubble rising through parabolic expansions/contractions

Two different types of expansions/contractions are carried out in this section. The
geometry of the problem has been introduced in Sec. 5.1. In the following part,
we �rst investigate parabolic convex expansions/contractions. Then results for the
parabolic concave expansions/contractions are presented.

5.3.1 Parabolic convex expansion

Fig. 5.15shows the Taylor bubble rises through parabolic convex expansions with
different angles (� ) at two time instants. The �rst row shows the expansions shrink
the Taylor bubble and the extent of this effect is slighter when � is smaller. Moreover,
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the bubble necking does not change too much for larger angles. When � is closer to
sudden one, the bubble necking tends to the maximum of necking value. The second
�gure row in Fig. 5.15presents the penetration phenomenon at different � , larger �
strengthens the level of penetration.

Two convex angles, � = 20� and � = 45� , are performed to detail the bubble shape
evolutions. In Fig. 5.16, the difference between the two cases is the phenomena in
parabolic convex expansions. The larger � has much thinner bubble necking and
longer liquid penetration.

FIGURE 5.15: The Taylor bubble shapes at different dimensionless times for the
parabolic convex with different angles.
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FIGURE 5.16: The Taylor bubble shapes for the parabolic convex expansions.

The bubble velocity variation is shown in Fig. 5.17. It is worth pointing out that
with the increase of the parabolic convex angle, the results tend to those obtained for
the sudden expansion, while smaller � reduces the bubble tail oscillation.

FIGURE 5.17: Bubble mass center velocity evolution with time for the parabolic
convex expansions.

5.3.2 Parabolic convex contraction

Bubble shape variation

Fig. 5.18 shows the bubble shape deformations in the parabolic convex contrac-
tions with different � . Bubble blocking phenomenon is observed for � = 80� . Similar
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to the analysis of previous contractions, small values of � lead to a smoother transi-
tion of the bubble through the contraction.

5.3.3 Parabolic concave expansion

Simulation results of bubble shape snapshots are reported in Fig. 5.19. The neck-
ing effect if more pronounced for larger � . The bubble tail oscillates after expansions.
After several cycles of oscillation, the bubble reaches the terminal steady state. The
oscillation of the bubble tail affects the bubble velocity (see Fig. 5.20). It is worth
pointing out, for larger � , after bubble oscillation, the bubble tail possibly breaks up
into smalls bubbles because of the strong motion of falling.

FIGURE 5.18: Taylor bubble shapes with different time instants for parabolic
convex contractions.
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FIGURE 5.19: The Taylor bubble shapes at different dimensionless time for
parabolic convex contraction with different angles.

FIGURE 5.20: Evolution of the dimensionless bubble velocity as a function of
dimensionless time for different parabolic concave expansions.

The Taylor bubble length variation is presented in Fig. 5.21. Similar to the pre-
vious expansions, the bubble has a maximum length when passing through the ex-
pansion. After the expansion, the bubble oscillates. We found that the bubble length
with � = 80� has stronger oscillations than others.
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FIGURE 5.21: Bubble length evolution for different parabolic concave expan-
sions.

5.3.4 Parabolic concave contraction

Fig. 5.23 shows the Taylor bubble shapes in parabolic concave contractions for
different angles. The bubble is stretched at contractions which is similar to the previ-
ous contraction types. However, the difference here is that the bubble is not blocked
with an increase of � . Fig. 5.22shows bubble length variation for different parabolic
concave contractions. Similar to the previous analysis for other types of contractions,
the bubble length undergoes the same stages, and the minimum bubble length is
decreased with an increase of� .

FIGURE 5.22: Bubble length variation for different parabolic concave contrac-
tions.
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FIGURE 5.23: The Taylor bubble shapes for parabolic concave contraction.

5.4 Comparison of different expansions/contractions

When � = 90� , the gradual expansion/contraction becomes the sudden expan-
sions/contractions. Therefore, we compare these singularities with parabolic convex
and the parabolic concave geometries under the same condition of � = 90� .
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5.4.1 Expansion comparison

Bubble shapes variation

The bubble shape snapshots at different time instants are shown in Fig. 5.24for
different types of expansions. The dynamics of the Taylor bubble in the sudden ex-
pansion and the parabolic convex are similar. The bubble shows slight necking at
t � = 2 and the tail becomes concave att � = 4. However, after the bubble leaves the
expansion, they present different behavior, especially for the penetration phenomena
(see Fig. 5.25). The Taylor bubble in parabolic concave expansions exhibits differ-
ent dynamic behavior compared with the other two expansions. The differences are
mainly re�ected in the process of the bubble passing through expansion and the pe-
riod that bubble recovers the terminal steady-state in the upper pipe. We can see this
difference in Fig. 5.24at t � = 4 and t � = 6, also in Fig. 5.25.

FIGURE 5.24: Taylor bubble evolution for different types of expansions.
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FIGURE 5.25: The liquid column length for different types of expansions.

Bubble length variation

The bubble length variation for the bubble rising through different expansions is
shown in Fig. 5.26. First, we can see that concave geometry delays the bubble with
respect to the other two expansions. After the expansion, the bubble length �uctu-
ates due to the oscillation of the bubble tail. The amplitude of �uctuation re�ects the
liquid column length inside the Taylor bubble. Because the bubble volume is con-
stant, when the liquid column is larger inside the bubble, the bubble length is much
longer. Therefore, as mentioned in Fig. 5.25, the parabolic convex has the largest
liquid column length, the bubble length corresponds to the longest.

FIGURE 5.26: The bubble length when the bubble rising through expansions.

Inspired by liquid penetration behavior, we tracked the bubble tail center using a
Lagrangian particle method for different expansions. The de�nition of liquid column
length is de�ned in Fig. 5.25. The result in Fig. 5.27shows that the parabolic convex
after expansions has the largestL liquid inside bubble.
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FIGURE 5.27: The bubble tail particle variation.

5.4.2 Contraction comparison

Through the comparison of different contraction singularities in Fig. 5.28, several
remarks are obtained:

� The Taylor bubble can rise through parabolic concave contractions even for
large � , while it is blocked in gradual and parabolic convex contractions.

� The Taylor bubble in parabolic concave contraction moves without large oscil-
lation for the bubble body.

� It appears that the sharpness/smoothness of the inner edge has a much more
signi�cant impact on the bubble dynamic that the outer corner.
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FIGURE 5.28: Bubble shapes with evolution of time instants for different types
of contractions.

5.5 Chapter conclusion

In this chapter, we have investigated the simulation of an individual Taylor bubble
rising through different types of expansions/contractions. Some conclusions can be
obtained through the analysis:

� The gradual expansion reduces the intense motion and deformation of the Tay-
lor bubble. The transient time �t e/�t c show with an increase of expansion/contraction
angle, the bubble needs less time to pass through expansion/contraction. Max-
imum bubble length is found in expansions and the maximum value decreases
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with a decrease of � . On the contrary, the minimum bubble length in contrac-
tions is increased with a decrease of � . The bubble tail oscillation after expan-
sions affects the bubble length.

� The parabolic convex expansion accelerates the bubble motion and the extent of
the motion with � = 90� is stronger than that in sudden expansions. The bubble
is blocked for large angles of the convex contractions.

� The Taylor bubbles exhibit different behavior in parabolic concave expansions/contractions.
For expansions, the Taylor bubble moves slower than the other expansions and
the liquid column length inside the bubble is the smallest. For contractions, the
Taylor bubble is easier to pass the contraction geometry, even to larger concave
angles.
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Chapter 6

Two phase �ow with phase change

In this chapter, we introduce a phase change model which is developed in the
Basilisk solver. First, the governing equations and interface jump conditions con-
sidering phase change are introduced. Secondly, the numerical methods, including
mass �ux calculation, the geometric VOF method with phase change, the thermal
boundary conditions at interface are presented. Finally, the phase change model is
validated by several benchmark test cases.

6.1 Governing equations and interface jump conditions

The governing equations with phase change are similar to the previous Eqs. (3.1,
3.2). However, when considering phase change at the interface, it is necessary to add
additional interfacial jump conditions to guarantee mass, momentum, and energy
conservation.

6.1.1 Mass conservation

The general mass conservation integral formula in a �xed control volume is still
valid for two-phase �ow with phase change.

Z

V

@�
@t

dV +
I

S
�u � ndA = 0 (6.1)

where V is the volume of grid, S is the cell surface area.

Interface jump conditions

The gas and liquid phases are separated for immiscible two-phase �ows by an in-
terface where the phase change occurs (i.e., liquid vaporization or vapor gas conden-
sation processes). The interface velocity (u� ), which differs from the liquid and gas
velocities on either side, was introduced for calculating a jump in the mass, momen-
tum, and energy across the interface. Considering a two-dimension computational
cell with interface in Fig. 6.2, the mass conservation equation for each phase can be
written as (see in Fig. 6.1):
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d
dt

 Z

Vg (t)
� gdV

!

+
I

Sg (t)
� gug � ngdA �

Z

�
� g(u g � u � ) � n � dA = 0 (6.2)

d
dt

� Z

Vl (t)
� ldV

�
+

I

Sl (t)
� lu l � n ldA +

Z

�
� l (u l � u � ) � n � dA = 0 (6.3)

where Vg(t), Sg(t), Vl (t) and Sl (t) are the cell volumes and surface area for the cell
boundaries at the vapor and liquid regions, respectively. The interface � moves with
interface velocity u � .

FIGURE 6.1: A schematic diagram of mass transfer across interface from time t
to time t + �t under droplet evaporation. On the right side, the previous time
liquid points are shown in faded packets.

There is a relative velocity at interface which is different from pure vapor or liquid
velocity close to interface. The unit normal vector for one cell with interface points
into the liquid phase on � is indicted in Fig. 6.2, note that n � = n l = �n g.

FIGURE 6.2: De�nition of unit normal vector in interfacial cell.

By recognizing Eqs. (6.1, 6.2, 6.3), the relative velocity on liquid side equals to the
vapor side, which follows mass balance at the interface

Z

�
� l (u l � u � ) � n � dA =

Z

�
� g(u g � u � ) � n � dA (6.4)

The mass generated in one phase equals the mass missed in the other one. There-
fore, the mass �ux ( _m) normal to the interface, positive for liquid evaporation and
negative for vapor condensation, is given by

_m = � l (u l � u � ) � n � = � g(u g � u � ) � n � (6.5)
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The velocity jump condition due to mass transfer across interface can be obtained
from eliminating u � in Eq. (6.5).

(u g � u l ) � n � = _m
�

1
� l

�
1
� g

�
(6.6)

With the incompressibility of �uid on each side of the interface, the integral form
of the mass conservation governing equation for �uid is written as:

Z

V
r � udV =

Z

�
_m

�
1
� g

�
1
� l

�
dA =

Z

V
_m

�
1
� g

�
1
� l

�
� � dV (6.7)

The delta function indicates that the divergence of velocity is zero everywhere, except
on the interface due to phase change. In this study, we adopt � � = jrC j according to
Magnini (2012).

6.1.2 Momentum conservation

To integrate the linear momentum over V(t), the forces acting on the interface
need to be taken into account in addition to the forces acting on the �uid bodies.
With the effect of surface tension as a line force on the interface, the conservation of
linear momentum reads

d
dt

Z

V
�udV =

I

S
� � ndA +

Z

V
�g dV +

Z

V
��� � n � dV (6.8)

where � = �pI + 2�D.

Interface jump condition

Considering interface jump condition, a force balance on the interface should be
satis�ed.

� lu l [(u l � u � ) � n l ] + � gug [(ug � u � ) � ng] = � l � n l + � g � ng + �� n � (6.9)

Using n � = ng = �n l and the mass transfer jump condition in Sec. 6.1.1, the
general interface jump condition can be written as

_m(u l � ug) = (p gI � pl I + 2� lD l � 2� gD g) � n � + �� n � (6.10)

Projecting the above jump condition along the normal to the interface, and making
use of Eq. 6.6, the pressure jump is obtained

pg � pl = 2(n � � � lD l � n � � n � � � vD v � n � ) + _m2

�
1
� l

�
1
� g

�
� �� (6.11)
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6.1.3 Energy conservation

Neglecting kinetic energy, viscous dissipation and with �uid incompressibility
property and constant heat capacity, the energy conservation equation can be written
as Z

V

@(�c pT)
@t

+
I

S
(�c pTu) � ndA =

I

S
�rT � ndA +

Z

V
_q� � � dV (6.12)

Interface jump condition

In this study, we assume the thermal equilibrium assumption was made at the in-
terface, which means the interface temperature is set to equal the saturated temper-
ature of the �uid. According to Tryggvason et al. (2006), this assumption is accurate
when the �ow characteristic length is much larger than thermal conditions.

Cells in the computational domain can be divided into two general types. The �rst
type contains interface segment and is called interfacial cells. The second type con-
tains no interface. The mass �ux _m in Eq. (6.16) should be calculated in all interfacial
cells using the energy jump condition of

_mhlg = [ _q] (6.13)

_m =
_ql � _qg

hlg
=

(�rT j l � �rT jg) � n �

hlg
(6.14)

where [] is the normal jump for a given variable across the interface. _q is heat �ux
indicated by _q = _mhlg . As aforementioned, the interface is assumed to be at the
saturated temperature during phase change, which is expressed by

T� = Tsat (p1 ) (6.15)

where p1 is the saturated pressure.

6.1.4 Systems of governing equations

We summarize the integral form of governing equations for two-phase �ow with
phase change:
Mass conservation: Z

V
r � udV =

Z

V
_m

�
1
� g

�
1
� l

�
� � dV (6.16)

Momentum conservation:

d
dt

Z

V
�udV =

I

S
� � ndA +

Z

V
�g dV +

Z

V
��� � n � dV (6.17)
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Energy conservation:

Z

V

�c p@T
@t

+
I

S
�c p(T u) � ndA =

I

S
�rT � ndA +

Z

V
_q� � � dV (6.18)

6.2 Numerical methods

In this section, a phase change model developed in the Basilisk solver is intro-
duced. The work includes:

� Mass �ux ( _m) calculation.

� Implementation of the VOF equation considering phase change.

� Thermal boundary condition at the interface.

6.2.1 Mass �ux calculation

The calculation of the temperature gradient is not performed directly in interfacial
cells but in the neighboring pure liquid cells. Kunkelmann (2011) pointed out that
the temperature in interfacial cells is not the liquid temperature but a mean value
of the liquid and vapor phase and depends on the weighting procedure of the �uid
properties. In this section, we assume the liquid phase is saturated and the vapor
phase is unsaturated. Therefore, heat transfer in the liquid phase is negligible. The
mass �ux in Eq. (6.14) for the vapor side can be calculated using a similar method to
Ling et al. (2014). The temperature gradient in cell (i; j ) can be computed by using
weighted method in cell (i � 1; j ) and (i � 1; j + 1). The cell (i � 1; j + 1) is pure vapor
cell and (i � 1; j ) is pure vapor cell or interfacial cell.

@T
@n

�
�
�
�
(i;j )

= rT � n � � rT i�1;j jn �;x j + rT i�1;j +1 jn � ;y j (6.19)

where rT i�1;j = Ti�1;j �T i �2;j

�x and rT i�1;j +1 = Ti�1;j +1 �T i �2;j +1

�x .

FIGURE 6.3: Illustration of temperature interpolation method.
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After solving the temperature gradient at the vapor side in Eq. (6.19), the mass
�ux _m can be obtained by Eq. (6.27), adding this term in the approximate projection
step to solve the Navier-Stokes equation with phase change. The predicted velocity of
u � in the momentum equations are calculated using the time-fractional method after
solving advection and viscous terms. A pressure Poisson equation is then solved,

r �
�

�t
� n+1=2

rp n+1=2

�
= r � u � � _m

�
1
� l

�
1
� g

�
� n

� (6.20)

Using the constraint of Eq. (6.8), the one �uid velocity un+1 can be obtained using
pn+1=2

un+1 = u � �
�t

� n+1=2
rp n+1=2 (6.21)

6.2.2 Implementation of the VOF equation considering phase change.

As mentioned in Chapter 2, the geometric VOF method is used in the Basilisk
solver. For more details on this method, refer to Scardovelli and Zaleski (2003);
López-Herrera et al. (2015);Tryggvason et al. (2011);Weymouth and Yue (2010). The
existence of the phase change source term results in non divergence-free velocity
by solving Navier-Stokes equations. Therefore, the geometric VOF method in the
Basilisk solver can not be directly used due to the divergence-free velocity consider-
ing in the advection term.

In this work, we use a method similar to Malan et al. (2020);Scapin et al. (2020).
Phase change induces a Stefan �ow, which causes a jump in the �ow velocity. The
basic idea of the method is that a divergence-free liquid velocity extension can be
obtained by subtracting this jump to the �ow velocity, then use the existed geometric
VOF method to account for phase change. The method can be divided into two steps.
In the �rst step, a divergence-free liquid velocity is constructed to produce an inter-
mediate VOF �eld (C � ); in the second step, the mass source term is added to move
the interface accounting for phase change.

For the phase change problem, the VOF advection equation is written as

@C
@t

+ r � (uC ) = �
_m
� l

� � (6.22)

Note that the tracked phase here is the liquid by convention. The source term in the
right hand side indicates the volume change due to phase change at the interface.

Due to � � = jrC j, Eq. (6.22) can be further written as

@C
@t

+ r � (uC ) +
_m
� l

jrC j = 0 (6.23)
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Step 1: Constructing divergence-free liquid velocity

In this step, an intermediate VOF value C � is calculated by constructing a divergence-
free liquid velocity.

C � � Cn�1=2

�t
+ r � (u lC)n = 0 (6.24)

where u l is the divergence-free velocity (r � u l = 0) which is constructed by Stefan
�ow velocity ( eu) and one-�uid velocity (u) (Scapin et al., 2020).

In order to obtain u l , we propose a simple but effective method similar to Malan
et al. (2020). First, the one-�uid velocity (u n+1 ) is obtained after solving the Eq. (6.22),
which has a discontinuity at the interface. Second, we solve the Stefan �ow velocity
eu in the entire domain just consider the effect of phase change, which can be obtained
like Eq. (6.22)

r �
�

�t
� n+1=2

r ep
�

= _m(
1
� g

�
1
� l

)� � (6.25)

The above equation is solved using the same method when solving the one-�uid
velocity. A Stefan �ow velocity is obtained:

eun+1 = �
�t

� n+1=2
r epn+1=2 (6.26)

The divergence-free liquid velocity can be obtained as

un+1
l = un+1 + eun+1 (6.27)

This velocity �eld is divergence-free in the liquid, the gas and at the interface
since:

r � un+1
l = r � un+1 + r � eun+1 = _m(

1
� g

�
1
� l

)� � � _m(
1
� g

�
1
� l

)� � = 0 (6.28)

Step 2: Shifting the interface accounting for phase change

The interface movement due to phase change can be expressed by adding a source
term in the VOF equation. After step-1, the intermediate VOF value C � will be used
in the following equation

Cn+1=2 � C �

�t
+

Sl

� l
= 0 (6.29)

where Sl is the volumetric source term expressed as Sl = _mjrC j.
There are two general methods to solve Eq. (6.29). The �rst one uses the PLIC

reconstruction in Basilisk solver, and this method is also introduced in Malan et al.
(2020). To account for phase change, we need to shift the interface in the normal
direction by adding a mass source term. The shift distance (�d) due to phase change
is de�ned as



136 Chapter 6. Two phase �ow with phase change

�d = �
_m
� l

�t (6.30)

where �t is the timestep. Using the PLIC method, the distance (� n+1 ) in 3.2is de�ned
and the new Cn+1=2 is obtained.

� n+1=2 = � n + jjn � jj
�d
h

(6.31)

Cn+1=2 = f (� n+1=2 ; n � ) (6.32)

where h is grid spacing and � n is the smallest distance from cell origin to interface
in initial interface reconstruction at beginning of each timestep. n � is the interface
normal vector. f (� n+1 ; n � ) is the "forward problem" described in Chapter 3.

The other method directly obtains the Cn+1=2 from Eq. (6.29) as

Cn+1=2 = C � �
�t _m

� l
jrC j (6.33)

jrC j �
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@x

� 2

+
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@y

� 2

(6.34)

The calculation of jrC j in Eq. (6.34) uses a smoothed derivative of the color func-
tion across the interface (Magnini, 2012), i.e. thejrC j in x direction is expressed in
the following equation and the y direction derivative can use a similar approach:

�
@C
@x

� 2

=
Ci�1;j +1 + 2Ci;j +1 + Ci+1;j +1 � Ci�1;j �1 � 2Ci;j �1 � Ci+1;j �1

8�x
(6.35)

Combining the Eqs. (6.33,6.34), the newCn+1=2 is obtained. Subsequently, the
physical properties such as �; � are updated.

6.2.3 Thermal boundary condition at interface

In order to maintain the interface at the saturated temperature, we use a ghost
cell method proposed by Zhang and Ni (2018) to impose such a boundary condition
on the interface. We assume the liquid phase is saturated and the vapor phase is
unsaturated, as described in Zhang and Ni (2018), we only introduce the numerical
method in the vapor phase. For the liquid phase, it is an analogous manner to apply
the method. First, we need to de�ne the ghost cells outside the vapor phase, which
can be divided into two types: one is the cell contains interface, while the cell center
is outside the interface. Using the PLIC interface reconstruction de�nition in Chapter
3, this means the distance vector from the cell center to the interface is positive, as
labeled by the yellow circle in Fig. 6.4. The other type of ghost cell is the pure liquid
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cell, which has a corner neighbor belonging to the interfacial cells but not belonging
to the ghost cells, as labeled by the red circle.

After de�ning the ghost cells, the temperature in ghost cells is calculated to sat-
isfy the thermal boundary condition accounting for phase change. The treatment for
interfacial ghost cell is different from the pure liquid ghost cell. Taking the ghost
cell (i; j ) in interfacial cell as example (see Fig. 6.4 point A), the temperature at va-
por barycenter (Tb) is calculated by averaging the cell center temperature around the
barycenter point. The ghost cell temperature is calculated as an arti�cial temperature
expressed asTi;j = 2Tsat � Tb. It should be noted Ti;j and Tb are dependent on each
other because of the northeast corner of the cell (i � 1; j � 1) in point A. An iterative
method is applied to get a convergent solution until the error between two adjacent
iterative steps is smaller than 10�6 ; this method is also used in Zhang and Ni (2018).
The calculation of temperature in pure ghost cell is different. The schematic is shown
in Fig. 6.4point B. We consider a mirror point (p) in (i � 1; j � 1). Temperature of point
p is �rst calculated, then Ti;j = 2Tsat � Tp is calculated as an arti�cial temperature at
pure ghost cell.

FIGURE 6.4: The calculation of the temperature �eld in the ghost cells lying
outside the vapor phase (Zhang and Ni, 2018).
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6.2.4 Overview of phase change procedure

1). Timestep is calculated by the CFL condition and the constraint of surface tension
stability.

�t = min

 �
ju i;j j
�x

+
jvi;j j
�y

� �1

;

r
(� l + � g)min(�x 3; �y 3)

4��

!

(6.36)

2). The mass �ux is calculated using Eqs. (6.14) and (6.19).

3). The VOF equation is integrated in time as

Cn+1=2 � Cn�1=2

�t
+ r � (uC )n +

_m
� l

� � jn = 0 (6.37)

The procedure of VOF equation is detailed in Sec. 6.2.2. The �uid properties can
be updated using the Cn+1=2 (� n+1=2 ; � n+1=2 ; � n+1=2 ; nn+1=2

� ; � n+1=2 ; � n+1=2 ; cn+1=2
p ).

4). The thermal boundary condition is imposed at the interface. Then the backward
implicit Euler time integration of temperature �eld is applied to each cell and
reads

Tn+1=2 � Tn�1=2

�t
+ (u � rT )n = r �

�
�

�c p
rT

� n+1=2

+ _mhlg � � (6.38)

5). The provisional face velocity (u n+1;�
f ) at tn+1 is obtained by interpolating the cen-

tered intermediate velocity (u �
c) in Eq. (3.58). Then use approximate projection

to compute pn+1=2 and face velocity (u n+1
f ).

r � un+1
f = _m

�
1
� g

�
1
� l

�
� �

� n+1=2
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un+1
f � un+1;�

f

�t
= �rp n+1=2

c

(6.39)

6). Use interpolation method to obtain un+1;�
c from un+1

f . Then correct un+1;�
c using

new pressure gradient and acceleration terms at t + 1=2.

un+1
c = un+1;�

c + �t
�

a �
1
�

rp
� n+1=2

f ! c

(6.40)

6.3 Validation of phase change models

6.3.1 Droplet evaporation with constant mass �ux

A two-dimensional circular droplet is considered, where evaporation is driven by
a dimensionless constant mass �ux _m0 = 0:1. This case speci�cally evaluates the
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two-step VOF-advection procedure without calculating mass �ux and considering
solving the thermal energy equation. The dimensionless analysis is used, and the
parameters come from Scapin et al. (2020). The liquid droplet with an initial diam-
eter d0 = 1 is initialized at the center of a square domain with dimensions [�4; 4],
and zero-pressure out�ow boundaries. The Reynolds number (Re = 25) and Weber
number (We = 0:1) are used to determining viscosity and surface tension, which are
de�ned as:

Re =
� lUref d0

� l
(6.41)

We =
� lU2

ref d0

�
(6.42)

where Uref in Scapin et al. (2020) is indicated by _m0=� g.
According to the work of Tanguy et al. (2007), the droplet diameter evolves in time

with the expression:
d(t)
d0

= 1 � (
2 _m0

d0� l
)t (6.43)

The ability of the method to handle interface-normal velocity jumps across the in-
terface (see Eq. (6.5)) is analyzed here. Four different grid spacings1=h= [32; 64;128;256]
are used to test the magnitudes of this jump. Fig. 6.5(A) is the droplet diameter tem-
poral evolution with different density ratios. The results show a good agreement
with the analytical solution (see Eq. (6.43)). Fig. 6.5 (B) shows an accurate solution
is achieved for 1=h > 32. Fig. 6.6gives two time instants of the droplet evolution for
the �nest resolution. The velocity magnitude reveals resulting radial �ow patterns
(Malan et al., 2020) and the droplet shape is maintained throughout, the velocity �eld
around the droplet seems to be symmetric.
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(A ) (B)

FIGURE 6.5: (A) Temporal evolution of the droplet diameter for � r = 10; 50;100
on a 128� 128grid. (B) Grid convergence test for an evaporating droplet with
� r = 10.

FIGURE 6.6: Velocity magnitude on a 256� 256grid.

Finally, in this test, we give the velocity vector �eld at d=d0 = 0:6 for different
velocity vectors used in the method. The one-�uid velocity u is calculated from
the Navier-Stokes equations, which shows velocity jump at the interface. The liq-
uid divergence-free velocity u l is used in the geometric VOF advection step. For an
evaporating static droplet, the u l should be zero. The results in Fig. 6.7are expected
and show proper velocity distribution. Besides, the velocity jump condition is shown
in Fig. 6.7, it is observed at interface there is a sharp increase of velocity.
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FIGURE 6.7: Velocity vector �led of one-�uid velocity u, divergence-free liquid
velocity u l and velocity jump in normal direction at d=d0 = 0:6.

6.3.2 One dimensional Stefan problem

To validate the phase change models, we consider the one dimensional Stefan
problem widely used by many authors (Hardt and Wondra, 2008;Sato and Ni�ceno,
2013;Tsui and Lin, 2016;Zhang and Ni, 2018;Rajkotwala et al., 2019). The geometry
of the Stefan problem is illustrated in Fig. 6.8. In the test case, the vapor and liquid are
assumed as incompressible. The water properties at 1atm are considered in Tab.6.1.
The liquid-vapor interface is initially near the left wall of the domain, which is viewed
as a constant temperature of Twall higher than saturated temperature Tsat . We can
write Twall = Tsat + �T , where �T is the degrees above the saturation temperature.
The interface keeps saturated conditions during its motion. Initially, the liquid �lls
the computational domain at saturation temperature, while the vapor temperature
linearly decreases from the left wall to the interface position.

TABLE 6.1: Water properties at saturation pressure of 1 atm (Tsat = 373:15K ).

Property Unit Vapor Liquid

Density � kg=m 3 0.6 958

Viscosity � kg= (m s) 1.23�10 �5 2.82�10 �4

Heat capacity cp J=(kg K ) 2080 4216

Thermal conductivity � W=(m K ) 0.025 0.68

Surface tension� N=m 0.059 -

An analytical solution available for the evolution of the interface thickness and
temperature pro�le is given in Welch and Wilson (2000). The evolution of the inter-
face position follows

� (t) = 2 �
p

� vt (6.44)
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with � is the interface position, � v = � v=(� vcp;v) is the thermal diffusivity of the vapor
phase and � is the solution of the transcendental equation

�e � 2
erf(� ) =

cp;v(Twall � Tsat )
hlg

p
�

(6.45)

where erf(� ) is the error function for � and hlg = 2256 kJ/kg is the latent heat of
vaporization.

FIGURE 6.8: The schematic diagram of the one dimensional Stefan problem.

The analytical solution of temperature at any point x in the gas phase is given by

Tg(x; t) = Twall + (
Tsat � Twall

erf(� )
)erf(

x
2
p

� gt
) (6.46)

According to Irfan and Muradoglu (2017), the analytical velocity in the liquid
phase uses the following relation

ul = (1 �
� g

� l
)un (6.47)

where un = �
p

� g=t.
We perform numerical simulation on a domain size of 10 mm� 10 mm (Malan

et al., 2020), and�T = 10 K is initially given. Three grid numbers in x direction is:
Nx = [64; 128;256]. The initial interface position is set as 32.25�m, corresponding to
an initial time t = 0.28s. The simulation is running until the time t = 10s is reached.
The corresponding analytical solution is � (10) = 191.9�m and a linear temperature
pro�le from the left wall to the interface is initialized. The Basilisk results in Fig. 6.9
shows an excellent agreement with analytical solution. Tab. 6.2 shows the relative
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errors of the interface position at �nal time t = 10 s for grid resolutions. The results
show the relative error is less than 1%even for the coarsest grid.

(A ) (B)

FIGURE 6.9: Different mesh analysis on one dimensional Stefan problem. (A)
The interface evolution with time, (B) Zoom view.

TABLE 6.2: Absolute relative errors of interface location at t = 10s for different
grid resolutions.

Grid points � Absolute relative error %

Nx = 64 191.398�m 0.26%

Nx = 128 191.476�m 0.22%

Nx = 256 191.672�m 0.12%

Fig. 6.10 shows the evolution of the simulation of ul with time and temperature
variation along the domain length on the �nest grid. The results agree well with the
analytical solutions.
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(A ) (B)

FIGURE 6.10: Results on the �nest grid. (A) Evolution of liquid velocity with
time, (B) Temperature pro�le along the domain length at t = 6s.

6.3.3 One dimensional sucking interface problem

Another interesting one-dimensional test case is the sucking interface problem,
which is also a benchmark case used to validate phase change models and has pre-
viously studied by some investigators (Welch and Wilson, 2000;Kunkelmann, 2011;
GUEDON, 2013;Irfan and Muradoglu, 2017;Rajkotwala et al., 2019). The schematic
diagram of this test case is shown in Fig. 6.11. Like the Stefan problem, a vapor layer
is initially attached to the left wall of the domain, while the rest is �lled with a liquid.
The initial temperature in the vapor side is saturated, and the liquid temperature is
higher than the vapor side; thus, the heat absorbed through evaporation comes from
the liquid. The left wall temperature is set as Twall = Tsat , and out�ow boundary con-
dition is imposed on right wall with temperature T1 = Tsat + � T. In this problem,
�T = 5K .
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FIGURE 6.11: The schematic diagram of the one dimensional Sucking problem.

An analytical solution available for the evolution of the interface thickness same
with the Stefan problem is given in Welch and Wilson (2000). The evolution of the
interface position follows

� (t) = 2 �
p

� vt (6.48)

where � is the solution of the following transcendental equation

e� 2
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The analytical solution for the temperature pro�le in the liquid phase is given as
following equation, and this is also the initial solution in simulation (see Fig. 6.11).

Tl (x; t) = T1 �

0

@ T1 � Twall

erfc(� � g
p

� g

� l
p

� l
)

1

A erfc
�

x
2
p

� l t
+

� (� g � � l )
� l

r
� g

� l

�
(6.50)

The horizontal velocity used in the test using the same expression in the Stefan
problem, Eq. (6.47). The �uid properties come from Tab. 6.1. The initial vapor
thickness is set as 30.85�m, which corresponds to the initial time t = 0.2 s and the
simulation is run until the time t = 1.1 s is reached. The corresponding analytical
solution for the position of the interface is � (1:1) = 7.288mm.

Fig. 6.12 shows the sucking interface evolution with time on different grid resolu-
tions. Fig. 6.12 (A) is the interface position evolution with time, and the instantaneous
pro�les of temperature at t = 1.1s is shown in Fig. 6.12 (B). Compared with the Stefan
problem, the sucking interface problem is more dependent on the mesh resolutions.
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This phenomenon is also observed in the work of GUEDON (2013);Irfan and Mu-
radoglu (2017). Nevertheless, with a decrease of the grid sizes, the simulation results
can be improved. The absolute relative errors are shown in Tab. 6.3. The error below
10%is acceptable for the �ne mesh resolution.

(A ) (B)

FIGURE 6.12: Different mesh analysis on one dimensional Stefan problem. (A)
Evolution of interface with time, (B) Temperature pro�le along the domain
length at t = 1:1s.

TABLE 6.3: Absolute relative errors of interface location at t = 1:1s for different
grid resolutions.

Grid points � Absolute relative error %

Nx = 64 6.2355mm 14.4%

Nx = 128 6.6082mm 9.33%

Nx = 256 6.8915mm 5.44%

6.3.4 Film boiling

In this test case, we turn to the two-dimensional �lm boiling �ows. In the �lm
boiling problem, the initial state of the vapor phase completely covers the super-
heated wall, which separates saturated liquid from the heated bottom plate (consider
saturated liquid here). With the evolution of time, the denser liquid above the vapor
�lm will fall, while lighter vapor rises due to the Rayleigh-Taylor instability. The �lm
boiling test case has been studied by many investigators (Welch and Wilson, 2000;
Gibou et al., 2007; Guo et al., 2011).

A two-dimension computational domain of �lm boiling is shown in Fig. 6.13. The
domain size is 0:5� 0 � 3� 0, where � 0 is the most unstable Taylor wave length. In this
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case, we set� 0 according to the work of Berenson (1961) by

� 0 = 2�
�

3�
(� l � � g)g

� 1
2

(6.51)

The initial thickness of vapor �lm in y direction is de�ned by a function of cosine
wave as follows

y =
� 0

128
(4 + cos(

2�x
� 0

)) (6.52)

We consider the left and right walls are symmetry boundary conditions. The liq-
uid and interface are at saturated temperature (T sat ). The bottom wall is superheated
at a higher temperature (Twall � Tsat = 5K ). The temperature from the wall to the
interface is assumed to be linear. Incompressible two-phase �ow is considered with
surface tension coef�cient � = 0:1N=m, latent heat hlg = 105J=kg and the gravity
acceleration g = 9:81m=s2. The physical parameters of the two phases considered in
the present study are shown in Tab. 6.4. The grid size in this test case is3� 0

29 , because
we have validated grid analysis in previous cases; therefore, we will not perform this
anymore in this test case.

FIGURE 6.13: Schematic diagram of �lm boiling geometry.

TABLE 6.4: 2D �lm boiling physical parameters

� c p T � �

kg=m3 J=(kg � K ) K Pa � s W=(m � K )

liquid 200 400 373.15 0.1 40

vapor 5 200 linear 5 � 10�3 1
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Fig. 6.14 depicts the vapor volume relative to the initial vapor volume over time.
It shows a good agreement of our simulation with the results of Zhang and Ni (2018).
Moreover, the vapor shapes at different time instants are presented in Fig. 6.15, re-
spectively at t = 0 s, t = 0.3 s, t = 0.5 s, t = 0.7 s and t = 0.9 s. It is observed the
vapor bubble is generated due to vaporization at the interface, while the detachment
of the vapor bubble is not seen from the thin vapor �lm. This phenomenon is also
observed that by many studies (Takahashi et al., 1994;Gibou et al., 2007;Akhtar and
Kleis, 2013;Zhang and Ni, 2018). Gibou et al. (2007) thinks this to be qualitatively
correct for a two-dimensional simulation because “the curvature for the stem is close
to zero and therefore the effects of surface tension are negligible”. The fragile surface
tension near to the neck cannot make the bubble breakup from the thin �lm. In ad-
dition, this phenomenon is also reported by other authors (Hardt and Wondra, 2008;
Welch and Wilson, 2000;Samkhaniani and Ansari, 2017). According to Samkhaniani
and Ansari (2017), the components of the interface force are only in the computa-
tional plane, whereas neglecting the out-of-plane components. In addition, Gibou
et al. (2007) observed the vapor bubble detachment from vapor �lm in 3D cases.

FIGURE 6.14: The ratio of void fraction evolution with time is compared with
Zhang and Ni (2018).
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FIGURE 6.15: The �lm boiling interface evolution with time.

Regarding the heat transfer characteristic in �lm boiling, Klimenko (1981) pro-
posed a semi-empirical model to obtain the Nusselt number correlation at the bottom
wall:

Nu =

(
0:19Gr1=3Pr1=3s1 for Gr � 4:03� 105

0:0216Gr1=2Pr1=3s2 for Gr > 4:03� 105 (6.53)

where

s1 =

(
1 for � � 0:71
0:089� �1=3 for � < 0:71

(6.54)

s2 =

(
1 for � � 0:5
0:089� �1=2 for � < 0:5

(6.55)

Klimenko's correlation is believed to agree with most experimental data within
an accuracy of �25% Klimenko (1981). In Eqs (6.56,6.57,6.58), the parametersGr , P r
and � are expressed as,

Gr =
� 2

gg� 03
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� l

� g
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�
(6.56)

P r =
Cp;g� g

� g
(6.57)

� =
Cp;g(Twall � Tsat )

hlg
(6.58)

where � 0 is the characteristic length.

� 0 =
r

�
(� l � � g)g

(6.59)

In our cases, Gr = 145 and � = 0:1, the Klimenko correlation equals to 1.914.
In the present study, the Nusselt number is de�ned by the dimensionless heat �ux
through the bottom wall

Nu =
Z � 0=2

0

�
� 0

Twall � Tsat

@T
@y

�
�
�
�
y=0

!

dx=
� 0

2
(6.60)
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where @T
@y

�
�
�
y=0

is the temperature gradient at the bottom wall.

Fig. 6.16 shows the comparison of simulation Nusselt number (see Eq. (6.60))
with the Klimenko analytical solution (see Eq. (6.53)). The result shows good agree-
ment with each other. As explained above, we do not observe the Nusselt number
changing periodically with time but converge to the correlation solution.

FIGURE 6.16: Comparison of Nusselt number with Klimenko correlation.

6.4 Chapter conclusion

In this chapter, we developed a phase change model in the Basilisk solver. A two-
step VOF advection method was proposed to account for phase change. In the �rst
step, a divergence-free liquid velocity is constructed from the one-�uid velocity and
a Stefan �ow velocity. In the second step, the mass source term was added into the
VOF equation to shift the interface due to phase change.

The mass �ux was not calculated directly in the interfacial cells but in the neigh-
boring cells that contain pure unsaturated �uid. The weighted average method was
used to consider two neighboring cells around the interface. The boundary condition
at the interface is imposed saturated temperature using a ghost cell method.

The phase change model was tested by several benchmark test cases. First, a two-
dimensional droplet evaporation with constant mass �ux was used to purely test
the two-step geometric VOF method. The magnitude of the velocity jump was in-
vestigated through different density ratios, and the results matched well with the
analytical solution. Then one-dimensional Stefan and Sucking interface problems
were solved. The Stefan problem showed excellent accuracy, while the Sucking in-
terface problems have a strong dependency on grid sizes. Subsequently, the planar
�lm boiling case was studied. It was observed that the predicted space-averaged
Nusselt number is in good agreement with the Klimenko correlation. A "vapor stem"



6.4. Chapter conclusion 151

phenomenon was observed in planar simulation, which prevented the vapor bubble
pinch-off from vapor �lm.
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Chapter 7

Conclusions and perspectives

The objective of this thesis included two main parts. The �rst one is to numeri-
cally study the Taylor bubble rising through singularities and compare previous ex-
periments with simulations. The second part is to develop a phase change model in
the Basilisk solver and validate the accuracy of the phase change model.

In the �rst part, we studied the Taylor bubble rising in straight pipes by compar-
ing numerical and experimental results to validate the accuracy of the Basilisk solver.
Individual Taylor bubbles rising through expansions and contractions were inves-
tigated. In Chapter 4, the Taylor bubble rising in different glycerol-water solutions
were studied when passing through a �xed expansion ratio. Afterwards, Taylor bub-
ble rising through different expansion ratios were studied in the same glycerol-water
solution. In addition, the break-up pattern and blocking pattern has been observed
for expansion and contractions, respectively. In Chapter 5, several types of expan-
sions/contractions are studied in particular the Taylor bubble rising through gradual,
parabolic convex and parabolic concave singularities.

In the second part, a phase change model was developed in the Basilisk solver
in Chapter 6. The accuracy of the phase change model was validated by several
benchmark test cases.

7.1 Conclusions

The conclusions are composed of the Taylor bubble parts and the phase change
parts.

Taylor bubble

As we mentioned in Chapter 4 and Chapter 5, the numerical simulation of the
Taylor bubble rising through singularities include expansions and contractions. For
each type of singularity, the Taylor bubble presents unique characteristics. The con-
clusions in this part are summarized according to expansions and contractions.

� The bubble velocity increases in the sudden expansion. After the expansion, the
bubble tail oscillates until the steady state. The wall shear stress and the pres-
sure drop have sharp increases at the expansion. For a larger expansion ratio,
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the bubble moves faster with intensive deformation. The bubble shows a more
circular bubble nose after the expansion. Besides, The bubble breakup pattern
is observed at expansions in both experiments and simulations. The bubble
breakup pattern depends on the bubble volume and the sudden expansion ra-
tio. The bubble is split into two parts at the expansion when its initial length
increases beyond a critical value. On the contrary, the bubble velocity decreases
in the sudden contraction. When the contraction ratio increases over a critical
value, the bubble is blocked and cannot pass through the contraction.

� Compared with bubble motion in the sudden expansion, the gradual expansion
mitigates the bubble motion. It is more apparent for smaller gradual angles. The
liquid particle analysis shows the liquid ahead of bubble nose presenting recir-
culation motion at the bubble tail. The transient time shows the bubble spends
more time passing through the gradual expansion with smaller gradual angles.
For the gradual contraction, the bubble velocity is decreased at the contraction.
The bubble motion also shows a blocking phenomenon for larger gradual an-
gles.

� The parabolic convex expansion accelerates the bubble motion and the bubble
deformation at 90� expansion angle is stronger than sudden expansions. The
bubble shows longer liquid column length compared with sudden expansions.
A smaller angle leads to a smoother transition of the bubble through the contrac-
tion. The bubble is blocked at a larger angle for parabolic convex contractions.

� For parabolic concave expansions, the Taylor bubble moves slower than convex
and sudden expansions. The liquid column inside the bubble is the shortest.
For parabolic concave contractions, the bubble is easier to pass through the sin-
gularity, even for a larger concave angle.

phase change

A two-step VOF advection method was implemented to account for phase change.
The mass �ux was not calculated directly in the interfacial cells but in the neighboring
cells that contain pure unsaturated �uid. The weighted average method was used to
consider two neighboring cells around the interface. The boundary condition at the
interface is imposed with saturated temperature using a ghost cell method. In sum-
mary, the present phase change model could be used to study two-phase �ow with
evaporation or condensation. The constraint of this model is one �uid is saturated
and the other one is unsaturated, but a better accuracy of calculation of mass �ux
could be developed based on the existed two-step geometric VOF method.
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7.2 Perspectives

Based on the current work, there are some aspects that need to be further investi-
gated.

Taylor bubble

� To compare the simulations and experiments in a wide range of analysis, more
experiments on the Taylor bubble rising through sudden expansions/contractions
could be performed. This work includes using different liquid solutions (not
only limit to glycerol-water) and changing the expansion/contraction ratios into
more values.

� A better experimental method to measure the initial Taylor bubble volume should
be developed. This is important to compare the experiments and simulations re-
sults.

� More experiments need to be carried out based on the present simulation results
of various types of expansions/contractions. Moreover, three-dimensional test
cases can be carried out to study the region of expansions/contractions.

� The Taylor bubble rising in non-Newtonian liquid could be investigated based
on the work of Amani et al. (2019). It is necessary to do experiments to compare
the Taylor bubble in non-Newtonian liquid through expansions/contractions.

� A pair of Taylor bubble through expansions/contractions can be investigated
based on the work of Araújo et al. (2013a).

Phase change

� An accurate method to calculate mass �ux could be implemented based on
the present two-step geometric VOF method, such as the embedded boundary
method.

� Based on the present phase change model or more accurate phase change model,
several speci�c phase change problems, such as bubble condensation, the �lm
boiling could be further investigated. In addition, three-dimensional cases could
be considered to model more complex problems. It is straightforward to extend
two-dimensional cases to three-dimensional cases.

� Further investigation on nucleate boiling could be considered based on the work
of Guion (2017). They performed some related work in the Gerris solver (Popinet,
2013b).





157

Appendix A

VOF: distance and volume fraction

calculation

A.1 Forward problem

The Basilisk solver adopts the PLIC method to represent interface in each com-
putational cell, as mentioned in Chapter 3, The interface line can be de�ned by the
Hesse normal form:

m � x = � (A.1)

In a two-dimension domain, the "forward" problem can be demonstrated as fol-
lows. Given a rectangular (or square) grid in Cartesian coordinate with �x and �y , as
depicted in Fig. A.1. The grid is divided into two parts by a straight line (EH), which
forms the interface segment (GF) with normal vector m in the grid cell. The "for-
ward" problem's objective is to determine the area of the region below the interface
segment, which corresponds to the area ABFGD. The direction of interface normal
vector m is de�ned by convention as the opposite direction of inside of ABFGD. The
expression for the area of ABFGD depends on the positive normal direction which is
below GF within ABCD is given by:

FIGURE A.1: The schematic diagram of the computational domain.
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A =
� 2
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(A.2)
where H (�) is the Heaviside step function which is de�ned such that

H (x) =

(
0 for x < 0
1 for x > 0

(A.3)

The line EH intersects with the coordinates at ( �
mx

; 0) and (0; �
my

), respectively. For
the sake of simpli�cation, we assume the direction of normal is positive, as shown
in Fig. A.2, all possible cases are displayed for mx � 0 and my � 0. The "forward"
problem for mx > m y > 0 is in details for making brief, which can be divided into
three types showing in Fig. A.3. For the other cases in Fig. A.2, we use the similar
method to calculate the volume fraction.
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FIGURE A.2: Possible cases with positive normal values for the linear interface
in 2D Cartesian grid.

If the points E and H lie within AB and AD (including B and D points, see Fig.
A.3 (a)), � 2

2mx my
on the right-hand side of the Eq. (A.2) is the desired area. While

if point E is to the right of point B, i.e., � > m x �x (see Fig. A.3 (b)), the proper
area for calculating volume fraction is to subtract triangle BEF from the desired area.
The triangle area BEF is geometrically similar to triangle AEH, the ratio of these two
areas can be expressed by the square of the ratio of the side BE to AE, which is given
as follows:

ABEF

AAEH
=

�
�=m x � �x

�=m x

� 2

=
�

� � mx �x
�

� 2

(A.4)
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FIGURE A.3: Possible cases withmx > m y > 0 for the calculation of volume
fraction.

Eq. (A.4) corresponds to the second term on the right-hand side of the Eq. (A.2).
Similarly, as point H coincides with the point D, this is the third term on the right-
hand side of the Eq. (A.2). The expected proper area ABFGD is calculated by sub-
tracting the triangle BEF and triangle DGH.

The expected area below the interface fragment is a function of � with the con-
tinuous, monotonically increasing properties. It ranges from zero to �x�y . Accord-
ing to this, there exist two critical values of � , corresponding to the Heaviside step
functions. The geometries are as shown in Fig. A.2, when � = 0 with C = 0 and
� = mx �x + my �y with C = 1. After obtaining the expected area, the volume frac-
tion C in each computational cell can be described by the relations below:

C =

R
A i

A(x; t )dx

A i
(A.5)

where i indicates random computational cell, A(x; t ) is the desired area and A is the
computational cell area. The procedure of determining the volume fraction C in 2D
Cartesian grid systems is detailed in Algorithm. 1.

A.2 Inverse problem

When considering the "inverse" problem, � is a function of given C and m in each
computational cell. The volume fraction is monotonically increasing when mx and
my are both positive in one cell (Gueyf�er et al., 1999;Scardovelli and Zaleski, 2000).
In a 2D Cartesian grid, the interface's position can be compiled into four cases, as
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Algorithm 1: Volume fraction computation with known � and m in 2D Cartesian
grid system

Input: m = ( mx ; my), �
Output: C
if (� � 0) then

return 0
end
if (� � (mx + my)) then

return 1
end
if (mx < 0) then

C  �
my

end
else if (my < 0) then

C  �
mx

end
else

v� = � 2

a = � � mx

if (a > 0) then
v = v� � a2

a = � � my

end
C = v

2mx my

end
C  max(0; min(C; 1))
return C
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shown in Fig. A.4. The interface satis�es the Hessian Form (Eq. (A.3)) and is mapped
onto case-1 condition (Wu and Young, 2013). To illustrate the mapping method in
detail, one can see four cases in Fig. A.5. By the simple transformation, we can
get four linear equations of the interface, i.e., the distance in case-2 is transformed
into � � mx �x. The algorithm's pseudo-code to determine the distance of � in 2D
Cartesian grid systems is demonstrated in the Algorithm. 2.

FIGURE A.4: The schematic diagram of the computational domain.

FIGURE A.5: Four different cases correspond to map onto the same case (case-
1), l : the interface line equation in the computational cell.

The case-1 in Fig. A.5is the benchmark case for other circumstances. In order
to investigate the details of distance computation and reduce the situations of the
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possible cases, we explain the mapping procedure of the case of(mx < 0; my > 0)
onto case-1. The linear equation of the interface can be re�ected to case-1 by the line
function x = 1

2 �x. With the simple linear transformation, The symmetry relation be-
tween point on present interface (x � ) and the original interface (x 0) can be expressed
as x � = �x � x0, then substitute the formula into the Eq. (A.1). The linear equation
for the case-2 can be described asmx �x � mxx + myy = � , and the distance can be
written after rearranging the interface equation � � = � � mx �x. Similarly, the inter-
face linear equations of case-3 and case-4 can be determined by the same approach.
� � in case-3 and case-4 are computed by� � = � � my �y and � � = � � mx �x � my �y ,
respectively.

Algorithm 2: Distance computation with known C and m in 2D Cartesian grid sys-
tem

Input: m = ( mx ; my), C  max(0; min(C; 1))
Output: � Cell center to the interface
if (jm x j < 10�10 jj j my j < 10�10 ) then

� �  C
else if (jm x j > jmy j) then

swap(jm x j; jmy j);

if (C � jm x j
2jm y j ) then

� �  
p

2jmx jjm y jC

else if (C � (1 � jm x j
2jm y j )) then

� �  Cjmy j + jm x j
2

else
� �  jm x j + jmy j �

p
2jmx jjm y j(1 � C)

end
end

end
end
else if (mx < 0) then

� = � � + mx

else if (my < 0) then
� = � � + my

end
end

end
return �
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