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Abstract

Wireless Terabits per second (Tbps) link is needed for the new emerging data-hungry applications in

Beyond 5G (B5G) (e.g., high capacity broadband, enhanced hotspot, three Dimensional (3D) extended

reality, etc.). Besides, the sub-THz/THz bands are the next frontier forB5G due to scarce sub-

GHz spectrum, and insufficient bandwidth for wireless Tbps link in 5G millimeter Wave (mmWave)

bands. Even though a wider bandwidth and large-scale Multiple-Input Multiple-Output (MIMO)

are envisioned at sub-THz bands, but the system and waveform design should consider the channel

characteristics, technological limitations, and high Radio Frequency (RF) impairments. Based on these

challenges, we proposed to use an energy-efficient low order single carrier modulation accompanied

by spectral-efficient Index Modulation (IM) with MIMO. Firstly, MIMO Spatial Multiplexing (SMX)

and spatial IM domain (e.g. Generalized Spatial Modulation (GSM)) are explored, where we reduced

their optimal detection complexity by 99% and the high-spatial correlation effect on GSM. Besides,

we proposed Dual-Polarized Generalized Spatial Modulation (DP-GSM) that provides higher Spectral

Efficiency (SE) via multi-dimensional IM and helps with the latter problem. We derived the theoretical

performance of DP-GSM, and all these potential candidates are assessed in sub-THz environment. We

also proposed a novel IM domain, called filter IM domain, that generalizes most existing Single-Input

Single-Output (SISO)-IM schemes. Within the filter IM domain, we proposedtwo novel schemes:

Filter Shapes Index Modulation (FSIM) and In-phase and Quadrature Filter Shape Index Modulation

(IQ-FSIM) to enhance system SE and Energy Efficiency (EE) throughindexation of the filters in the

bank. In addition, their optimal low complexity detectors and their specialized equalization techniques

are designed. Starving for further SE and EE improvement, this filter IM domain is exploited in MIMO.

Besides, we theoretically characterized the performance of FSIM, IQ-FSIM, and Spatial Multiplexing

with Filter Shape Index Modulation (SMX-FSIM) systems. To conclude, the proposed SMX-FSIM is

compared in sub-THz environment to the previously considered candidates. The results confirm that

SMX-FSIM is the most promising solution for low-power wireless Tbps B5G system due to its high

SE/EE, robustness to RF impairments, low power consumption, feasible complexity, and low-cost with

a simple linear receiver. Finally, the challenging filter bank design problem imposed by the filter IM

domain is tackled by optimization to achieve better results.
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Résumé

Pour les futures applications de l’après 5G, qui seront très gourmandes en données, des

communications sans fils de l’ordre du Térabits/s sont envisagées. Pour atteindre ce niveau de débit,

il faudra disposer d’une grande largeur de bande. Comme le spectre est déjà saturé autour de 6 GHz,

il est envisagé d’utiliser la bande sous-THz (90-200GHz). Les formesd’ondes doivent être étudiées

en prenant en compte les caractéristiques des canaux à ces fréquences, les limitations technologiques,

la sensibilité aux défauts RF (bruit de phase, par exemple). Nous avons donc proposé d’étudier une

modulation monoporteuse très efficace énergétiquement, puis d’accroitre son efficacité spectrale par

des techniques d’indexation et des techniques MIMO.

Dans un premier temps les techniques MIMO multiplex spatial et spatial Index Modulation (GSM)

sont étudiées. En particulier des détecteurs réduisant la complexité de99% sont proposés. La très

forte corrélation spatiale dans un environnement sous-THz est aussi étudiée avec GSM et des solutions

pour en diminuer l’effet sont proposées. Une modulation d’index dans les domaines de polarisation et

spatiale est aussi proposé pour augmenter l’efficacité spectrale.

Dans un second temps, nous proposons un nouveau domaine pour l’indexation: le domaine

filtre. Ce domaine généralise la plupart des schémas de modulations conventionnelles et modulation

d‘Index existants. Dans ce domaine filtre, nous avons proposé deux nouvelles modulations d’index:

la modulation d’index de filtre de mise en forme (FSIM) et sa version en phaseet en quadrature

(I/Q-FSIM). Une version MIMO de ces modulations est aussi proposée. Différents détecteurs sont

proposés, ainsi que des techniques d’égalisation. Les performancesthéoriques de ces modulations sont

développées et validées par des simulations. Ces modulations nécessitent de définir des bancs de filtres

avec de fortes contraintes. Deux solutions sont proposées pour résoudre ce challenge, qui font partie

des perspectives de cette thèse. Tous nos résultats confirment que la modulation FSIM MIMO offre

un gain considérable par rapport aux modulations de l’état de l’art et permet d’approcher le Térabits/s

dans les canaux sous-THz.



Résumé Etendu en Français

Contexte et Motivation

Cette thèse se situe dans le contexte des communications numériques à très hautdébit. C’est-à-dire

dans le contexte de l’après 5G, voire de l’après 6G. Les applications/services visés dans ce contexte

sont détaillés au chapitre1 section1.1 (état de l’art) [1–5]. Une des applications représentatives est

appelée « Le Kiosque ». Elle consiste à transmettre en un temps très court, unetrès grosse quantité

de données, à courte distance entre l’émetteur et le récepteur. Il s’agitd’un scénario « Indoor », par

exemple télécharger lors de l’entrée dans un train ou un avion de très grosfichiers (vidéo de très haute

définition).

Figure 1 – Scénario Kiosque [4].

Pour atteindre de tels débits, même avec des modulations spectralement efficaces, il sera nécessaire

d’utiliser une largeur spectrale importante. Cette largeur sera obtenue soitpar une agrégation de

plusieurs bandes spectrales soit par une bande suffisamment large en elle-même. Se pose alors la

question de la bande de fréquences visée. En dessous de 6 GHz le spectre est totalement alloué, saturé.

Il est donc nécessaire, pour avoir des bandes libres suffisamment larges, de s’intéresser aux bandes

de fréquences plus hautes telles que la bande « sub-THz » 90-200 GHz [5, 6]. Un intérêt secondaire

dans ces bandes de fréquences est que la longueur d’onde est telle qu’elle rend possible l’intégration

de réseaux d’antennes de petites dimensions compatibles avec un équipement utilisateur.

Cette bande est actuellement réservée pour des applications d’observation astronomique passive et

de météorologie, et n’a pas encore été utilisée pour des applications de télécommunications. Bien
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Figure 2 – Bande “sub-THz” considérée dans le projet ANR BRAVE [4].

entendu, l’utilisation de cette bande doit se faire en respectant les utilisateurs primaires et en ne

perturbant pas les observations astronomiques.

Un autre aspect fondamental des futurs systèmes de communications qui doit nécessairement être

pris en compte est la consommation d’énergie et donc l’efficacité énergétique. De fait, aujourd’hui les

TIC (Technologies de l’Information et de la Communication) sont une des activités humaines qui voit

son empreinte carbone croître de l’ordre de 10% par an [7]. Cette contrainte d’efficacité énergétique

nous aura guidés sur tous les choix techniques, notamment en ce qui concerne la modulation proposée.

A ces fréquences et pour des applications de type « Kiosque » ou « Backhaul », les canaux entre

l’émetteur et le récepteur seront majoritairement Line-of-Sight (LoS) et seront quasi stationnaires. Il

en découle qu’une modulation de type multiporteuses, résistante aux canauxsélectifs en fréquence,

ne sera pas nécessaire. De plus, la contrainte énergétique disqualifie ces modulations multiporteuses

car leurs variations de puissance (PAPR) sont très élevées. Pour toutes ces raisons, nous proposons

dans cette thèse de revenir à des modulations de type monoporteuse [8–10]. Deux approches sont

alors possibles pour trouver le meilleur compromis efficacité spectrale pour atteindre le Terabits/s et

efficacité énergétique pour diminuer l’empreinte carbone.

• Choisir une modulation très efficace spectralement et diminuer son PAPR.

• Choisir une modulation très efficace énergétiquement et augmenter son efficacité spectrale.

Pour pallier aux problèmes des limitations technologiques, la sensibilité aux défauts RF (bruit de

phase, par exemple), nous avons proposé de suivre cette second approche. En effet un premier bilan de

liaison nous prouve que pour s’approcher du Terabits/s avec une puissance réaliste une solution à base

de modulation QPSK est tout à fait envisageable (voir Tableau3.3du chapitre3 et l’AnnexeA).
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L’accroissement de l’efficacité spectrale est obtenu par l’intermédiaire de modulations d’Index, ce

qui est le cœur de cette thèse. Dans la partieI, les modulations classiques d’index sont présentées,

ensuite des améliorations et une modulation multidimensionnelle sont proposées.Dans la seconde

partie, un nouveau domaine d’indexation (le domaine filtre de mise en forme) est proposé et étudié

en détail. Les résultats obtenus offrent des gains considérables (de plusieurs db) par rapport aux

modulations à même efficacité spectrale. Cette thèse a été réalisée dans le cadred’un projet de

recherche de l’Agence Nationale de Recherche (ANR) intitule BRAVE “Back to single-carrier for

beyond-5G communications above 90 GHz-(BRAVE),” [8]. Ce projet comporte 4 partenaires, un

industriel SIRADEL, un centre de recherche CEA-LETI, l’agence Française des fréquences ANFR

et un académique CentraleSupélec. Il se propose d’étudier les différentes facettes de ces transmissions

à très haut débit dans les bandes « sub-THz » (sous-THz). Cette thèsea contribué à l’étude de plusieurs

aspects en particulier ceux traitant de la couche physique et des modulations les mieux adaptées au

problème. De plus plusieurs résultats obtenus par les autres partenaires ont été intégrés dans nos

développements et ont permis de valider notre approche, en particulier lesmodèles de canaux fournis

par SIRADEL et les modèles de bruit de phase fournis par le CEA.

Plan de la thèse et contributions principales

Chapter 1:

Terabits scenarios, 

sub-THz band and its 

waveform 

specifications

Chapter 2:

State of Art: Index 

Modulation

Chapter 4:

Novel IM domain

Chapter 3:

Generalized Spatial 

Modulation based 

schemes

Chapter 5:

Filter Bank design

Part I:

Contributions and Advances to 

Generalized Spatial Modulation

Chapter 6:

Conclusions and 

Perspectives

Part II:

Novel Domain/Dimension 

for Index Modulation

Figure 3 – Résume le plan de la thèse.

Dans le chapitre1, les scénarios envisagés pour des applications à très haut débit dans les bandes

THz sont détaillés, tout particulièrement le scénario Kiosque qui est notrecas d’école pour cette

thèse. Ensuite, les caractéristiques et la propagation des canaux sub-THz (voir Figure ci-dessous) sont

présentées, puis toutes les contraintes matérielles comme le bruit de phase à ces hautes fréquences [11]
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sont discutées. Enfin, basée sur tous les précédents éléments, une discussion approfondie sur le choix

entre multi et mono porteuse est effectuée et le choix d’une modulation monoporteuse avec modulation

d’index est effectué.

Figure 4 – Exemple d’atténuation en fonction de la bande de fréquence[12,13].

Dans le chapitre2, un état de l’art, le plus exhaustif possible sur l’ensemble des modulations d’index

est réalisé. L’idée principale des modulations d’index est de transporterdes bits supplémentaires (des

bits virtuels) dans des caractéristiques du signal qui peuvent être détectées à la réception. En particulier

les modulations d’index dans tous les domaines dans la Fig.5 sont listées et comparées en termes

d’avantages/inconvénients pour une application visée.

Dans le chapitre3 de la partieI la modulation classique multiplexage MIMO et la modulation

d’index spatial le GSM sont étudiées et comparées dans ce contexte de très haut débit dans la bande

sub-THz. Plusieurs contributions sont proposées, étudiées dans le but de résoudre quelques limitations

du GSM.

• Un bilan de liaison pour une modulation monoporteuse avec indexation est effectué dans

différents canaux d’évanouissement non corrélés/corrélés [10,14].

• Une nouvelle technique pour la sélection du groupe d’antennes utilisé, nenécessitant pas

d’information sur le canal est proposée, afin de réduire la dégradationavec des canaux corrélés

[15].

• Une nouvelle allocation des bits virtuels pour les groupes d’antennes basée sur un codage de

Gray est proposée pour améliorer le taux d’erreur [15].

• Une étude complète pour MIMO Bell Laboratories Layered Space-Time (BLAST) (Spatial

Multiplexing) et GSM est réalisée sous des canaux sub-THz avec bruit de phase [16,17].
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Figure 5 – Les différents domaines pour les modulations d’Index.

• Des nouvelles techniques de détection quasi-optimales (perte entre 0 et 1 dB) permettant un gain

de complexité de l’ordre de 99% sont proposées, pour les systèmes GSM et MIMO BLAST

[18,19].

• Un second niveau d’indexation, basé sur une indexation de la polarisation de la modulation GSM

(une nouvelle modulation d’index multidimensionnelle) est proposé pour augmenter l’efficacité

spectrale, et afin de réduire la dégradation avec des canaux corrélés. Ses performances, dont le

gain en efficacité spectrale, sont détaillées et validées par l’analyse théorique [20,21].

Dans la seconde partie de cette thèse, en particulier dans le chapitre 4, un nouveau domaine

d’indexation est proposé, il s’agit du domaine filtre, qui offre un nouveau degré de liberté pour

transporter des bits “virtuels”. Les différentes possibilités, versions, d’indexation dans ce domaine

sont discutées. Les contributions principales de cette partie sont résumées dans ce qui suit :

• Il est démontré que l’indexation dans ce domaine généralise les modulationsconventionnelles et

la plupart des techniques d’indexation dans les domaines fréquentiel et temporel [22].

• Un nouveau schéma d’indexation reconfigurable est proposé le FSIM, qui consiste à coder par

des bits virtuels la forme du filtre de mise en forme utilisé pour le symbole reçu. Etantdonné que

ce filtre peut changer à chaque symbole, le gain en efficacité spectrale est évident et considérable.
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Temperature (degree C) 20 150 5

99% of Channel Bandwidth   

(GHz)
1 44 44

Modulation CPM /4-QPSK /4-DQPSK 16-QAM 64-QAM 256-QAM Units

GSM (Nt,Na) (22,6) (17,6) (17,6) (13,6) (11,3) (4,3)

Bits per GSM symbol 28.00 25.00 25.00 25.00 25.00 26.00 bits

Symbol Rate (R) 0.80 0.92 0.91 0.91 0.92 0.91 GSym/s

APM Spectral Efficiency 1.59 1.83 1.82 3.65 5.49 7.3 bps/Hz

GSM Spectral Efficiency 22.26 22.90 22.80 22.83 22.88 23.71 bps/Hz

Total Throughput 979.4 1007.6 1003.2 1004.3 1006.5 1043.328 Gbps

 SNR with Rayleigh 13.00 12.00 15.00 20.00 29.00 31.00 dB

RX Noise Figure (NF) dB

Thermal Noise (Nthermal) dBm

Noise floor dBm

Rx Signal Level -60.93 -61.93 -58.93 -53.93 -44.93 -42.93 dBm

RX Cable Loss (Lcrx) dB
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Figure 6 – Bilan de liaison de différentes configurations pour atteindre le Terabits/s avec une puissance réaliste.
Où l’on constate que seules les configurations configurations Continuous Phase Modulation (CPM)-GSM et
QPSK-GSM permettent de prendre en compte les contraintes

Bien sûr cela se fait au prix d’une complexité au niveau du récepteur pour trouver le filtre

adapté adéquat et corriger toute l’interférence entre symboles générée par l’utilisation de ces

filtres. Cette modulation fait l’hypothèse qu’il existe un banc de filtres tel qu’il est possible, à la

réception, de retrouver le filtre qui a été utilisé pour le symbole considéré [22,23].

• Une version en phase et en quadrature de FSIM est proposée. Surchaque composante les filtres

peuvent être différents, ce qui multiplie par deux le gain en efficacité spectrale. [24]
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Figure 7 – Taux d’erreur pour différentes configurations dans des canaux de: (a) Rayleigh, (b) Rice.

• Une version MIMO de ces modulations est finalement proposée pour atteindre l’ensemble de nos

objectifs en termes d’efficacité spectrale et d’efficacité énergétique. [25]

• Des différents détecteurs sont proposés pour les trois modulations proposées, ainsi que des

techniques d’égalisation.

• Les performances théoriques de ces modulations qui permet d’obtenir des bornes inférieures

de taux d’erreur sont développées. Ces analyses théoriques sont validées par de nombreuses

simulations [22,24,25].

• Le design du banc de filtres est formulé en un problème d’optimisation, et deux algorithmes

itératifs pour le résoudre sont proposés (optimisation jointe et récursive).

Dans le chapitre5 de la partieII , est étudié le difficile problème d’obtention du banc de filtres pour

la modulation FSIM. En effet comme dit précédemment, la modulation FSIM suppose l’existence d’un

banc de filtres permettant de retrouver le filtre utilisé à l’émission. Ce banc de filtres doit obéir à un

certain nombre de contraintes très fortes et parfois antagonistes. Parmi ces contraintes, nous trouvons:

une IES la plus faible possible, une intercorrélation entre les filtres la plus faible possible également,

réjection dans les bandes adjacentes la plus faible, une bande passante laplus plate possible, etc.

Ce problème posé avec toutes ces contraintes est formulé en un problème d’optimisation qui est

muli-non-convexe très difficile à résoudre. Pour le résoudre deux algorithme itératifs (optimisation

jointe et récursive) sont proposés qui fonctionne très bien pour deux et quatre filtres mais qui montre

ses limites pour un plus grand nombre de filtres. La figure ci-dessous montreles performances de FSIM

avec deux filtres optimisés.
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Figure 9– Taux d’erreur de 2-FSIM avec les filtres optimisés: (a)5 bits/symbole avec" = 16 , (b)6 bits/symbole
avec" = 32.

Il reste très clairement un grand espace de recherche dans ce problème d’obtention du banc de

filtres pour un plus grand nombre de filtres.

Finalement le chapitre6 conclut ce travail de thèse en résumant les contributions principales et en

soulignant l’ensemble des problèmes qui restent ouverts pour ce nouveau domaine d’indexation et cette

nouvelle modulation FSIM.
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Tous nos résultats confirment que la modulation proposée FSIM MIMO offre un gain considérable

en efficacité énergétique et spectrale par rapport aux modulations de l’état de l’art et permet d’atteindre

le Térabits/s dans les canaux sous-THz. En plus, cette modulation permet deprendre en compte les

limitations technologiques, et elle a démontré sa robustesse contre la sensibilité aux défauts RF (bruit

de phase, par exemple) avec des détecteurs/égalisateurs linéaires et unrécepteur d’architecture parallèle

pour un très haut débit.
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Q(.) Symbol quantization/slicing operation that gives the nearest sliced APM constellation
point to the raw APM symbol estimate

Q#48 (.) Symbol quantization/slicing operation that gives the#48 nearest sliced neighbors to
the raw APM symbol estimate

E{G} Expectation (mean) is the weighted average of the possible values that x cantake,
each value being weighted according to the probability of that event occurring

⊙ Element-by-element Hadamard multiplication

⊗ Kronecker product∏(.) Product: multiplication of a set of elements

ℜ{.} Real value of a complex number√
(.) Square root of a number∑

Summation: addition of a set of elements

x★ y Cross-correlation between 2 vectors

x ∗ x Convolution

sort(x, order) Sorting vector according to order parameter{ascending,descending}

{.}† Pseudo inverse of a matrix

3806(.) Return the diagonal elements of matrix

4G?(.) or 4 (.) Exponential function

5 ;8?(x) Reverse the order of elements of a vector

;4=6Cℎ(x) Return the number of elements in a vector (length)

;=(.) Natural logarithms (logarithm base e)

%A (.) and%(.) Probability of an event

&(.) Gaussian Q-function defined by:&(G) = 1√
2c

∫ ∞
G

exp(−D2

2
)3D
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B8=(.) Sine function

)A (X) Trace: sum of diagonal elements of a matrix

E0A (.) Variance operator

E42(X) Transform a matrix into vector by taking column by column

G ≪ H G is several orders of magnitude smaller thanH

{.}� Hermitian of matrix

{.}−1 Matrix inverse

{.}) Matrix transpose

List of Symbols

U Rolloff factor of the pulse shaping filter

I= ISI vector from previous/future=Cℎ symbols overlapping with the desired symbols

� Leakage matrix between polarized antennas

-z Mean vector for a multivariate distribution

�A Polarization correlation matrix at the receiver

�C Polarization correlation matrix at the transmitter

	A Composite receive correlation matrices combing spatial and polarization correlations

	C Composite transmit correlation matrices combing spatial and polarization correlations

�A Receive correlation matrix

�C Transmit correlation matrix

�C ,A Overall Transmit-Receive Correlation matrix

� Covariance matrix

CN(0, f2) Complex Gaussian distribution where the elements are independent and identically
distributed with zero-mean and variancef2

LGSM Number of bits per GSM MIMO vector symbol

LSMX Number of bits per conventional SMX MIMO vector symbol

L1 Number of bits conveyed in the spatial IM domain with DP-GSM

L2 Number of bits conveyed in the polarization IM domain with DP-GSM

L3 Number of bits conveyed in the conventional signal domain using APM symbolswith
DP-GSM
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L�%−�(" Number of bits per DP-GSM MIMO vector symbol

N(0, f2) Normal Gaussian distribution where the elements are independent and identically
distributed with zero-mean and variancef2

` Percentage of power leakage from one polarization to the other:0 < ` ≤ 1

%4 Average error probability (APEP)

q6 Set of possible number of activated elements with a group :{1, 2, 3, . . . , #6}

f6 Phase noise variance

0*×+ All zero matrix of size* ×+

1*×+ All one matrix of size* ×+

H!>( MIMO LoS Channel matrix of size#A × #C

H#!>( MIMO NLoS Channel matrix of size#A × #C

I*×+ Identity Matrix of size* ×+

5 (.) and?(.) Probability density function

52 Carrier frequency

5 B?; Free space path loss

� Number of time slots or frequency bands/subcarriers groups

�A Receive antenna gain

�C Transmit antenna gain

! Length of filter shape or pulse shaping

!2A G/!2C G Receiver/transmitter cable loss

" Modulation order

"� Modulation order for the APM ‘A’ used with primary activated indexed elements in
dual-mode modulation type IM

"� Modulation order for the APM ‘B’ used with secondary activated indexedelements
in dual-mode modulation type IM

# Number of filters

#4 Number of bits error

#6 Number of time slots or frequency bands/subcarrier elements within a group

#) Total Number of data time slots or frequency bands/subcarriers

#0� Number of activated indexed elements for the in-phase components
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#0& Number of activated indexed elements for the quadrature components

#0 Number of activated indexed element (antenna, time slot, sub-carrier,etc.)

#2; Number of clusters

#�% Number of cyclic prefix symbols

#48 Number of symbol neighbors

#�86DA4 Receiver Noise figure

#A4< Number of remained undetected symbols

#A4 Number of unused TACs that are not considered as legitimate TACs

#'% Number of radiation patterns

#A Number of receive antennas

#) ℎ4A<0; Thermal noise

#C Number of transmit antennas

#D Number of users

%1 Bit error probability

%4 Symbol error Probability or PEP

(��(" GSM spectral efficiency

+Cℎ Threshold value used for early termination in the detection

Units

b/s/Hz bit per second per Hertz

bpcu bit per channel per use

dB decibel unit

dBi decibel-isotropic unit

dBm decibel-milliwatts unit

Gbps Gigabits per second

GHz GegaHertz

Hz Hertz

Km Kilometer

m meter
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MHz MegaHertz

s Second

Tbps Terabits per second

THz TeraHertz



General Introduction

Wireless communication systems have undergone a real revolution, where the recent 5G

communication standard targets to support three main uses cases: massive Machine Type

Communication (mMTC), ultra-Reliable Low Latency Communication (uRLLC), andenhanced

Mobile Broadband (eMBB). These use cases have several constraints, such as the demands of a higher

data rate that allow data-hungry application, the increasing traffic capacityfrom subscribers/devices,

the involvement of applications with more latency, power consumption, and/or cost constraints.

The wireless data rates have doubled every 18 months over the last three decades, and it is projected

to increase continuously to reach wireless Tbps in the next decade [1], according to Edholm’s law. Such

an ultra-high throughput is needed to support the new emerging applications of B5G [2–5] that will be

presented in Section1.1. Besides, the unsatisfied 5G requirements and applications will be pushed to

B5G, and many future applications and technologies will be integrated. It is worth mentioning that

B5G scenarios consider more stringent application requirements such as ultra-high data rate, a higher

number of devices, and less energy consumption. The effort for achieving these requirements must

be considered at the same pace on the user access and backhauling segments to avoid any bottleneck

effect [26]. Thus, the ever-increasing data rate will rise in the near future towardsnew limits in order

of Tbps.

The sub-6 GHz spectrum is almost fully allocated, overused and scarce.Hence, in order to

accommodate for the high throughput requirements and according to Shannon-Hartley theorem, more

spectrum is acquired in the mmWave bands for 5G New Radio (5G NR), mainly between24.25 GHz

to 52.6 GHz, where a larger bandwidth can be allocated for each UE [27]. In addition, the higher

spectrum in the mmWave and TeraHertz (THz) bands are getting more attention as a solution of ultra-

high data rate wireless communication for B5G (6G,...) and it is the next frontier immediately after

the 5G mmWave bands [28–30]. Fortunately, these higher frequencies are advantageous for exploiting

large-scale MIMO technology, because it allows integrating a large numberof antennas in a compact

area due to the small wavelength.

In the context of the BRAVE project [8] funded by ANR, this thesis aims at exploiting the

mmWave/sub-THz bands mainly in the 90-200 GHz spectrum, where up to 58.1 GHz bandwidth

could be made available for B5G wireless communication services [26, 31] as depicted in Fig.1.
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Figure 1 – Frequency allocation for wireless communications in BRAVE considered spectrum [4].

In addition, we are particularly interested in this band since electronic technology is more mature

even though several challenges and limitations still exist, as it will be highlightedin Section1.2. It

can also be noted that there is some ongoing work within the European Conference of Postal and

Telecommunications Administrations (CEPT) aiming to facilitate the deployment of fixed and mobile

services in the frequency ranges 92-115 GHz and 130-175 GHz, similarly Federal Communications

Commission (FCC) takes in 2019 steps to open spectrum horizons between 95GHz and 3 THz for new

services and technologies [32]. In addition, many standardization activities are currently in progress for

the contiguous spectrum between 250 and 325 GHz (Institute of Electrical and Electronics Engineers

(IEEE) 802.15.3d) [29]. The radio spectrum above 90 GHz is today essentially known for being used

by scientific services (e.g., astronomy observation, earth exploration, satellite services, meteorology,

etc.) and has never been used effectively for radio wireless communications purposes. However, it is

expected that the coexistence with these scientific applications can be managed with a reasonable effort

and few constraints, as those applications are precisely localized [5].

This dissertation aims at proposing innovative solutions for low-power wireless ultra-high data

rates communications in sub-THz bands, where the system and waveform design are the core of B5G

framework. In order to design such a system, it is crucial to develop a newwireless communication

technique that helps to survive with the sub-THz limitations and severe RF impairments, and achieve a

high SE with a given power expenditure.
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This Chapter firstly discusses the emerging B5G scenarios and gives a general background about

the sub-THz bands including its channel characteristics, challenges, and limitations. Afterward, the

possible waveform for sub-THz bands are discussed, then the main waveform/modulation requirements

are defined. Finally, the main contributions and the thesis outline are presented.

1.1 Terabits Scenarios

The wireless data rate demand is increasing over time, and the foreseen required rate is extending

towards Tbps to support the new emerging applications. This subsection willfocus on the B5G

applications with wireless ultra-high data rates over 100 Gbps up to 1 Tbps. This is mainly driven by the

need for having to move files of ever-increasing size and downloading and streaming/podcast services,

enhancing the network capacities, and reducing the latency. These scenarios include applications with

transmission distances ranging from the extremely-short (few centimeters or less) to relatively long

distances of several kilometers [3–5]. Some of these use cases are described or considered by the IEEE

802.15.3d Standards Association in the band between 250-325 GHz [3,29], IEEE 802.11ad also known

as Gigabits WiFi at 60 GHz frequency (WiGig) [33], and IEEE 802.15.3e [28] in the 60GHz band. In

the following, some of the wireless ultra-high data rate scenarios depicted in Fig. 1.1are presented:

1. Data kiosk application, Enhanced Wireless Local Area Network (WLAN) or Wireless

Personal Area Network (WPAN):These use-cases are indoor scenarios of short-range up to few

meters with ultra-high-throughput to download large files instantaneously, enable streaming 8K-

16K videos with high frame rate and pixel resolution, and replacing the wiredmulti-connection

to personal UE. For example, the user can automatically download a file fromhis wish-list using

a data kiosk machine, served by the data showers at the train station/airports’ entrance ports, or

in the crowded waiting area. This data offloading using the data kiosk reduces the burden of

networks. In these applications, the transmitter Access Point (AP) or data kiosk machine have

more relaxed constraints than the handheld UE as phones/tablets, since the former is directly

connected to a power outlet and can support higher complexity/cost. In these applications, the

transceivers are stationary in most cases or with a very low receiver mobility(pedestrian).

2. Extended Reality (e.g., Virtual/augmented/mixed reality):These applications are small range

applications where a high data-speed is required to capture multi-sensory inputs, provide real-

time user interaction and enable remote connectivity with 3D hologram technology. The

specifications of the use cases are similar to the data kiosk.

3. Datacenter/Server farm network: This connection is needed to facilitate infrastructure setup

and solve the network congestion issues that reduce connection latenciesfor real-time services.

The servers are well localized in the data center that permits to establish different wireless links

simultaneously, and it can also be an add-on to complement the fiber optics connectivity.
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Entrance ports equipped with data showers

Car firmware update, car multimedia content download, in-car passenger 

multimedia content download

Data Kiosk: download huge data file in 

few seconds or minutes 

Data Center\Server Farm

few seconds or mmmmmminutes 

Get a Movie 

from your 

wish-list while 

entering the 

train/plane!!

Crowded Shopping Mall 

Virtual Reality and GamingAugmented Reality

Board to Board and on-chip 

communication

Street-level mesh backhaulMacro P2P backhaul

Figure 1.1– Beyond 5G scenarios with Tbps data rate requirements [4].
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4. Inter/Intra-chip communication: It needs an ultra-high data rate, and the available copper

wires connection nowadays cannot reach Tbps. Hence, soon it will bethe bottleneck and will

limit the development of a faster system. For example, 200 Gbps is needed to transfer within

device chips an 8K video with 48-pixel resolution and 120 Hz frame rate [3], and 765 Gbps for

a 16K video with the same format. Similarly, the parallelization to enhance the performance

necessitates chips collaboration as nowadays multi-core computers. However, the copper routing

and congestion will lead to important losses due to longer paths in the future computers with

highly parallel architecture. The wireless Tbps connection overcomes these limitations with

limited power requirements due to extremely short-distance links up to a few centimeters and

enables the massive wireless network/system-on-chip.

5. High capacity Backhaul and enhanced broadband fixed wireless access: The Tbps wireless

infrastructure can be as an alternative/complement to optical fiber deployment to provide high

capacity while reducing the cost and network repair time. Similarly, the fixed wireless access

can replace the wireline xDigital Subscriber Line (DSL) technology and theFiber To The Home

(FTTH) that reached the limits for viable deployment costs because of the last mile complexity.

Moreover, ultra-high-speed is required to serve the dense areas andsmart city devices (e.g.,

video-surveillance as part of the internet of objects) or public internet access. In addition, this

scenario allows deploying a smart connected city, houses/offices, and hotspots with high-data

rates to avoid any bottleneck in the connection. The envisioned ultra-densenetwork topology

in urban areas with the extreme data rate, capacity, and latency requirementsmakes the fiber-

based backhauling highly desirable but sometimes complicated due to currentfiber network

penetration (variable from one country to the other) and related extensioncost. Therefore, high

data rate wireless backhauling is a valuable competitive technology, which benefits from lower

deployment costs and constraints.

Furthermore, Tbps wireless communications will open new (partly unexpected)

services/application opportunities and other market perspectives in the future. For more details

about these scenarios and their Key Performance Indicators (KPIs),the readers are referred to IEEE

802.15.3d application requirements document [3] and our deliverable “D1.0” in the BRAVE project [4].

Finally, it is worth mentioning that sub-THz and real THz bands are being investigated for other

types of applications in addition to the communication due to the small-wavelength characteristics,

the ultra-wide bandwidth, and narrow-beamwidths at THz frequencies. For instance, the THz

wireless systems are also promising for novel sensing, smart healthcare,imaging, and positioning

capabilities to enhance automated machinery, autonomous cars, intra-body THz communications with

nanotechnology THz transceivers, and new human interfaces [6,34].
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1.2 sub-THz Background

The mmWave bandwidth is getting tremendous attention from researchers and industries for 5G

communication and beyond, mainly due to the significant unused spectrum andits business market

perspectives. The overall mmWave spectrum is ranging between 30-300GHz, where the wavelength

is in order of a millimeter, while the THz spectrum is defined between 0.3 THz and 3THz. The

mmWave spectrum being investigated for 5G communication is below 71 GHz since the large mmWave

spectrum has different characteristics and electronics technology maturity. These higher frequencies,

mainly between 100-300 GHz, are so-called sub-THz since they share more properties with true THz

bands. After presenting the sub-THz opportunities and possible scenarios, it is essential to highlight

such system feasibility with current technology, the main challenges and limitations, then deduce the

critical modulation aspects that should be considered for sub-THz wireless communication.

1.2.1 Channel and propagation characteristics

In the sub-THz bands, the channel propagation is characterized by very strong obstruction losses and

blockage (from walls, vegetation, urban furniture, etc.), atmospheric, and rainfall attenuation. The

atmospheric attenuation of mmWave and sub-THz is much higher than sub-GHz bands, as shown in

Fig. 1.2 [13], and some mmWave/sub-THz windows in the BRAVE considered spectrum are affected

by severe attenuation up to11 dB/Km. However, the other windows between the peaks are of special

interest for B5G wireless communication. In addition, the sub-THz bands suffer from important

attenuation due to the rain, which is almost constant above100 GHz with a loss of0.8 dB/Km up

to 50 dB/Km depending on rain density per ITU-R P.838-3 [12].

Thus, the long-distance true THz wireless communication is a real challenge with these high

propagation losses, and the low sub-THz bands below200 GHz have more opportunities for these

applications. However, a high-gain directional antenna is necessary to deal with the overall propagation

losses for outdoor long-distance scenarios such as backhaul and fixed wireless access. Besides,

MIMO technology with beamforming can help to counteract these losses and achieve ultra-high data

rates. Note that these propagation losses are negligible and irrelevant for the short-range indoor sub-

THz/THz communication. Nevertheless, these scenarios are still facing important losses from the

surrounding environment and furniture details. Besides, the sub-THz/THz wireless communication is

more vulnerable to severe blockage and penetration losses than the60 GHz mmWave losses, as shown

in [6, 35] and references therein. But it is worth mentioning that these attenuations,molecular/gas

absorption, propagation losses as well as reflections, scattering, and diffraction phenomena, have much

more contribution at the true THz bands. Thus, the efficient communication linkwill be most likely in

Line of Sight (LoS) and/or with possible few survival Non-Line of Sight(NLoS) paths. Hence, the sub-

THz channel is expected to be composed of only a few dominant paths, typically the LoS contribution
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Figure 1.2– Air attenuation at microwave, mmWave frequency bands [12,13].

with the highest power, one-bounce specular reflections (from electrically-large surfaces), and possible

scattering (from objects with small electrical size) [36].

1.2.2 THz challenges & limitations: Hardware technology, design and RF impairments

In this section, the major sub-THz band hardware challenges and limitations are presented. The RF

front-end is all the components between the antenna and the digital baseband system of a transceiver,

namely mixer or modulator, phase shifter, filters, data converters, and Power Amplifier (PA). Note

that the THz hardware components exist from decades for radio astronomy and satellite applications,

but the off-the-shelf components do not suit the emerging sub-THz communication scenarios since

the latter has more stringent hardware constraints and requirements such as transceiver dimension,

heat dissipation, processing power, operating temperature, and cost. Thus, nowadays, technology is

still not mature enough for sub-THz frequencies, even though significant efforts have been made in

the last years. For instance, the electronics technology is the most convenient for massive low-cost

production and business interest for such Tbps scenarios, but the electronics components at the sub-

THz frequencies are working at the edge of the maximum theoretical operating frequency with very

low efficiency.

The RF challenges at sub-THz bands, especially for low-cost electronics components, can be

summarized as follows :

1. The efficiency and achievable transmit output power of the power amplifier and power/signal

generation are low compared to sub-GHz bands, where the maximum achievable output power
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today is less than20 dBm for Complementary Metal Oxide Semiconductor (CMOS) and30

dBm for Indium Phosphide (InP) technology as shown in Fig.1.4. For information, the optical

technology provides high transmit output-power at THz optical frequencies, and similarly, the

electronics technology at sub-GHz bands. However, the mobile wireless communication systems

were not possible at the sub-THz and low THz bands for decades due tothe so-called THz-gap

in the transmit-output power, as shown in Fig.1.3. Today’s technology starts filling the THz-gap

but with low output power, as shown in Fig.1.4[37].

Electronics Optics

Figure 1.3– Transmit output power as function of frequency, [38] in 2011.

2. Sub-THz systems suffer from Carrier Frequency Offset (CFO) and medium to high PN

impairments due to the poor performance of high-frequency Local Oscillators (LOs). This

impairment is negligible at sub-GHz, but at higher frequencies becomes more significant and

leads to system performance degradation that can limit the achievable throughput rate. However,

many research efforts are investigating new technologies and circuits design topologies to achieve

a lower PN level.

3. The high sampling rate for Analog-to-Digital Converters (ADCs) is needed to digitize a wide-

band received signal, and the sampling frequency should obey the Nyquist theorem. However, the

ultra-high sampling rate ADC suffers from high power dissipation that increases exponentially

with the sampling frequencies [39]. Note that the total bandwidth available at sub-THz is

recommended to be divided into sub-bands (250 MHz or its multiple [40], 2.16 GHz [29]), where

a channel aggregation and bonding is suggested to use a larger bandwidth. Thus, such a channel

arrangement limits the ADC power consumption at the price of more parallelization.
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Figure 1.4– Saturated Transmit output power as function of high frequencies, [37] in 2020.

4. Another limitation for ADCs is the lack of efficient design with large resolution, and thus most

low-cost ADCs have few bits resolution or quantization levels.

5. For high-frequency wide-band systems, the non-linearity of analog components used in RF front

ends and mainly the PA imposes more challenges in modeling circuits and in anticipating the

compensation measures required for performance improvements.

The sub-THz wireless communication also has challenges at the digital side, especially for real-

time applications like mixed reality scenarios with a Tbps data rate. These applications necessitate

ultra-fast decoding because the offline processing cannot be accepted like with the other applications.

In practice, the current energy-efficient Digital Signal Processors(DSPs) have a small clock frequency,

and thus a Tbps decoding speed can only be achieved by means of parallel architecture [41, 42], i.e.,

at the expense of higher complexity and larger chip area. It is worth mentioning also that the clock

distribution network of integrated circuits consumes a significant portion of the energy, area, and metal

resources, all of which scale with the clock frequency [43].

Last but not least, the efficient antenna array with the tiny wavelength is difficult to design,

especially with Silicon-based electronic technology at true THz frequencies. However, significant

works for the true THz bands mainly (1-1.5 THz) are proposed based onthe new Graphene technology,

where a Graphene-based complete transceiver design is developed [44–48].
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1.3 Candidate Waveform for sub-THz (Single carrier vs Multicarrier)

After presenting the THz challenges and limitations, it is crucial to briefly review Single Carrier (SC)

and Multi-Carrier (MC) waveforms because it is a crucial design stage to enable the Tbps wireless

communication in sub-THz bands. Indeed, both waveforms have severaladvantages and disadvantages,

and based on their strong/weak features, we can conclude which waveform is more suitable for sub-THz

bands and then proceed forward in communication system design.

Different MC waveforms have been widely investigated for 5G mobile communication, but all of

them share to some extent similar properties compared to SC. The MC popularityis widely used in

wireless communication at sub-GHz frequencies and even at the lower mmWave bands below 71GHz.

For example, Orthogonal Frequency-Division Multiplexing (OFDM) based modulation is adopted

by different standards such as Long-Term Evolution (LTE) downlink mobile communication, digital

audio/video broadcasting, different Wifi versions, and also supportedin IEEE 802.11ad/ay known as

WiGig [33]. Recalling that MC waveform is mainly designed to overcome the channel frequency

selectivity due to multipath by dividing the allocated bandwidth into narrow subchannels/subcarriers

exposed to almost frequency flat channels (subcarrier band smaller than channel coherence bandwidth).

For instance, the frequency-selective fading is more difficult to compensate, and in such a channel,

the SC waveforms require more sophisticated equalization techniques. In contrast, the MC basic idea

aided by a Cyclic Prefix (CP) helped CP-OFDM modulation to combat deep fading effect and mitigate

the performance degradation due to interference with a simple equalization. Itis worth mentioning

that SC’s complex equalization methods were a real challenge few decadesago, especially when the

end-users are low-cost devices (e.g., handheld UE in downlink mobile communication). However,

the development of the low-cost DSPs and the introduction of the Frequency Domain Equalization

(FDE) concept of lower complexity enabled the SC implementation even in the frequency-selective

channel. Thus, the SC waveform suits well the applications in a frequency-flat fading channel and

can be used in frequency-selective fading when the receiver supports the increased complexity of

time-domain equalization or can use a simple FDE technique to mitigate the interference. However,

MC’s reduced equalization complexity comes with more stringent synchronization requirements since

any inaccurate frequency synchronization and/or PN deteriorates the system performance due to

Inter-Carrier Interference (ICI). For information, the CFO in practical systems is a natural phenomenon

due to the local oscillators’ frequency mismatch and the Doppler effect when the transmitter and/or the

receiver are in mobility. Hence, it is clear that SC waveforms, especially theamplitude modulation (e.g.,

Pulse Amplitude Modulation (PAM)), and the low order Quadrature Amplitude Modulation (QAM)

are more robust to inaccurate CFO synchronization and PN, which is more significant at higher carrier

frequency as previously mentioned in Section1.2.

Another essential aspect to consider when selecting a convenient waveform is its EE, which is

directly related to the waveform Peak-to-Average Power Ratio (PAPR) [9]. For clarification, the PAs’

efficiency decreases with the PAPR increase to maintain the linear amplification by increasing the power
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backoff and operating the PA farther from its saturation point of the maximumefficiency. Hence, the

MC waveforms of inherent high PAPR (high amplitude variations with an important difference between

its peak and average value) lead to lower PAs efficiency and thus sufferfrom high power consumption

[49]. In contrast, the SC waveform, in general, has much lower PAPR and thusless power consumption.

It is worth mentioning that constant-envelope modulations (e.g., CPM) are the only schemes that permit

the PAs to operate at maximum efficiency in the saturation region due to their 0 dBPAPR. In addition,

the PAPR of SC with amplitude modulations (e.g., QAM or PAM) and their power consumption

increase with the modulation order. But the PAM scheme is the worst SC in terms of power efficiency

because its PAPR increases rapidly with the modulation order, but it provides the maximum robustness

to CFO and PN since no information is transmitted in the phase. In addition, the SC modulation

is also more robust to PA non-linearity than MC waveforms [50]. Another advantage of MC that

enabled the OFDM widespread is its simple extension to support a multi-access technique (Orthogonal

Frequency-Division Multiple Access (OFDMA)) for multi-user scenarios. However, the latter MC

advantage is not critical for sub-THz bands, where the thin beamwidth of directive antennas in sub-

THz bands enables frequency reuse and allows efficient use of spatial division multiple access (Space

Division Multiple Access (SDMA)), and even for some scenarios, Time/Frequency Division Multiple

Access (Time Division Multiple Access (TDMA)/Frequency Division Multiple Access (FDMA)) could

be possible when the ultra-high data rate is not needed continuously for a single user.

Moreover, some other special requirements can help in judging which SC orMC based scheme

is more suitable for a specific scenario/application. For example, the simple MIMO compatibility is

crucial for high data rate application, the low latency for uRLLC, and the lowpower consumption

for uplink mobile communication, Low-Power Wide Area (LPWA) network, andInternet of Things

(IoT) applications. A lower level of analysis should be considered for these requirements since these

properties are more modulation and system dependent. For example, OFDM ismore compatible with

MIMO than the MC Filter Bank Multi-Carrier modulation (FBMC), constant envelope modulations are

preferred over other SC modulations (e.g., QAM, PAM, or Phase Shift Keying (PSK)) for low power

IoT [51]. Therefore, it is clear that a particular SC/MC scheme can afford some of these properties, but

it is not a general rule for the waveform type (SC or MC).

The main advantages and disadvantages of SC and MC are summarized in Table 1.1. Hence, the

sub-THz challenges and limitations in Section1.2 make the SC waveform, as opposed to the popular

MC schemes, more favorable and appropriate for wireless communication systems operating in sub-

THz bands. This conclusion is based mainly on the following reasons:

1. In contrast to MC, SC is more robust to RF impairments that increase in sub-THz bands, like PA

non-linearity, CFO, and PN [52].

2. SC is more power/energy efficient than MC due to lower PAPR of the former, and mainly SC with

constant or near-constant envelope has very low PAPR that leads to lowpower consumption [9].

This aspect is crucial for sub-THz to permits the PAs to operate at higher efficiency and deliver
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Table 1.1– General comparison of single carrier and multi-carrier waveforms.

Performance indicator SC MC
High Spectral efficiency - to +++ - to +++

High Power efficiency (low PAPR) + to +++ -
Robustness to CFO and PN [52,53] + to +++ -

Robustness to PA non-linearity [50,54,55] +++ -
Low equalization complexity - to ++ ++ to +++

Robustness to frequency selective fading - to ++ +++
Robustness to time selective fading [56] + to +++ - to +

MIMO compatibility + to +++ - to +++

more transmit power (better Signal-to-Noise Ratio (SNR)) with the limited power sources of

current electronics technology.

3. Both SC and MC can achieve high SE depending on system configuration, adopted modulation

and its order. Similarly, both suffer from a SE penalty when a Zero-Prefix(ZP) or CP is used.

4. The considered scenarios in the sub-THz channels have fewer survival multipaths, and thus

less frequency selectivity (almost flat) than in the lower bands since the communication is

LoS or nearly LoS. Also, the high propagation loss for sub-THz signals and their weak

penetration capability leads to receiving the reflected/scattered signals (if any) with very low

power. Hence, the SC waveform, especially with FDE, can still operate satisfactorily with low

system complexity and affordable cost even if the channel is not perfectly flat. This leads

to adopting the Single Carrier Frequency Domain Equalization (SC-FDE) recently in IEEE

802.11ad/ay WiGig standard [33], after its previous adoption in LTE-Advanced (4G) uplink for a

better UE power efficiency, 2G global system for mobile communications, 3G Universal Mobile

Telecommunications System, IEEE 802.15.4 standard and Bluetooth, etc.

In conclusion, the SC waveform is more suitable for wireless ultra-high datarate up to Tbps with

low power consumption for B5G communication at sub-THz bands, and the modulation should provide

the following: (1) high robustness to RF impairments (PN, CFO, non-linearity of analog components),

(2) high SE, (3) high EE, (4) limited PAPR to operate the PA more efficiently andthus ensure that an

acceptable SNR can be achieved with the limited transmit output power, and (5)compatibility with

MIMO system such as spatial multiplexing to increase the data rates. In addition, the modulation

should be able to cope with few-bits low cost-power data converters, especially in a large-scale MIMO

to keep an affordable system cost and power consumption. Besides, a flexible/scalable and adaptive

system is an advantage to permit the system adaptation according to channelconditions and received

signal power.

It is worth mentioning that our SC waveform conclusion is strongly dependent on the sub-THz

scenarios and the current technology maturity. Thus, this analysis and waveform selection should
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be revisited for future potential applications, higher frequency bands (true THz or higher), or after a

technological breakthrough.

In the true THz context (above 1 THz), a wider bandwidth (in order of THz) is available that

can simplify the transceiver design. For instance, the wireless Tbps rate at true THz bands can be

achieved with a simple transceiver using On-Off Keying (OOK) based modulations [57, 58], which

is not the case for sub-THz bands of smaller available contiguous bandwidth. However, the true

THz bands above the BRAVE considered spectrum have more stringent technological limitations, and

the signal propagation is limited to extremely short distances with a very low output-power using

current electronic technology. Hence, they are more suited nowadays for nano-scale communication

paradigms, such as nanotechnology applications for industrial and military fields, nano-bio-sensing,

and even intra/inter-chip communication [59, 60]. But, more research is required at the technology

level to enable the macro-scale Tbps wireless communication at true THz. Forinstance, Graphene-

based plasmonic technology can be a potential key enabler for wireless communication at these true

THz frequencies [47,61].

Finally, it is obvious that the sub-THz bands are the first stop for B5G communication system,

where the low-cost electronic technology can operate but with several critical challenges, limitations,

and RF impairments. This thesis aims to create and evaluate new radio technologies that would operate

in the sub-THz spectrum and offer the desired B5G performance. The ultimate goal is to define a

solution that would reach 1 Tbps (100x peak data rate defined in IMT-2020 for 5G). More insights

are given in the next section about our adopted approach to enable andpromote the wireless Tbps at

sub-THz bands.

1.4 Major Contributions and Thesis Outline

As described earlier, the main challenge to exploit the sub-THz bands for ultra-high data rates wireless

applications is its technological limitations, intrinsic RF impairments, and channel characteristics. Even

though larger spectrum and MIMO are envisaged [62], but additional breakthroughs are necessary to

exploit the sub-THz bands and reach the B5G throughput requirements.Recently, the IEEE 802.11ax

standard in sub-GHz band enhanced the data rates using higher-ordermodulation up to1024 QAM,

wider channels, and the adoption of MIMO technologies. However, the sub-THz systems suffer from

more severe RF challenges and technological limitations such as low transmit power, PN, PA non-

linearity, and limited resolution for low power/cost ADC as summarized in Section1.2. Considering

these limitations and RF impairments, the usage of high-order APMs becomes nota suitable solution in

current sub-THz technology. In addition, the sub-THz channel characteristics impose the replacement

of the MC waveform with high PAPR in IEEE 802.11ax by SC modulations, as discussed in Section1.3.

The existing high data rate system uses a spectral-efficient modulation with high PAPR and then seeks

for PAPR reduction to limit the power consumption. In contrast to the previoustraditional approach,
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our approach insists on benefiting from a power-efficient SC waveform that can survive with sub-THz

challenges and then enhances its spectral efficiency through IM and advanced MIMO techniques. This

thesis is divided into two parts, as shown in Fig.1.5, and outlined as follows.

Chapter 1:

Terabits scenarios, 

sub-THz band and its 

waveform 

specifications

Chapter 2:

State of Art: Index 

Modulation

Chapter 4:

Novel IM domain

Chapter 3:

Generalized Spatial 

Modulation based 

schemes

Chapter 5:

Filter Bank design

Part I:

Contributions and Advances to 

Generalized Spatial Modulation

Chapter 6:

Conclusions and 

Perspectives

Part II:

Novel Domain/Dimension 

for Index Modulation

Figure 1.5– Map of the thesis organization. Any top-down path can be followed to read the thesis, or one of the
two parts.

In Chapter2, the different existing IM domains and techniques are reviewed to converge towards

the most spectral-efficient technique suitable for sub-THz. The basic idea of IM is to convey additional

information bits contained implicitly in the index of an element among several possible combinations

that can be detected at the receiver side. It is worth mentioning that IM hasattracted tremendous

attention in the last decade, mainly due to its potential spectral and/or energy efficiency enhancement

that can help to suit the different B5G requirements from high-data-rate applications to low-power

IoT systems. Firstly, the SISO systems based on time, frequency, code IM domains are presented

with a focus on their achievable SE, and the combination of the modulation type IMwith either time

or frequency domains is also provided. Afterward, the MIMO SMX that allows increasing the SE

is presented, followed by the investigation of the spatial IM domain. The existing transmit spatial

IM and the receive spatial IM schemes that convey information by indexingthe activated/targeted

transmit/receive antennas respectively, are explored, then their SEs are compared. After presenting

these IM techniques, a brief comparison of their advantages and disadvantages is given, and their

convenient application is deduced.

In Chapter3 of the first partI in this thesis, the MIMO SMX and the spatial IM domain, mainly

GSM based scheme, are studied in the context of ultra-high data rate systemsin sub-THz bands.

Besides, several contributions are proposed in order to overcome the main GSM limitations related

to sub-THz channel characteristics, MIMO SMX and GSM detection complexity. Then, a scheme is
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proposed allowing the increase of MIMO system SE through multidimensional IM. More precisely, in

the first section, the potential of the proposed approach of using power-efficient SC accompanied by

a spectral-efficient IM technique is investigated in Rayleigh and Rician channels, followed by a link

budget and power consumption estimation. Then, aS-EGSM is proposed where a selection technique

of the indexed antennas’ groups is developed, without instantaneous Channel Side Information at the

transmitter side (CSIT). The proposed S-EGSM aims to reduce the transmit spatial IM’s performance

degradation in highly correlated channels without a feedback channel overhead. Also, abest-effort

spatial bit mapping based on gray codingis proposed to minimize the system BER. After these

enhancements, the GSM system with power-efficient SC and its equivalentMIMO SMX of the same

SE are compared in sub-THz channel with RF impairments from different perspectives: performance,

PAPR, energy efficiency, robustness to PN, optimal detection complexity, cost, and compatibility

with low-resolution ADC. Consequently, low-complexity near-optimal detectiontechniques, called

OSIC-ML and O2SIC-ML , are proposed for MIMO SMX and GSM respectively to enable the

extension to large-scale MIMO systems. The results with the proposed detectors show that the optimal

performance is achieved with 99% complexity reduction. In the last section, another layer of indexation

based on the polarization IM domain is proposed to obtainDP-GSM scheme that enhances GSM

SE while maintaining its advantages. The theoretical performance assessment of this indexation

scheme along with its study in sub-THz scenario are provided to highlight thatthe advantages of

GSM based schemes. The content of Chapter3 has been partly published in seven conference papers

[10,14–17,20,31]; and three journal articles [18,19,21].

In the second partII , mainly in Chapter4, a novel IM domain, namedFilter IM domain , is

proposed where another degree of freedom is given to convey information bits by a filter’s index. In

addition, the derivatives of this domain and its different potential indexationtechniques are discussed

to highlight that this domain generalizes most existing SISO-IM techniques, especially the time

and frequency IM domains. Following our approach and within the filter IM domain, two novel

schemesFSIM, and its two-layers indexation on the in-phase (I)/quadrature (Q) components

“IQ-FSIM”) are proposed to enhance the SE/EE of the power-efficient SC modulation.The study

of the proposed systems is completed by proposing optimal detection techniques with low complexity

and an appropriate equalization scheme. In order to better assess the performance of the proposed

techniques, the lower-bound performance is derived, and a comparative study with the equivalent

conventional SC systems and SISO-IM schemes of the same SE is provided.Finally, the filter IM

domain is exploited in MIMO system by proposingSMX-FSIM to achieve the target rate with low

power consumption while respecting the existing sub-THz challenges and limitations. The proposition

of MIMO SMX-FSIM system is accompanied by a development of low complexitytransceiver,

theoretical performance derivation, an assessment from different perspectives, and a comparison with

the previously investigated solutions of Chapter3. The content of Chapter4 has been partly published

in one conference paper [23]; and three journal articles [22,24,25].
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In Chapter5, the challenges introduced by the proposed filter IM domain to maximize its associated

SE/EE are discussed. These challenges lie in the filter bank design that should respect the proposed

filter IM schemes’ requirements and constraints. In order to tackle the filter bank design of# filter

shapes, the problem to be solved by optimization techniques is formulated. But,the addressed

multivariate optimization problem to jointly design the# filter shapes of length! is a non-convex

jointly constrained problem with: (1) multimodal quartic objective, (2) quadratic equality, and (3)

several multimodal quartic non-convex constraints. In order to solve it, a relaxation and restriction

approach is followed, then an algorithm to design2 filter shapes is proposed and extended to jointly

design# filter shapes. Finally, the obtained results are used to evaluate the FSIM scheme and prove

that a higher SE and EE can be attained by tackling this challenging problem. The content of Chapter

5 is part of our perspectives, where a publication will be submitted in the nearfuture.

Finally, chapter6 concludes the thesis and summarizes the main contribution. It also points out the

open research problems and provides a discussion about the perspective directions for future works.

1.4.1 Summary of the major contributions

In the following, the main contributions of this thesis are listed briefly:

1. We proposed a new approach based on constant or near-constant envelope SC modulation

with IM to reach Tbps with low power consumption. In addition, its feasibility is evaluated

depending on error performance, power consumption, complexity, and cost. The performance

analysis of the proposed approach SC with spectral-efficient IM is addressed over spatially

correlated/uncorrelated Rician and Rayleigh channels as a starting point. Moreover, the link

budget is calculated, and the power consumption is estimated based on the waveform PAPR

to emphasize the importance of SC-IM for Tbps. Finally, the advantage of power-efficient SC

enhanced by spectral-efficient IM scheme for mmWave and sub-THz bands is presented. The

details are presented in Section3.2and [10,14].

2. GSM conveys information by the index of the activated Transmit Antenna Combination (TAC)

and by the"-ary APM symbols. In conventional GSM, the legitimate TACs are randomly

selected, where their number should be a power of 2. An Enhanced Generalized Spatial

Modulation (EGSM) based on adaptive legitimate TAC selection is previously proposed in

[63] to provide the optimal performance, but EGSM requires the full knowledge of CSIT. In

order to avoid the overhead of feedback channel and effective dataloss, a S-EGSM without

instantaneous CSIT is proposed for highly correlated channels. Moreover, the spatial bit-

mapping for conventional GSM is based on binary bit-mapping that can leadsto errors in all

spatial-bits when the activated TAC is misdetected. In order to reduce the BER, an efficient best-

effort spatial bit-mapping (Index-to-Bit) is proposed to reduce the BER degradation in correlated

channels. The two proposed techniques are detailed in Section3.3and [15].



18 | Terabits scenarios, sub-THz band and its waveform specifications

3. We provided a complete analysis for MIMO SMX and GSM subjected to major sub-THz

limitations and RF impairments. This study considers the performance analysis ofdifferent

power-efficient APM with GSM systems subjected to PN effects over sub-THz channels, then

the best APM candidate with GSM is compared to SMX. The proposed approach is assessed

in a realistic sub-THz environment by considering the system performance, robustness to PN,

computational complexity, cost, PAPR, link budget, and power consumption. This study is

discussed in Section3.4and [16,17].

4. We proposed a novel quasi-linear detector for MIMO SMX, called OSIC-ML. The proposed

detector combines the linear Ordered Successive Interference Cancellation (OSIC) technique

with the non-linear optimal Maximum Likelihood (ML) technique to enable an important

performance enhancement while providing a prominent complexity reductionof non-linear

optimal detectors like sphere decoder. The system performance with perfect/imperfect channel

estimation and the proposed detector’s computational complexity are evaluatedwith different

configurations to highlight its advantages. In addition, the proposed detector is reconfigurable to

provide the best performance-complexity tradeoff. This detection schemeis provided in Section

3.5and [19].

5. We extended the proposed OSIC-ML detector for SMX to GSM system and all its special

cases. The proposed detector denoted by Ordered TAC-Ordered Successive Interference

Cancellation with ML verification (O2SIC-ML) is designed to achieve the optimal performance

with a controllable complexity-performance tradeoff even for a large-scale MIMO system. The

proposed O2SIC-ML detector is accompanied by ordering techniques for the TACs andAPM

symbols to further reduce the complexity and improve the performance, respectively. The results

reveal that O2SIC-ML allows reaching the optimal performance of non-linear detector witha

complexity reduction in order of99% as shown in Section3.6and [18].

6. We proposed a DP-GSM scheme where we incorporate DP antennas withGSM to reduce

the spatial correlation impact and also to enhance the system SE by adding another layer of

polarization indexation. Furthermore, we proposed a low complexity detectorand joint ML

detector for this scheme that estimates jointly all bits conveyed by APM symbols, indexation of

TACs and polarization dimension. Moreover, the theoretical performance of DP-GSM is derived

and validated by Monte Carlo simulations, then a comparison with uni-polarized GSM and SMX

in sub-THz channel with RF impairments is provided. The details of the proposed DP-GSM can

be found in Section3.7and [20,21].

7. We explored a novel IM domain named “Filter Domain” that generalizes manyexisting

modulations and SISO-IM domains. In addition, the proposed domain allows attaining higher

SE and EE by exploring all available time and frequency resources. This domain’s special cases

are discussed, and their achievable SEs are presented in Section4.2and [22].
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8. We proposed a novel scheme within the filter IM domain denoted FSIM. Theproposed scheme

conveys additional information bits by the index of the selected filter shape atthe transmitter

side. This indexation can be changed at symbol rate and exploits all available time-frequency

resources, and thus permits to achieve higher SE and EE gain in SISO system. However, the

proposed technique allows using non-Nyquist filters to achieve low filters’cross-correlation even

if a controllable ISI is introduced. Hence, we developed an ISI estimation and cancellation

technique to compensate the added ISI and reach the optimal performance withlow-order power-

efficient APM schemes. Moreover, the joint ML detector for this scheme is presented, and an

optimal detector with low complexity is proposed. The theoretical lower bound of the probability

of filter error, total BER and Symbol-Error Rate (SER) are derived andvalidated by Monte Carlo

simulations to truly characterize the proposed scheme. Then, the performance and EE gain of

FSIM is shown by comparing to the equivalent SISO systems with/without IM in Additive White

Gaussian Noise (AWGN) channel and frequency selective fading channel. The proposed novel

FSIM scheme and its study is detailed in Section4.3and [22].

9. We developed another scheme in the filter IM domain, called IQ-FSIM, to double the SE gain

of FSIM. This technique performs a parallel indexation of the filter shapeson the in-phase

and quadrature components. Then, the joint ML and a low complexity detectorare designed

to estimate the additional information bits, and the previous ISI estimation and cancellation

technique is adapted to deal with the separate filter shapes’ indexation on I and Q. Finally, the

theoretical performance lower bound is deduced and validated, then compared to the previously

proposed FSIM scheme.

10. We extended the FSIM to MIMO SMX system in order to deliver the highest SE and EE gain

among the existing MIMO systems with/without IM. This superiority is guaranteedby exploiting

all the available time, frequency, and spatial resources in contrast to mostIM techniques that

sacrifice in some resources to enable the indexation. The proposed MIMOFSIM with low

complexity linear receiver is evaluated theoretically by using its derived analytical lower bound

and Monte Carlo simulations to confirm the achieved enhancements. Then, it iscompared in sub-

THz with RF impairments from different perspectives to the previously investigated technique

in Chapter3. The proposed approach leads to this end by designing power and spectral-efficient

SC waveform using IM and MIMO techniques to achieve B5G rate requirements. The results

also show that the proposed MIMO transceiver with a linear low complexity detector is a

promising solution for ultra-high data rates system in sub-THz bands due to itshigh robustness

to RF impairments, high SE/EE, and low power consumption. This conclusive research study is

presented and discussed in Section4.5and [25].

11. We completed this thesis by formulating the challenging problem for filter bank design

that respects the proposed filter IM schemes’ requirements. This non-convex problem is

not addressed previously in the literature, and its multi-non-convexity levelsnecessitate the
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simplification by relaxation and restriction. Firstly, an optimization algorithm for designing a

filter bank of size two is proposed to search for the filter shape iteratively.Afterward, this

algorithm is extended to design a larger number of filter shapes jointly. The problem analysis

and discussion reveal that the global optimum can be achieved only when the used initialization

lies in the vicinity of its global optimum. Consequently, the obtained filter bank is usedto

evaluate FSIM system and compare it to the previous results with non-optimal filters, where we

showed that a significant performance gain is achieved. Finally, we discussed the limitations of

the proposed filter bank design, and we highlighted at the end of Chapter5 that there is still room

for enhancements in our future work.
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complementary skills to efficiently tackle the project’s different challenges: regulation, signal

processing, realistic modeling of the PHY-layer, and software-based evaluation.

My role as a member of CentraleSupélec in this project has been related mainly toultra-high data

rates scenarios’ definition, waveform design, and its performance assessment in sub-THz bands with

RF impairments. Almost all the publications related to this thesis contribute to this project.
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1.6 Summary

In this chapter, an overview of the thesis motivation is provided by highlightingB5G communication

goals and the sub-THz bands as a key enabler for ultra-high data rates applications. Besides, a brief

introduction of the sub-THz bands, its use cases, and its main challenges were given. Afterward,

the existing potential waveforms for sub-THz bands are discussed, where it is highlighted that a

breakthrough in waveform design is required to achieve B5G target ratein sub-THz environments.

Finally, the thesis outline and its main contributions are presented.
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2.1 Introduction

Future wireless communications systems seek to achieve higher data rates and/or lower energy

consumption, and thus they require schemes with enhanced SE/or EE. Nowadays, MIMO technology is

integrated into different standards due to its impressive system improvements. However, the traditional

modes of MIMO wireless systems (spatial multiplexing, space diversity) are not enough to achieve

the wireless Terabits system with low power consumption. The transmitted signalspans mainly a

3D representation, as depicted in Fig.2.1, where the time/frequency and space are the basis of

this representation, and the signal can contain complex symbols that map the information bits to

the in-phase and quadrature components. These three domains are previously considered for data

multiplexing/diversity or multiple access transmission (TDMA, FDMA, SDMA).

time

frequency

space

(b) Frequency Division
time

frequency

space

(a) Time Division
time

space

frequency

(c) Space Division

Figure 2.1– 3D representation for Time, frequency and spatial division.

Recently, Index Modulation has attracted tremendous attention due to its important potential

enhancement in the system SE and/or EE achieved by the intelligent exploitationof the signal aspects

and its surrounding environment. Firstly, IM is well explored separately and jointly in the spatial,

frequency, and temporal domains, and also other dimensions are investigated, as shown in Fig.2.2. The

IM principle is to convey additional information bits implicitly (as Virtual Bits (VBs))in the selected

element index among several possibilities. Note that using an IM strategy, thereceiver should be able

to correctly detect the indexed element before deducing the associated VBs. For example, in the spatial

IM domain, the indexed element is the antenna while it is the time slot, the frequency band/subcarrier in

time and frequency IM domain, respectively. The IM immense advantages encouraged the researchers

to investigate this concept in many other dimensions based on spreading code, channel medium,

radiation patterns of reconfigurable or polarized antennas, and modulation type. Consequently, different

multidimensional IM schemes are proposed by combining several existing IM domains.

In this chapter, the traditional SISO system and its combination with time, frequency, and code IM

domains are presented in Section2.2. However, the MIMO systems with/without spatial IM domain are

reviewed in Section2.3. Section2.4discusses the different strategies to convey additional information

bits by indexing the scattering clusters in a real channel, and the generatedradiation patterns/beam

with the help of reconfigurable antennas/beamforming or RF mirrors. Finally,the multidimensional IM
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Figure 2.2– Index modulation domains presented in this chapter.

schemes are introduced in Section2.5. Finally, the advantages/disadvantages of these IM domains are

highlighted in Section2.6, while Section2.7concludes this chapter.

2.2 SISO systems with/without Index Modulation

SISO wireless communication system is the most straightforward antenna technology, where the

transmitter and receiver are equipped with one antenna, as depicted in Fig.2.3. The data is transmitted

in a dedicated time-frequency block, where this block can be divided in time to smaller slots, and in

frequency to sub-bands to allow data diversity and/or multiplexing. The Time Division Multiplexing

(TDM) and Frequency Division Multiplexing (FDM) multiplexing techniques are extended to TDMA

and FDMA multiple-access techniques, respectively, to allow simultaneous multi-user communication.

Afterward, these domains are explored by IM, where a single or a set ofslots/sub-bands are selected
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Transmitter 

Signal 

Generator

RF

chain

Receiver:

Signal 

Detector

RF

chain

Figure 2.3– General SISO wireless communication sytem.

for transmission based on the input bit-stream, and the Rx detects the activated resource to deduce the

VBs.

2.2.1 SISO time, frequency and modulation IM domains

In general, the time and frequency domain IMs have limited SE enhancement for high data rate

applications, as we will highlight in this sub-section. This limitation is due to the discarding of

some available time and frequency resources. The time domain-IM, which activates a single time

slot to convey information bits, appeared from many decades in several schemes as OOK, Pulse

Position Modulation (PPM) without APM [64], and Generalized Pulse Position Modulation (GPPM)

with APM [65]. Then, the SE is enhanced by activating a fixed number of time slots in Single

Carrier with Time Index Modulation (SC-TIM) [66], which is proposed with FDE inspired by the

frequency IM domain counterpart Orthogonal Frequency-Division Multiplexing with Sub-carrier Index

Modulation (OFDM-SIM) [67] [68]. Similarly, the Generalized Frequency Division Multiplexing

with Index Modulation (GFDM-IM) [69] uses the index of activated frequency bands for the same

purpose. Their SEs are expressed in Table2.1 without considering the pulse shaping roll-off factor

SE penalty that has similar impact on all schemes. Hence, the unit bit per channel use (bpcu) is

used for SE, and the SE in b/s/Hz can be deduced by multiplying the SE in bpcu by the roll-off

SE penalty (i.e., Symbol Rate
Occupied Bandwidth). In this table, we used the following notations:#) denotes time

slots or sub-carriers/frequency bands without the CP elements of length#�%, #) is divided into�

groups of#6 elements (#) = #6 �), and#0 elements (#0 ≤ #6) within each group are activated to

convey information bits in IM. The indexation is performed using an acceptable group size#6 to avoid

the high detection complexity with a large#) . Inspired by OFDM-SIM, the MC Differential Chaos

Shift Keying (DCSK) modulation is combined with IM by conveying bits using the activated carrier

index and transmitting zero symbols on non-activated ones [70]. Other IM idea is also investigated

in OFDM with Orthogonal Frequency-Division Multiplexing with Sub-carrierNumber Modulation

(OFDM-SNM) [71] [72], where only the number of activated sub-carriers (#0 value) conveys the VBs.

The allowed#0 values for a certain OFDM-SNM system is represented in the setq6, which can contain
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all possible values in the extreme case (q6 = {1, 2, ..., #6} where its SE remains lower than that of

conventional"-ary APM in most cases, according to their SE equations in Table2.1).

Moreover, the time and frequency IM domains are adopted with non-orthogonal (overlapped)

resources in Faster-Than-Nyquist with Time Index Modulation (FTN-TIM) and Spectral efficient

Frequency Division Multiplexing (SeFDM), respectively as shown in Fig.2.6. These systems suffer

from inherited interference, but they can compensate for some of the SE loss or limited gain of their

orthogonal version, depending on the compression factora at the price of performance degradation.

Similarly, the Index Modulation Multiple Access (IMMA) [73] and Index Modulation with

Orthogonal Frequency Division Multiple Access (IM-OFDMA) [74] exploit the appealing advantage of

IM in proposing a new Non-Orthogonal Multiple Access (NOMA) in time and frequency, respectively.

Note that IMMA is similar to GPPM, whereas it allows resource sharing among#D users. However,

the frequency domain counterpart IM-OFDMA allows activating#0 subcarriers in contrast to IMMA

that uses a single time slot. The SE enhancement of IMMA is doubled in Quadrature Index Modulation

Multiple Access (QIMMA) [75] by performing separate indexation on the In-phase (I) and Quadrature

(Q) components. In other words, QIMMA transmits the real and imaginary parts of the complex

symbol through different resources unless the VBs for I and Q are thesame. Consequently, these

non-orthogonal schemes with a convenient configuration achieve a performance gain that can vanish

due to collisions when many users transmit during the same time/frequency resources. Thus, they

provide a tradeoff between the SE system enhancement and the collision probability that are affected

by the maximum number of users in each time/frequency chunk.

Furthermore, several SE enhancements for these SISO-IM are enabled by allowing the activation

of a variable number of sub-carriers in Dual Mode-Orthogonal Frequency-Division Multiplexing

with Variable Subcarrier Index Modulation (DM-OFDM-VSIM) [76] and/or independent sub-carriers

activation with the same#0 between the I and Q components in Orthogonal Frequency-Division

Multiplexing with Quadrature Sub-carrier Index Modulation (OFDM-QSIM)[76] or different #0
between them in Orthogonal Frequency-Division Multiplexing with Hybrid In-phase Quadrature

Sub-carrier Index Modulation (OFDM-HIQ-SIM) [77]. For the same reason, the Layered-Orthogonal

Frequency-Division Multiplexing with Subcarrier Index Modulation (L-OFDM-SIM) is proposed in

[78] while taking advantage of modulation type IM domain that uses distinguishable modulations

between different layers. In each group of#6 subcarriers, theL-OFDM-SIM scheme activates#0
subcarriers per layer of#6 − #0 (L − 1) elements. ThisL-OFDM-SIM activates more subcarriers in

total (�L#0) compared to OFDM-SIM (� #0), and the former performs another SIM on the remaining

non-activated subcarriers successively on the subsequentL − 1 layers within each group that help to

enhance the SE of OFDM-SIM.

However, the previous techniques do not use all available time/frequencyresources that limit the

SE enhancement. Hence, the modulation type IM domain is explored to convey information bits in

the selected modulation type while using all available time/frequency resources. For instance, the



30 | State of Art: Index Modulation

dual-mode (DM) IM is introduced to better compensate for the SE loss or limited gain. Indeed, the

non-activated slots/bands are exploited to send different and distinguishable APM symbols by means

of modulation type IM, so"� and"�-ary APM schemes are used respectively during the primary and

secondary activated time slots in Dual Mode-Single Carrier with Index Modulation (DM-SC-IM) [79]

and Dual Mode-Faster Than Nyquist with Index Modulation (DM-FTN-IM) [80], sub-carriers in

Dual Mode-Orthogonal Frequency-Division Multiplexing with Index Modulation (DM-OFDM-IM)

as discussed in [81] and its generalized version with a variable number of#0 DM-OFDM-VSIM

[82]. These DM-IM techniques convey information by the used modulation type,and this idea

is extended to Multi-Mode Orthogonal Frequency-Division Multiplexing with Index Modulation

(MM-OFDM-IM) [ 83], where each subcarrier within a group of#6 elements transmits a symbol

from different distinguishable constellation sets, and the permutation of these modulation conveys the

VBs, similarly for Multi-Mode-Orthogonal Frequency-Division Multiplexingwith Quadrature Index

Modulation (MM-OFDM-QIM) but with different indexation on I and Q components. Afterward, a

generalized version of Generalized Multi-Mode Orthogonal Frequency-Division Multiplexing with

Index Modulation (GMM-OFDM-IM) is proposed in [84] to provide a more flexible choice for SE

compared to MM-OFDM-IM, by adjusting the number of subcarriers=: that use the same modulation

order": (the special case MM-OFDM-IM is obtained when all": are equal to" as shown in Table

2.1).

It is clear from Table2.1 that most SISO-IM schemes, mainly the time and the frequency IM

domains that do not fully use the time and frequency resources, suffer from SE reduction in most

configurations. Whereas the modulation type IM domain (DM or MM) that usesall resources

can achieve some SE enhancement using distinguishable APMs. Although theSE for single-mode

IM schemes is limited, they are promising for low data rate applications, such as the LPWA IoT

devices and machine-to-machine communications, because better EE can be achieved with appropriate

configurations compared to conventional APM schemes. Indeed, a theoretical EE can be enhanced

with low data rate applications to reach50% as a rough estimation for the same SE with" = 2

Binary-Phase Shift Keying (BPSK),#6 = 4, #0 = 2 as presented in Single carrier Frequency Division

Multiple Access with Index Modulation (SC-FDMA-IM) [85]. However, their EE is dramatically

reduced compared to conventional APM schemes (QAM) for high data rateapplications. This lower

EE is due to the need for higher power (SNR) to maintain the same SE, by using either higher"-ary

APM when not all resources are used according to Table2.1, or non-orthogonal schemes with inherited

interference.
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Table 2.1– SE summary of most existing SISO schemes with/without IM.

IM SC/
System Name Spectral Efficiency

Inherited

Domain MC (bpcu) Interference

-

SC
Linear APM:

log2 " No
QAM, PSK,...

SC SC-FDE #) log2 "

#) +#�% No
MC OFDM

Time SC OOK 1 No

Time SC PPM [64]
⌊log2 #6 ⌋
#6

No

Time SC GPPM [65]
⌊log2 #6 ⌋+log2 "

#6
No

Time SC NOMA : IMMA [73]
#D ( ⌊log2 #6 ⌋+log2 " )

#6
YES

Time SC NOMA : QIMMA [75]
#D (2 ⌊log2 #6 ⌋+log2 " )

#6
YES

Frequency SC NOMA : IM-OFDMA [74]
#D (log2 "+⌊log2�

#0
#6
⌋)

#6
YES

Time SC
FDE SC-TIM [66]

� (#0 log2 "+⌊log2�
#0
#6
⌋)

#) +#�%
No

SC-FDMA-IM [85]

Frequency MC
OFDM-SIM [67] [68]

GFDM-IM [69]

Frequency MC OFDM-VSIM [76]
� ( ⌊log2 (

∑
#0∈q6 "

#0�
#0
#6
)) ⌋)

#) +#�% No

Extreme case:� ⌊log2 ("+1)#6 ⌋
#) +#�%

Frequency MC OFDM-QSIM [76]
� (#0 log2 "+2 ⌊log2�

#0
#6
⌋)

#) +#�% No

Frequency MC
OFDM-HIQ-SIM � ( (#0� +#0& ) log2

√
"+⌊log2�

#0�
#6

�
#0&

#6
⌋)

#) +#�%
No

[77]

Frequency MC OFDM-SNM [71] [72]

� (#0 log2 "+⌊log2 #6 ⌋)
#) +#�% , 1 ≤ #0 ≤ #6

No

Average:
� (0.5(1+#6) log2 "+⌊log2 #6 ⌋)

#) +#�%

Time
SC

FTN-TIM [86]
1
a

� (#0 log2 "+⌊log2�
#0
#6
⌋)

#) +#�%
YES

Frequency SeFDM-IM [87]

Modulation SC DM-FTN-IM [80] 1
a

� (#0 log2 "�+(#6−#0) log2 "�+⌊log2�
#0
#6
⌋)

#) +#�% YES

Modulation SC DM-SC-IM [79] � (#0 log2 "�+(#6−#0) log2 "�+⌊log2�
#0
#6
⌋)

#) +#�%
No

Modulation MC DM-OFDM-IM [81]

Frequency MC DM-OFDM-VSIM � ( ⌊log2 (
∑
#0∈q6 "

#0
�

"
#6−#0
�

�
#0
#6
) ⌋)

#) +#�%
No

[82]

Modulation MC MM-OFDM-IM [83]
� ( ⌊log2 #6!⌋+#6 log2 " )

#) +#�% No

Modulation MC MM-OFDM-QIM [83]
� (2 ⌊log2 #6!⌋+#6 log2 " )

#) +#�% No

Modulation MC GMM-OFDM-IM [84]
� ( ⌊log2 #6!⌋+∑ :=1 =: log2 ": )

#) +#�% where
No∑ 

:=1 =: = #6 and"1 > "2 > ..." 

Frequency MC L-OFDM-SIM [78]
� L( ⌊log2�

#0
#6−#0 (L−1) ⌋+#0 log2 " ))
#) +#�% No
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In conclusion, all orthogonal/non-orthogonal time and frequency SISO-IM schemes in Table2.1

achieves a fraction of bit SE gain on average in their best-case scenariocompared to a linear APM

without IM (e.g., QAM). In contrast, the modulation type IM domain (DM/MM) is more spectrally

efficient among these SISO-IM domains only when distinguishable APM constellations’ sets can

be guaranteed. Similarly, the NOMA schemes enhance the SE only when the number of users is

near the number of allocated time/frequency resources (#D ≈ #6), but this will lead to a larger

collision probability between users’ data (25% for#D = #6 [73]) and thus causes overall performance

degradation.

Finally, it is worth mentioning that some schemes are investigated with spatial multiplexing

to compensate the SE loss or limited gain by benefiting from the multiplexing gain as in MIMO

OFDM-SIM [88].

2.2.2 Code IM- Spreading spectrum

The appealing SE/EE advantages of IM have inspired the combination of IM also with the

spreading spectrum techniques, where a Code Index Modulation-Spread Spectrum (CIM-SS) and

its generalization Generalized Code Index Modulation-Spread Spectrum (GCIM-SS) are proposed

in [89,90]. The code IM domain principle is to convey bits by selecting one of the predefined spreading

codes (e.g., Walsh code). In contrast to the traditional SS scheme, the used code at the Transmitters

(Txs) side is not known for the Receiver (Rx), so it should estimate the selected code to recover the

VBs and use it for de-spreading before APM detection. The GCIM ameliorates more the SE by using

different spreading codes for the in-phase and quadrature components. Note that the CIM-SS scheme

is also investigated with DCSK in [91].

However, it is worth mentioning that the indexation in this domain for multiple-access purpose

leads to user interference due to data collision when different users usethe same code. Hence, this

IM domain loses the advantage of code orthogonal multiple access techniques (e.g., Code Division

Multiple Access (CDMA)) that dedicates a single code for each user.

2.3 MIMO systems with/without Index Modulation

MIMO wireless system is composed of multiple antennas at the transmitter and receiver side, as

depicted in Fig.2.4, and it gives another degree of freedom to allow simultaneous data transmission

on the same allocated time slot and frequency band. However, the emitted symbol from the Transmit

Antennas (TAs) can be either the same to achieve only diversity gain (transmit diversity) or different

to introduce multiplexing gain (Spatial Multiplexing). In general, a spatial diversity in MIMO systems

can be achieved when various replicas of the same transmitted symbols are received from independent

path fading that allows enhancing the performance. Hence, the multiplexing adds SE gain while the
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Figure 2.4– MIMO transceiver System Model with#C transmit antennas and#A receive antennas.

diversity enables the increase in EE. For example, a full-diversity over flat-fading channels is obtained

by Space-Time Block Code (STBC) [92] with two TAs, but a capacity loss will occur with a larger

number of TAs [93]. Hence, the MIMO system has a fundamental tradeoff between the multiplexing

and the diversity gain [94]. Since our ultimate goal is to achieve high SE using MIMO and IM

techniques, we will focus in sub-section2.3.1on MIMO SMX, and in sub-section2.3.2on different

spatial IM schemes, where a SE improvement could be achieved. Whereas, the other techniques that

aim for diversity enhancement only (e.g., transmit/receive diversity, STBC, etc.) are not presented.

2.3.1 Spatial Multiplexing

A MIMO-SMX system (also known as BLAST) using#C TAs and#A Receive Antennas (RAs) with

#A ≥ #C is considered as depicted in Fig.2.4, where all TAs transmit simultaneously different symbols

of modulation order" [95,96]. Thus, the number of bits per SMX symbol is expressed as:

L("- = #C log2 ". (2.1)

The received signal vectory is expressed as:

y = Hx + v, (2.2)

whereH = [h1, ..., h#C ] is the#A × #C MIMO channel matrix withh8 is the column vector of#A
elements,x = [G1, . . . , G#C ]) is the transmitted vector,v is #A ×1 channel noise vector and its elements

EA obeys the independent and identically distributed (i.i.d.) AWGN with zero-mean and variance off2
E ,

i.e,CN(0, f2
E ) for A = 1, . . . , #A . The power of the transmit symbols is normalized.
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At the receiver side, the ML detector for estimatingx performs an exhaustive search over all the

possible transmit vector as described by:

x̂ML = arg min
x∈j′

‖y − Ĥx‖2, (2.3)

wherej′ denotes the set of all possible transmit vectors of size"#C , x̂ is the estimated transmit vectors,

andĤ is the estimated channel.

2.3.2 Spatial IM domain

Spatial IM uses the indices of the different combinations for transmitter or receiver antennas to convey

additional information bits by activating some transmit antennas and/or targetingsome receive antennas.

The former is a Transmit Spatial Modulation, whereas the latter is a Receive Spatial Modulation as

shown in Fig.2.6. In the following, both sub-categories of the spatial IM domain are presented.

2.3.2.1 Transmit Spatial IM

The transmit Spatial Modulation (SM) activates a single antenna at the transmitter side to send an

"-ary APM symbol [97,98]. The detection of the index of the activated antenna among the#C TAs

conveys additional⌊log2(#C )⌋ VBs (spatial bits) tolog2(") real bits. In addition, an arbitrary number

of TAs is allowed in Fractional Bit Encoded Spatial Modulation (FBE-SM) [99] to facilitate fractional

bit rates over time, and in Spatial Modulation (SM) conceived for an arbitrary number of TAs (Spatial

Modulation with an Arbitrary number of Transmit Antennas (SM-ATA)) [100]. However, another

variant is proposed in [101] to combat the error propagation effect of FBE-SM, due to unequal bit

mapping for the transmitted symbols in [99], by changing the constellation order" of APM symbol to

keep the same number of total bits at each time slot.

Moreover, a simplified version of SM named Space Shift Keying (SSK) is introduced. All the

information bits of SSK are transmitted through IM without any APM symbol [102] to reduce the

receiver complexity, but at the price of lower SE for the same number of TAs. Later on, these

IM methods (SSK and SM) are generalized to allow the activation of a fixed number of transmit

antennas#0 at the same time to increase the number of virtual bits in Generalized Space ShiftKeying

(GSSK) [103] and GSM respectively. The latter can transmit the same APM symbol on all activated

TAs to add a transmit diversity [104], or different APM symbols on activated TAs to have a higher

SE by benefiting from the multiplexing gain [105]. In addition, SSK and GSSK are studied over

multiple access independent fading channels [106]. The authors proved that these modulations with a

multi-user detector are more robust to multi-user interference compared to conventional APM schemes.

Moreover, GSSK has SE higher than SSK for the same number of transmit antennas at the price

of performance degradation. Another SE enhancement method is added inBi-Space Shift Keying
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(Bi-SSK) [107], Quadrature Spatial Modulation (QSM) [108], to double the number of virtual bits of

SSK and SM respectively by activating different TAs for in-phase andquadrature components of the

signal. Afterward, Generalized-Quadrature Spatial Modulation (G-QSM) [109] extended QSM concept

by dividing the#C TAs into#6 subgroups of size#C8 then performs parallel QSM with same/different

"8-ary APM. Note that SM and QSM are combined with Space-Time coding in Space-Time Block

Coded Spatial Modulation (STBC-SM) and ST-QSM respectively [110,111], to provide also a diversity

gain.

Furthermore, Extended Space Shift Keying (ExSSK) is proposed in [112] that allows the activation

of variable number of transmit antennas varying between1 and#C −1 to have⌊log2(2#C −2)⌋ as virtual

bits, and another version of ExSSK is introduced later in [113] that conveys information bits even when

no antenna or all antennas are activated to have#C virtual bits. Similarly, the variable number of

active TAs is introduced in [114, 115] with SM (called Extended SM (Extended Spatial Modulation

(ExSM))) and Variable#0 Generalized Spatial Modulation (VGSM) scheme with single APM symbol

to have⌊log2(2#C − 2)⌋ andlog2(2#C − 1) virtual bits respectively, because at least one TA is needed

to transmit the APM symbol. The latter permits the usage of an arbitrary number ofTAs with the help

of the FBE-SM concept. These transmit spatial IM schemes are summarized inTable2.2 to highlight

their SE and the adopted methods to conveying the spatial information bits.

Additionally, the differential counterpart of SM (Differential Spatial Modulation (DSM)) [116,117],

and QSM (Differential Quadrature Spatial Modulation (DQSM)) [118] are proposed to eliminate the

requirement of Channel Side Information (CSI) at the receiver side. However, DSM has3dB SNR

penalty like most differential-based modulations compared to coherent SM [119], and it was enhanced

in [120] to achieve full diversity with two TAs.

2.3.2.2 Receive Spatial IM

A similar analogy for transmit spatial IM schemes (SM, GSM, QSM, SSK, and ExSSK) is considered

at the receiver side to convey bits by the index of RA(s). For instance, the Transmit Pre-coding

aided Spatial Modulation (TPSM) and Generalized Pre-coding Aided Spatial Modulation (GPSM)

target a single RA [121] and multiple RAs [122] while transmitting a single and multiple APM

symbol(s) respectively. Inspired by QSM concept, a Generalized Pre-coding-Aided Quadrature Spatial

Modulation (GPQSM) is explored in [123] to double the VBs of GPSM. Also, different schemes

without APM symbols are considered to reduce more the Rx complexity like Receive Antenna Shift

Keying (RASK) and Extended Receive Antenna Shift Keying (ERASK) that target a single RA [124]

and a variable number of RAs [125] respectively. Moreover, the authors of [125] upgraded the

ERASK technique by incorporating an APM symbol to achieve higher SE, asshown in Table2.2,

and this scheme is called Extended Receive Spatial Modulation (ERSM) [126]. For instance, ERSM

uses two different power levels for primary/secondary targeted RAs to allow APM symbol detection,

especially when no RAs are targeted. Inspired by DSM, the Transmit Pre-coding Aided Differential
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Figure 2.5– General system model for MIMO system with/without spatialIM.

Spatial Modulation (PDSM) is proposed to eliminate the requirements of the power normalization

factor in TPCM detection [127]. Note that the receive spatial IM schemes require the full knowledge

of CSIT to enable the pre-coding for focusing the emitted power on selectedRA(s), as depicted in

Fig. 2.5. For instance, the linear pre-coding such as Transmit ZF/MMSE (TransmitZero-Forcing

pre-coding (TZF)/Transmit Minimum Mean-Squared Error pre-coding (TMMSE)) and Maximum

Ratio Transmission Pre-coding (MRT) pre-coding techniques are mostly used to keep a low transmitter

complexity, where TZF cancels the interference on non-target RAs by using the pseudo-inverse of the

channel matrix and requires more antennas at Tx side (#C ≥ #A ), while the latter allows increasing the

spatial gain on target RAs by using the Hermitian of the channel matrix. Therefore, a sufficiently large

number of TAs is necessary for a better beam-focusing to allow correct detection of targeted RA(s).

2.3.2.3 Summary

A general system model for MIMO schemes with/without spatial IM is represented in Fig.2.5. The

control signal ’MIMO scheme selector’ in Fig.2.5 allows to: enable/disable the APM symbol(s)

transmission, adapt the number of bits associated with APM symbol(s) and the indexed element,

instruct the signal detection/de-mapping and the MIMO spatial stream generator. According to

the control signal, the latter block adapts to the selected MIMO schemes by the following: (1)

enable/disable the transmit precoding layer; (2) distribute the real and imaginary parts of APM

symbol(s) if any; (3) create the transmit vector with0 up to#C activated TA(s) to target0 up to#A
RA(s). In the transmit spatial IM context, the channel estimator at the Rx sideis required with all

schemes except the differential schemes like DSM [116]. Besides, not all TAs are activated together

during all the transmission time unless SMX without Transmit Spatial IM is selected. In the receive

spatial IM context, the CSIT is exploited to target the RA(s) by using all TAs,and the coherent/non-

coherent detection can be performed with/without the estimated channel. Notethat the full or partial
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CSIT is not necessary with Transmit Spatial IM, but it can be used at the Tx side to enhance the system

performance [15,63,128–130]. Furthermore, the authors in [131] proposed a Joint transmitter-receiver

SM (JSM) that uses the indices of TAs, RAs, and the APM symbols for data transmission. Hence, JSM

is able to provide simultaneously transmit/receive diversity and multiplexing gain.

Finally, the presented MIMO schemes with spatial IM domain are summarized in Table 2.2 with

their SEs. Although not all schemes are able to reach high SE, which is needed to reach ultra-high data

rates, these low SE systems can be suitable for different applications that target different advantages

such as lower Tx and/or Rx cost, less Inter-Antenna Interference (IAI), less detection complexity, higher

EE compared to traditional MIMO systems, etc. These advantages/disadvantages will be discussed

more in Section2.6.
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Table 2.2– Summary of existing MIMO schemes in the spatial IM domain.

System Spectral Efficiency 1 2 3 Number of activated/

Name (bpcu) targeted antenna(s)

T
ra
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m

it
S

pa
tia

lI
M

SSK [102] ⌊log2 #C⌋ 1

GSSK [103] ⌊log2�
#0
#C
⌋ #0

Bi-SSK [107] 2⌊log2 #C⌋ X #0 = 1 for I/Q: {1, 2}
ExSSK [112] ⌊log2(2#C − 2)⌋ X {1, . . . , #C − 1}
ExSSK [113] #C X {0, . . . , #C }
SM [97,98] log2 " + ⌊log2 #C⌋ X 1

DSM [116] log2 " + 1
#C
⌊log2(#C !)⌋ X 1

FBE-SM [99] ≈ log2 " + log2 #C X 1

SM-ATA [100] log2 " + ⌈log2 #C⌉ X 1

GSM using
log2 " + ⌊log2�

#0
#C
⌋ X #0

diversity [104]

GSM [105] #0 log2 " + ⌊log2�
#0
#C
⌋ X #0

QSM [108] log2 " + 2⌊log2 #C⌋ X X #0 = 1 for I/Q: {1, 2}
DQSM [118] log2 " + 2

#C
⌊log2 #C !⌋ X X #0 = 1 for I/Q: {1, 2}

G-QSM [109]
∑#6

8=1
log2 "8 + 2⌊log2 #C8 ⌋ X X

#0 = 1 for I/Q

in each subgroup:

{#6, 2#6}
ExSM [114] log2 " + ⌊log2(2#C − 2)⌋ X X {1, . . . , #C − 1}
FBE-VGSM ≈ log2 " + log2(2#C − 1) X X {1, . . . , #C }

using diversity [115]

R
ec

ei
ve

S
pa

tia
lI

M RASK [124] ⌊log2 #A ⌋ 1

ERASK [125] #A X {0, . . . , #A }
TPSM [121] log2 " + ⌊log2 #A ⌋ X 1

GPSM [122] #0 log2 " + ⌊log2�
#0
#A
⌋ X #0

GPQSM [123] #0 log2 " + 2⌊log2�
#0
#A
⌋ X X

Fixed#0 for I/Q:

{#0, . . . ,min(2#0, #A )}
ERSM [126] log2 " + #A X {0, . . . , #A }
PDSM [127] log2 " + 1

#A
⌊log2(#A !)⌋ X 1

1 with APM symbol(s).
2 using separate indexation for I and Q.
3 with variable#0.
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2.4 Channel/polarization IM domains

More IM schemes are investigated by exploiting the channel and antenna characteristics. For

instance, the latter take advantage of the different radiation patterns/planes generated using

reconfigurable/polarized antennas for example. However, the channel-based IM domain can convey

information by indexing the different real scattering clusters or emitted beams, as shown in Fig.2.6.

2.4.1 IM using polarized/Reconfigurable antennas

The reconfigurable antenna characteristics attracted the researchersalso to apply the IM concept, and

thus it allows the SE enhancement by exploiting the multiple possible Radiation Patterns (RPs). For

instance, SM with reconfigurable antennas creates#'% different RPs that can be indexed to transmit

log2 #'% bpcu in addition to"-ary APM symbol [132]. Similarly, the scheme based on SSK is

studied in [133] to achieve lower transceiver complexity. However, another architecture based on the

polarization IM dimension is proposed in [134] and called Polarization Modulation. This modulation

bears the VBs by the different RPs possibility emitted from the polarized TA, and it allows to transmit

1 extra bit by each dual-polarized TA.

2.4.2 Scattering and Beam based IM

In addition, Spatial Scattering Modulation (SSM) is proposed for mmWave uplink scenario in [135],

and it uses the analog and hybrid beamforming with a large antenna array to exploit through IM the

existing scattering clusters#2; in real channel. SSM transmitslog2 #2; + log2 " bits with a single

stream steered towards the selected cluster. However, SSM restricts its design to an orthogonal beam

and only at the Tx side by exciting the designated beam port at the transmitter beamforming network’s

input. Consequently, a Beam IM scheme is proposed later to relax this condition and make such a

system more practical and feasible [136]. Moreover, a generalized version like GSM called Generalized

Beamspace Modulation using Multiplexing (GBMM) with more RF chains at the Tx side is introduced

in [137] to transmits multiple data streams simultaneously and achieves higher SE. In comparison

to Receive Spatial IM schemes, the emitted beam of these channel IM schemes targets the selected

scattering cluster and not the RAs.

2.4.3 Media-Based Modulation using RF mirrors

Media-Based Modulation (MBM) is one of the newest members of the IM family that can be

implemented by intentionally altering the far-field radiation pattern of a reconfigurable antenna by

adjusting the On/Off status of the added RF mirrors according to the informationbits. This scheme is

based on parasitic reconfigurable antenna elements that contain PIN diodes to allow changing its status.
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In this sense, MBM offers an entirely new dimension for the transmission of digital information: the

realizations of wireless channels themselves by deliberate perturbation of the transmission environment

[138,139]. Note that MBM scheme is investigated in different transmission modes SISO,SIMO, and

MIMO where the results show that it has important SE and performance gainonly when more than one

RA is available [140].

MBM based schemes use#'� <8AA>AB RF mirrors around each TAs to generate different channel

states and convey#'� <8AA>AB additional information bits as long as the independence of the generated

RPs is guaranteed. However, a channel sounding is required prior to data transmission to estimate the

different fades realizations. A differential MBM (Differential Media-Based Modulation (DMBM))

scheme is proposed in [141] to combat the channel sounding burden, but it leads to performance

degradation. Besides, MBM is also considered with MIMO SMX (SMX-MBM)and STBC. The

former allows reducing the transmitter cost by decreasing the number of required RF mirrors for higher

SE [142], whereas the latter adds a diversity gain for a better system performance [143].

2.5 Multidimensional IM

The different IM domains shown in Fig.2.2 are also investigated jointly as multidimensional IM

schemes in order to combine various advantages. In the following, we present a few combinations of

IM domains that have more SE advantages, and for a wider survey, the readers are referred to the most

recent survey about multidimensional IM [144].

2.5.1 Channel/polarization IM with spatial and time IM domains

The polarization dimension can be integrated with all MIMO-IM schemes, and itallows achieving

higher SE, lower antenna array space occupancy, and/or better system performance in severe channel

conditions. The polarization domain’s appealing advantage is that it can be easily distinguished at

the receiver side even with a realistic cross-polarization correlation level.For this reason, the dual-

polarized TAs are used with different spatial IM schemes (e.g., Dual Polarized Spatial Modulation

(DP-SM) [145,146], DP-TPSM [147] and DP-GSM [20,21]).

Moreover, MBM based on RF mirrors was also combined with the different spatial IM schemes

(SM, GSM, DP-SM), e.g., SM-MBM [148], Dual Polarized Spatial Modulation with Media-Based

Modulation (DP-SM-MBM) [149], or GSM-MBM [139] techniques. These combined systems enhance

the SE progressively but at the price of larger acceptable detection complexity and transmitter cost (for

more details check [140, Table 1]).

Furthermore, the time IM domain is merged with MBM and SM-MBM to obtain their time-indexed

version TI-MBM and TI-SM-MBM, respectively [148], where the virtual bits are encapsulated on the

activated time slots and RPs for both schemes, and also by the selected TA with the latter. It is clear
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that the inherent SE drawback of the time IM domain will be reflected on these multidimensional

schemes TI-MBM and TI-SM-MBM, and thus leads to lower SE compared to MBM and SM-MBM,

respectively.

2.5.2 Modulation Type-based IM with spatial IM domain

The modulation type is also considered as another dimension for IM, where the selected modulation

scheme APM conveys some information bits. However, the different APM constellations should be

distinguishable to allow correct VBs recovery. For instance, the dual-mode and multi-mode schemes

presented in Section2.2take advantage of the modulation type IM to convey information bits by using

different APM.

This domain is incorporated with the spatial IM domain and mainly with SM and GSM

(Multi-Mode Spatial Modulation (MM-SM) and Multi-Mode Generalized SpatialModulation

(MM-GSM)) to achieve higher SE and/or performance gain [150, 151]. The idea of MM-GSM is to

transmit symbols from a primary APM set when#0 TAs are activated (similar to GSM) and to use one

or more secondary APM sets with all available TAs, inspired from modulation type IM domain. This

strategy increases the number of possible combinations, and thus more VBs are induced in addition

to APM bits. Note that the secondary APM sets size is half of the primary APM order "
2

to keep

the same number of bits for all transmitted symbols [150]. Besides, its counterpart in the Frequency

Domain Multi-Mode Spatial Modulation (FD-MM-SM) is presented in [152] to provide mainly the

same advantages by exploiting the spatial and modulation type IM, but the full-RF Tx architecture is

always required in the frequency domain based indexation.

2.5.3 Spatial IM with time and/or frequency IM

In addition to the previous domain combinations, Generalized Spatial-Frequency Index Modulation

(GSFIM) exploits both spatial and frequency (subcarrier) IM domains toconvey additional information

bits by combining GSM with OFDM-SIM concept [153]. Thus, GSFIM tries to overcome the SE

limitation of OFDM-SIM. Similarly, the space-time IM (STIM) is considered by using SM and SC-TIM

principle, where the VBs are conveyed by the index of activated time slots and the selected TA during

these time slots [154].

Moreover, dispersion matrix-based IM schemes are adopted to exploit different IM domains

simultaneously, where the spatial IM dimension is used with time IM and/or frequency IM. These joint-

IM schemes provide a good tradeoff between multiplexing and diversity gains for a better performance

in dispersive channel as shown in: coherent Space-Time Shift Keying(STSK) [155–159], differential

STSK [155], Multi-Set Space-Time Shift Keying (MS-STSK) [159], Space-Frequency Shift Keying

(SFSK) and Space-Time-Frequency Shift Keying (STFSK) [160].
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2.6 IM advantages/disadvantages and applications

After summarizing most of the existing IM schemes in this Chapter, it is interesting tohighlight their

potential advantages and challenges. In the SISO context, all systems in thetime and frequency IM

domains have a low SE gain and even a significant SE loss in most cases compared to the original

schemes without IM. This drawback is a consequence of discarding someavailable time/frequency

resources to enable IM technology. However, they still provide SE gain with low modulation APM

order (e.g., BPSK). Thus, they are suitable for LPWA IoT devices due totheir essential EE gain at

low data rates, as shown in [85]. Whereas, their SE/EE advantages vanish at higher data rates due to

the usage of higher"-ary APM order compared to conventional systems without IM. Note the non-

orthogonal schemes (Faster-Than-Nyquist with Index Modulation (FTN-IM) and SEFDM-IM based

schemes) and/or their combination with Modulation type IM as in dual-mode/multi-modeIM overcome

the SE limitation at the price of performance degradation. Similarly, the achievable SE of spatial IM

schemes without APM symbols is constrained by the antenna array size because only IM is used for

data transmission.

Hence, these systems are also more appropriate for LPWA IoT devices withlow-power and cost

constraints. More precisely, the receive spatial IM (RASK based schemes) is investigated for downlink

IoT applications since it permits the use of simple un-coherent IoT receivers for the detection of the

targeted RAs with low computational complexity [113]. Whereas, the transmit spatial IM without

APM (SSK based schemes) is investigated for the uplink IoT scenario to keep the compatibility with

its downlink transceiver system design [113]. Moreover, the GSSK system is also suggested for indoor

Visible Light Communication (VLC) systems in [161] to exploit IM advantages.

In contrast to SMX, the transmit spatial IM with single activated TA with/without APM symbol

eliminates the requirement of TAs synchronization and the IAI at the Rx. Furthermore, the spatial

IM schemes with APM symbol show an important SE/EE gain. Thus they are moresuitable for ultra-

high data rates applications, especially when multiple APM symbols are transmitted tobenefit from

multiplexing gain (e.g., GSM). Consequently, GSM system is studied in the mmWave [130,162,163]

and sub-THz bands [14,17].

Concerning the quadrature based IM schemes in SISO and MIMO are ableto enhance more the SE

and keep some EE gain, but mainly at the price of more considerable detectioncomplexity compared

to their original IM system. Moreover, QSM, DQSM, and G-QSM have higher transmitter cost and

power consumption than SM, DSM, and GSM; since more RF chains are required to use different TAs

for I/Q components. Whereas, the GPQSM uses already more RF chains and all TAs with GPSM to

target the selected RAs. However, in general, the receive spatial IM schemes can reduce the number of

RF chains when combined with the analog or hybrid beamforming.

It worth mentioning that the spatial IM domain, like any MIMO system in general,requires a

rich scattering environment to allow correct detection of indexed elements and the recovery of APM
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symbol(s), if any. Similarly, the schemes of channel IM domain are more channel-dependent, especially

SSM for example, which tries to apply IM concept on real channel details (scattering clusters). Note

that the other channel IM schemes (based on polarized/reconfigurableantennas, beamforming, or RF

mirrors) can control more the indexed element by the transceiver system design, and thus reduce the

dependency on the channel conditions. However, all channel IM schemes’ success and the maximum

SE gain are limited by the independence and number of the generated RPs. For instance, those IM

systems based on polarized/reconfigurable antennas have a limited number of RPs.

In contrast, the usage of RF mirrors in MBM system helps to achieve higher SE gain in bpcu

and a significant EE improvement only when more than one RA is used. Note that these advantages

of schemes that switch RPs at symbol rate (e.g., MBM) come with a critical disadvantage related to

the spectral regrowth due to discontinuity in their signals. This disadvantageis crucial for the band-

limited communication system and will deteriorate its effective spectral efficiency in b/s/Hz. In reality,

MBM comes with challenging design and implementation difficulties from the number of RF mirrors

that can be supported around each TA to the generated RPs’s characteristics and their interdependency.

Therefore, the future of these systems in channel IM domains is based onthe hardware components’

research and development in the next years.

Finally, multidimensional IM uses different indexation criteria jointly. Thus, such a system is very

appealing for SE enhancement, especially when the time/frequency IM dimensions are not involved.

Note that the joint IM systems try to take advantage of the different indexationtechniques, but they

have a detection complexity penalty, especially with a joint ML detector. A lower complexity detection

is possible by detecting each indexed element separately and successively before the APM symbol(s).

However, such detectors are more prone to error. The erroneous detection of the information on the top

indexed layer will propagate to the subsequent layer(s) and can highly degrade the system performance.

Thus, for a good performance, the top IM layers mainly should be very robust to channel conditions

with the minimum possible ambiguity between the indexed elements on each layer to minimizethe error

propagation when using a successive detection strategy. Therefore,the multidimensional IM schemes

are more beneficial when the last condition is satisfied to enable simple detectionor when the joint

detection remains feasible.

2.7 Conclusions/Discussions

This chapter presented conventional SISO/MIMO wireless communications systems and their different

possible extensions to apply IM concept. The various existing IM domains are also thoroughly reviewed

while highlighting the different strategies to convey additional information bits ineach domain. The

reviewed dimensions in this chapter are summarized in Fig.2.6, where each dimension introduces

another degree of freedom to convey information bits implicitly. It is worth mentioning that IM can be

applied to any property/element in the transceiver and even in the channelor surrounding environment,



44 | State of Art: Index Modulation

as long as the receiver can detect the indexed elements. Our comparison focused on the SE of these

systems to highlight their appropriate scenario and applications for B5G communication. In particular,

the SE of the different systems in the time/frequency, modulation type, and spatial IM domains are

investigated and summarized in Table2.1 and2.2. Then, the potential advantages/disadvantages and

challenges of all IM dimensions are discussed, and their suitable applications are highlighted. Note that

all IM schemes with appropriate configurations can provide SE/EE gain anda significant performance

enhancement compared to conventional communication systems without IM. For example, of an

inadvisable setting, the single-mode time/frequency IM schemes (e.g., SC-TIM, OFDM-IM, etc.) may

induce a huge SE/EE and performance penalty when trying to reach the sameSE as the original system

using APM order" > 4 without IM. This degradation (in order of9 dB [164]) appears in this case

since a higher"-ary APM order is required to compensate for the SE loss resulting from discarding

some available resources. While the dual/multi-mode with these SISO IM domains allows achieving

SE/EE gain even with high"-ary schemes, thanks to its combination with Modulation type IM, but

these systems suffer from higher detection complexity. Similarly, the channelIM domain provides the

same advantages, mainly when applied in SIMO/MIMO systems or with spatial IM domain but not in

SISO. However, the main drawback of MBM in the channel IM domain is the spectral regrowth that

can deteriorate the SE in b/s/Hz, and the limited number of uncorrelated radiations patterns in practical

implementation that limits the feasible SE.

The transmit and receive spatial IM schemes showed a significant SE improvement, especially

when incorporated with APM symbols multiplexing. According to the adopted scheme and its

configuration, the spatial IM can allow having some of the following advantages: higher SE, lower

transmitter and/or receiver cost, less IAI, better system performance, higher EE, and lower detection

complexity. Therefore, it is clear that the spatial IM domain has a flexible design that can be configured

to meet different specific requirements and tradeoffs among the spectralefficiency, energy efficiency,

deployment cost, and system performance.

In brief, the spatial-domain IM can enhance the SE/EE, depending on the spatial IM scheme being

adopted, while the time/frequency domain IM strategies in SISO have a limited SE enhancement (in

most cases a SE loss) but with a better EE for low data rate applications and performance especially in

a dispersive channel. Therefore, spatial IM is the most promising and practical existing IM dimension

for B5G that targets ultra-high data rates. In the next chapter of PartI, the transmit spatial IM domain

is considered due to its appealing advantages on SE and EE, while in PartII a novel IM domain is

proposed to avoid the limitation of the former and achieve our ultimate goal of low-power wireless

ultra-high data rates.
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3.1 Introduction

The wireless ultra-high data rate is required for many emerging scenarios as highlighted in Section1.1,

and in the following, we will focus on short-range indoor scenarios suchas a kiosk, indoor hot-spot

(high throughput WLAN), server farm, etc..., where the distance betweentransceiver is limited to few

meters.

In the previous chapter, a comparison between the different IM domains ispresented, and the

main advantages/disadvantages of each scheme are pointed out. In this chapter, our approach insists

on benefiting from IM and advanced MIMO schemes to enhance the SE of the power-efficient SC

modulation. For instance, the GSM system generalizes different IM techniques in the spatial IM domain

and shows an important improvement of SE, and thus it is a key enabler for wireless ultra-high data

rates systems. This chapter aims to provide a more in-depth study of the GSM system with single

carrier modulations in the sub-THz environment and discuss and tackle its mainchallenges.

Towards this end, first, GSM performance is analyzed with several APM indifferent channel

conditions, then the most appropriate APM candidates that can reach Tbpswith low power consumption

are selected. The results show that exploiting IM to transmit most of the information bits with low order

"-ary APM schemes to reach a high system SE is more power-efficient than GSM of same SE that

uses higher-order modulation and/or less virtual bits through spatial IM (like SMX in the extreme case).

However, the GSM system is sensitive to channel correlation. Since highlycorrelated channels as in

sub-THz bands can lead to erroneous detection of activated TAC and thecarried APM symbols. This

performance degradation is reduced in this chapter firstly by adequately selecting the legitimate TAC

set without instantaneous CSIT, using efficient spatial bit mapping.

Further, GSM and SMX systems are evaluated in sub-THz indoor channelswith RF impairments,

where the results reveal that GSM is a promising candidate for wireless ultra-high data rate systems.

Then, we proposed the DP-GSM system to enhance more the SE and EE by exploiting the polarization

dimension, and its analytical average BER is derived to truly characterize the system performance.

After these enhancements of GSM-based systems, it is essential to achievethe optimal GSM

performance with low detection complexity. Hence, we proposed a low complexity ML-based detector

to SMX, and then we extended this technique for the GSM system that generalizes many other IM

schemes while also considering the detection of the virtual bits. Our proposed detection algorithm

provides an excellent controllable performance-complexity tradeoff, where a prominent complexity

reduction in order of99% can be obtained while achieving the optimal performance.

The remainder of this chapter is organized as follows. Section3.2 analyzes the GSM system

in different channel conditions. Section3.3 presents the proposed techniques for GSM performance

enhancement in highly correlated channels. Section3.4 provides the comparison of GSM and SMX

from different perspectives in sub-THz channels with RF impairments. InSections3.5 and3.6, near

optimal detectors with low complexity are proposed for SMX and GSM systems respectively. Finally,
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Figure 3.1– GSM System Model

we present the proposed DP-GSM scheme with its analytical performance and sub-THz evaluation in

Section3.7.

3.2 GSM for low power Terabits systems

In this section, we propose a new approach based on constant or near-constant envelope SC modulation

with IM to reach Tbps with low power consumption. In addition, its feasibility is evaluated depending

on error performance, power consumption, complexity, and cost. The performance analysis of the

proposed approach with GSM scheme is addressed over spatially correlated/uncorrelated Rician and

Rayleigh channels. Moreover, the link budget is calculated, and the power consumption is estimated to

emphasize its importance for low power wireless Tbps. Finally, the advantages and challenges of GSM

system are discussed.

3.2.1 System Model

The GSM system model is a MIMO system with#C TAs and#A RAs. In this system, the source binary

information sequence1 is divided into two streams11 and12 as shown in Fig.3.1. The bit-stream11

is mapped by the"-ary APM such as QAM, PSK, CPM, etc. The bit-stream12 is encapsulated in the

index of the selected TAC at each symbol period, where each TAC is formed of #0 activated TA out of

#C .

The possible number of TAC with#0 activated antennas is the combination#0;; = �
#0
#C

. However,

only #) �� = 2 ⌊log2 (#0;;) ⌋ are used to keep the length of the VBs an integer number, and the other

possibilities are marked as illegal combinations. Note that the appropriate TACsshould be carefully

selected from the#0;; possibilities to minimize the interference and the effect of spatial correlation

between antennas as it will be shown in Section3.3. Accordingly, the number of bits per GSM symbol
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can be expressed as:

L�(" = log2(#) ��) + #0 . log2(") (3.1)

The GSM transmitted symbol vectorx = [G1, . . . , G#C ]) contains only ‘#0’ APM symbols

(B1, B2...B#0 ) at the positions of activated TAs according to the selected TAC based on12. Note that the

inter-antenna synchronization at the transmitter is required to make sure thatthe receiver can detect the

activated antenna from each received vectorH. The received signalH is expressed as:

y = Hx + v =

#0∑
==1

h: B: + v (3.2)

whereH = [h1, ..., h#C ] is the#A × #C MIMO channel matrix withh: is the column vector of#A
elements, the power of transmit symbols is normalized,v is#A×1 channel noise vector and its elements

EA obeys the i.i.d. AWGN with the variance off2
E , i.e,CN(0, f2

E ) for A = 1, . . . , #A .

3.2.2 GSM joint ML Detector

At the receiver side, the selected TAC index and the modulated symbols on allactivated TAs can be

jointly estimated using the ML detector that performs an exhaustive search over all the possible transmit

vector described as:

(̂s"! , Î) : x̂ = arg min
x∈Ω

‖y − Hx‖2 = arg min
s∈j,I∈I

‖y − HIs‖2 (3.3)

whereΩ denotes the set of all possible GSM transmit vectors in both the spatial and signal constellation

domains and̂x is the estimated transmit vector with#0 non-zero elements in the position of the

activated TAs,j contains the vectors of all possible APM symbols combinations ("#0 ), I =

{I1, I2, ..., I#) �� } is the set of all legitimate TACs where eachI contains the indices of activated TAs,

andHI is the sub-matrix ofH with #0 columns corresponding to activated TAs inI.

3.2.3 GSM OB-MMSE Detector

However, a GSM symbol detection with lower complexity is possible by OrderedBlock Minimum

Mean-Squared Error (OB-MMSE) [165]. The OB-MMSE detector reduces the iterations of search

algorithm by ordering the appropriate TAC and stop the search when‖y − H Îs‖2 becomes less than a

predefined threshold+Cℎ = #Af
2
E , wherês is the Minimum Mean-Squared Error (MMSE) equalized

symbol and quantized to an APM symbol. The descending order sorting of the TACs is based on their

weighting factorF8 that measures the reliability of each TACI defined as:

I? = (h?)†y (3.4)
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F8 =

#0∑
==1

I28= (3.5)

where(h?)† =
h�?

h�? h?
is the pseudo inverse of the?Cℎ column of channel matrixH with ? ∈ {1, . . . , #C }.

ThusI8= represents the element fromz = [I1, I2, . . . , I#C ] at the=Cℎ activated TA according to TACI8
where8 ∈ {1, . . . , #) ��}.

Then, the symbol vector is estimated by a simplified block based MMSE equalizer

ŝ8 = Q
(( (

HI8
)� (

HI8
)
+ f2

E I
#0×#0

)−1 (
HI8

)�y

)
(3.6)

whereQ represents the quantization operation that restrictsŝ8 to be a value from the APM constellation

setS and the#A × #0 matrix H �8 is a sub-matrix with all columns ofH corresponding to the antenna

indices in TAC�8.

The adopted notation for this system is GSM(#C , #0, ") where the parameter" is the APM"-

ary size," = 2? with ? ≥ 0. Note that? = 0 means that the transmitted symbols are just a constant

power value to simplify the receiver detection at the expense of a lower datarate. Furthermore, it worth

recalling that GSM includes other spatial modulation techniques such as the SMGSM(#C , 1, ") [98],

SSK GSM(#C , 1, 1) [166], GSSK GSM(#C , #0, 1) [103] and conventional MIMO SMX or BLAST

GSM(#C , #C , ") as shown in Fig.3.2. This feature can be utilized to have a reconfigurable system

with different data rates.

GSM

BLAST

SM

GSSK

SSK

GSM

Figure 3.2– GSM Derivatives

3.2.4 Channel Model: Rayleigh and Rician channels with\without correlation

In this section, we consider a slow fading MIMO channel matrixH as a Rayleigh or Rician multipath

fading channel with/without spatial correlation [167] defined as:

H =

√
 

 + 1
H!>( +

√
1

 + 1
�

1
2
A H#!>(�

1
2)

C (3.7)
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where is the Rician factor,H!>( andH#!>( are the#A × #C LoS and the non-LoS channel matrix

respectively. TheH#!>( can be considered as a Rayleigh channel whose elements satisfiesCN(0, 1).
In addition, the NLoS part exhibits a spatial correlation described by Kronecker model that assumes

the spatial correlations at the transmit and receive sides are separable.This model approximates the

correlation matrix�C ,A as the Kronecker product of the correlation matrices at transmitter and receiver,

denoted as�C , and�A , respectively:

�C ,A = �C ⊗ �A (3.8)

Thus, (3.7) includes the uncorrelated/correlated Rayleigh and Rician fading channel as a special

case depending on the value of and the correlation matrices.

3.2.5 Performance assessment and discussions

In this section, firstly, we compare MIMO SMX with GSM using RF-switching Tx architecture to prove

that the latter is able to reduce the number of required RF chains at both sides, but it is maintained only

at the receiver when using full-RF Tx architecture. However, these advantages of GSM are at the

price of a higher number of TAs, which is feasible for example with downlink scenarios as Kiosk

downloading at mmWave and sub-THz bands. Note that the RF-switching Tx architecture has some

drawbacks that will be discussed in sub-section3.2.7.1and Fig.3.6.

In the following, we present the numerical comparison between several APM-GSM systems that

employ different APM schemes: PSK, Differential Phase Shift Keying (DPSK), CPM, and QAM. The

BER of these systems in function of the average SNR was evaluated using Monte Carlo Simulations.

In order to conduct a fair comparison, the same transmission rate has beenused without restriction on

the constellation size and the number of antennas.

In fact, the GSM(#C , #0, ") parameters for Tbps are chosen, such that the required number of

RF chains is minimized to reduce the cost with a maximum allowed#C ≤ 22 and a given"-ary

APM. The adopted GSM detector in these systems is OB-MMSE that can detectthe TAC and the

APM constellations with low complexity. The simulations are performed over correlated/uncorrelated

Rayleigh and Rician channels with different correlation levels. The correlation matrices in the

Kronecker model are formed according to the exponential model of [168] where the elements of

transmit�C and receive�A correlation matrices are affected by fixed correlation factorV: [�C ]<,= =

V
|<−= |
C . We used�A = �#A to concentrate on the impact of correlation at the transmitter side where a

larger antenna array is used to convey the data in the spatial domain of indexmodulation.

The simulation parameters for the different systems that can achieve Tbps are summarized in Table

3.1. The CPM parameters used with CPM-GSM system are: modulation indexℎ = 1
3
, raised cosine as

frequency pulse with length! = 3 symbol intervals.
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Table 3.1– Simulation parameters for different APM-GSM systems

Parameters Value

CPM-GSM GSM(22, 6, 4)
QPSK-GSM GSM(17, 6, 4)

DQPSK-GSM GSM(17, 6, 4)
16QAM-GSM GSM(13, 4, 16)
64QAM-GSM GSM(11, 3, 64)
256QAM-GSM GSM(24, 2, 256)

#A 2#0
Rician factor [0, 3]

Oversampling factor 2

Raised Cosine RolloffU 0.2

Correlation factorVC [0, 0.2, 0.5, 0.8]
Number of GSM symbols 104

Fig. 3.3ashows the performance of different systems over uncorrelated Rayleigh channel. As we

remark, the systems with more data conveyed by IM with small"-ary size as (D)QPSK-GSM and

CPM-GSM have better performance than those with a lower number of antennas but with higher"-ary

size" ≥ 16. Therefore, the total BER is affected by the modulation order of APM beingused more

than the order of index modulation. In other words, the larger#) �� and the lower"-ary APM are,

the better the performance is.

The same systems are evaluated over the uncorrelated Rician channel, andthe simulation results are

shown in Fig.3.3b. However, the required SNR in this channel is higher than that in Rayleigh channel

for the same BER. It is worth mentioning that CPM-GSM has a notable degradation in the Rician

channel about10 dB, and this system requires an additional2 dB compared to Differential Quadrature

Phase Shift Keying (DQPSK)-GSM while it was completely the inverse in Rayleigh channel.

The best APM candidates (CPM-GSM and (D)QPSK-GSM) are comparedin Fig. 3.4aand3.4b

with different correlation levelsVC = [0.2, 0.5, 0.8] over Rayleigh and Rician channels respectively.

These results show that these systems conserve their good performancewith low spatial correlation

while they start to degrade at high correlation levels. In particular, (D)QPSK-GSM performance is

reduced by less than1 dB at un-coded BER= 10−4 when the correlation increases toVC = 0.5 as shown

in Fig. 3.4aand3.4b. Also, their performance degrades by approximately5 dB at a high correlation

level VC = 0.8, while CPM-GSM is more sensitive to correlation and degrades by6 − 8 dB.

Furthermore, the spatial correlation that is larger at high frequencies withuniform planar array

[169] affects any spatial modulation performance with multiple active TAs. However, its effect can be

reduced by carefully choosing the appropriate TAC and their elements, asit will be shown in Section

3.3.1.



3.2 GSM for low power Terabits systems |57

0 5 10 15 20 25 30 35 40
10-4

10-3

10-2

10-1

100 BER vs SNR over Uncorrelated Rayleigh Channel

CPM-GSM
DQPSK-GSM
QPSK-GSM
16QAM-GSM
64QAM-GSM
256QAM-GSM

(a)

0 5 10 15 20 25 30 35 40
10-4

10-3

10-2

10-1

100 BER vs SNR over Uncorrelated Rician (K=3) channel

CPM-GSM
DQPSK-GSM
QPSK-GSM
16QAM-GSM
64QAM-GSM
256QAM-GSM

(b)

Figure 3.3 – BER vs SNR for various APM-GSM systems over uncorrelated: (a) Rayleigh channel, (b) Rician
channel.
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Figure 3.4– BER vs SNR for (D)QPSK-GSM and CPM-GSM over correlated: (a)Rayleigh channel, (b) Rician
channel.

In reality, perfect channel estimation can not be guaranteed, and the results in [170] show that the

channel estimation error degrades the performance of large"-ary QAM (" = 16) rapidly and creates

an error floor at BER= 10−5 or higher while its effect on low"-ary as Quadrature Phase Shift Keying

(QPSK) is less important and the error floor is as low as BER= 10−7. Thus, these low"-ary APM,

which have a near-constant or constant envelope, are more robust tochannel estimation errors.
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3.2.6 Link Budget

In this section, the link budget is calculated for all systems for the same un-coded BER10−4 with

correlated/uncorrelated Rayleigh and Rician channels. Then, their power consumption for an ultra-

high data rate is deduced. For a fair comparison, these systems are configured for the same SE that is

defined as:

(��(" =
�8C'0C4 (18CB/B)

,(�I)
=
'((H<1>;/B) ∗ L�(" (18CB/BH<1>;)

, (�I) (3.9)

where' is the symbol rate, and, is the allocated bandwidth. Since the non-linear modulation as

CPM requires a larger bandwidth, its symbol rate is adjusted accordingly to keep the same occupied

bandwidth among all systems. Thus, the number of bits per GSM symbol must behigher with CPM,

as shown in Table3.3.

Henceforth, we consider close proximity scenarios (as Downlink kiosk) with distance d=5m and

channel bandwidth, = 1 GHz with channel aggregation/bonding. Note that the available spectrum is

in order of50 GHz in the frequency range between 90GHz and 200GHz according to [26] and 50GHz

contiguous spectrum between 275-325GHz [3].

Note that the receivers in this scenario are the mobile devices that have smallantenna gain, power,

and cost constraints. However, the antenna gains are higher when considering other scenarios with

longer distances as Wireless Backhaul, where the transceivers have less stringent cost/complexity

constraints.

In Table3.3, the required transmit power%C with small distance communication is calculated from

the required SNR according to the following parameters summarized in Table3.2:

Table 3.2– Link Budget equations to estimate the required transmit power%C
#) ℎ4A<0; = 10 log10(:.) .,) + 30 dBm
#�;>>A = #�86DA4 + #) ℎ4A<0; dBm
'G!4E4; = (#' + #�;>>A dBm
5 B?; = 20 log10(

4c3 52
2
) dB

)%0Cℎ!>BB = 5 B?; + �CC4=D0C8>= dB
��'% = )%0Cℎ!>BB − �A + !2A G + 'G!4E4; dBm
%C = ��'% − �C + !2C G dBm

where :, ) , #�86DA4, 5 B?;, 52, 2, �A/�C , !2A G/!2C G and ��'% are Boltzmann constant, the

temperature in kelvin, the noise figure, the free space path loss, the carrier frequency, the speed of

light in vacuum(2 = 3 × 108</B), receive/transmit antenna gain, receiver/transmitter cable loss, the

Effective Isotropic Radiated Power (EIRP) respectively.

Furthermore, the power consumption is deduced based on the power amplifier efficiency, which is

affected by the APM PAPR. Note that in this section, an RF switching is considered after the PA, as

depicted in Fig.3.1. Consequently, the constant and near-constant envelope modulations combined
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Table 3.3– Link Budget and Power Consumption for different GSM parameters achieving Tbps

Temperature (degree C) 20 150 5

99% of Channel Bandwidth   

(GHz)
1 44 44

Modulation CPM /4-QPSK /4-DQPSK 16-QAM 64-QAM 256-QAM Units

GSM (Nt,Na) (22,6) (17,6) (17,6) (13,6) (11,3) (4,3)

Bits per GSM symbol 28.00 25.00 25.00 25.00 25.00 26.00 bits

Symbol Rate (R) 0.80 0.92 0.91 0.91 0.92 0.91 GSym/s

APM Spectral Efficiency 1.59 1.83 1.82 3.65 5.49 7.3 bps/Hz

GSM Spectral Efficiency 22.26 22.90 22.80 22.83 22.88 23.71 bps/Hz

Total Throughput 979.4 1007.6 1003.2 1004.3 1006.5 1043.328 Gbps

 SNR with Rayleigh 13.00 12.00 15.00 20.00 29.00 31.00 dB

RX Noise Figure (NF) dB

Thermal Noise (Nthermal) dBm

Noise floor dBm

Rx Signal Level -60.93 -61.93 -58.93 -53.93 -44.93 -42.93 dBm

RX Cable Loss (Lcrx) dB

RX Antenna Gain (Gr) dBi

Free space path loss (fspl) dB

Vapour attenuation dB/Km

O2 attenuation dB/Km

Rain attenuaton dB/Km

Total Path loss dB

Required Tx EIRP 27.08 26.08 29.08 34.08 43.08 45.08 dBm

Cable Loss (Lctx) dB

TX Antenna Gain (Gt) dBi

Required Pt 4.08 3.08 6.08 11.08 20.08 22.08 dBm

PAPR for  (α=0.2) 0 3.8 4.86 7.5 8.2 8.35 dB

Theoratical PA Efficiency 0.8 0.52 0.44 0.34 0.3 0.28

Power per Channel 3.20 3.91 9.21 37.70 339.40 576.34 mW

0.14 0.17 0.41 1.66 14.93 25.36 W

21.48 22.35 26.08 32.20 41.74 44.04 dBm

SNR with Rician K=3 23.00 17.00 21.00 24.00 29.00 31.00 dB

Total Power Consumption 31.48 27.35 32.08 36.20 41.74 44.04 dBm

SNR with Rayleigh  =0.8 21.00 17.00 18.00 dB

Total Power Consumption 29.48 27.35 29.08 dBm

SNR with Rician   =0.8 29.00 22.00 27.00 dB

Total Power Consumption 37.48 32.35 38.08 dBmC
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with GSM prove their ability to reach a high throughput of1 Tbps. Also, they conserve their low

power consumption as shown in Table3.3 that is limited to few Watts while large"-ary APM-GSM

requires15 to 20 dB more. In addition, it is worth mentioning that CPM-GSM has the lowest power

consumption in Rayleigh channel, but this behavior changes with the spatial correlation effect or in

Rician channel due to its performance degradation. Therefore, QPSK-GSM system becomes the least

power consuming system due to its better performance. Whereas the DQPSK-GSM system requires

more power compared to CPM-GSM and QPSK-GSM, but it is more robust to cumulative phase noise.

The high"-ary APM-GSM systems exceed the maximum allowed EIRP limitations40 dBm; even

the 16QAM requires11 dBm as transmit power which is greater than the actual transmit power (%C is

in order of10 dBm) at the sub-THz frequencies with current technologies. For this reason, the power

consumption for large"-ary schemes (" ≥ 16) are omitted with correlated Rayleigh and Rician

channel.

These power estimations prove that with the proposed approach for Tbpsthroughput, less than 1

Watt (21 − 26 dBm) is sufficient for (D)QPSK-GSM and CPM-GSM in Rayleigh channel, and few

Watts (32 − 38 dBm) are more than enough even in highly correlated Rician channel (VC = 0.8).

Moreover, a high"-ary schemes also require a power-hungry ADC/Digital-to-Analog Converter

(DAC) with a large resolution. In comparison, the low order modulation schemes allow the usage of few

bits (1 − 3 bits ADC), which is a critical requirement to use higher speed ADC for a larger bandwidth

at a low cost. Therefore, the high"-ary APM-GSM systems are not suitable for an ultra-high data rate

in the order of Tbps with a given power expenditure.

However, the advantages of the CPM-GSM and (D)QPSK-GSM systems suffer from high optimal

detection complexity that will be tackled in Section3.6. Another advantage of QPSK system is

the ability to perform the demodulation in the analog domain that reduces the required converter’s

resolution [171], where they implement a multi-Gbps analog synchronous QPSK demodulator with

phase-noise suppression.

Finally, any system requires a higher SNR in more severe channels, but the analog or hybrid

beamforming gain can keep the systems shown in Fig.3.5 feasible in terms of energy consumption.

This feature is enabled by massive MIMO where the number of TAs can be increased by replacing

each antenna element by a small antenna array that performs analog beamforming as proposed in [130]

without increasing the number of RF chains at transmitter nor at the receiver side. Therefore, these

constant and near-constant envelope modulations with beamforming aided GSM are very appealing for

ultra-high data rates, especially for a Tbps downlink Kiosk scenario, where the power consumption and

cost of the receiver of the mobile devices are the most critical constraints.

In brief, the comparison of these APM-GSM systems from different points of view is illustrated in

Fig. 3.5, and it shows that the power-efficient (D)QPSK-GSM systems are a balanced tradeoff between

system performance, power efficiency, hardware cost, and detectorcomputational complexity.
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Figure 3.5– System comparison between different SC modulations with GSM.

In conclusion, the recent approach for high data rate wireless communication as used in IEEE

802.11ax is based on increasing the MIMO spatial multiplexing order and"-ary schemes, but it

requires a great effort to reduce the PAPR for limiting the power consumption. This approach is not

a convenient solution for the ultra-high data rate in the order of Tbps in the 90GHz-200GHz band,

especially for low-cost implementation where the efficiency and the achievable output power decreases

at higher frequencies with current technology. For this reason, we proposed a different approach that

insists on using power-efficient modulation like constant or near-constant envelope modulation (CPM

and (D)QPSK), and then enhance its SE with the aid of any IM techniques that can increase the system

SE and conserve the power efficiency. Furthermore, this approach allows the usage of low-resolution

ADC with low power and cost as required for sub-THz communication.

This section proved the feasibility of the proposed approach from different points of view as

performance, spectral\power efficiency, complexity, and cost. Therefore, our approach is more suitable

for reaching the ultra-high data rates in the order of Tbps with low power consumption. In the next

sub-section, the main challenges of the GSM system are discussed.

3.2.7 GSM Challenges

3.2.7.1 RF switching transmitter architecture

One of the advantages of GSM systems and transmit spatial IM schemes is thatit allows reducing the

number of RF-chains at the Tx and Rx sides because only one or a few TAs are activated at each symbol

period. However, the in-depth investigation of subcarrier-based SM showed that the MC waveform like
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OFDM requires more RF-chains at the Tx side since multiple TAs will be activated over the entire

OFDM frame [172, 173]. Afterward, the researchers noticed that the transmit spatial IM using SC

modulations with the minimum number of RF-chains (equal to the number of activated TAs) has a

spectral regrowth due to limiting the time duration of the pulse shaping filter to a single symbol period

[174]. In other words, the use of the minimum number of RF chains at the transmitter leads to pulse

shaping time truncation at the symbol rate since the activated TAs are changed. Hence, the transmitted

signal from each antenna becomes a signal windowed by a rectangular time-domain pulse. Thus, the

occupied spectrum increases, leading to SE in (b/s/Hz) degradation due tospectral regrowth, when the

spatial IM domain scheme requires an antenna transition at every symbol period. Moreover, the RF

switching time spent to change the activated TAs also induces some SE degradation, as shown in [175]

where they developed the effective SE for SM based schemes.

A possible solution for this problem is to use full-RF Tx architecture (Number of RF chains=#C )

with SC and MC modulations. This allows transmitting a band-limited pulse (of longer pulse duration

like conventional pulse shaping) on all TAs, even on non-active ones,and avoids RF switching time

issue. Another possible solution named Offset Spatial Modulation (OSM) [176], can reduce the

RF-switching time between the TAs with the aid of the instantaneous CSIT. Thus,for band-limited

communication systems, the minimum number of RF-chains with the different spatialIM schemes

cannot be guaranteed without an impact on SE.

In addition, the transmission rate is affected by the maximum switching rate between RF chains

that current hardware technology can support. Therefore, the usage of a transmitter with full-RF chains

(number of RF chains equals the number of transmit antenna) remains the obvious solution to avoid RF

switching drawbacks.

Finally, it is worth mentioning that this solution avoids any limitation in the achievable data rates

and conserves the low number of RF-chains at the Mobile Station (MS) receiver with cost constraints

in our considered scenarios.

3.2.7.2 Peak-to-Average Power Ratio

When RF-switching is considered after the PA, the PAPR of GSM signal measured at PA inputs is

maintained equal to that of the used APM schemes. However, there is an increase of PAPR with full-

RF GSM due to transmitting a pulse shaped signal generated from a sequence of APM/zero symbols

when the TA is/isn’t activated. Hence, the average power at the PA inputis reduced, and the PAPR of

GSM signal with full-RF architecture is increased. This PAPR increase depends on the number of zero-

symbols added for each TA during a specific time duration. Hence, increasing the number of activated

TAs in GSM systems keeps the low PAPR advantage of SC modulations in contrast to SM system

that has an important PAPR increase [173]. Thus, the GSM with full-RF Tx architecture can have a

balanced PAPR-performance tradeoff when the number of activated TAs is increased while conveying

most of the information bits in the IM domain.
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To summarize, Fig.3.6 shows both GSM transmitter RF architectures with SC modulation and

compares their operation along with advantages/disadvantages. Recalling that the full-RF transmitter

architecture is needed for subcarrier-based MC (e.g., OFDM) with any transmit spatial IM, because

different TAs are selected for each subcarrier to maintain its SE gain [172].
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Figure 3.6– Summary of GSM transmitter RF architecture.
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3.2.7.3 Spatial Correlation

One of the most significant limitations of transmit spatial IM systems is its performance degradation in

highly correlated channels as shown in the previous results with GSM, where the wrong detection of

activated TAC will consequently lead to an error in the detection of the symbols due to the attempt of

symbols estimation on non-activated TAs. As a result, the total BER will increase tremendously. To

combat the Rician Fading and the latter problem, a precoding technique that uses the TAs correlation

matrix and the channel statistics is proposed for SM in [129]. Similarly, another precoding method for

GSM in [128] is designed by the real-time optimization of maximum-minimum Euclidean Distance

(ED) that shows substantial performance gain with extremely fast convergence and low computational

complexity.

In this regard, the following section will introduce other approaches for GSM that be incorporated

with precoding based enhancement methods. Our techniques are based on an efficient TAC selection

method and a spatial bit mapper (Index-to-Bit mapping) to minimize the overall BER in highly

correlated channels.

3.3 GSM in highly correlated channel

In conventional GSM, the cardinality of the legitimate TAC set#) �� is a power of 2(2 ⌊log2 (#0;;) ⌋),
where the TACs are randomly selected among the possible TACs#0;;. Also, the mapping of the spatial

bits was just a binary coding for the selected TAC index.

Unlike the redesigned spatial modulation in [177] where they try to enhance the performance of

SM in a correlated channel by activating a second antenna to benefit from transmit diversity when the

most correlated TA is selected. In this section, we focus on the performanceenhancement of GSM

systems in highly correlated channels by proposing general methods for efficient TAC selection and

Index-to-Bit mapping. In this context, we designed a TAC selection method based only on the transmit

spatial correlation, which is quasi-constant for a specific Tx and does not require the instantaneous

CSIT estimation or its feedback. The TAC selection aims to reduce the errors inTAC detection because

these errors will propagate to APM symbols. In such a case, the erroneous detection of APM symbols

is due to the fact that the Rx is trying to detect the symbols on the non-activatedTAs since the TAC is

wrongly detected. Moreover, we proposed a spatial bit mapping based on Gray coding to reduce the

spatial BER. This mapping tries to reduce the number of different bits between the neighbor TACs that

are most susceptible to be interchanged in highly correlated channels.
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Figure 3.7– System model of GSM with TAC selection

3.3.1 Efficient Legitimate TAC Selection

The GSM system has#0 TAs activated out of#C TAs, and only#) �� = 2 ⌊log2 #0;; ⌋ TACs among#0;;
possible TACs will be used to encode the spatial bits. Firstly, the conventionalGSM system was used

with a random selection of#) �� out of#0;;, then TAC selections with/without CSIT were introduced

in [63]. TAC selection’s objective is to select the optimal legitimate TAC set that permits toreduce the

TAC detection errors.

In this sub-section, we will propose a TAC selection method without instantaneous CSIT for highly

correlated channels, and a comparative study with the existing methods will beprovided.

3.3.1.1 GSM System Relying on Channel Side Information at the transmitter side (EGSM)

The Enhanced GSM system (EGSM) is an adaptive technique proposed in[63] where it uses the

instantaneous CSIT, as shown in Fig.3.7 to select the optimal legitimate TAC set instead of random

TAC selection.

This selection is updated continuously in real-time to consider the channel variation. Then, the

transceiver shares the legitimate TAC set through a feedback channel. This method is based on

computing the Euclidian Distance (ED) matrixF between the#0;; TACs (I1, ..., I#) �� ) with all

possible"-ary APM symbols according to (3.10), then eliminating#A4 = #0;; − #) �� TACs having

the minimum ED.

F<,= = min
∀s<,s=



HI<s< − HI=s=


2
, (3.10)
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whereI< andI= are the TACs of index< and= respectively and they contain the indices of the activated

TAs within a TAC, ands represents the"-ary symbol vector of#0 elements with"#0 possibilities.

The number of ED estimations to generate the matrixW can be reduced from#2
0;;
("#0 )2 to

#0;;
(#0;;+1)

2
.("#0 ("#0+1)

2
) by removing the repeated estimations due to symmetry in eachF<,= and

W.

Despite the optimal TAC selection of this method, it still has a large complexity for real-time

estimation of these EDs, especially with large values"-ary and#0;;. The useful data rate will also be

highly reduced in a fast time-variant channel due to the overhead of the feedback channel. Moreover,

for obtaining full CSIT, an infinite rate feedback channel, is required, which is practically infeasible

for a band-limited channel.

3.3.1.2 Simplified Enhanced GSM S-EGSM

In this method, we target the mmWave/sub-THz bands where the antenna size and separation are very

small, which leads to a high spatial correlation. Thus, the spatial correlation matrices in (3.7) are the

dominant terms that will highly affect the detection of the activated TAC. For this reason, we propose

a S-EGSM that considers only the Tx spatial correlation matrix instead of the complete channel matrix

H, where there is a larger number of antennas compared to the Rx side. In addition, the Tx spatial

correlation matrix has very low variations (quasi-constant) for a specific Tx because it depends mainly

on the antenna characteristics, separation, and array geometry. Therefore, S-EGSM is a TAC selection

method without instantaneous CSIT, where the feedback channel is no morerequired as in EGSM

because the transceivers agree on the TAC set only once at the setup phase and they can update them

accordingly when the transmit spatial correlation is changed. The S-EGSMsystem can be described,

as shown in Fig.3.7but without using the CSI feedback (H).

The algorithm can be summarized as follows:

Step1: Generate all possible TACs according to#C and#0.

Step2: Using only the transmit spatial correlation, compute the lower or upper part of ED matrix W’

since by symmetryF′<,= = F
′
=,<:

F′<,= = min
∀s<,s=



HI<s< − ĤI=s=


2
, (3.11)

whereH is calculated according to (3.7) with H!>( = 0#A×#C , H#!>( = I#A×#C , and�A =

I#A×#A .

Step3: Sort the ED values in ascending order

[E1, E2, ...] = sort(F′, ‘ascending’) (3.12)
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Step4: Obtain the TAC set by removing#A4 TAC starting with those that generate the smallest EDs

(E1, E2, ...).

Note that another TAC selection method without CSIT was proposed in [63]. In the following, we

will compare our proposed method (S-EGSM) to both methods with/without CSITin [63].

3.3.2 Efficient Spatial bit mapping

After reducing the TAC error probabilities in the TAC selection methods, an efficient spatial mapping

(Index-to-Bit Mapping) is proposed to reduce the spatial BER further and thus the total BER. In

conventional GSM, the spatial mapping was simply the standard binary representation of the index

(< − 1) of the TAC I<, e.g., when#) �� = 4, the spatial bits forI1 to I4 are coded as00, 01, 10, 11

respectively.

In this section, we propose a spatial bit mapping method that considers the effect of spatial

correlation. Note that the spatial correlation will lead to the high similarity betweenthe channels

of neighbor TACs, so when the Rx mis-detects the activated TAC, it will most probably be confusing

by one of its neighbors.

Therefore, a Gray coding for spatial bits among each group of neighbor TACs can reduce the total

BER. The spatial correlation is the highest between the adjacent antennas, so the order of correlation

between any pair of TACs can be deduced from the Hamming distance between their antenna indices.

The algorithm for the proposed mapping is summarized in the following:

Step1: Compute the Hamming Distance (HD) matrix using the indices of activated antennas between

the#) �� possible legitimate TACs according to the following equation:

HD<,= =

#0∑
8=1

|<8 − =8 |, (3.13)

whereI< = {<1, ...<#0 } andI= = {=1, ...=#0 } and the activated antennas indices<8 and=8
on each TAC are sorted in ascending order. In addition, the number of HD<,= can be reduced

from #2
) ��

to (#) �� − 1) #) ��
2

by benefiting from the symmetry (HD<,= = HD=,<) and

skipping the distance calculation between the same TACs.

Step2: Compute the frequency of HD= 1 for all TACs _��=1
< : _1

1
, ..., _1

#) ��
that represents the

number of nearest neighbors for each TAC.

Step3: Sort the#) �� in descending order according to their_1
<:

[?1, ?2, ...?#) �� ] = sort(_1
<, ‘descending’). (3.14)
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Table 3.4– HD matrix for Spatial Mapping example with#C = 5 and#0 = 2

I< \I= I1 I2 I3 I4 I5 I6 I7 I8

I1 = {1, 4} 0 1 1 2 2 1 2 3
I2 = {1, 5} 1 0 2 1 3 2 3 2
I3 = {2, 4} 1 2 0 1 1 2 1 2
I4 = {2, 5} 2 1 1 0 2 3 2 1
I5 = {2, 3} 2 3 1 2 0 1 2 3
I6 = {1, 3} 1 2 2 3 1 0 3 4
I7 = {3, 4} 2 3 1 2 2 3 0 1
I8 = {3, 5} 3 2 2 1 3 4 1 0

_1
< 3 2 4 3 2 2 2 2

Step4: Start the Gray coding by assigning an unused bit mapping for the TAC that have the highest

number of nearest neighbors(?1, ?2, ..). If this TAC has a previously assigned bit mapping

skip this step.

Step5: Generate the Gray code set for this TAC where any bit mapping in the setdiffers only by a

single bit.

Step6: Get the allowed Gray set for this TAC by removing the used bit mapping.

Step7: Assign a bit mapping from its allowed Gray set to its neighbor TACs (HD= 1) if it is not

previously assigned.

Step8: Repeat from Step 4 until a bit mapping is assigned for all TACs.

In the following, we will illustrate an example for Gray coded spatial mapping with#C = 5 and

#0 = 2. Thus, the legitimate TACs (I1, ..., I8) shown in Table3.4are obtained from the TAC selection,

and each TAC index will be mapped tolog2(8) = 3 spatial bits.

Consider a uniform linear antenna array, the HDs between indices of activated antennas are

generated using (3.13), i.e. HD1,2 = |1 − 1| + |4 − 5| = 1. Note that the HD matrix for these TACs

and the_1
< are represented in Table3.4 (Step 1, 2). Firstly, the Gray coding algorithm starts with the

TAC I3 that has the highest number (_1
3
= 4) of nearest neighbors (I1, I4, I5, I7) as shown in Table3.4.

According to Step 3 to 6,I3 is initialized with ′000′, then its Gray Set is generated{001, 100, 010}, and

nothing is removed because not all bit mappings have yet been used. Then, the bit mapping forI1, I4, I5
are assigned respectively from its Gray set, andI7 is left for future assignment by another TAC. Next,

the neighbors forI1 = 001 (previously assigned) with_1
3
= 3 will be assigned from its allowed Gray

set{101, 011,✟✟000}. Finally, these steps are continuously repeated until a bit mapping is assigned for all

TACs.

This best-effort Gray coding for spatial bits reduces the effect of spatial correlation that causes

confusion in the detector at Rx between neighbor TACs. Note that this methodenhances the spatial



70 | Generalized Spatial Modulation based schemes

BER up to 2 dB, as shown in the next section because it limits the number of different bits between

neighbors TAC to the minimum possible.

3.3.3 Results for proposed S-EGSM and best-effort spatial bit mapping

In this sub-section, firstly, we compare our proposed technique for TACselection S-EGSM to the

existing methods EGSM and No CSI method in [63]. Note that both methods without instantaneous

CSIT (S-EGSM and No CSI from [63]) estimate offline the best legitimate TAC set once in the setup

phase, and they will keep using this set all the time while the Tx configuration (#C and#0) and antenna

array characteristics are unchanged. However, the EGSM method is an adaptive TAC selection that

keeps tracking the channel variation and updates the TAC set accordingly. Hence, this method requires

a feedback channel to share the selected TAC set between the transceiver. For a fair comparison, we set

the same GSM configuration with the same channels and transmitted bit-stream forall TAC selection

methods. These TAC selection methods are compared under different transmit correlation factors to

highlight the importance of the proposed method S-EGSM in highly correlated channels.

The correlation matrices in the Kronecker model are formed according to theexponential model

of [168] where the elements of the transmit�C and the receive�A correlation matrices are affected by

a correlation factorV: [�C ]8, 9 = V
|8− 9 |
C . We used�A = �#A to concentrate on the impact of correlation

at the Tx side where a larger antenna array is used to convey the data in thespatial domain of index

modulation.

The following parameters are adopted with all TAC selection methods:�(" (#C , #0, ") =

�(" (6, 2, 2), #A = 4, VC = {0, 0.4, 0.8}, the number of GSM symbols is104 simulated under100

channel realizations. In addition, S-EGSM takes into consideration only thetransmit spatial correlation

matrix, which is the dominant term in highly correlated channels. For this reason, Rician channel is

used with = 5 to prove that the S-EGSM will not be affected by the LoS component even when

neglecting the Rician factor in Step 2 of the S-EGSM algorithm. Moreover, the adopted GSM

detector in these systems is OB-MMSE that can detect the TAC and the APM constellations with a

balanced tradeoff between system performance and complexity.

The results in Fig.3.8ato Fig. 3.9 show that the adaptive method EGSM with CSIT has the best

performance in all correlation levels because it keeps updating the legitimate TAC set instantaneously

according to channel variations. However, we notice in Fig.3.8a to Fig. 3.9 that the No CSIT

method from [63] has a slightly better performance at low SNR compared to S-EGSM, but as transmit

correlation level increases the S-EGSM performance at high SNR becomes the best TAC selection

without instantaneous CSIT. Moreover, the advantage of No CSIT method[63] at low SNR disappears

in highly correlated channelVC = 0.8, and the performance of proposed S-EGSM becomes better by

1.4 dB at BER=10−4 compared to the other method without CSIT.
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Figure 3.8– BER vs�1/#0 for various TAC selection with: (a)VC = 0, (b) VC = 0.4.
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Figure 3.9– BER vs�1/#0 for various TAC selection withVC = 0.8

Therefore, the S-EGSM is an efficient TAC selection method without instantaneous CSIT in highly

correlated channels, which is the case in mmWave and THz bands where the correlation factor is in

the order ofVC = 0.8 according to [169]. However, the TAC selection with CSIT EGSM can be used

in the slow time-variant channel (small Doppler) to achieve the optimal performance, while in fast

variant channels TAC selection methods without instantaneous CSIT is preferred to avoid the increased

complexity due to real-time TAC selection and to limit the overhead of the feedbackchannel. Finally,

the usage of S-EGSM technique in a fast variant channel environment depends on the correlation level,

where it will be highly recommended for highly correlated channels.
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Figure 3.10– BER vs�1/#0 for different TAC spatial mapping withVC = {0.2, 0.6}

In the following, the spatial mapping with binary and gray coding is compared under the same

conditions with different correlation levels. For this comparison, we used�(" (7, 4, 2) where we have

⌊log2(�4
7
)⌋ = 5 spatial bits. As shown in Fig.3.10, as the correlation factor increases, the Gray coding

gain increases from0.15 dB to 0.4 dB. Note that the gray coding gain is higher when TAC selection is

not used because it reduces the number of neighbor TACs.

Consequently, the gray coding gain appears when the detector at the Rx isconfused between the

activated TAC and one of its neighbor TACs (HD=1). This misdetection of theactivated TAC can cause

a single bit error only if this TAC and its neighbors are Gray coded. Thus,the gray coding advantages

appear more in a highly correlated channel, as shown in Fig.3.10where the neighbor TACs cannot be

distinguishable at the Rx side to correctly detect the activated TAC.

Moreover, this gain does not always appear because the gray codingfor spatial bits is a best-effort

algorithm to reduce the number of bits difference between neighbor TACs.However, the gray coding

for all neighbor TACs is not always guaranteed, so this gain in some cases might vanish, and the

performances for both the gray and normal binary coding become similar. Note that the Gray coding

for spatial bits is prepared offline once for a given GSM configuration.Therefore, the gray coding

should be used in spatial mapping because in all cases it will have some gain,but it will never have a

loss compared to normal binary coding for spatial bits.

In the following, we show that the gray coding gain is larger when all the neighbor TACs are

gray coded. For example, the gray coding for all neighbors can be satisfied when SM is taken into

consideration because it has a single active antenna instead of#0 (SM(#C , ") = GSM(#C , 1, ")).
The gray coding gain increases with SNR for SM(16, 2) and#A = 2 in a highly correlated Rician

channel ( = 5), as shown in Fig.3.11where it reaches1.5 dB at BER=5.10−4.
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Figure 3.11– Spatial BER vs�1/#0 for binary and gray coding for spatial bits

To conclude this section, we proposed a TAC selection method without instantaneous CSIT

(S-EGSM) for highly correlated channels, where we consider only the transmit spatial correlation.

Hence, the proposed S-EGSM without instantaneous CSIT is more suitable for time-varying channels

since it permits to avoid the overhead of the feedback channel and the increased complexity in real-

time TAC selection. However, the adaptive TAC selection with full CSIT (EGSM) can be adopted in

time-invariant or slow-time varying channels to reach the optimal performance. Hence, the decision of

GSM TAC selection can be summarized in the flowchart shown in Fig.3.12.

Moreover, we developed an algorithm that uses gray spatial bit-mapping inGSM (applicable for

GSM sub-systems) to minimize the number of bit errors between neighbor TACs. Finally, it is worth

mentioning that the authors of [178] proposed to use signature constellations with an inter-constellation

minimum ED for different TAs to combat the Rician Fading channels and to reduce more the channel

correlation effect, where it also provides an important performance gain, and it can be incorporated

with our proposed techniques.

3.4 GSM with RF impairments

MIMO system with IM as GSM [105] is a promising technique for wireless ultra-high data rates

system where it achieves the best performance and lowest power consumption when using low

order modulation schemes in correlated/uncorrelated Rayleigh and Rician channels [14] as discussed

in Section 3.2. However, GSM performance degrades in highly correlated channels and many

enhancement techniques are proposed in [63] and [15] to reduce this degradation as shown in Section

3.3. Moreover, mmWave and sub-THz bands are considered for B5G ultra-high data rate scenarios

[4] as highlighted in Section1.1. However, these bands especially the sub-THz suffer from higher
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Figure 3.12– Flowchart decision for the most suitable GSM TAC selection.

channel attenuation and sensitivity to small environment details [36] [6], severe RF-impairments and

many technological limitations such as low output power, limited resolution of high-speed low-power

ADCs [39], important PN introduced by the LO [11].

In this section, different modulations schemes with GSM are compared from different perspectives

while considering the sub-THz impairments mentioned in Section1.2. The effect of PN has been

investigated for these modulation schemes in sub-THz channels using uniform linear and rectangular

antenna arrays. Moreover, SMX and GSM are compared from different perspectives while considering

these impairments. The comparison is also performed in terms of PAPR, power consumption, optimal

detection complexity, and transmitter/receiver cost. In addition, the link budget and the system power

consumption is estimated for both systems.

3.4.1 Sub-THz MIMO Channel

A ray-based deterministic channel modeling developed by our BRAVE partner SIRADEL for sub-THz

Band (mainly between 90-200 GHz) is presented in [36]. It is worth mentioning that the propagation

channel model in [36] considers the material properties, gas attenuation, and the impact of furniture that

leads to more obstructions along the propagation paths and new scattered paths. It also characterizes

the main channel properties such as path loss and delay spread for LOS,NLOS with vegetation, and

NLOS cases for indoor in-office and outdoor in-street scenarios. Inthe following, we will focus on the

downlink hotspot (or kiosk) indoor scenario where the AP, acting as transmitters, and the MSs, acting as

receivers, are equipped with#C and#A isotropic antennas. Therefore, the MIMO propagation channels

are obtained using the simulator for ray-based deterministic channel modeling. The MIMO channels are

obtained with different array geometry, such as ULA and URA. Note that an antenna element separation
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Figure 3.13– In-office scenario environment studied by our ANR BRAVE partner SIRADEL [36]

of 4_, where_ is the wavelength, is considered to reduce the effect of spatial correlation [169], and

thus enhance MIMO communication.

3.4.2 Sub-THz Phase noise model

It is well known that a practical oscillator can never generate a pure sinusoid, and the PN increases

with the carrier frequency. Thus, the sub-THz communication system should be analyzed under this

impairment since neglecting its impact is no more tolerable as in sub-GHz systems.

In general, the analysis of PN impact on MIMO systems is dependent on the RF architecture, where

there are mainly two LO setups: DO, Centralized or Common Oscillator (CO). Themain difference

is that each antenna in the DO setup has its own LO, while in the CO setup, all antennas at the

transmitter/receiver are connected to a common LO. Consequently, all parallel streams in CO have

the same PN while the DO suffers from different phase and amplitude distortions.

The PN model is widely investigated where the PN, in general, is modeled by two main models:

Gaussian PN (uncorrelated PN) and Wiener PN (correlated PN). The wiener model is more accurate

since it includes the cumulative PN (correlated term) due to the integration step of the Phase-Locked

Loop (PLL). However, for high-rate communications, the effect of Wiener PN on the system

performance is negligible compared to the Gaussian PN [179]. Besides, the wiener PN process becomes

negligible compared to the Gaussian for wide-band systems where the oscillator corner frequency52
is small compared to the system bandwidth [11]. Thus uncorrelated Gaussian PN model is appropriate

for sub-THz bands. Note that the uncorrelated model remains valid when the following condition is
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satisfied [11]:

#B 5
2
2)

2 ≤ ln(2)
2c2

, (3.15)

where#B is the number of symbols per frame,52 is the corner frequency of the oscillator and) is the

symbol period. It is clear that a careful communication system design can limitthe wiener effect by

selecting the appropriate#B and) .

The received baseband vector of an equivalent#A × #C MIMO system with phase noise can be

expressed as:

ỹ = ΦAHΦCx + n, (3.16)

whereΦC andΦA are the#C × #C and#A × #A diagonal matrices of phase noise from the transmitter

and receiver oscillators respectively. These phase noise matrices canbe represented as follows:

ΦC = diag
(
[4j\) G

1 , ..., 4
j\) G
#C ])

)
(3.17)

ΦA = diag
(
[4j\'G

1 , ..., 4
j\'G
#A ])

)
, (3.18)

where\) G
8

and\'G
9

are the phase noise at the8Cℎ TA and 9 Cℎ RA respectively that can be described in

sub-THz band by a truncated Gaussian distributionN(0, f2
6) with zero-mean and variancef2

6 similar

to SISO PN model described by our BRAVE partner CEA-Leti in [11]. In the DO setup,\) G
8

≠ \) G
9

and\'G
8

≠ \'G
9

for all 8 ≠ 9 . However, in the CO setup, with different oscillators at Tx and Rx sides,

\) G
8

= \) G for all 8 = 1, ..., #C and\'G
9

= \'G for all 9 = 1, ..., #A . Thus, the received signal in the CO

setup can be simplified to:

ỹ = 4j\) G 4j\'GHx + n (3.19)

3.4.3 System comparison: GSM vs SMX

3.4.3.1 Performance in sub-THz environment

In this section, the performance of the GSM subjected to sub-THz impairments will be studied using

the sub-THz channel generated from the ray-based model. Firstly, we will show the impact of PN

in DO setup over MIMO sub-THz channels on GSM systems with different modulation schemes for

an indoor ultra-high data rate scenario. The system comparison is performed with different PN levels

(low f2
6 = 0.001, mediumf2

6 = 0.01, strongf2
6 = 0.1) without applying any phase noise mitigation

technique. In our comparison, we consider the sub-THz indoor MIMO channels with a separation

distance between MS and AP going from2 to 8 meter (m), i.e., an average distance of5m. For a

fair comparison, the different GSM systems are compared under the same SE, which requires the

same number of activated TAs#0 and the same total number of TAs#C when using linear modulation

schemes as PSK, QAM, DPSK, PAM. The optimal ML detection is used along withthe same number of

RAs#A . In the following, we will consider different GSM systems with12 bits per channel use (bpcu)
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Figure 3.14– BER performance of different APM-GSM systems in sub-THz channels and with different PN
levels in DO setup. The spectral efficiency is12bpcu. The concerned sub-THz indoor MIMO channels are
generated using ULA array geometry with4_ antenna separation. (a)#A = 6 , (b) #A = 10.

with #C = 10 and#0 = 3 and one of the following modulations: QPSK, DQPSK, 4PAM. Note DPSK

and PAM schemes are considered in our study with MIMO GSM because theyshow some robustness

to PN in SISO channels.

Fig. 3.14shows clearly that QPSK-GSM outperforms DQPSK-GSM and 4PAM-GSM subjected

to any PN level. For example, a gain of3.4 and5 dB is obtained using QPSK-GSM as compared to

DQPSK-GSM and 4PAM-GSM systems, respectively with#A = 6 at low PN, as shown in Fig.3.14a.

However, these values of gain become respectively2.5 and5.2 dB when#A = 10, as shown in Fig.

3.14b. Moreover, the performance gain of QPSK-GSM is much higher at medium PN compared to

DQPSK-GSM and 4PAM-GSM. Thus, MIMO QPSK-GSM is more robust to PNeven when compared

to PAM modulation, which is not sensitive to PN in SISO mode. Note that these systems, without

phase noise mitigation techniques, suffer from a high error floor when subjected to strong PN in sub-

THz channels. The simulation results with URA geometry are shown in Fig.3.15, where similar

conclusions on the obtained gain can be drawn for low PN with the difference that all systems require a

slightly larger SNR due to the higher spatial correlation between antennas. However, only QPSK-GSM

maintains the small degradation at medium PN when using URA geometry.

Therefore, GSM can survive at low to medium PN in the sub-THz channel,but more research is

required to enhance GSM performance with a strong PN channel. We wouldlike to highlight that

the performance could be improved in the PN channel by using PN robust modulations (e.g., spiral

QAM [180]), powerful channel coding technique and special detector/equalizer designed specifically

for PN channel.



78 | Generalized Spatial Modulation based schemes

0 5 10 15 20 25 30
10-4

10-3

10-2

10-1

100

Figure 3.15– BER performance of different APM-GSM systems in sub-THz channels and with different PN
levels in DO setup. The spectral efficiency is12bpcu. The concerned sub-THz indoor MIMO channels are
generated using URA array geometry with4_ antenna separation and#A = 10.

It is worth mentioning that low order modulation schemes are only considered with GSM because

they have lower PAPR, lower power consumption, and lower sensitivity to PNcompared to higher

"-ary APM schemes, and they can be accompanied with low-power high-speed ADCs of few bits

resolution. Among the compared low order modulations, QPSK-GSM achievesthe lowest power

consumption due to the lowest SNR requirements and PAPR. Note that anotherdrawback for"-

ary PAM is that higher"-ary PAM suffers from higher PAPR increase and require larger resolution

bits for ADCs due to using only the amplitude dimension in the signal domain. Finally,these GSM

systems with low order modulation4−ary APM have similar computational complexity in terms of real

multiplication/additions and cost in terms of the number of RF chains.

In the following, the average BER performance of SMX and QPSK-GSM are compared over

different sub-THz channel realizations, while varying PN levels and antenna array geometries. Fig.

3.16shows clearly that QPSK-GSM outperforms SMX subjected to any PN level. For example, a gain

of 4 dB is obtained using QPSK-GSM as compared to QPSK-SMX system, and whichgoes to6.8 dB

when compared to16QAM-SMX with #A = 6 at low PN as shown in Fig.3.16a. However, these

values of gain are respectively reduced to2 and4.2 dB when#A = 10, as shown in Fig.3.16b. Note

that QPSK-SMX in sub-THz channels performs better than 16QAM-SMX for the same SE in all cases.

Moreover, the performance gain of QPSK-GSM is much higher at medium PNwhen compared

with QPSK-SMX, and becomes more advantageous when compared to16QAM-SMX, where the

results prove that the high"-ary QAM schemes are very sensitive to PN. Thus, GSM is more robust

to PN since the amount of information being conveyed and contained in the phase of the complex

symbols (QPSK or QAM) is less as compared to SMX, while a part of this information is conveyed

through the virtual bits (less sensitive to the PN effect). Note that both systems, without phase noise
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Figure 3.16– Average BER performance of12bpcu MIMO SMX and GSM systems subjected to different phase
noise levels in DO setup. AP-UE mean distance is3<40= = 5<. ULA array geometry with4_ antenna separation
is used with (a)#A = 6, (b) #A = 10.

mitigation techniques, suffer from a high error floor when subjected to highPN in sub-THz channels.

The simulation results with URA geometry are shown in Fig.3.17, where similar conclusion on the

obtained gain can be drawn with the difference that all systems require a slightly larger SNR due to the

higher spatial correlation between antennas.
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Figure 3.17– Average BER performance of12bpcu MIMO SMX and GSM systems subjected to different phase
noise levels in DO setup. AP-UE mean distance is3<40= = 5<. URA array geometry with4_ antenna separation
is used with#A = 10.
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Therefore, QPSK-GSM can survive at low to medium PN in the sub-THz channel more than SMX

systems of the same SE, but more research is required to enhance the system performance with a high

PN channel.

3.4.3.2 Optimal Detection Complexity

In this subsection, SMX and GSM receivers are compared from the detection complexity point of view.

The ML complexity is measured by the number of Real Multiplications (RMs) performed because the

hardware complexity of the addition is negligible compared to the multiplications. Thenumber of EDs

being calculated in the ML detector for SMX is"#C = 2L("- while it is #) ��"#0 = 2L�(" for

GSM. The number of non-zero RMs in the matrix multiplicationHx is 4#A#C for SMX and4#A#0

for GSM since each Complex Multiplication (CM) is4 RMs and2 real additions. In addition, the

Frobenius norm contains2#A RMs, so the total ML detector complexity for SMX and GSM in terms

of RMs can be expressed as:

�("- = 2L("-+1(2#C + 1)#A (3.20)

��(" = 2L�("+1(2#0 + 1)#A . (3.21)

It is clear that GSM and SMX have the same detector computational complexity when they have

the same system SEL("- = L�(" , number of activated TAs and RAs, even with higher modulation

order in SMX system. However, SMX suffers from higher computational complexity when the number

of TAs in SMX #C > #0 is increased to maintain the same efficiency and modulation order as GSM

for better robustness to PN using low modulation order. The complexity of SMXin both configurations

compared to GSM with the same spectral efficiency (12bpcu) is illustrated in Fig.3.18, where MIMO

QPSK-SMX is1.86 times more complex than QPSK-GSM.

3.4.3.3 PAPR Discussion

In this sub-section, we will complete our analysis by considering other important factors for sub-THz

communication. MIMO systems in sub-THz bands require using low order modulation schemes as

QPSK mainly for two reasons: 1) higher robustness to PN and 2) the limited resolution of ultra-

high-speed low power ADCs to few bits (limited quantization levels). Thus, low order modulation

schemes with GSM or other IM techniques are required to achieve ultra-highdata rates in the sub-THz

environment.

When using the same modulation schemes, GSM and SMX have the same PAPR onlyif an

RF antenna switching is applied after the PA, as detailed in Section3.2.7.2. However, the full-RF

transmitter architecture without RF switching is preferred to avoid any SE lossand transmission rate

dependency on the physical RF switching rate, as discussed in Section3.2.7.1. This solution leads
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Figure 3.18– ML detector computational complexity for GSM and SMX with same spectral efficiency12bpcu.

to higher transmitter cost (for AP can be tolerated) and a higher PAPR compared to SMX since

GSM PAPR highly depends on the modulation schemes and the number of inactive TAs (refer to

Section Section3.2.7.2). Note that the PAPR affects the PA efficiency and thus the system power

consumption. Simple PAPR reduction techniques can mitigate this drawback of GSM. In conclusion,

the RF switching, when performed after the PA to maintain the same PAPR, induces a SE decrease

in the GSM transmitter. Whereas the GSM with full-RF Tx architecture, i.e., more RFchains, has

a slightly higher PAPR compared to QPSK-SMX, and PAPR reduction techniques can compensate it.

Note that the cost of GSM TX with full-RF architecture can be tolerated for thebase stations/APs, and

this solution is more appropriate for ultra-high data rates system since the RF-switching is no more

needed and the SE gain by IM is conserved.

3.4.3.4 Link budget for systems in sub-THz environment

In this subsection, the link budget for SMX and full-RF GSM subjected to PN inindoor sub-THz

channels for downlink ultra-high wireless data rates is presented. In this linkbudget estimation, the

system configuration shown in Fig.3.16bwith medium PN is used to estimate the required transmit

power for achieving the needed SNR at un-coded BER= 10−4. The link budget, the estimated total

power consumption, and the data rates using GSM and SMX are presented inTable3.5with different

values of the total system bandwidth.

In Table3.5, the required transmit power%C with small distance communication is calculated from

the required SNR according to the following parameters to the equations summarized in Table3.2.

Furthermore, the power consumption is deduced based on the PA efficiency, which is affected by the

PAPR. It is clear from Table3.5 that GSM has a lower power consumption compared to SMX even

when using full-RF GSM that suffers from higher PAPR and thus lower PAefficiency. Note that the
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Table 3.5– Link budget of SMX and GSM systems over sub-THz channels andsubjected to medium PN.

System Parameters GSM SMX
Carrier frequency (GHz) 150.00
Distance (m) 2 to 8
Channel Bandwidth, (GHz) 0.50
Spectral Efficiency (bpcu) 12
Data Rates per Channel (Gbps) up to 6
Pulse Shaping: Rolloff Root Raise cosine: 0.2
Spectral efficiency (b/s/Hz) 10
Required Transmit Power%C (dBm) -1.96 to 10.08 2.04 to14.08
Transmit antenna gain�C (dBi) 15.00
EIRP (dB) 13.04 to 25.08 17.04 to 29.08
5 B?; (dB) 81.98 to 94.02
Receive antenna gain�A (dBi) 5.00
Received power'G;4E4; (dBm) -63.94 -59.94
Thermal noise (Power Spectral Density (PSD)) (dBm/Hz) -174.00
Noise figure#�86DA4 (dBm) 7.00
Thermal noise#) ℎ4A<0; (dBm) -86.94
Noise floor# 5 ;>>A -79.94
SNR with medium PN (dB) 16.00 20.00

Average PAPR (dB) 7.66 6.18
PA efficiency 0.32 0.38
Power consumption (dBm/channel) 2.99 to 15.03 6.24 to 18.28

12.5 GHz channel bonding (25 channels)
Data Rates (Gbps) 125
Total Power consumption (dBm) 16.97 to 29.01 20.22 to 32.26

48 GHz channel bonding and aggregation (96 channels)
Data Rates (Gbps) 480
Total Power consumption (dBm) 22.81 to 34.85 26.06 to 38.10

required EIRP for both systems to reach AP-UE distance up to8 m is less than the maximum allowed

EIRP in regulations (40 dBm). The required transmit power for GSM is achievable using the existing

electronic technology, while for SMX system, it is14.08 dBm for8 m AP-UE distance, which is more

than the currently available output power at the sub-THz band.

In our example, the PAPR is estimated after the pulse shaping of QPSK-GSM, and it is 1 − 2

dB higher compared to QPSK-SMX. However, GSM keeps a lower power consumption due to its

lower SNR requirement for the same BER. For clarification, GSM requires3.25 dB less than SMX

system, which means less than half of the required power with SMX system. Moreover, the total power

consumption and data rates are estimated with different total system bandwidths that are available in

the band between90 GHz and175 GHz. SMX and GSM systems can reach up to125 Gbps and 480

Gbps ( 0.5 Tbps) when the considered total system bandwidth, after channel aggregation and bonding,

is 12.5 GHz and48 GHz respectively with0.2 pulse shaping roll-off factor. Therefore, if the residual
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PN before detection is at a medium level, the presented system QPSK-GSM can be considered an

appropriate solution for ultra-high wireless data rates system in the sub-THz while having an acceptable

AP power consumption between0.2 and3 Watts for0.5 Tbps.

In conclusion, the different APM schemes with GSM subjected to realistic sub-THz impairments

in an indoor environment are compared from different perspectives,where QPSK-GSM proves its

superiority compared to other APM-GSM. In addition, GSM and SMX are compared from different

perspectives with the same conditions. The simulation results reveal that MIMO GSM outperforms

SMX for all PN levels in the sub-THz channels using ULA or URA array geometry with non-coherent

detection. The performance gap increases with the increase in PN, whereGSM outperforms SMX

in terms of BER even when both systems use the same modulation order. Among SMX systems,

QPSK-SMX achieves better performance than 16QAM-SMX at the cost ofhigher detection complexity.

The performance of higher-order QAM-SMX is primarily limited due to higher sensitivity to PN. In

addition, GSM system with non-coherent detection achieves good performance in the presence of low

and medium PN, and a PN mitigation is required for high PN case.

Finally, compared to SMX system, the GSM system with low modulation order offers better

performance, lower complexity, lower power consumption (less than half compared to SMX) and

higher robustness to PN and few-bits ADC resolution requirement, which make it a potential candidate

for ultra-high data rates in sub-THz bands. However, full-RF GSM may suffer from higher transmitter

cost and PAPR, but it overcomes the ultra-fast RF switching issue and theSE possible degradation.

Moreover, we would like to highlight that low order modulation schemes are required to allow related

systems to survive with sub-THz technological limitations, which imposes the useof spectral-efficient

IM techniques to achieve ultra-high data rates. In the next sections, the high detection complexity

problem for SMX and GSM using the optimal ML is addressed by proposing low-complexity quasi-

optimal detector for each system.

3.5 Near-Optimal Performance with Low Complexity ML-based

detector for SMX

MIMO SMX technique allows reaching high SE. However, the decoding of the received signal at the

receiver side becomes a very complex task with larger modulation order andlarge-scale MIMO.

In general, the performance of such systems highly depends on the receiver detection methods

where the best estimate is obtained by the ML detector. However, the ML detector complexity increases

exponentially with the number of TAs and it is not practical for high order modulation schemes due to

the huge number of possible multiplexing combinations. Consequently, the complexity of soft detection

of MIMO-QAM is reduced by avoid computing all the EDs [181].



84 | Generalized Spatial Modulation based schemes

Moreover, some known solutions in the sate of art which make use of ML criteria such as Sphere

Decoding (SD) [182–184] and QR decomposition with orderM Maximum Likelihood Decoding

(QRM-MLD) [185] preserve the optimal performance, but they still suffer from major drawbacks. For

instance, the SD complexity is highly dependent on the initial value for the search radius: if the search

radius is chosen too small, there may be no solution in the hypersphere, but ifthe search radius is chosen

too large, the number of points to explore may become too large, and the algorithm will encounter the

same issue as ML-based detection algorithms [186]. Also, its complexity is very dependent on the

SNR and on the channel modeling parameters used for implementing the algorithm.Compared with

SD, QRM-MLD technique, which only keeps the bestM candidates for the next level search, has fixed

throughput and is suitable for pipelined hardware implementation. However,it involves a very high

complexity, especially for higher modulation schemes like256 QAM. Finally, these techniques cannot

be implemented on highly parallel hardware architecture and are thus not suitable for real-time high

data rate transmission.

In addition, the linear detector based on ZF or MMSE [187] or OSIC criteria [96] have a low

complexity but the overall performance is limited by an error-floor comparedto the ML detector.

Moreover, the performance of OSIC detector highly depends on the strongest detected signal and can

suffer from an error propagation due to the added interference whena symbol is wrongly detected.

In this section, a new detection technique, called OSIC-ML [19, 188], is investigated which

combines the linear technique OSIC with the non-linear technique ML. It aims to approach the

complexity of linear detectors while maintaining the performance of non-linear detectors. The

system performance with perfect/imperfect channel estimation and the computational complexity of

the proposed detector are evaluated with different configurations to highlight its advantages.

3.5.1 Proposed OSIC-ML Detector

The MIMO-SMX system model and the joint ML detector that estimates the#C APM symbols are

summarized in Section2.3.1.

3.5.1.1 Detection algorithm

A possible implementation for an OSIC-ML based receiver (RCV) is depictedin Fig. 3.19. The receiver

aims to estimate the#C emitted symbols,̂G1, Ĝ2, Ĝ3, ..., Ĝ#C . This detector can include any existing

ordering technique used with the conventional OSIC detector for better interference cancellation. In

the following, we consider a detection without any ordering and with the simplest ordering technique

based on the channel matrix columns norm (‖h8 ‖2). This power ordering technique computes once the

#C norms and sorts them in decreasing order to identify the order of symbol detection. The notationG (8)
is used to represent the8Cℎ symbol after ordering, whileG8 represents the emitted symbol from the8Cℎ
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Figure 3.19 – OSIC-ML model with/without ordering. ’EN’ is a boolean variable to activate the ordering
technique prior to detection and interference cancellation. The stream estimator in the#C receive circuits is
based on a linear symbol detection.

TA. Note thatG (8) andG8 are the same when the ordering is not considered (OSIC-ML without power

priority).

The received signaly can be expanded as:

y = h(1)G (1) + h(2)G (2) + h(3)G (3) + ... + h(#C )G (#C ) + v, (3.22)

whereh(8) represents the(8)Cℎ column vector of the ordered (if any) channel matrixH. Each of the

#C receiving circuits ('�+1, ..., '�+#C ) computes and removes the interference successively while

detecting the symbols. The successive interference cancellation is performed in cascade by subtracting

the interference of the previous detected symbolĜ (8−1) from the reduced-interference observationỹ(8−1)
as shown in Fig.3.19. The interference cancellation process in each'�+8 can be expressed as:

ỹ(8) = ỹ(8−1) − h(8−1) Ĝ (8−1) . (3.23)

Note that if the symbol is correctly detected, then the interference is successfully canceled in the course

of estimatingG (8+1) . Otherwise, an error propagation is incurred.

To avoid this possibility that impairs the decoding processing, we consider not only the sliced

(quantized) estimatêG (8) , but also the#48 nearest neighbors of the raw estimate (non-sliced)Ǧ (8) to

create the neighbor subset�(8) for 8 = 1, . . . , #C .

For clarification, each receiving circuit'�+8 computes first the raw estimationǦ (8) for the symbol

in the8Cℎ order of detection using a linear detector like ZF and MMSE, then they are sliced (quantized
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to #48 nearest symbols by taking the#48 constellation points that have the minimum EDs between

Ǧ (8) and the" possible constellation points) to provide the constellation set�(8) of #48 nearest sliced

estimates. Other detection techniques are also possible, as the proposed detector is not restricted to any

specific technique. In the following, we will consider the ZF equalization/decoding where its weight

matrix is defined as:
W

H (8)
/�

= (H�
(8) .H (8) )−1H�

(8) . (3.24)

where the sub-matrixH (8) obtained fromH by removing the columns of the previously detected

symbols{(1) to (8 − 1)}. Thus, the raw estimation can be deduced by using the(8)Cℎ row of W
H (8)
/�

as

follows:
Ǧ (8) = W

H (8)
/�

(
(8), :

)
y, (3.25)

The next receiving circuit'�+8+1 is executed for each possible estimated symbol in the constellation

subset�(8) , and similarly for the subsequent receiving circuits in order to generate the different

constellation subsets�(1) , �(8) , ..., �(#C ) .

Then, these constellation subsets are provided to the ML verification module as candidates to select

a final estimatêxOSICML for the vectorx:

x̂OSICML = arg min
Ĝ(1) ∈�(1) ,..., Ĝ(#C ) ∈�(#C )

‖y − Hx̂‖2

= arg min
Ĝ(1) ∈�(1) ,..., Ĝ(#C ) ∈�(#C )

‖W/�y − x̂‖2. (3.26)

This problem can be represented as a search in a tree of height#C and branching factor#48, as depicted

in Fig. 3.20. The number of possible transmit MIMO vector provided by the tree is#
#C
48

.
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Figure 3.20– The tree search for the OSIC-ML MIMO detectors of#C height and#48 branching factor. The
corresponding branches of each node in the tree are numberedfrom 1 to #48.
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For the ML optimal MIMO detection,#48 will be equal to the modulation scheme order"

(#48 = ") that results in"#C possible transmit vectors. It is clear that the ML complexity increases

exponentially with the number of TAs and leads to a huge complexity with high order modulation

schemes. However, the proposed OSIC-ML allows controlling the system’sperformance-complexity

by selecting a suitable1 ≤ #48 ≤ ". The raw estimatěG (1) is the root of the tree, and its#48 nearest

neighbors constitutes the set�(1) containing the candidate for the first symbol in the detection order.

Then, for each branch of�(1) the corresponding interference cancellation is performed prior to the next

raw estimatěG (2) and its#48 nearest neighbor selections. Similarly, the constellation subsets for all the

#C transmitted symbols are obtained successively. Finally, the ML verification step is performed on the

reduced subset of##C
48

possible transmit vector instead of the"#C possibilities as in ML detector.

The OSIC-ML algorithm to estimatêxOSICML is summarized in Algorithm1, whereQ#48 (.) denotes

the quantization operation that gives the#48 nearest sliced neighbors of the raw estimateǦ (8) . Note the

Matlab matrix notations were used, and the input to this algorithm can be the ordered ỹ, and ZF can be

replaced by MMSE to deduce the raw estimations.

Algorithm 1 Proposed OSIC-ML detector for MIMO SMX systems.

1: procedure OSIC-ML(y,H, #48 , #C )
2: C = 0#C×#48

#C
⊲ OSIC-ML MIMO vector candidates

3: WH
/� = (H� .H)−1H� ⊲ ZF weight matrix overH

4: Ǧ (1) = WH
/� (1, :) y ⊲ Zero-Forcing equalization

5: x̂(1) = Q#48 (Ǧ (1) ) ⊲ Find#48 nearest sliced neighbors
6: C =RECURSION(x̂(1) , y,H, #C ,C, 1, 1)
7: x̂OSICML = arg min

x̂∈C
‖W/� y − x̂‖2. ⊲ ML Verification

8: end procedure

9: function RECURSION(x̂, y? ,H ? , #C ,C, 8, <)
10: for 9 = 1 + (< − 1)#48 to<#48 do
11: v = 1 + ( 9 − 1)#48 #C−8 : 9#48

#C−8

12: C(8, v) = Ĝ( 9 − (< − 1)#48)
13: y = y? − H ? (:, 1)Ĝ( 9 − (< − 1)#48) ⊲ Cancel interference
14: H (8) = H ? (:, 2 : 4=3) ⊲ Remove1BC column inH ?

15: if H (8) not emptythen ⊲ End of tree ifH (8) is empty

16: W
H (8)
/�

= (H�
(8) .H (8) )−1H�

(8)
17: Ǧ = W

H (8)
/�
(1, :) y ⊲ Zero-Forcing equalization

18: x̂ = Q#48 (Ǧ) ⊲ Find#48 nearest sliced neighbors
19: C =RECURSION(x̂, y,H (8) , #C ,C, 8 + 1, 9)

20: end if
21: end for
22: return C

3.5.1.2 Complexity Analysis
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The offline complexity of the pre-computationsCOffline in OSIC-ML includes the ZF weight matrix
estimation of size#C × #A (line 3 in Algorithm I), and those for the raw estimation of size#A4< × #A
(line 16) where the number of remained un-detected APM symbols#A4< decreases progressively from
(#C − 1) to 1 in the recursion nested calls. Note that the pseudo inverse of a matrix of#A4< × #A
contains#3

A4< + 2#2
A4<#A CMs and#3

A4< + #2
A4<(#A − 1) + #A4<(#A4< − 1)#A Complex Additions

(CAs).

C�"offline =

#C−1∑
8=0

(
(#C − 8)3 + 2(#C − 8)2#A

)
(3.27)

C��offline =

#C−1∑
8=0

(
(#C − 8)3 + (#C − 8)2(#A − 1)

+ (#C − 8)(#C − 8 − 1)#A
)

(3.28)

The number of RMs and real additions for offline computations can be easilydeduced as follows

4C�"offline RMs and2C�"offline + 2C��offline real additions respectively since each CM contains 4 RMs and

2 real additions. Note that when the channel is static over a long period, thecomplexity of any pre-

processing steps becomes negligible.

The online computational complexity comes mainly from raw estimations, neighborssearch,
interference cancellation, and ML verification. The row multiplication in line (4)and (17) of Algorithm
1 includes#A CMs and#A − 1 CMs, and these operations are performed on each node that leads to
1−#48#C

1−#48 times. Note that each CM in these steps can be computed with 3 RMs and 3 real additions
since,/� is known in advance [189, Eq. (12)]. Note that the quantization (slicing) of raw estimations
and the selection of the#48 nearest neighbors requires" EDs (‖Ǧ − G‖2) equivalent to2" RMs and
3" real additions, and it is done after each raw estimation. The number of operations for interference
cancellation is one less than that of raw estimations, where each one containsa CM between a column
of H with a complex number, which is equivalent to4#A RMs and2#A real additions. Finally, there
are#48#C EDs in OSIC-ML, and the complexity of each square of ED for the vector with#C complex
elements is2#C RMs and4#C − 1 real additions. Thus, the online computational complexityC of the
proposed detector in terms of RMs and real additions are given by:

C'"online = (7#A + 2")
(
1 − ##C

48

1 − #48

)
− 4#A + 2#C#

#C
48

(3.29)

C'�online = (7#A + 3" − 2)
(
1 − ##C

48

1 − #48

)
− 2#A + (4#C − 1)##C

48
(3.30)

Therefore, the total complexity in terms of real operations isCOSIC-ML = 4C�"offline + 2C��offline + C'�online+
C'"online.

Therefore, it is clear that the proposed method allows a tremendous complexity reduction compared

to the ML-based solutions, by taking benefit of the reduced subset of thepossible vectorsx estimated

through linear detection methods. Moreover, this solution has dramatically better performance than the

linear methods as it will be shown in the next section.
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Figure 3.21 – Uncoded BER performance of SMX-MIMO system using different detectors. The system
parameters are:#C = 4, #A = 5, #48 = 2 and3: (a) QPSK (SE=8 bpcu), (b)16−QAM (SE=16 bpcu).

3.5.2 Proposed SMX detector OSIC-ML results and discussions

The performance of MIMO-SMX systems with the proposed OSIC-ML detector is evaluated through

the measurement of uncoded BER versus SNR. It is assumed that the MIMOflat fading channelH is

following Rayleigh distribution with their complex values are i.i.d complex GaussianCN(0, 1), and

it is perfectly known at the receiver. Hence, the SNR per RA can be expressed as SNR= 1

f2
E
. The

proposed detector with/without power priority (ordering) is compared to thelinear detectors (ZF and

MMSE), conventional OSIC with power priority, the non-linear SD and the optimal ML detector. The

BER in these simulations is the average BER over different channel realizations.

In Fig. 3.21a, the performance of MIMO-SMX transmitting QPSK symbols using#C = 4, #A = 5,

#48 = 2 and3 is provided. The performance of the linear detectors ZF and MMSE is far from the ML

optimal performance by around 10 dB, whereas the conventional OSIC with power priority reduces this

gap to 7 dB. However, the performance of the proposed OSIC-ML using#48 = 2 without/with power

priority has 2.5 dB and 3.8 dB SNR gain, respectively, compared to the conventional OSIC with power

priority. Moreover, further performance enhancement with OSIC-ML can be achieved by increasing

the number of considered nearest neighbors, i.e., OSIC-ML using#48 = 3, where 5 dB and 6.2 dB

SNR gain are respectively obtained without/with power priority. This makes theOSIC-ML detector at

only 0.8 dB far from the ML optimal detector.

In Fig. 3.21band3.22, the performance is illustrated with the same system parameters used in

Fig. 3.21abut with a larger modulation schemes: 16-QAM and 64-QAM. Similar results areachieved,

where the quasi-linear OSIC-ML detector remains the best performance-complexity tradeoff even with

higher modulation schemes using small#48 = 2, 3 and4. For instance with 64-QAM and#48 = 4,
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Figure 3.22 – Uncoded BER performance of SMX-MIMO system using different detectors. The system
parameters are:64−QAM, #C = 4, #A = 5, #48 = 2, 3 and4 that has a spectral efficiency of24 bpcu.

there are"#C = 224 vector candidates in ML detection wheras only#48#C = 28 candidates in OSIC-ML

detection for a SNR loss of only 1 dB. Hence, the#48 value should be selected to achieve a balanced

complexity-performance tradeoff where a near-optimal performance can be achieved with#48 ≪ ".

Note that the proposed detector becomes similar to ML when#48 = ".

Moreover, the proposed OSIC-ML detector is evaluated with different#C and#A in Fig. 3.23

to highlight its advantages for a larger MIMO scale. The results of Fig.3.23reveals that OSIC-ML

reaches the optimal performance with low complexity due to using small#48 = 4 when" = 16 even

with high SE. Furthermore, the robustness of OSIC-ML to imperfect CSI atthe receiver is presented

in Fig. 3.24. The performance of the system depicted in Fig.3.24with 12 bcpu and different channel

estimation error variancef2
4 shows that the system performance using SD and OSIC-ML detectors

degrades by less than0.5 dB with f2
4 = 10−3. Whereas a higher performance degradation with all

detectors is observed withf2
4 = 10−3, but a low error floor at3.2 × 10−5 is obtained with SD and

OSIC-ML in contrast to OSIC and ZF/MMSE equalizers.

Finally, the relative complexity reduction (CML−COSIC-ML
CML

) and the required SNR to reach a BER=

10−4 for different system configurations are summarized in Table3.6. It is clear from this Table that the

proposed detector allows reaching the optimal performance while having very low complexity, and a

slight increase of the#48 parameter has a significant impact on performance with negligible complexity

increase. In addition, Table3.6 gives an idea about how to configure a dynamic system in terms of

complexity or SE requirements.

It is worth mentioning that the computational complexity of the proposed OSIC-ML is also lower

than that of SD detector. For instance, the dominant complexity for both detectors from the ML

verification module is proportional to#48#C for OSIC-ML,"#C for ML, and lower bounded by"W#C
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Figure 3.23– Uncoded BER performance of SMX-MIMO system using different detectors with different number
of TAs. The system parameters are:16−QAM, #C = [4, 6, 8], #A = #C +2, #48 = 4. The SE is[16, 24, 32] bpcu.
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Figure 3.24 – Uncoded BER performance of SMX-MIMO system using different detectors with perfect and
imperfect channel estimation. The system parameters are: QPSK, #C = 6, #A = 10, #48 = 2 andf2

4 =

[0, 10−2, 10−3]. The SE is12 bpcu.

Table 3.6– Relative Complexity reduction vs SNR for different systemconfigurations at BER= 10−4.
System SE SNR for ML SNR for OSIC-ML Relative Complexity Reduction

Configuration (bpcu) (dB) (dB) with respect to ML (%)
#C = 4, #A = 5, " = 16, #48 = 2 16 22.8 26.7 99.9518
#C = 4, #A = 5, " = 16, #48 = 3 16 22.8 24.7 99.9075
#C = 4, #A = 5, " = 16, #48 = 4 16 22.8 23.1 99.8164
#C = 4, #A = 5, " = 64, #48 = 3 24 28.8 30.8 99.9994
#C = 4, #A = 5, " = 64, #48 = 4 24 28.8 30.3 99.9988
#C = 6, #A = 8, " = 16, #48 = 4 24 19.4 19.7 99.994
#C = 8, #A = 10, " = 16, #48 = 4 32 19.2 19.7 99.9997
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for SD whereW depends mainly on the SNRd and constellation order" [186]. The exponent factor

W is W ≪ 1 for low " and it is large with high"-ary scheme (W up to 1) [186]. For illustrating the

complexity of these detectors, the following example with" = 16 is provided:CML ∝ 24#C , CSD ∝
24#CW = [22.8#C , 22.2#C ] respectively ford = [10, 15] dB [186], andCOSIC-ML ∝ #48#C = [2#C , 22#C ]
for #48 = [2, 4] respectively.

Therefore, the presented results show clearly that the performance ofthe OSIC-ML method

with a convenient#48 is similar to the high-complexity optimal ML and SD detectors even with

large-scale MIMO and imperfect CSI. Moreover, the OSIC-ML reduces prominently the complexity

while attaining the near-optimal performance, thanks to the added ML verification step on a limited

constellation subset.

In conclusion, the OSIC-ML quasi-linear detector is proposed for MIMOspatial multiplexing,

which enables an important performance enhancement while keeping a lower complexity compared to

non-linear detectors of similar performance. The proposed algorithm avoids redundant computations

of ML detector on all possible transmit vectors by selecting#48 nearest neighbors around the estimated

symbols and avoids the tremendous complexity increase with the number of TAs especially for

high order modulation schemes. In addition, the number of considered nearest neighbors for each

raw symbol estimation#48 controls the tradeoff performance-complexity of the proposed OSIC-ML

detector where higher value achieves better performance and increases the constellation subset in the

ML verification. Simulation results show that the proposed algorithm providessubstantial complexity

reduction compared to the non-linear detectors and hence exhibits a better performance-complexity

tradeoff compared to the existing linear/non-linear detectors even with imperfect CSI and large-scale

MIMO.

Moreover, other more complex ordering techniques like SNR, Signal-to-Interference-plus-Noise

Ratio (SINR) and Received Signal based ordering used with conventional OSIC detector can be

used with the proposed OSIC-ML to enhance the performance more but also at the price of higher

complexity.

Finally, the complexity of OSIC-ML can be further reduced by pruning the search-tree as an

example, but this will lead to a variable complexity upper bounded by#
#C
48

EDs estimation. Note

that this complexity reduction can be a drawback for the hardware implementation compared to the

fixed-rate initially proposed by the OSIC-ML detector that can be easily implemented in a parallel

architecture. For instance, the detection techniques that have variable search space as SD have

undesirable highly variable decoding delays, and thus they require additional buffers, which is a

drawback for hardware implementation [190].
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3.6 Near-Optimal Performance with Low Complexity ML-based

detector for GSM

Upon the results presented in this chapter, GSM showed its significant SE/EEenhancement. However,

the optimal joint ML (presented in Section3.2.2) that detects the activated TAC and the transmitted

symbols suffers from high complexity, especially when this scheme is used withlarge modulation order

and number of activated TAs to reach high rates. Consequently, a low complexity linear detection is

proposed in [105], but it leads to substantial performance degradation. Another low complexity detector

named OB-MMSE and its improved version have been proposed in [165,191]. The OB-MMSE based

detector permits to enhance the performance without reaching the optimal performance unless high

receive diversity is set:#A ≥ 2#0 where#A and#0 are the number of receive and activated transmit

antennas respectively. More powerful detection based on Sphere Decoder (SD) was also explored, but

its complexity is affected by the initial search radius [192]. Hence, two SD approaches for spatial

modulation, Transmit-based Sphere Decoder (Tx-SD) and Receive-based Sphere Decoder (Rx-SD),

are developed in [192] in order to reduce the conventional SD complexity. Recently, two improved SD

techniques based on Tree search Sphere Decoder (T-SD) and Path-based Sphere Decoder (P-SD) were

proposed to provide greater complexity reduction [193], which is still much higher than linear detectors.

In this section, a novel detection technique is developed and denoted by O2SIC-ML. This technique is

inspired by [19,188] that showed in previous section a balanced tradeoff performance-complexity for

MIMO SMX. For each TAC detection, the technique uses the conventional OSIC method in order to

mitigate the IAI induced by the activated TAs, but the OSIC method is applied on aset of potential

candidates (neighbor symbols) instead of a single symbol. Afterward, an ML verification is applied

on a reduced set of candidates to alleviate the error floor of the conventional OSIC method while

maintaining a low complexity by incorporating a TAC ordering layer with early termination..

3.6.1 Proposed GSM Detector: O2SIC-ML

3.6.1.1 Detection algorithm

In this section, we propose the O2SIC-ML detector for GSM systems (presented in Section3.2.1)

that considers the interference cancellation similar to OSIC detector. However, it will be performed

on several possible candidate symbols to reach the near-optimal performance with a good complexity-

performance tradeoff. Firstly, this detector will sort the TACs to start the algorithm on the most probable

activated TAC. For this reason, a metricI? for each transmitted antenna is computed which isolates the

potential transmitted symbol through it and mitigates the corresponding interference. The weightsF8
of each TAC8 are extracted based on the different combinations of#0 I? metrics as shown below:

I? = h†?H with h†? =
h�?

h�? h?
(3.31)
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F8 = I81 + I82 + ... + I8#0 =

#0∑
==1

I8= , (3.32)

where? ∈ {1, 2, ..., #C }, 8 ∈ {1, 2, ..., #) ��} and8= is the index of the=Cℎ activated TA in the8Cℎ TAC.

Then, these weightsw = [F1, ..., F#) �� ] are sorted in descending order:

[:1, :2, ..., :#) �� ] = arg sort(w, 34B24=38=6), (3.33)

where:1 is the index of the TAC with the maximum weight. Then, an OSIC-ML is performed for each

TAC I:8 following the ordered list in (3.33) using the submatrixHI:8 in order to detect the#0 APM

symbolsŝ = [B̂1, B̂2, ..., B̂#0 ], as shown in Fig.3.19. The final decision is deduced by taking the TAC

and APM symbol vector that gives the overall minimum distance.

More precisely, the OSIC-ML receiver (RCV) shown in Fig.3.19proposed for SMX is used as

sub-block for each TAC:8, but#C andH in Fig. 3.19are replaced by#0 andHI:8 respectively. Note

that these RCV circuits can contain any symbol ordering technique used withMIMO SMX for better

interference cancellation. In the following, the detection without any symbol ordering and with the

simplest symbol ordering based on the channel matrix columns norm (‖h? ‖2) is considered. Note that

these#C norms are calculated once, and sorted in decreasing order to identify the order of symbol

detection for each considered TAC. The notationB (=) and B= represent the=Cℎ APM symbol after

ordering and the transmitted symbol from the=Cℎ activated TA, respectively, similar notation is used

for the correspondingh. Thus, the received signaly in (3.2) can be rewritten as:

y = h(1) B (1) + h(2) B (2) + h(3) B (3) + ... + h(#0) B (#0) + z. (3.34)

Hence, each of the#0 RCV circuits (instead of#C for SMX) shown in Fig. 3.19 will cancel the

interference contribution of the previous(= − 1) detected APM symbol from the reduced-interference

observatioñy(=−1) , then estimate the=Cℎ symbol using linear equalizer/detector (e.g. ZF or any other).

The interference cancellation step can be expressed as:

ỹ(=) = ỹ(=−1) − h(=−1) B̂ (=−1) . (3.35)

It should be noted that̃y(1) = y so the first APM symbol is detected with complete IAI. In the following,

the ZF equalizer will be used, where its weight matrixW/� is the pseudo-inverse of the sub-matrix with

the columns of�I: 9 corresponding to non-detected symbols only. The linear equalizer givesthe raw

estimationB̌ that will be quantized to the sliced estimationB̂ before the interference cancellation. Upon

this step, an OSIC detection is performed, but the misdetection of one of the first#0 − 1 APM symbols

leads to error propagation to subsequent RCVs, and it will highly impact thesystem performance. To

overcome this drawback, we propose to consider not only the slicedB̂ but the#48 sliced neighbors near

the raw estimated symbolB̌. Consequently, the next RCV will consider all these#48 neighbors, and so



3.6 Near-Optimal Performance with Low Complexity ML-based detector for GSM | 95

on until the last RCV circuit is reached. This process can be described by a tree search of height#0 and

branching factor#48, as depicted in Fig.3.20for SMX but#C is replaced by#0. Note that̂s(8) contains

the different sliced neighbors at each8-th activated TA and the interference cancellation of (3.23) should

be ran over the different symbols of vectorŝ(8) . Thus, the number of possiblesvectors provided by the

tree for a given TAC is#48#0 , that are stored in the setC. Note that this detector becomes an ML when

#48 = ", but choosing a smaller#48 permits to avoid the tremendous complexity increase with large

modulation order and number of TAs as it will be shown in the next sub-section. Consequently, this

reduced setC is passed to the ML verification module to deduce theŝOSIC-ML for the vectors:

ŝOSIC-ML = arg min
ŝ∈C

‖y − HI: 9 ŝ‖
2

= arg min
B̂∈C

‖W/�y − ŝ‖2. (3.36)

The proposed O2SIC-ML algorithm is performed successively for the ordered TACs untilthe computed

distance in (3.36) satisfies the following condition:

‖W/�y − ŝ‖2 ≤ +Cℎ, (3.37)

where+Cℎ is a predefined threshold+Cℎ = #Af
2
E . This threshold is set for which the transmitted vector

is correctly estimated, and thus the distance contains only the noise power. Note that this termination

will occur in the early search stage with one of the TACs of highest weights,and thus it allows a

further complexity reduction compared to the joint ML that searches in#) �� ."
#0 candidate vectors.

Therefore, the proposed GSM O2SIC-ML detector provides a good controlled performance-complexity

tradeoff by selecting a suitable1 ≤ #48 ≤ ".

The proposed O2SIC-ML detector for GSM systems is summarized in Algorithm2using the Matlab

matrix notations. The main procedure deduces the final decisions (Î, B̂), while the function OSICML

(line (18) to (25)) with the help of recursion function (line (26) to (39)) estimateŝsOSICML for a given

TAC. Note thatQ#48 (.) denotes the quantization operation that gives the#48 nearest sliced neighbors

of the raw estimatěB (8) , and the used ‘min’ operator in line (24) of Algorithm2 returns the minimum

distance and its argument. The input to this algorithm can be the orderedỹ, and ZF equalizer can be

replaced by the MMSE equalizer to deduce the raw estimations.

3.6.1.2 Complexity Analysis

The offline complexity of the pre-computationsCOffline in O2SIC-ML includes the ZF weight matrix

estimation of size#0 ×#A (line 20), and those for the raw estimation of size#A4<×#A (line 33) where

the number of remained un-detected APM symbols#A4< decreases progressively from(#0 −1) to 1 in

the recursion nested calls. Thus, the online computational complexity in terms ofRMs comes mainly
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Algorithm 2 Proposed O2SIC-ML detector for GSM that generalizes several transmit spatial IM
schemes as shown in Fig.3.2.

1: procedure GSM-O2SIC-ML(y,H, #48 , #C , #0, #) �� , fE ,I)

2: z = [I1, I2, ..., I#C ], I? = (h?)† y, h†? =
h�?

h�? .h?
;

3: w = [F1, F2, ..., F#) �� ], F8 =
∑#0
==1

I28= , 8 ∈ {1, 2, ..., #) �� };
4: [:1, :2, ..., :#) �� ] = arg sort(w, 34B24=38=6);
5: Initialize: 9 = 1,+Cℎ = #Af

2
E

6: while 9 ≤ #) �� do
7: (ŝ9 , 3 9 ) = OSICML(H,HI: 9 , #48 , #0)
8: if 3 9 < +Cℎ then
9: Î = I: 9 , ŝ= ŝ9 ;break;

10: else
11: 9 = 9 + 1

end if
12:

end while
13: if j>N then
14: D = arg min

9

3 9 , 9 ∈ {1, ..., #}

15: Î = I:D , ŝ= ŝD;
end if

16: Output the detected(Î, ŝ)
17: end procedure

18: function OSICML(y,H, #48 , #C )
19: C = 0#C×#48

#C
⊲ OSIC-ML MIMO vector candidates

20: W/� = (H� .H)−1H�

21: B̌ (1) = W/� (1, :) y ⊲ Zero-Forcing equalization
22: ŝ(1) = Q#48 ( B̌ (1) ) ⊲ Find#48 nearest sliced neighbors
23: C =RECURSION(ŝ(1) , y,H, #C ,C, 1, 1)
24: [3, ŝOSICML] = min

ŝ∈C
(‖W/� y − ŝ‖2) ⊲ ML Verification

25: return (̂sOSICML, 3)

26: function RECURSION(ŝ, y? ,H ? , #C ,C, 8, <)
27: for 9 = 1 + (< − 1)#48 to<#48 do
28: v = 1 + ( 9 − 1)#48 #C−8 : 9#48

#C−8

29: C(8, v) = B̂( 9 − (< − 1)#48)
30: y = y? − H ? (:, 1) B̂( 9 − (< − 1)#48) ⊲ Cancel interference
31: H = H ? (:, 2 : 4=3) ⊲ Remove1BC column inH ?

32: if H not emptythen ⊲ End of tree ifH is empty
33: W/� = (H� .H)−1H�

34: B̌ = W/� (1, :) y ⊲ Zero-Forcing equalization
35: ŝ= Q#48 ( B̌) ⊲ Find#48 nearest sliced neighbors
36: C =RECURSION(ŝ, y,H, #C ,C, 8 + 1, 9)

37: end if
38: end for
39: return C

from TAC ordering, raw estimations, neighbors search, interference cancellation, and ML verification.
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The TAC ordering (line (2-3)) requires#0#A CMs. The row multiplication in line (21) and (34) of

Algorithm 2 includes#A CM, and this multiplication is performed on each node that leads to1−#48#0
1−#48

times. Note that each CM in these steps can be computed with 3 RMs and 3 real additions since,/�

is known in advance [189, p. 4, (12)]. Note that the quantization of raw estimations and the selection

of the#48 nearest neighbors requires" EDs (‖ B̌ − B‖2) equivalent to2" RMs, and it is done after

each raw estimation. The number of operations for interference cancellation is one less than that of

raw estimations, where each one contains a CM between a column of� with a complex number which

is equivalent to3#A RMs. Finally, there are#48#0 EDs in OSIC-ML with each given TAC, and the

complexity of each square of ED for the vector with#0 complex elements is2#0 RMs. The early

termination with TAC ordering reduces the number of tested TAC to¥#, where ¥# ≤ #) �� . Thus, the

online computational complexityC of the proposed detector is given by:

Conline = 3#0#A + ¥#
(
(6#A + 2")

(
1 − ##0

48

1 − #48

)
− 3#A + 2#0#

#0
48

)
. (3.38)

Note that when the channel is static over a long period, the complexity of any pre-processing steps

becomes negligible. To analyze the proposed detector advantage especially with massive MIMO and

large modulation order, the theoretical relative complexity reduction (complexity Saving) of O2SIC-ML

is defined by:

C(0E8=6 =
CML − Cdetector

CML
= 1 − Cdetector

CML
(3.39)

where the complexity of ML detector in terms of RMs is expressed as:

CML = #"#0 (4#A#0 + 2#A ) (3.40)

3.6.2 Proposed GSM detector O2SIC-ML results and discussions

The performance of GSM system with the proposed O2SIC-ML detector is compared to different

existing linear and non-linear detectors (ML, Tx-SD, Rx-SD, Tree-SD,Path-SD, ZF/MMSE, and

OB-MMSE). In addition, a Reduced complexity Sphere Decoders (Rc-SDs) is considered by using

the candidate sorting technique proposed in [194]. The average uncoded BER versus SNR is evaluated

over different Rayleigh channel realizations by Monte Carlos simulations with 3 × 105 frames where

each one contains 100 symbols. The proposed detector is considered with/without APM detection

ordering.

Figures3.25a-3.25bshows the performance of different detectors with#C = #A = 5, #0 = [2, 3],
#48 = 2, and" = [16, 32] QAM. As expected the performance of all nonlinear detectors, ML and

SD, are overlapped. It is clear that O2SIC-ML with #48 = 2 achieves the performance of optimal non-

linear detectors when#0 = 2, and a gap of0.3 and0.8 dB appears when#0 = 3 using the proposed



98 | Generalized Spatial Modulation based schemes

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
10-4

10-3

10-2

10-1

100

ML
Tx-SD
Rx-SD
Rc-SD
Tree-SD
Path-SD
ZF-MMSE

O2SICML with priority

O2SICML without priority
OB-MMSE

(a)

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
10-4

10-3

10-2

10-1

100

ML
Tx-SD
Rx-SD
Rc-SD
Tree-SD
Path-SD
ZF-MMSE

O2SICML with priority

O2SICML without priority
OB-MMSE

(b)

Figure 3.25– Uncoded GSM performance with#C = #A = 5 and#0 = [2, 3] and different linear and non-linear
detectors: (a) 16QAM, (b) 32QAM
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Figure 3.26 – Uncoded GSM performance with#C = 8, #A = 6, #0 = 4, #48 = 2 and" = [8, 16]QAM
compared to linear and non-linear detectors.

detector with/without priority respectively. Whereas, a gain of 1.7 (4) dB with 16QAM and 1.7 (4.7) dB

with 32QAM are achieved compared to the low-complexity OB-MMSE when using#0 = 2 (#0 = 3).

These results are maintained for large MIMO system,#C = 8 and#A = 6, and large#0 = 4 with

" = [8, 16]QAM as shown in Fig.3.26.

In addition, the relative complexity reduction/saving in3.39of O2SIC-ML is compared to that of

SD-based detectors [195] in Figs. 3.27a-3.27b. In addition, the complexity saving of the proposed

detector is calculated using (3.38)-(3.40) for several configurations as shown in Table3.7, where
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Table 3.7–Complexity of the proposed GSM detector O2SIC-ML and its complexity saving for different
system configurations with#A = #C .

System Configuration SE (bpcu) CML CO2SIC-ML O2SIC-ML C(0E8=6 (%)
#C = 4, #0 = 2, " = 16, #48 = 2 10 4.096 × 104 712 98.26
#C = 4, #0 = 2, " = 64, #48 = 4 14 6.554 × 105 3272 99.50
#C = 8, #0 = 4, " = 8, #48 = 2 18 3.775 × 107 6.819 × 104 99.82
#C = 8, #0 = 4, " = 16, #48 = 2 22 6.04 × 108 8.355 × 104 99.99
#C = 8, #0 = 4, " = 16, #48 = 4 22 6.04 × 108 5.648 × 105 99.91
#C = 8, #0 = 4, " = 64, #48 = 4 30 1.546 × 1011 1.087 × 106 99.9993
#C = 16, #0 = 4, " = 64, #48 = 4 34 4.948 × 1012 2.154 × 107 99.99956
#C = 16, #0 = 8, " = 64, #48 = 4 61 1.254 × 1021 4.868 × 1010 99.99999
#C = 16, #0 = 12, " = 64, #48 = 4 82 3.869 × 1027 1.695 × 1012 99.99999
#C = 24, #0 = 12, " = 4, #48 = 2 45 4.222 × 1016 1.511 × 1012 99.99642
#C = 24, #0 = 16, " = 4, #48 = 2 51 3.566 × 1018 6.322 × 1012 99.99982
#C = 24, #0 = 22, " = 4, #48 = 2 52 9.728 × 1018 2.105 × 1011 99.99999

different #C , #A , #0, " and #48 values are considered to highlight the O2SIC-ML complexity

advantage for large MIMO systems. These results reveal that the upper-bound relative complexity

reduction (¥# = #) ��) of the proposed detector is in order99% while reaching the optimal performance

with different "-ary QAM, #C and #0 as shown in Figs.3.25-3.26. Thanks to the interference

cancellation and the added ML verification step on a limited constellation subset (#
#0
48

instead of"#0

with ML) that allowed O2SIC-ML to reduce the complexity prominently while attaining the optimal

performance.

Finally, we would like to highlight that the proposed detector reach the optimal performance even

with #A ≤ #C as shown in Fig.3.26in contrast to the optimal SD based technique in [196] that can

operate only when#A ≥ #C ≥ #0. It is worth mentioning that different SD based optimal detection

with reduced complexity are also proposed in [197,198], where their complexity saving is varying in

terms of SNR and is within a range45%-75% (86%-93%) compared to original SD (ML detector)

[197]. Hence, its maximum saving remains lower than99% complexity saving achieved with the

proposed detector. Recalling that the variable complexity of SD-based techniques can be a drawback for

the hardware implementation due to the variable detection delay compared to the fixed-rate proposed

detector [190].

In this section, we proposed O2SIC-ML detector for GSM that generalizes many other schemes

in the spatial IM domain. The proposed detector takes the advantages of MLand OSIC without their

disadvantages of high complexity and possible error propagation respectively. More precisely, the

O2 of the proposed algorithm comes from the: TAC ordering according to theirreliability weight,

and ordering of APM symbol detection. The former ensures the low complexity by early search

termination, while the latter allows a better interference cancellation. For further enhancement of OSIC

performance, a set of#48 nearest neighbors for each raw symbol estimation is used to perform a tree-

search and ML verification on a reduced subset. These adopted strategies give more control on the
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Figure 3.27– Relative complexity reduction compared to ML of differentoptimal GSM detectors with#C =

#A = 5: (a)#0 = 2 and" = [16, 32]QAM, (b) #0 = [2, 3] and 32QAM.

performance-complexity tradeoff, and allows to reach the optimal performance of non-linear detectors

with much lower complexity (dominant by¥#.##0
48

where ¥# ≪ #) �� and#48 ≪ "). Finally, we

would like to highlight that other adaptive APM symbol detection ordering canbe used to enhance

more the performance at the price of some complexity increase. Also, the TACordering technique

proposed in [191] with a predefined number of tested TAC lower than#) �� can be used to allow

a better early termination and thus lower complexity with small performance degradation. Also, the

QR decomposition or a tree pruning can be incorporated with our proposedalgorithm for a further

complexity reduction.

3.7 Dual Polarized GSM

Despite the multiple advantages of GSM system, the latter suffers from a performance degradation

with Rician channel and in spatially correlated channels. Note that the degradation due to spatial

correlation is reduced in Section3.3 [15], but cannot be completely eliminated. In addition, the space

occupancy of Uni-Polarized antenna (UP) antenna arrays in MIMO systems can limit the number

of antennas due to physical space limitation especially at low frequency bands. To deal with the
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space limitation, an efficient solution has been proposed for the SM-MIMO system, by adding a

polarization dimension to the transmitter and receiver using Dual Polarized antenna (DP) antennas

that can transmit simultaneously through two orthogonal polarization directions. But in DP-SM [146]

only one polarization is used to allow better separation between channels andthus better performance

in highly correlated channel.

In this Section, we incorporate DP antennas with GSM (DP-GSM ) to improve mainly the SE

by exploiting the polarization dimension, and to reduce the space occupancyby half without any

performance degradation. To avoid any ambiguity, the notation for uni-polarized GSM previously

presented is changed to UP-GSM. Moreover, the joint ML detector and a Modified Ordered Block

Minimum Mean-Squared Error (MOB-MMSE) detector algorithm are proposed to detect the complex

symbols and the virtual bits conveyed by the activated polarization and the TAC index. The performance

of DP-GSM system over correlated Rayleigh/Rician fading and sub-THz channels is studied. In

addition, an Average Bit-Error Probability (ABEP) upper bonding is derived and analyzed for the

DP-GSM system over correlated Rayleigh/Rician fading channels. The DP-GSM system is studied

by considering the sub-THz impairments, since the sub-THz band suffersfrom many technological

limitations and severe RF-impairments as previously discussed in Section1.2. Moreover, the DP-SMX

and the UP-GSM are compared with the DP-GSM system.

More precisely, our main contributions in this section are summarized as follows.

1. The DP-GSM scheme is proposed, where we incorporate DP antennaswith GSM to enhance the

system SE by exploring the polarization dimension. In addition, DP-GSM allowsto reduce the

space occupancy of antenna arrays by half without any performancedegradation compared to

UP-GSM.

2. Unlike the UP-GSM, proposed DP-GSM scheme has to be able to detect thebits conveyed

through the antenna polarization (horizontal or vertical), to the estimation of the bits spatially

indexed over every active antenna, and finally the modulated symbol bits. For this reason, the

joint ML detector for DP-GSM that achieves optimal performance is presented, and a sub-optimal

detector with lower complexity named Modified OB-MMSE (MOB-MMSE) is developed to

estimate the polarization bits, spatial bits and symbol bits.

3. The theoretical ABEP upper bound of the DP-GSM system under the MLdetector over correlated

Rayleigh/Rician channels is developed and verified to be tight with Monte-Carlo simulation

results.

4. The performance analysis of the proposed DP-GSM system is addressed over spatially

correlated Rayleigh/Rician channels with different spatial correlations, and also over a ray-based

deterministic channel model for sub-THz Band [36]. To illustrate the potential of proposed

DP-GSM system for sub-THz channels we compared this scheme with the UP-GSM and the

DP-SMX.
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Figure 3.28– #A × #C DP-GSM system model.

5. Finally, a complete analysis is provided for the proposed DP-GSM systemexperiencing different

levels of PN impairments and compared with the DP-SMX system.

3.7.1 DP-GSM System model

The proposed system model is a MIMO system with#C and#A DP antennas at transmitter and receiver,

respectively, and based on the GSM, in which#0 (#0 < #C ) antennas are activated in each time slot.

Therefore, the number of TAC combinations is�#0
#C

. However, only2
⌊log2

(
�
#0
#C

)
⌋

antenna combinations

are permitted to keep the bits length an integer number. The#A×#C DP-GSM system leads to2#A×2#C

dimensional channel between transmitter and receiver due to the implemented dual polarization. The

DP-GSM system is shown in Fig.3.28.

At each transmission instant, a block ofL�%−�(" = L1 +L2 +L3 incoming data bits are selected

and constituted of three parts named:L1 = ⌊log2

(
�
#0
#C

)
⌋ bits are used to select the#0 activated

antennas at the transmitter,L2 = #0 log2 #? bits used to select the polarizations of the selected

antennas. Here#? = 2 stands the polarization dimension. Note that the polarization directions can be

vertical, denoted by ’v’ or horizontal denoted ’h’. The remainingL3 = #0 log2 " represent the bits

mapped into#0 "-ary symbol of the transmitted constellation symbol vectors = [B1, B2, ..., B#0 ])

where[.]) is the transpose operator. Thus, the total achieved SE in bit per channeluse (bpcu) can be

expressed as:

L�%−�(" = ⌊log2

(
�
#0
#C

)
⌋ + #0 log2 " + #0 (3.41)
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By doing so, the number of possible TACs is#1 = 2
⌊log2

(
�
#0
#C

)
⌋

and the number of possible Transmit

Polarization Combinations (TPCs) is#2 = 2#0. Thus the total number of possible combinations using

TACs and TPC is#) �%� = #1#2.

The transmitted signal is denoted byx and represented by a2#C × 1 vector whose entries have#0
non-zero elements. The position of the non-zero elements inx allows the identification of the selected

TAs as well as their polarizations and the transmitted symbols. We denote in this work 81, 82,..., 8#0 as

the indices of#0 active antenna in the8-th TAC, where8 ∈ {1, 2, ..., #1} and we denoteℓ1, ℓ2,..., ℓ#0
as the corresponding polarization of the activated antennas at theℓ-th TPC whereℓ ∈ {1, 2, ..., #2}.
The TA with index8@ ∈ {1, 2, ..., #C } and polarizationℓ@ ∈ {v, h} sends out symbolsB@ where@ ∈
{1, 2, ..., #0}. The transmit signal vectorx is given by:

x = [..., [0, 0], [0, B1
↓
81
ℓ1=h

], ..., [ B2
↓
82
ℓ2=v

, 0], ..., [0, B#0
↓
8#0
ℓ#0=h

], ...]) (3.42)

At receiver,#A DP antennas receive the modulated signal transmitted over a slow fading andfrequency-

flat MIMO channel. The channel matrixH is equivalent to a2#A × 2#C matrix represented as:

H =



ℎ1v,1v ℎ1v,1h ℎ1v,2v · · · ℎ1v,#Ch

ℎ1h,1v ℎ1h,1h ℎ1h,2v · · · ℎ1h,#Ch

ℎ2v,1v ℎ2v,1h ℎ2v,2v · · · ℎ2v,#Ch
...

...
...

...
...

ℎ#Ah,1v ℎ#Ah,1h ℎ#Ah,2v · · · ℎ#Ah,#Ch



, (3.43)

where eachℎ8′D, 9′D′ and D, D′ ∈ {v, h}, represents the fading coefficient between polarizationD

of 8′-th receive antenna and the polarizationD′ of 9 ′-th TA. If D′ = D, ℎ8′D, 9′D′ represents the

co-polar channel coefficient; otherwise, it represents the cross-polar channel coefficient. We can

reformulate (3.43) as H = [H1,H2, ...,H#C ] where H 9′ = [h 9′v, h 9′h] ∈ C2#A×2 and h 9′v =

[ℎ1v, 9′v, ℎ1h, 9′v, ℎ2v, 9′v, ..., ℎ#Ah, 9′v]) is the a2#A × 1 channel matrix for polarization v of9 ′-th TA.

Similarly, h 9′h = [ℎ1v, 9′h, ℎ1h, 9′h, ℎ2v, 9′h, ..., ℎ#Ah, 9′h]) is the a2#A × 1 channel matrix for polarization

h of the 9 ′-th TA.

To be able to model correctly the channelH, two kind of polarizations are investigated in this

section. Correlations induced by polarization effects within each antenna,and the limited spacing

between antennas [146]. These effects will be studied in the next section. The received signaly ∈
C2#A×1 can be formulated as:

y = Hx + v =

#0∑
@=1

h8@ℓ@ B@ + v = HI,%s+ v (3.44)
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wherev ∈ C2#A×1 is AWGN with zero mean and variancef2, HI,% = [h81ℓ1 , h82ℓ2 , ..., h8#0 ℓ#0 ] is the

sub-matrix with#0 columns ofH, corresponding to the TAC setI and TPC set%. We recall thatx

is power normalised to have unity power. In the following, the optimal DP-GSM joint ML and the

proposed low complexity detector are presented.

3.7.2 DP-GSM Joint-ML Detector

The receiver estimates the activated antennas, their polarizations and the transmitted symbols by using

joint ML detection which performs exhaustive search over all the possibletransmitted signal vectors

and is given by:

x̂ = arg min
x∈j

| |y − Hx | |2 (3.45)

wherej denotes the set of all possible transmit vectors in spatial, polarization and signal constellation

domains, and̂x is the estimated transmit vector. Based on (3.44), x̂ can be written as:

(Î, %̂, ŝ) = arg min
I∈I,%∈P,s∈Q

| |y − HI,%s| |2 (3.46)

whereI = {I1, I2, ..., I#1
}, I8 is defined as the set of the#0 active TAs in the8-th TAC, P =

{%1, %2, ..., %#2
}, %ℓ is defined as the set of the#0 active polarization in theℓ-th TPC, andQ is

the set of#0-dimensional modulation symbol vectors.

3.7.3 Modified OB-MMSE Detector for DP-GSM

In order to reduce complexity by avoiding the use of the joint ML detector, wepropose a modified

version of OB-MMSE detector which has been successfully used for UP-GSM where polarization

dimension is not used [165] as shown in Section3.2.3. Therefore, in addition to the estimation of the

indices of the#0 possible activated TAs, we propose to estimate their polarizations. Concretely, the

pseudo-inverse of channel columnI8@ℓ@ is computed and then weighting factorsF8,ℓ are calculated to

measure the joint reliability of (TAC, TPC) as follows:

F8,ℓ =

#0∑
@=1

I28@ℓ@ with I8@ℓ@ =
h�8@ℓ@y

h�8@ℓ@h8@ℓ@
(3.47)

We recall the reader that the total number of TA and polarization combination(8, ℓ) corresponds to#.

Sorting the weighing factor values of the vectorw = [F8,ℓ ; 8 ∈ {1, 2, ..., #1}, ℓ ∈ {1, 2, ..., #2}]) in

descending order, we obtain the ordered Transmit antenna and polarization combinations (TAPCs) as
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follows:

[:1, :2, ..., :#) �%� ] = arg sort(w, 34B24=38=6) (3.48)

Note that the TAPCs index:= contains implicitly the TAC and TPC indices(8, ℓ) and it is represented

by I8←:=%ℓ←:= . Consequently, a block MMSE detector with dimension of2#A × #0 is used for each

possible TAPCs to detect the vector symbols̃= with = ∈ {1, 2, ..., #) �%�}:

s̃= = Q
( (

H�
I8←:=%ℓ←:=

HI8←:=%ℓ←:= + f
2I

)−1H�
I8←:=%ℓ←:=

y
)

(3.49)

whereI is the#0 × #0 identity matrix.For the reduction of the detection complexity of all#) �%�

possible TAPCs, the MOB-MMSE will end once the output(8, ℓ, s̃=) satisfies the following relation:

| |y − HI8←:=%ℓ←:= s̃= | |2 ≤ +Cℎ (3.50)

where+Cℎ = 2#Af
2 is a threshold to be set to produce the detected signal vector. If the=-th output

satisfies the condition (3.50), the detector will provide the optimal TAĈI and TPC%̂, and the estimated

symbol vectors̃=. Otherwise, the detector will continue the same procedure with= = = + 1 until

= > #) �%� . In this case, the detector becomes equivalent to the optimal ML algorithm as follows:



D = arg min

=

3=, = ∈ {1, 2, ..., #) �%�}

Î = I8←:D , %̂ = %ℓ←:D , ŝ= s̃D .
(3.51)

The MOB-MMSE detection algorithm is summarized in Algorithm3.

3.7.4 MIMO Channel models with Dual-Polarized antennas

3.7.4.1 Channel model with spatial and cross-polarization correlation

The DP-GSM system may experience spatial correlation at transmitter and receiver due to the

insufficient spacing among antennas and can be modeled as a matrix form,�C and�A , respectively.

Various models are used to describe the spatial correlations, and the exponential correlation model is

used in this study [168]. Therefore, the correlation among8′-th and 9 ′-th antenna is affected by the

correlation factor|V | < 1: |�C |8′, 9′ = V |8
′− 9′ |.

The DP-GSM system may suffer also from the cross polarization correlation (XPC) between

orthogonal polarization directions as shown in [199]. The polarization correlation at the transmitter
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Algorithm 3 MOB-MMSE detection algorithm for DP-GSM

1: procedure MOB-MMSE(y, H, #C , #0, .. ,+Cℎ = 2#Af
2)

2: z = [I1E , I1ℎ , ...., I#C E , I#Cℎ]) , with I8@ℓ@ =
h�8@ℓ@ y

h�8@ℓ@ h8@ℓ@
;

3: w = [F1,1, F1,2, ..., F#1 ,#2]) , F8,ℓ =
#0∑
@=1

I2
8@ℓ@

, 8 ∈ {1, 2, ..., #1} andℓ ∈ {1, 2, ..., #2} ;

4: [:1, :2, ..., :#) �%� ] = arg sort(w, 34B24=38=6);
Main :

5: for = = 1 to #) �%� do

6: s̃= = Q
( (

H�
I8←:=%ℓ←:=

HI8←:=%ℓ←:= + f2I
)−1H�

I8←:=%ℓ←:=
y
)

7: 3= = | |y − HI8←:=%ℓ←:= s̃= | |2
8: if 3= < +Cℎ then
9: Î = I8←:= , %̂ = %ℓ←:= , ŝ= s̃=

10: break;
11: else
12: = = = + 1

13: end if
14: end for
15: if = > #) �%� then
16: D = arg min

=

3=, = ∈ {1, 2, ..., #) �%� }

17: Î = I8←:D , %̂ = %ℓ←:D , ŝ= s̃D,

18: end if
19: return Î, %̂, ŝ

and the receiver can be expressed as follows:

�C =

[
1 WC

W̄C 1

]
, �A =

[
1 WA

W̄A 1

]
, (3.52)

respectively, with:

WC =
�{ℎ8′v,8′v ℎ̄8′v,8′h}√

`(1 − `)
=
�{ℎ8′h,8′v ℎ̄8′h,8′h}√

`(1 − `)
(3.53)

WA =
�{ℎ 9′v, 9′v ℎ̄ 9′h, 9′v}√

`(1 − `)
=
�{ℎ 9′v, 9′hℎ̄ 9′h, 9′h}√

`(1 − `)
(3.54)

where the parameter0 < ` ≤ 1 is the amount of power leakage from one polarization to the other [200].

Assuming the symmetry condition between different polarization, the leakage parameter is given as

follows ` = �{|ℎ8′v,8′h|2} = �{|ℎ8′h,8′v |2} and1 − ` = �{|ℎ8′v,8′v |2} = �{|ℎ8′h,8′h|2}. In the literature,

the Cross-Polarization Discrimination (XPD) is defined as the ratio between1−` and`. For larger XPD

values, the two polarization directions are easier to be discriminated. In [201], it has been demonstrated

that the impact of the cross-polarization is relatively small and0 ≤ |WA |, |WC | ≤ 0.2.
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In our study, we consider a slow fading MIMO channel matrix as Rayleigh or Rician multipath

fading channel with/without spatial correlation and with polarization correlation. Therefore, the2#A ×
2#C DP-polarized channel matrix is expressed in the Kronecker form givenby:

H =

√
 

1 +  (1
#A×#C ⊗ �) ⊙ HLOS +

√
1

1 +  (1
#A×#C ⊗ �) ⊙ (	

1
2
A HNLOS	

1
2
C ) (3.55)

where� is the leakage matrix:

� =

[ √
1 − ` √

`
√
`

√
1 − `

]
(3.56)

 is the Rician factor,HLoS and HNLoS are the2#A × 2#C LoS and the NLoS channel matrices

respectively. The elements ofHLoS are deterministic and we will assume that the elements are all one,

andHNLoS is considered as Rayleigh channel whose elements are i.i.d. circularly symmetric zero mean

complex Gaussian variables with unit variance denotedCN(0, 1). Finally, the matrices	A = �A ⊗ �A

and	C = �C ⊗�C are the2#A ×2#A and2#C ×2#C composite transmit and receive correlation matrices,

combing spatial and polarization correlations.

3.7.4.2 Sub-Terahertz MIMO channel

The sub-THz channel are generated using a ray-based deterministic model according to [36] but using

DP antennas. Note that these channels are generated by our BRAVE partner SIRADEL in indoor office

environment with the same settings described in Section3.4.1.

3.7.5 sub-THz PN model for DP MIMO systems

The received baseband vector of an equivalent#A × #C MIMO DP-system with PN can be expressed

as:

ỹ = ΦAHΦCx + v, (3.57)

whereΦC andΦA are the2#C × 2#C and2#A × 2#A diagonal matrices of PN from the transmitter and

receiver oscillators respectively. These PN matrices can be represented as follows:

ΦC = diag
(
[4j\) G

1 , ..., 4
j\) G

2#C ])
)

(3.58)

ΦA = diag
(
[4j\'G

1 , ..., 4
j\'G

2#A ])
)
, (3.59)

where\) G] and \'G^ represent the PNs at the TAs and RAs respectively, and] = {1, 2, ..., 2#C } and

^ = {1, 2, ...2#A }. The even/odd values of] and^ are for the vertical/horizontal polarization, at the

⌊ ]−1
2
⌋ TAs and ⌊ ^−1

2
⌋ RAs respectively. These\ can be described in sub-THz band by a truncated
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Gaussian distributionN(0, f2
6) with zero-mean and variancef2

6 similar to SISO PN model described

in [11]. In the DO setup, the PN at the different TA are independent, similarly at the receiver side.

However, in the CO setup with independent oscillators for Tx and Rx sides (same oscillator is used for

all antennas on each side but different oscillators for the Tx and Rx),\) G] = \) G for all ] = {1, ..., 2#C }
and\'G^ = \'G for all ^ = {1, ..., 2#A }. Thus, the received signal in the CO setup can be simplified to:

ỹ = 4j\) G 4j\'GHx + v (3.60)

3.7.6 Analytical Performance: Average error probability bound

In this sub-section, we provide the theoretical ABEP analysis and we derive the upper bound of the

ABEP which depends on the Pairwise Error Probability (PEP). In addition,we provide validation

through channel simulations.The upper bound of the ABEP, denoted by%1, of the ML detection is

obtained first by evaluating the Average Pairwise Error Probability (APEP), denoted by%4 and then

averaging the set of ABEP for all possible pairs of symbols [202]. In fact, the PEP is a function of

fading channel coefficients and required to be averaged over the Probability Density Function (PDF) of

channel coefficients to provide the APEP, and finally to find the ABEP.

According to the union bounding technique, the ABEP of DP-GSM can be upper bounded by using

the upper bounding relation [203]:

%1 ≤
1

2L
�%�("

2L1∑
8=1

2L1∑
ŷ=1

2L2∑
ℓ=1

2L2∑
ℓ̂=1

2L3∑
E=1

2L3∑
Ê=1

#4 (8, ŷ, ℓ, ℓ̂, E, Ê)
LDPGSM

%4 (8, ŷ, ℓ, ℓ̂, E, Ê) (3.61)

where#4 (8, ŷ, ℓ, ℓ̂, E, Ê) is the number of bits in error between the respective channel/polarization and

vector symbols pair (HI8 ,%ℓ , sE ) and (HIŷ ,%ℓ̂ , sÊ ), %4 (8, ŷ, ℓ, ℓ̂, E, Ê) is the APEP,L�%�(" is the total

number of bits in DP-GSM symbol,2LDPGSM = #1#2"
#0 is the total number of configurations, and

#4 (8, ŷ, ℓ, ℓ̂, E, Ê)/L�%�(" is summation weight for the pairwise probability.

To evaluate the conditional PEP analytically, we assume that an DP-GSM symbol consisting of the

8-th TAC, ℓ-th TPC, and the digitally modulated symbol vectorsE are transmitted. Due to noise and

fading, it is detected in error as the TAC, TPC and digitally modulated symbol. Accordingly, the PEP

representing the probability of incorrectly detectingsE assÊ conditioned onH is given by:

%4 (8, ŷ, ℓ, ℓ̂, E, Ê) = %A (x→ x̂|H) (3.62)

= %A

(
| |y − HI,%sE | |2 > | |y − H Î, %̂sÊ | |2

����H
)

(3.63)

= %A

(
CA

[
− 2ℜ{(HI,%sE − H Î, %̂sÊ )v� }

]
> | |HI,%sE − H Î, %̂sÊ | |2

����H
)

(3.64)

= %A

(
− 2ℜ{v� (HI,%sE − H Î, %̂sÊ )} > | |HI,%sE − H Î, %̂sÊ | |2

����H
)

(3.65)
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2ℜ{v� (HI,%sE − H Î, %̂sÊ )} is a real Gaussian random variable with zero mean and variance

2f2 | |HI,%sE − H Î, %̂sÊ | |2 (see AppendixB for more details). Therefore, the probability thatx is

transmitted butx ≠ x̂ is given by:

%A (x→ x̂|H) = &
©­«
√
| |HI,%sE − H Î, %̂sÊ | |2

2f2

ª®¬
(3.66)

The average PEP is given by:

%A (x→ x̂) = E
H



&

©­«
√
| |HI,%sE − H Î, %̂sÊ | |2

2f2

ª®¬



(3.67)

Defining a new vectorz =
1√
2f2
(HI,%sE − H Î, %̂sÊ ) ∈ C2#A×1, the previous equation is equivalent to:

%A (x→ x̂) = E
z

{
&

(√
| |z| |2

)}
(3.68)

=
1

c

∫ c/2

0

∫
z
exp(− z�z

2 sin2 \
) 5z(z)dzd\ (3.69)

where 5z(z) is the PDF ofz which is a proper complex Gaussian vector as defined in [204] with PDF

given as:

5z(z) =
1

c2#A |�z|
exp

(
−(z−mz)��−1

z (z−mz)
)

(3.70)

According to the channel modelH given by (3.55), the expression ofz is given by:

z =

√
 

2f2(1 +  )

(
(1#A×#C ⊗ �) ⊙ HLOS

)
(x − x̂)

+
√

1

2f2(1 +  )

(
(1#A×#C ⊗ �) ⊙ (	

1
2
A HNLOS	

1
2
C )

)
(x − x̂). (3.71)

As a consequence, the expectationmz = E{z} and the covariance matrix�z = E{(z−mz) (z−mz)� }
are given by:

mz =

√
 

2f2(1 +  )

(
(1#A×#C ⊗ �) ⊙ HLOS

)
(x − x̂) (3.72)

=

√
 

2f2(1 +  )

(
(x − x̂)) ⊗ I 2#A×2#A

)
E42(1#A×#C ⊗ �) ⊙ E42(HLOS) (3.73)

�z =
1

2f2(1 +  )

(
(x − x̂)) ⊗ I 2#A×2#A

)
E42(1#A×#C ⊗ �)⊙
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(	)C ⊗ 	A ) ⊙ E42
(
1#A×#C ⊗ �

)� (
(x − x̂)) ⊗ I 2#A×2#A

)�
(3.74)

Finally, using the distribution ofz and following the technique of [205] to compute the double

integral in equation (3.69), the APEP%A (x→ x̂) is then given by (see AppendixC for details):

%A (x→ x̂) = 1

c

∫ c/2

0

exp(−m�
z (�z + 2 sin2 \I )−1mz)
| �z
2 sin2 \

+ I |
d\ (3.75)

The closed-form expression of the integral form of the APEP is not available. In this case, the APEP is

upper bounded by assuming:

%A (x→ x̂) ≤ exp(−m�
z (�z + 2I )−1mz)
| �z

2
+ I |

(3.76)

3.7.7 DP-GSM results and discussions

In this subsection, we provide the performance of the DP-GSM evaluated through Monte Carlo

simulations of the BER and different values of SNR and compared to the theoretical ABEP upper

bounds. The simulations are used over correlated Rayleigh and Rician channel with different values

of V according to the mathematical model given by (3.55) and also over sub-THz channels shown in

subsection3.7.4.2. Different comparisons between our proposed DP-GSM system and theDP-SMX

system for several parameters and different channel conditions arealso provided and discussed.

The proposed DP-GSM system is evaluated using QPSK. The latter has shown a good performance

with UP-GSM system comparing to the other modulations such as the DPSK and the4-PAM [16]

and compared to UP-SMX system in sub-THz environment [17]. For our case of study, we choose

the configuration (#C = 5, #0 = 3, #A = {3, 5}). The corresponding SE is in the order of

12 bpcu. Moreover, the corresponding data rate is estimated with a total system bandwidths of 50

GHz which is available in the band between 90 GHz and 200 GHz. The current configuration for

DP-GSM systems can reach up to 500 Gbps (0.5 Tbps) when the considered total system bandwidth,

after channel aggregation and bonding is 50 GHz with 0.2 rolloff factor for the pulse shaping. The

simulation parameters, the data rates estimation using DP-GSM is summarized in Table3.8. In all our

simulations, the Rician factor is set to 3 and the polarization correlation for the transmit and the

receive components are chosen identical|WC | = |WA | = 0.1.

First, to further illustrate the potential of DP-GSM with the MOB-MMSE detector,the ML detector

is compared with our approach. Fig.3.29, shows the simulation results of the DP-GSM system over

correlated Rayleigh channel (a) and correlated Rician channel (b) for QPSK with MOB-MMSE and

ML detectors. The spatial correlation is chosenV = {0.2, 0.8} and the leakage parameter` = 0.2. As it

is shown in Fig.3.29there is quite acceptable difference of (1−2.5) dB between ML and MOB-MMSE
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Table 3.8– Simulation parameters for DP-GSM sub-THz system example.

Parameters Value
APM QPSK

DP-GSM configuration #C = 5, #0 = 3, #A = {3, 5}
Carrier frequency (GHz) 150

Channel bandwidth (GHz) 0.50
Spectral Efficiency (bpcu) 12

Pulse Shaping: Rolloff Root Raise cosine:0.2
Spectral efficiency (b/s/Hz) 10

Data Rates per Channel (Gbps) 5
Data Rates with 50 GHz (Gbps) 500

RF-impairments: PN f2
6 Value

Low 0.001
Medium 0.01
Strong 0.1
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Figure 3.29– BER performance of#A × #C DP-GSM system with spatial correlationV ∈ {0.2, 0.8} and power
leakage parameter̀ = 0.2 for QPSK over: (a) correlated Rayleigh channel and (b) correlated Rician channel
( = 3) using both MOB-MMSE and ML detectors. The spectral efficiency is12 bpcu.

at the BER of10−4. Thus, the MOB-MMSE for DP-GSM system can achieve sub-optimal performance

with low complexity.

In the second experiment, the DP-SMX and the UP-GSM are compared with theDP-GSM system.

We recall the reader that the SMX is a particular case of the GSM technique where symbols are

transmitted simultaneously from#C TAs to #A receive antennas and all the TAs are activated. In the
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Figure 3.30 – BER performance comparison of DP-GSM , DP-SMX, and UP-GSM systems with spatial
correlationV ∈ {0.2, 0.8} and power leakagè = 0.2 over: (a) correlated Rayleigh channel and (b) correlated
Rician channel ( = 3) for QPSK using ML detector. The spectral efficiency is12 bpcu.

DP-SMX system, all transmit and receive antennas use the dual polarization to convey simultaneously

different symbols on each polarization. The comparison is made using different spatial correlation

configurations,V ∈ {0.2, 0.8}, and under different fading channels, Rayleigh and Rician channel.

The comparison is made using the optimal ML detector where the number of antennas for the

compared systems: DP-GSM , DP-SMX, and UP-GSM are respectively: (#C = 5, #0 = 3, #A = 3),

(#C = 3, #A = 3), and (#*%C = 10, #0 = 3, #*%A = 6) to have the same SE given by 12bpcu for a fair

comparison. It can be seen in Fig.3.30 that the DP-GSM outperforms the UP-GSM system in both

channels and both spatial correlations. In all cases, the DP-GSM allows tohave a more compact antenna

array physical size compared to UP-GSM, which is crucial for UE. Fig.3.30shows clearly that the

DP-GSM and the DP-SMX have the same performance with the ML detector in lowspatial correlation

and for both fading channels. In the context of high spatial correlation,the DP-GSM outperforms the

DP-SMX in both channels and the SNR difference between them is about1 − 1.5 dB at a BER=10−4.

Fig. 3.30shows also that the derived ABEP upper bounds accurately match with the simulation results

of the DP-GSM especially in the high SNR range.

The third experiment consists to study the performance of the DP-GSM system using the sub-THz

PN model described in the previous section. The study is also extended to thecase of DP-SMX for

fair comparison with our system and performed with different PN levels (lowf2
6 = 0.001, medium

f2
6 = 0.01, strongf2

6 = 0.1) without applying any PN mitigation technique. Fig.3.31 and 3.32

show these comparisons between DP-GSM and DP-SMX systems for QPSK over correlated Rayleigh

channel and correlated Rician channel ( = 3) respectively with spatial correlation (a)V = 0.2 and

(b) V = 0.8. It is clear that the performance for both system are very close especially when the fading



3.7 Dual Polarized GSM |113

0 5 10 15 20 25 30
10 -4

10 -3

10 -2

10 -1

10 0

(a)

0 5 10 15 20 25 30
10 -4

10 -3

10 -2

10 -1

10 0

(b)

Figure 3.31– BER performance of DP-GSM and DP-SMX systems for QPSK over correlated Rayleigh channel
with spatial correlation: (a)V = 0.2 and (b)V = 0.8 using ML detector. Both systems are affected by PN
with different levels (low, medium and strong noise). The power leakage parameter is̀= 0.2 and the spectral
efficiency is12 bpcu.

channel is Rayleigh and the spatial correlation is small (V = 0.2). When this value increases, the

DP-GSM outperforms the DP-SMX by1.5 to 2.5 dB with low and medium PN respectively. It is also

worth to mention that the performance for both systems degrade considerably for strong PN. In the case

of Rician fading channel (Fig.3.32), the performance of both systems is acceptable for low value of

spatial correlation but when it increases, the performance for both systems is degraded especially for

medium and strong PN.

Finally, we extended our analysis using a more realistic sub-THz channel different from that

presented in (3.55). In hereafter we compare the performance of the DP-SMX and the UP-GSM

systems using a ray-based deterministic channel modeling for sub-THz band (90-200 GHz) developed

by our BRAVE partner SIRADEL in [36]. We adopt here the downlink hotspot (or kiosk) indoor

scenario generated using the ray-based channel model described in Section3.7.4.2. Here, the ULA for

antennas geometry is considered with antenna element separation of4_ for a lower spatial correlation

[169], where_ is the wavelength. Also, different channel realizations are consideredby using the 10

APs marked in red and distributed throughout the room, and the 50 UEs highlighted with yellow circles

in Fig. 3.13. The considered range for UE is going from 2m to 8m, i.e., we use in average a 5m

separation distance between UE and AP.

For a fair comparison, the DP-SMX and the UP-GSM are compared with the DP-GSM system

under the same SE which is 12bpcu using same detector, same number of RAs,same APM for all

systems, and same number of activated TAs for UP-GSM and DP-GSM . Thefollowing configurations

are adopted: for DP-GSM (#C = 5, #0 = 3, #A = 3), for DP-SMX (#C = 3, #A = 3) and UP-GSM
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Figure 3.32– BER performance of DP-GSM and DP-SMX systems for QPSK over correlated Rician channel
( = 3) with spatial correlation: (a)V = 0.2 and (b)V = 0.8 using ML detector. Both systems are affected by PN
with different levels (low, medium and strong noise). The power leakage parameter is̀= 0.2 and the spectral
efficiency is12 bpcu.

(#*%C = 10, #0 = 3, #*%A = 6). Fig. 3.33, shows such a comparison using the ML detector for the three

systems. It can be seen that the DP-GSM and DP-SMX have nearly the sameperformance and they

outperform the UP-GSM with a difference of1 dB at the BER of10−4 (see solid lines). Moreover, when

the number of DP receive antennas increases:#A = 5 for both DP-GSM and DP-SMX, and#*%A = 10

for UP-GSM, the performances of the three systems improve and the DP-GSM and DP-SMX systems

always keep their superiority compared to UP-GSM.

Other effects related to sub-THz impairment can be observed in Fig.3.34, where different PN

levels are used and different number of received DP antennas#A = 3 in Fig. 3.34a, and#A = 5 in Fig.

3.34bare used for comparing the performances between the DP-GSM and the DP-SMX systems. Fig.

3.34, shows clearly that both systems achieve same performance for any valueof #A with low PN. The

gain achieved by the DP-SMX is slightly higher (about 1.5 dB at a BER of10−4) with medium PN and

#A = 3 when is compared with the DP-GSM . However, it is important to highlight that both systems

fail to detect correctly the conveyed bits in their respective systems and suffer from a high error floor

when they experiment a strong PN impairment even when the value of#A is high, because the system

considers uncoherent detection without any PN cancellation. When the number of received DP antennas

increases to#A = 5, the performance of the DP-GSM and the DP-SMX systems improves compared to

the case where#A = 3 and the performances of both systems become similar. By comparing Fig.3.34a

and Fig.3.34b, we can notice that the DP-GSM system register a gain of 2 dB at BER=10−4 at low PN

and a gain of 3.5 dB at medium PN.
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Figure 3.33 – BER performance of DP-GSM , DP-SMX and UP-GSM systems with sub-THz channels and
QPSK using ML detector.
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Figure 3.34– BER performance of DP-GSM and DP-SMX systems with sub-THz channels and different PN
levels. The spectral efficiency is12 bpcu.(a)#A = 3 and (b)#A = 5 .

In conclusion, the implementation of GSM system with DP antennas is evaluated over correlated

Rayleigh/Rician channels and sub-THz channels with/without RF-impairments such as the PN. Adding

the polarization indexation layer into the GSM system leads to an increase of theSE by#0 log2(#?).
To be able to detect at the DP-GSM systems the activated antennas indices, their polarization, and

the transmitted APM symbols a MOB-MMSE detector is proposed and compared tojoint ML optimal

detector.Theoretical analysis and Monte-Carlo simulations reveal that the DP-GSM system provides a

1 dB gain in comparison to the UP-GSM system which needs to have twice as much number of UP
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antennas, and same number of RF chains for full-RF transmitter architecture. It is also shown that

the proposed DP-GSM scheme is more robust against the Rician fading effects with inter-antenna

correlation, and therefore is advantageous for improving the overall SEand EE. In addition, the

DP-GSM outperforms the DP-SMX in Rayleigh channel by1.5 to 2.5 dB with low and medium PN

respectively. Besides, the proposed scheme has demonstrated to have agood performance in a case of

sub-THz RF-impairments especially for the case of low and medium PN levels. Moreover, the depicted

results using the ray-based deterministic channel modeling for sub-THz band (90− 200 GHz) with RF-

impairments reveal that the performance of DP-GSM with low and medium PN levels are very close

with help of receive diversity.

3.8 Conclusions and Discussions

In this Chapter3, we investigated MIMO SMX and GSM for ultra-high data rate indoor scenarios. The

results reveal that such a wireless system with low power consumption can be achieved by spectral-

efficient IM schemes such as GSM with a power-efficient single carrier as QPSK motivated by the low

PAPR [14]. In addition, it worth mentioning that exploiting IM to transmit most of the informationbits

with low order"-ary schemes (e.g., GSM-QPSK) to reach a high system SE is more power-efficient

than SMX system and other GSM configuration that uses higher-order modulation and/or less virtual

bits by means of spatial IM as summarized in Fig.3.5. However, GSM system is more sensitive

to channel correlation because highly correlated channels can lead to a detection error of activated

TAC and thus the transmitted symbols. For this reason, we proposed some techniques to enhance the

performance by properly selecting the legitimate TACs without instantaneous CSIT (S-EGSM), and

using efficient spatial bit mapping [15].

Moreover, we proved that the power-efficient APM with GSM has many important advantages in

sub-THz channels with RF impairments compared to MIMO-SMX especially whenconsidering the

complexity/energy constraints of UE receiver [16, 17]. For instance, GSM-QPSK with non-coherent

detection compared to other systems has: (1) better performance; (2) lower power consumption; (3) less

complexity; (4) higher robustness to PN; (5) a few-bits ADC resolution requirement, as summarized

in Fig. 3.35. However, the GSM systems mainly have three drawbacks: (1) the requirement of

larger TA array where only a subset is activated at a time to convey more virtual bits by IM; (2) the

higher transmitter cost if full-RF architecture is adopted; (3) the PAPR increase with full-RF GSM

as highlighted in Fig.3.6 and [17] [173]. However, the antenna array size is not a critical factor in

mmWave and sub-THz bands, where the small antenna size allows having a large antenna array in a

compact area. Also, the transmitter cost is still feasible, especially in the downlink scenarios, where

the AP serves as the transmitter. In addition, the increased power consumption due to the slight PAPR

degradation is counterbalanced by significant SNR gain and EE/SE improvement achieved by IM. It is

worth mentioning that the proposed system with channel bonding and aggregation in sub-THz bands
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Figure 3.35– Comparison of MIMO Systems in sub-THz channels. Axes are normalized by the best achieved
value among the 3 systems of same spectral efficiency.

allows reaching scaled Tbps downlink rates [17], where different users can be served simultaneously

on different channels.

Although the GSM system has lower detection complexity than SMX, both system complexities

increase dramatically with the number of activated TA and the APM modulation order. To avoid such

a problem, we proposed a near-optimal detector with low complexity for SMX and GSM system that

can achieve ML performance with99% complexity reduction even with channel estimation error and

large-scale MIMO.

Moreover, we proposed DP-GSM scheme, where the DP antennas are incorporated with GSM

scheme for further SE and EE enhancement by exploiting the polarization IMdimension. Also, this

improvement is validated by deriving the analytical system performance in Rayleigh/Rician channels.

Then, DP-SMX and GSM are compared in the sub-THz environment to DP-GSM, where the latter

maintains GSM advantages while achieving better performance and robustness to spatial correlation.

Thus, the main tackled challenges in this chapter for GSM and SMX MIMO systems are presented

along with the proposed solutions in Table3.9.

Finally, the presented analysis for GSM, SMX, and DP-GSM in the sub-THzenvironment confirms

that the combination of power-efficient low-order modulation with MIMO and spectral-efficient IM is a

promising solution for low-power ultra-high wireless data rate systems. In thenext Part, we will follow

the same approach (power efficient SC + MIMO + spectral-efficient IM)but with our novel proposed

IM domain that can achieve even better SE/EE accompanied with several other critical advantages for

sub-THz bands.
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Table 3.9– Our proposed solutions for the main challenges of GSM and SMX MIMO systems.

Challenge Proposed Solution

GSM high performance 

degradation due to spatial 

correlation

S-EGSM system: that  reduces detection error by avoiding the most 

correlated TACs based on the transmit spatial correlation information.

Best-effort gray spatial bit-mapping: that minimizes the BER due to

the ambiguity between neighbor TACs.

DP-GSM: that exploits polarization IM dimension to provide better

robustness against spatial correlation while enhancing the SE.

SMX and GSM high detection 

complexity with large-scale 

MIMO and high APM order

OSIC-ML and SIC-ML detectors for SMX and GSM

respectively: that provide a controllable complexity-performance

tradeoff while achieving the optimal performance with 99%

complexity reduction compared to ML detector.
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4.1 Introduction

The previous Chapter investigated the spatial IM domain and mainly GSM-based schemes to achieve

low-power ultra-high wireless rates in sub-THz. The spectral-efficientspatial IM scheme with power-

efficient APM (e.g., GSM-QPSK [16]) is shown to be more advantageous in sub-THz bands than the

systems used in recent standards (e.g., IEEE 802.11ax) where SMX with high order QAM is adopted,

as discussed in [17] using their optimal detectors. However, GSM requires a full-RF transmitter

architecture (i.e., high-cost) to maintain its SE while using only few TAs for multiplexing APM

symbols, and it suffers from performance degradation when a TAC index is mis-detected due to its

propagation to all APM symbols. Consequently, these results and drawbacks motivate us to propose

a novel IM domain that provides even higher SE/EE in SISO prior to its MIMOexploitation. It is

worth mentioning that each single bit SE enhancement in the SISO context will be multiplied by the

multiplexing order in the MIMO context and turns into important SE gain, especially with larger-scale

MIMO. Hence, an intelligent strategy that should significantly impact the overall MIMO system design

is to enhance the SE of SISO systems while keeping using power-efficient low-order APMs suitable for

sub-THz bands with the technological limitation and RF impairments.

In this Chapter, a novel domain for IM is proposed where a more significant SE/EE enhancement

is targeted in SISO with a better performance compared to the equivalent system with/without IM.

The proposed filter IM domain generalizes the existing time and frequency IMdomains and provides

another degree of freedom to better exploit IM advantages. Moreover, two novel schemes are proposed

to achieve higher SE and EE enhancement. Furthermore, the filter IM domain isincorporated with

MIMO SMX to highlight the different advantages of our proposed domain especially in sub-THz

environment. Finally, a complete analysis and comparison with the results of Chapter3 is presented to

conclude both chapters.

The major contributions of this chapter are summarized as follows:

1. A novel domain for index modulation, named Filter IM Domain, is proposed where another

degree of freedom for IM is introduced. In addition, the special casesof the proposed domain

and its different potential indexation techniques are discussed.

2. Within the filter domain/dimension, a novel modulation scheme named Filter Shape Index

Modulation (FSIM) is proposed. To the best of our knowledge, this is the first time such an

indexing dimension is used as a method for SE enhancement purpose. The pulse-shaping filter

is indexed to convey additional information bits to those transmitted in the APM data symbols.

The information bits in FSIM are mapped into both signal domain (any"-ary APM) and filter

domain. As a new approach, we consider a filter bank with different shapes that can be changed

at each symbol period rather than a single pulse shaping filter to further explore the indexation

gain.
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3. Within the filter IM domain/dimension, another novel modulation scheme named IQ-FSIM is

proposed. In contrast to FSIM, the pulse shaping filters for the In-phase (I) and Quadrature

(Q) components are indexed separately to double the virtual information bits inaddition to

those transmitted in the APM symbols. The bits in IQ-FSIM are mapped into both traditional

signal domain (any"-ary APM) and filter IM domain. This scheme generalizes the previously

proposed FSIM, which is in turn generalizes most of SISO-IM schemes in frequency and time

IM domains. By considering different filter shapes at each symbol period at the transmitter and

the separate indexation on I and Q, a higher EE and SE is enabled by this scheme.

4. The FSIM and IQ-FSIM system models are presented where a low complexity detector based on

MF is proposed. Compared to the joint ML detection that considers the joint detection of both

APM symbols and filter shapes’ indices on I and Q, the proposed MF baseddetector performs

the filter shape detection firstly, and then the APM symbols being received. Aprominent

computational complexity reduction is obtained while achieving the optimal ML performance.

5. An ISI estimation and cancellation block is proposed for both schemes to eliminate the ISI

introduced by the designed filter shapes.

6. Theoretical analysis and Monte Carlo simulations substantiating the efficiency of the proposed

FSIM and IQ-FSIM schemes are presented. A lower bound for the error probability for filter

index detection is derived. Also, the APM error is incorporated to truly characterize the FSIM

and IQ-FSIM system performance in terms of total Symbol-Error Rate (SER) and BER. This

lower bound can be evaluated numerically with any number of filters and"-ary APM scheme.

Simulation results demonstrate the superior performance of FSIM compared tothe other systems

of the same SE with/without IM in AWGN and frequency selective fading channels.

7. The performance of both proposed schemes FSIM and IQ-FSIM arecompared at the same SE

using theoretical and numerical results with the currently designed filters. The results highlight

that IQ-FSIM with a realistic filter bank allows reaching a higher EE due to the lower modulation

scheme order or the number of filters, especially when the larger filter bankis not optimally

designed.

8. A generalized MIMO SMX system is proposed by incorporating FSIM scheme to achieve high

SE and EE gain. The proposed SMX-FSIM system conveys information bitsin the signal and

filter IM domains. The VBs are encapsulated by the different filter shapesindices that are used for

pulse shaping of the#C simultaneously transmitted APM symbols. Note that the transmit spatial

IM (e.g., GSM system) conveys all the VBs by a single index (index of activated TAC), and its

misdetection leads to bit errors in most of the VBs and also in the real bits of all transmitted

APM symbols (i.e.,#0 APM symbols in GSM will be most probably mis-detected when an

error occurs in the TAC index detection). However, the decentralization of VBs encapsulation in

SMX-FSIM avoids the highlighted single point of failure in GSM system.
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9. A simple receiver for SMX-FSIM is presented, which is based on Zero-Forcing (ZF) sample

level equalizer followed by a parallel MF-based detector. The proposed parallel detection for

SMX-FSIM provides good performance with prominent complexity reductioncompared to the

joint Maximum Likelihood (ML)-based detector.

10. The analytical performance of SMX-FSIM using ZF equalizer is derived and validated by Monte

Carlos simulations. Then, they are compared to those of the conventional SMXQAM system of

the same SE. The results show an important SE and EE gain can be achieved even with a low

number of filter shapes.

11. The performance of the proposed SMX FSIM scheme is evaluated under sub-THz channels

generated using ray-based deterministic channel model [36] and with RF impairments, then

compared to the existing ultra-high data rate candidates presented in Chapter3 (GSM and

conventional SMX QAM [17]).

12. These sub-THz candidate schemes are compared and analyzed from different perspectives

(performance, robustness to PN, SE/EE, cost, PAPR, and power consumption). The results

reveal that the spectrally efficient SMX-FSIM with power-efficient APMis the most promising

candidate for such systems in sub-THz bands because it has better performance and robustness

to PN, higher SE and EE gain, lower power consumption, and cost, as well as it avoids the RF

switching problem that appears with transmitter spatial IM (e.g., GSM).

The remainder of this chapter is organized as follows. Section4.2 introduces the novel Filter IM

domain that generalizes most of SISO-IM schemes. The novel FSIM transceiver along with different

detectors, its theoretical performance derivation, and simulation results are presented in section4.3.

Similarly, in Section4.4, the proposed IQ-FSIM is presented with a similar study, and it also provides

a comparison between both proposed schemes: FSIM and IQ-FSIM. Furthermore, the proposed filter

IM domain is extended to MIMO SMX in section4.5, along with its theoretical performance analysis,

evaluation in the sub-THz environment, and comparison to other sub-THz candidates from different

perspectives. Finally, Section4.6summarizes this chapter.

4.2 Filter IM domain

In this section, the filter IM domain is proposed aiming at further enhancing theSE gain. It will be

first applied to SISO systems prior to its exploitation in MIMO context. It is worth tomention that the

filter IM domain can include all kind of communication systems because all of these systems have at

least one filter used for band-limitation of the emitted signal. In addition, the filter IM domain allows

the indexation of several filter property to convey information bits with or without an APM symbol.

Adopting filter indexation strategy, one can cover as many schemes as it canbe imagined to convey

VBs by indexing: the bandwidth, the roll-off factor, the filter shapes, the filter time shift,...,etc.
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Hence, the frequency domain IM (presented in Section2.2) can be seen as a special case of the filter

IM domain because the activation/deactivation of a frequency band or a subcarrier is just an application

of a band-pass/zero filters in single mode IM. Similarly, the time domain IM counterpart (presented in

Section2.2) can also be considered as a special case of the filter IM domain, where the transmit filter

is shifted by multiple of symbol period without allowing overlapping of different symbols. Note that in

the single mode time domain IM, the transmitter sends APM symbols only during activated time slots

where a non-zero filter is used.

In modulation type IM domain, the transmission of data symbols in all time slots or subcarriers is

enabled by using distinguishable APM schemes between primary and secondary activated resources.

The DM-IM systems in [80] [79] [81] consider two distinguishable constellation alphabets drawn

from the inner and the outer constellation points of different average power levels using same or

different normalized constellation points. Note that DM-IM can be achievedby using same normalized

APM alphabets followed by different filters to change power and phase,by using different APM

constellations with same filter or using both different APM constellations and filters between primary

and secondary active resources. The filter domain IM generalizes the single-mode IM by selecting only

different filters between active and non-active sub-carriers or time slots. However, the filter IM domain

needs also to select different APM mapper (constellation alphabets) between primary and secondary

active resources to generalize all cases of DM-IM.

For clarification, the modulation type IM can be realized by considering one of the following

strategies that use:

1. same normalized APM alphabets followed by different filters to change power and phase between

the different active resources, e.g., the inner and outer QPSK constellations used in [81].

2. different APM constellations with different filters if the constellations’ sets in APM mappers/de-

mappers are the normalized version and the filters modify them (i.e., by scaling the power levels

for each APM, rotating the constellation points) to get distinguishable constellations (e.g., the

two constellations used in [79,80]).

3. different APM constellations with same filter like most modulation type IM schemes (e.g., the

two constellations used in [79,80]).

Note that the first strategy fits well in the proposed filter IM domain with unique APM mapper/de-

mapper.

Moreover, the non-orthogonal time/frequency IM schemes in single and dual mode where the filters

overlap in the time/frequency domain in Faster Than Nyquist (FTN)/SeFDM based schemes, are also

special cases of filter IM where the filters are adapted according to compression factora, and the overlap

and add block that we will present in the next section is modified for FTN based schemes. Therefore,

the filter IM domain can generalize most of SISO IM schemes.
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Furthermore, the filter IM dimension also includes the conventional modulation schemes as the

PPM and its generalization, Pulse-Width Modulation (PWM), OOK because they convey bits by means

of indexing a filter property. Hence, our proposed domain generalizes most of SISO-IM schemes and

its exploration allows more innovation in communication systems. To the best of ourknowledge, such

a domain has never been investigated in the literature but the investigation of some special cases in this

domain as OOK or PPM started before many decades.

In this chapter, many possible indexations in filter IM domain (e.g., the filter roll-off) are not

explored currently, because they involve a bandwidth variation, and/or they cannot be modified and

detected at symbol rate, and thus negatively impacting the SE which is contradictory with our ultimate

goal: the SE enhancement. In the following, we will introduce our proposednovel schemes in this

IM domain/dimension to convey additional information by indexing the filter shapes. These schemes

use all frequency and time resources where the filter shape can be changed at each symbol period to

maximize the possible SE enhancement as it be explained in the next sections.

4.3 Filter Shape Index Modulation (FSIM)

4.3.1 FSIM Transmitter System model

The proposed system considers a SISO transmission mode, where the binary source information

sequence1 is divided into two streams11 and12 as shown in Fig.4.1. The bit-stream11 is mapped

by the"-ary APM, such as QAM or PSK, etc. The bit-stream12 is encapsulated in the index8 of the

selected filter. Then, the selected filterf8 [<] of length! samples is used as a pulse shaping filter where

< is the sample index taking values between0 and! − 1. The filter is truncated in the time domain

to [ APM symbols and sampled with a rate of_ samples per symbol, which yields! = [._+1 samples.

! is restricted to be odd in order to have a linear phase filter without a half sampleperiod shift.

We suppose that there is a filter bank with# distinguishable filters as shown in Fig.4.1 (# is a

power of 2), and its design is addressed in the next Chapter5. Accordingly, the number of bits per

FSIM symbolLFSIM can be expressed as:

LFSIM = log2 # + log2 ". (4.1)

Thus, the SE is enhanced bylog2 # compared to conventional"-ary APM systems thanks to the filter

indexation at each symbol period.

The output of the filter bank for the=-th APM complex symbol2= is denoted by signalsB= [<] and

given as follows:

B= [<] =
(
58= ∗ 2′=

)
[<] = 2= 58= [<] (4.2)
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Figure 4.1 – System model of the FSIM-based transmitter and receiver with MF-based detector using# filters
of length! and"-ary APM. Note that the detector can be replaced by the joint ML detector.

where2′= is an up-sampled version of2= by a factor!, and8= ∈ {0, 1, ..., # − 1} is the index of the

filter being selected for the=Cℎ symbol according to the bit-stream12.

Then, the signalsB= [<] are passed through the Overlap and Add (OLA) block as shown in Fig.

4.1 in order to generate the_ samples for each APM symbol. The_ desired samples for the=Cℎ APM

symbol2= is given byG= [?] as follows:

G= [?] =
=+⌊[/2⌋∑

=′==−⌈[/2⌉
B=′ [? − (=′ − =)_], (4.3)

where the index? = ?center− ⌈_/2⌉ + 1, ..., ?center+ ⌊_/2⌋ and the index of the middle desired sample

is ?center=
!−1

2
.

An example for the OLA with[ = 6 is illustrated in Fig.4.2. Note that each row in this figure

represents the! output samples of the filter bank for the=Cℎ symbol2= which contains: the desired

_ sampless= at the center and the undesired samplesI=9 for 9 = ±1,±2,±3. The_ sampless= will be

affected and interfered by the undesired samples of the⌈[/2⌉ = 3 APM symbols prior the instant= (for

9 > 0) and of ⌊[/2⌋ = 3 APM symbols posterior to the instant= (for 9 < 0) as depicted in the red

vertical box (for= = 3) of Fig. 4.2. Hence, the equation (4.3) can be rewritten in terms of interference

as:

x= [?] = I=−⌈[/2⌉⌈[/2⌉ + ... + I=−1
1 + s= + I=+1−1 + .... + I=+⌊[/2⌋−⌊[/2⌋ (4.4)
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Figure 4.2– An example for the Overlap-Add block in the proposed schemeassuming[ = 6 symbols.

Note that the conventional transceiver with any"-ary APM schemes can be considered as a

special case from our proposed system where all the filters in the bank are all substituted by the

same Nyquist pulse shaping filter e.g., RRC. In other words, the proposedsystem is equivalent

to conventional transceiver when using the same Nyquist filter for all symbols, and this proof

is presented in AppendixD. Finally, a framex 5 is created by padding the signal of#B FSIM

symbols by a ZP of length_#/% samples in order to eliminate the inter-frame interference:x 5 =

[01, . . . , 0#/% , x−⌊[/2⌋ , ..., x ⌈#B−1+[/2⌉]. Hence, the SE of FSIM is attenuated by a factor of#B/(#B +
#/%) only when ZP is used, but adding a ZP is without any power penalty in constrast to using CP.

4.3.2 FSIM Receiver System model

The receiver scheme proposed by our approach is represented in Fig. 4.1, where the received signalH

is expressed in time domain as:
H(C) = (ℎ ∗ G 5 ) (C) + E(C), (4.5)

whereℎ(C) is the impulse response of a multipath frequency-selective fading channelwith � paths and

maximum delay spread of(� − 1))BH<, where)BH< = _.)B is the APM symbol period and)B is the

sampling period. Note that#/% ≥ (� − 1) in order to avoid the inter-frame interference.E(C) is the

AWGN with zero mean and variancef2
E , i.e, CN(0, f2

E ). The power of transmitted symbols2= and

the used filters58= are normalized:E[‖2=‖] = 1 and‖f8 ‖2 =
∑!−1
<=0 5

2
8 [<] = 1, respectively.

Firstly, the receiver compensates for the fading channel distortion on allreceived samples that

contain the implicit information of the selected filter index. For each received frame, the ZP is removed,
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then a linear equalizer like MMSE-FDE [206] is used to mitigate the channel effect and recover the

signalĜ as depicted in Fig.4.1.

Afterward, the equalized signalĜ shown in Fig.4.1is passed to the ISI estimation and cancellation

that remove the controlled ISI from the used filter shapes. The ISI cancellation is required if the used

filters don’t satisfy the Nyquist ISI criterion. The condition for zero ISIin AWGN channel is:

( 58 ∗ 68) (=.)BH<) =



1 = = 0

0 = ≠ 0
(4.6)

for any integer= and 8 = 1, ..., #, where68 is the impulse response of the MF. Note that when this

condition is satisfied, only one pulse has an effect at the integer multiple of thesymbol period as shown

in Fig. 4.2. However, this condition is relaxed in the proposed system when the targetis to enhance

the SE of"-ary APM, and then ISI will occur naturally. Therefore, an ISI cancellation process is

mandatory before detecting the APM symbol and the selected filter index. TheAPM symbol and index

detection can be performed jointly using the joint ML detector or separately using the MF detector. The

proposed detectors are described in the following.

4.3.2.1 Joint ML Detector

The equalized signal̂G is fed to the ISI cancellation block that aims at regenerating free-ISI signals ŝ

composed each of! samples. These signalsŝ are then fed to the detector to jointly recover the filter

index and the transmitted symbols. The detection can be performed using an MLdetector that makes

an exhaustive search over all possible APM symbols and filtersf8 combinations as described below:

{ŷ, 2̂} = 0A6 min
f8 ∈k,2∈j

‖ŝ− f8 ∗ 2‖2 (4.7)

wherek andj denote the set of# filter’s shapes and the"-ary APM constellation, respectively.ŷ and

2̂ are the estimated filter index off8 and the estimated APM symbol, respectively. Such a receiver’s

system model is similar to that illustrated in Fig.4.1but by replacing the MF-based detector by an ML

detector.

4.3.2.2 Matched Filter-based Detector

The detection of the selected filter index can be performed using a bank of MFs or a bank of correlators.

In this section, we will consider the MF-based detector, knowing that both detectors provide the same

results [203]. Figure 4.1 depicts the system model where the detection is performed after the ISI

cancellation. The detector is composed of# matched filter6: where6: (C) = 5: () 5 − C) with 0 ≤ C ≤
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Figure 4.3 – ISI estimation and cancellation using feedback decisions{ŷ, 2̂} for past symbols and tentative
decisions{ỹ, 2̃} for future symbols.

) 5 , ) 5 = !.)B. The outputs of these filtersA: (C) are given by:

A: (C) =
∫ C

0

B̂(g)6: (C − g)3g, : = 1, 2, . . . , #

=

∫ C

0

B̂(g) 5: () 5 − C + g)3g. (4.8)

These filter outputs are evaluated at the instant) 5

A: =

∫ )5

0

B̂(g) 5: (g)3g, : = 1, 2, ..., #. (4.9)

Thus, the decision on the selected filter index, being used at the transmitter, isbased on selecting the

largest energy of the sampled MF outputs as follows:

ŷ = 0A6 max
:
‖A: ‖2. (4.10)

Once the filter index is detected,A ŷ is decoded by using the APM detector that determines the ML

transmitted symbol̂2 in the constellation setj. Note that any other APM detector can be used. Finally,

the detected APM symbol̂2 and the filter index̂y are sent to the corresponding demappers to deduce

the bit-stream̂11 and1̂2, respectively.
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4.3.2.3 ISI Estimation and Cancellation

The principle of FSIM is to convey additional information bits through the indexof the transmission

filter being selected at the transmitter. Thus, this modulation’s success is based on the capability of

detecting correctly at the first stage, the index of the selected filter58. For this reason, the filter bank

cannot contain only Nyquist filters due to the inherent high cross-correlation between the possible

Nyquist filters. One of the solutions that could allow the detection of correlated Nyquist filter is to

use the same filter shape for many successive symbols. However, this solution contradicts the FSIM

approach, aiming to increase the SE in contrast to other SISO-IM schemes presented in Section2.2.

Therefore, the filter bank used in this modulation is expected to generate ISIbut predictable depending

on the filter shapes, and the filter bank design will be considered in Chapter5.

Considering an AWGN channel, equation (4.5) can be rewritten as follows:

H(C) = G(C) + E(C) =
∑
=

B= (C − =.)BH<) + E(C) =
∑
=

2= 58= (C − =.)BH<) + E(C). (4.11)

The received signal is sampled at the rate of)B and the! received samples corresponding to APM
symbol2= is given as follows:

H= [<] = (2=. 58= [<] +
∑
=′>=

2=′ . 58=′ [< − (=′ − =)_]
︸                              ︷︷                              ︸

0=C820DB0; � (�

+
∑
=′<=

2=′ . 58=′ [< − (=′ − =)_]
︸                              ︷︷                              ︸

20DB0; � (�

) + E= [<]

= 2=. 58= [<] + �(�= [<] + E= [<], (4.12)

where 58= represents the8Cℎ filter used to transmit the=Cℎ symbol andE= [<] is the noise sampled at

C = =.)BH< + <.)B. Note that if the used pulse shaping filters satisfy Nyquist condition for zero-ISI,

then the received signal in AWGN channel is ISI free (�(� = 0 in (4.12)) which is not the case in the

proposed system.

Thus, the perfect ISI cancellation for the! samples around any symbol requires the knowledge of

the filter index and APM symbols for the[ past and[ future symbols (as shown in Fig.4.2where the

ISI in the samplesI03 of the first APM symbol20 can be eliminated by knowing all the future[ = 6

symbols). The proposed ISI cancellation algorithm takes the past[ detected APM symbolŝ2=′<= along

with their filter indicesŷ=′<= as a feedback from the previous final decisions as shown in Fig.4.1.

However, a tentative decision as in [207] [208] is required for the[ future symbols. Thus, the ISI

cancellation and detection for the current symbol will be delayed by[ symbols after receiving the!

samples of2= as depicted in Fig.4.3 in order to be able to mitigate the anticausal ISI. Note that the

conventional transceiver delay is3conv. =
[._

2
+ ⌊ _

2
⌋ samples, which corresponds to filter ramp-up delay

and time needed to receive all_ samples for first symbol. Thus, the additional FSIM system delay

compared to conventional transceiver is3FSIM = ! + [_ − 3conv. = 3
[._

2
+ 1 − ⌊ _

2
⌋ samples, which

corresponds to the delay needed to receive the rest of the first! samples and to eliminate the anticausal
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ISI from the[ future symbols.

The FSIM receiver with linear ISI cancellation is depicted in Fig.4.3. The tentative decision of

the APM symbol2̃=′>= and the filter index̃y=′>= for future [ symbols are detected by the matched

filter as described in the subsection4.3.2.2using their corresponding! samples of the received signal

H=′ [<]. These tentative decisions{ỹ=′ , 2̃=′} are used to regenerate the filter bank output originally

generated at the transmitter side asB̃=′ [<] = 2̃=′ 5ỹ=′ [<]. Similarly, this regeneration is performed for

the past symbols using the feedback decisions{ŷ=′ , 2̂=′} to get B̂=′ [<] = 2̂=′ 5ŷ=′ [<]. As shown in Fig.

4.3, the regenerated signals are saved in their corresponding registers and then used to generate the

ISI estimation. Finally, the ISI cancellation is performed by subtracting the estimated ISI from the

corresponding! samples of the received signalH=′ [<]. This aims to generate the estimated transmitter

filter outputB̂= [<] for the APM symbol2= that can be expressed as follows:

B̂= [<] = 2= 58= [<] + �(�A4B83 [<] + E= [<], (4.13)

where< = 0, ...! − 1. The �(�A4B83 [<] represents the residual ISI that might still persist due to the

non-perfect ISI cancellation. Note that if the filters are well designed, the �(�A4B83 [<] approaches

zero. Finally,B̂= [<] is passed through the filter index and the APM symbol detectors to recover the

bitstreams11 and12 as described in Fig.4.1.

4.3.3 Filter Bank Design requirements

Note that the proper design of the filter shape is crucial to allow the correctdetection of the indexed filter.

In this sub-section, the filter bank design problem is summarized, and it will beaddressed and solved in

the next chapter5. In brief, this problem shares some requirements with the conventional pulse shaping

problem, but more constraints are added to maximize the correct detection of the selected filter index.

The proposed system insists that ISI is not necessarily undesirable whileit is controllable. The aim is

to achieve better system capacity rather than enforcing zero interference.

The filter bank design problem is not a trivial task because all filters58 in the bank should be jointly

designed to satisfy the following conditions and constraints:

1. 58 is strictly band-limited with a bandwidth� within the channel bandwidth�2, where� ≤ �2
should be as large as possible. In addition, the filters58 should be around the center frequency of

the channel (around the carrier frequency in the pass-band or around zero in the base-band).

2. Minimum cross-correlation between all normalized filters58 in the bank is required to maximize

the correct filter index detection at the receiver side. The cross-correlation between two filters58
and 5 9 from the bank is given by:

( 5̄8 ★ 5 9) [3] =
;=+∞∑
;=−∞

5̄8 [;] . 5 9 [; − 3], ∀ 8, 9 = 1, 2, ..., # and3 = 0, 2, ..., 2! − 1. (4.14)
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More precisely, the dot-product square between filters〈f8 , f 9〉2 should be minimized since the

MF detector output taken atC = ) 5 depends on this dot-product value.

3. All the filters should have an acceptable level of Out-of-Band (OOB) radiations with a feasible

filter length. Thus, the Magnitude response|�8 (l) | of all filters f8 should satisfy the following

condition: |�8 (l) | ≤ $$�<0G for l ≥ lB, wherelB is the stop-band angular frequency.

4. The filter length! should be kept the minimum possible to allow practical implementation.

Hence, the tails of their impulse responses should decay to zero after a feasible number of

symbols in order to have, after the time domain truncation to[ symbols, the best tradeoff filter

length-OOB.

5. The performance of FSIM depends on the ability of correct ISI estimation and cancellation, and

mainly on the correct tentative decisions in presence of ISI. Thus, the introduced ISI distortion

should be minimized while respecting the previous conditions and constraints, toavoid any error

floor in terms of SER and BER.

A straightforward solution for this filter design problem is to have orthogonal filters that occupy

each different bandwidth by dividing�2 into # sub-bands. In this case, the first condition to have

the same center frequency is not satisfied, which will lead to a lower SE whenhigh "-ary schemes

are used according to Table2.1. This case was discussed in [67] when applying IM in the frequency

domain on the OFDM sub-carriers. Hence, the frequency IM domain is a special case of the proposed

filter index modulation without a noticeable SE enhancement.

Finally, for a proper filter shape design, we have to jointly minimize the injected ISI distortion

on the transmitted symbols and the cross-correlation between all filters of the bank while keeping the

highest possible bandwidth (� ≈ �2).

4.3.4 Theoretical performance analysis

In this sub-section, the probability of error for the filter index is evaluated,then the SER and the total

BER is deduced to truly characterize the FSIM system performance. Note that both proposed detectors

(MF and joint ML) achieve similar performance (negligible difference), asit will be shown in the next

section. For this reason, the low complexity MF-based detector is only considered in the following

theoretical derivations.

The probability of error for filter index pilots the system performance because the error in filter

detection leads to an additional ISI and thus more errors can appear in the detection of APM symbols.

For each symbol period, the input to matched filter detector is the! samples as expressed in (4.13).

In the following, we will assume that the filter bank is well designed where the ISI is perfectly canceled

(8.4., �(�A4B83 = 0). Hence, the probability of error that will be derived can be considered the lower

bound of the proposed system.
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The output of the matched filter bank sampled atC = ) 5 given byA: in (4.9) can be rewritten as:

A: = 〈f: , f8=〉.2= + 〈f: , v=〉 =


2= + 〈f: , v=〉 for : = 8=

〈f: , f8=〉.2= + 〈f: , v=〉 for : ≠ 8=

(4.15)

Note that when the# filters are orthogonal〈f: , f8〉 = 0, the system will be transformed into

frequency band indexation, which results in a limited SE enhancement. However, in our proposed

system, the filters are not orthogonal because they occupy the same bandwidth, and they have the same

center frequency to target a more significant SE enhancement.

To evaluate the probability of error, let us suppose that the filter51 is selected at the transmitter side

for the APM symbol2=. Then, the vectorr : composed of the elementsA: for : = 1, ...., # is given as

follows:

r : = [2= + E1, 〈f2, f1〉.2= + E2, ..., 〈f# , f1〉.2= + E# ], (4.16)

whereE: = 〈f: , v=〉 are complex valued zero-mean mutually statistically independent Gaussian random

variables with equal variancef2 = f2
:
= 1

2
#0, where#0 is the noise spectral density [203]. According

to (4.10), the detection of the filter index selects the maximum*: = ‖A: ‖2 which represents the energy

of A: . *: is described as a statistically independent non-central chi-square distribution [203] for all

:, each having2 degrees of freedom where the non-centrality parameterU2 with the energy of APM

symbolE@ is given by:

U2
: ,@

=



‖2=‖2 = E@ 5 >A : = 1

〈f: , f1〉2.‖2=‖2 = 〈f: , f1〉2.E@ 5 >A : ≠ 1,
(4.17)

whereE@ is the energy of the transmitted APM symbol2=. Thus, we obtain the PDF of*: as

?(D:) =
1

2f2
4
−
D:+U2

:

2f2 I0
(
U:
√
D:

f2

)
, (4.18)

whereD: ≥ 0 andI0 (d) is the zero order modified Bessel function of1BC kind given by [203]:

I0(d) =
∞∑
V=0

(d/2)2V
(V!)2 d ≥ 0. (4.19)

The error probability of the filter index can be deduced by deriving the probability that the detector

makes a correct index decision. This is the probability thatD1 is larger than all other# − 1 D: values

for : ≠ 1. This probability of correct decision for a given APM symbol energyE@ may be expressed

as:

%2,E@ = %(*2 < *1,*3 < *1, ...,*# < *1) =
∫ ∞

0

%(*2 < *1, ...,*# < *1 |D1).?(D1)3D1 (4.20)
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where%(*2 < *1,*3 < *1, ...,*# < *1 |*1) denotes the joint probability thatD2, D3, ...D# are all

less thanD1 conditioned on a givenD1. Then this joint probability is averaged over allD1. The filters

are considered orthogonal when deriving the lower bound, thus these# − 1 variablesD: becomes

statistically independent under this assumption with chi-square distribution (U2
:,@

= 0 for : ≠ 1). Since

theD: are statistically independent, the joint probability can be factorized as a product of#−1 marginal

probabilities of the form:

%(D: < D1 |D1) =
∫ D1

0

?D: (G:)3G: , : = 2, 3, ..., #. (4.21)

Thus, the probability of a correct decision is given by:

%2,E@ =

∫ ∞

0

(
#∏
2

%(D: < D1 |D1)
)
.?(D1)3D1 (4.22)

and the probability of a filter index error with a given APM symbol energyE@ is as follows:

%4,E@ = 1 − %2,E@ . (4.23)

Hence, the average probability of filter index error is the weighted average of filter error over the&

possible energy levels of APM symbols, given as follows:

%4, 5 8;C4A =

&∑
@=1

%4,E@ .%(E@), (4.24)

where%(E@) is the probability of occurrence of the energy levelE@. For example, when the used

APM is 16-QAM, there are& = 3 possible energy levelsE@ = [0.2, 1, 1.8] and their probability of

occurrence is%(E@) = [0.25, 0.5, 0.25] if all APM symbols are equiprobable.

An erroneous detection of a filter index leads to the attempt of APM demodulationusing the signal

output of an mismatched filter with more ISI most probably. Thus, the total probability of APM symbol

error%4,�%" in FSIM system can be written according to the law of total probability as follows:

%4,�%" = %(�%" 4AA>A ∩ 2>AA42C 5 8;C4A ) + %(�%" 4AA>A ∩ 5 0;B4 5 8;C4A )

= (1 − %4, 5 8;C4A )%(�%" 4AA>A/2>AA42C 5 8;C4A ) + %4, 5 8;C4A%(�%" 4AA>A/ 5 0;B4 5 8;C4A ) , (4.25)

where %�%" 4AA>A/2>AA42C 5 8;C4A (%�%" 4AA>A/ 5 0;B4 5 8;C4A ) is the probability of APM symbol error

knowing that the filter index is correctly estimated (mis-detected). Hence, we are deriving the lower

bound under the perfect ISI cancellation assumption, then the probabilitiesof APM symbol error in

both cases are equal to the probability of APM symbol error in conventional transceiver with Nyquist

filters.
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Consequently, the correct FSIM symbol detection occurs when both the filter and the APM symbol

are correctly estimated, then the probability of a correct FSIM decision is(1− %4, 5 8;C4A ) (1− %4,�%" )
and the SER is given by:

(�' = 1 − (1 − %4, 5 8;C4A ) (1 − %4,�%" ). (4.26)

The average probability of virtual (real) bit error can be deduced from filter (APM symbol) error similar

to [203, p. 262 (5-2-24)], thus they can be expressed respectively as follows:

%1, 5 8;C4A =
#

2(# − 1) %4, 5 8;C4A (4.27)

%1,�%" =
"

2(" − 1) %4,�%" , (4.28)

Similarly to SER, the total BER is deduced but while taking into consideration the weight of real and

virtual bits:

��' =
log2 #

LFSIM
%1, 5 8;C4A +

log2 "

LFSIM
%1,�%" . (4.29)

Finally, we should mention that the cross-correlation between all filters affects the proposed

system’s performance and should be minimized to enhance the system performance. Besides, the

introduced ISI by all filters should also be minimized to approach the lower bound of the error

probability for the filter index that affects the APM symbols’ detection. This probability confirms that

the proposed system’s success is based on the filter bank design where the cross-correlation of these

filters and their introduced ISI should be jointly minimized. Finally, these theoretical lower bound for

error probabilities of filter index detection and BER are validated in the next section.

4.3.5 Numerical results analysis and discussions

In this section, firstly, the theoretical error probability of filter index detection (4.24) using the

MF-based detector is evaluated and compared to the numerical results obtained with Monte Carlo

simulations under different configurations. Secondly, the performanceof the proposed system is

evaluated when a joint ML and an MF-based detector are employed and compared at different

transmission rates to the theoretical lower bound (4.29) and to the performance of the equivalent APM

scheme of the same SE in AWGN channel and a multipath frequency-selectivefading channel.

It is worth mentioning that the filter bank design of# filter shapes is not a trivial problem with

these new constraints and conditions. For this reason, we designed2 and4 non-optimal filter shapes to

prove the feasibility of the proposed scheme and to illustrate the minimum performance gain and SE

enhancement that can be achieved. The impulse responses of the two filters are presented in Fig.4.4,

and their magnitude and phase responses are shown in Fig.4.5 and4.6. Note that the dot product of

these filters is〈f1, f2〉 = 0.2057. Moreover, the complete filter responses at the receiver, after correct
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Figure 4.4 – Impulse Response for the two filters
used in our simulations compared to RRC pulse
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Figure 4.5 – Magnitude and phase response of the
filter 51 depicted in Fig.4.4.

0 0.2 0.4 0.6 0.8 1
-120

-100

-80

-60

-40

-20

0

20

-35

-30

-25

-20

-15

-10

-5

0

Figure 4.6 – Magnitude and phase response of the
filter 52 depicted in Fig.4.4.
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Figure 4.7 – Complete responses of the 2 filters
obtained after correct matched filtering at the receiver
side, where[ = 10 and_ = 8.

matched filtering (f8 ∗ g8) are depicted in Fig.4.7. The introduced ISI clearly appears in52 because the

result off2 ∗ g2 doesn’t have a zero-crossing atC = =.)BH< for all =.

The proposed system is studied at different transmission rates (3 to 7 bits/symbol) by using different

numbers of filter shapes and different QAM orders. The used simulation parameters are summarized

in Table4.1.

Figure4.8aand4.8b compare the theoretical lower bound (4.24) and simulated probabilities of

error of filter index detection with perfect ISI cancellation, and with ISI estimation and cancellation as
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Table 4.1– Simulation parameters

Parameters Value

"-ary QAM [4, 8, 16, 32, 64]
Number of filters# [2, 4]

[ 10

Oversampling factor:_ 8

Number of symbols 5 × 105

Pulse shaping filter for Conventional Transceiver RRC

described in subsection4.3.2.3. Note that perfect ISI cancellation means that the tentative decisions for

filter index and APM symbol are correctly detected, but those decisions for past symbols are fed back

after the final detection. This comparison is performed with# = 2 filters and different"-ary QAM

where the notation#−FSIM−"APM is adopted for our proposed system’s performance analysis.

It can be observed from Figs4.8a-4.8b that the theoretical lower bound (4.24) derived under the

assumption of perfect ISI cancellation and orthogonal filters matches the simulation results of perfect

ISI cancellation with a small difference due to non-orthogonal filters (dot-product is 0.2057), and thus

the theoretical lower bound is validated. In addition, the performance of 2-FSIM-QPSK with ISI

estimation is near the optimal ISI cancellation as shown in Fig.4.8a, because QPSK can support a high

ISI level without leading to a false detection (high minimum distance3<8= between constellations), so

a better ISI estimation and cancellation are achieved. Similarly, this probability withISI estimation

and cancellation using2-FSIM-8QAM and 2-FSIM-16QAM is very tight to the lower bound at low

Signal-to-noise Ratio (SNR) values, while the gap between them increases at high SNR values due to

the residual ISI. In addition, it is clear that this degradation due to residual ISI is more important with

higher"-ary QAM as shown with2-FSIM-32QAM in Fig. 4.8b. This can be justified by the fact that

higher"-ary QAM schemes are more sensitive to ISI (smaller3<8=) compared to QPSK.

Note that the two used filter shapes satisfy all the filter bank design requirements mentioned in sub-

section4.3.3, but they are not the optimal filters. Thus, the performance of FSIM can become tighter

to the lower bound when the filter’s bank shapes are optimally designed. Hence this analytical bound

is a helpful indicator for evaluating the performance of the proposed system.

In the following, the proposed FSIM system is compared to the conventionaltransceivers under

different configurations but with same SE. The BER of these systems as function of the average SNR

is evaluated using Monte Carlo Simulations and theoretical lower bound according to (4.29). The

comparison in Figs.4.9a-4.10bis performed with ISI estimation and cancellation under an AWGN

channel with MF and joint ML detectors. It should be highlighted that the theoretical BER lower bound

(4.29) and the simulated BER with perfect ISI cancellation are very tight, and they are represented by

a single curve named FSIM lower bound in Fig.4.9a-4.10b. In addition, these figures show that

the performance with the MF detector is very tight to that with the joint ML detectorbut with an
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Figure 4.8 – The error probabilities of filter index detection with ISI estimation and cancellation, perfect ISI
cancellation, and the derived theoretical lower bound,# = 2 (2-FSIM-"QAM). The SE is: (a)[3, 4] bits/symbol
using" = [4, 8], (b) [5, 6] bits/symbol using" = [16, 32].

extremely lower complexity. The propagation of error issue is clearly appearing in Fig. 4.10busing

both detectors (or any other) which is due to residual ISI from the errorin tentative and feedback

decisions in the preceding block for ISI estimation and cancellation. Thus, the error propagation is an

issue with any detector, and it can be minimized by optimal filter design that allows mainly the correct

tentative decisions.

In order to conduct a fair comparison, the performance of the proposed system is compared to

an equivalent conventional transceiver ("-ary QAM scheme with RRC filter) of the same SE. The

system2-FSIM-QPSK is depicted in Fig.4.9a, where an important SNR gain of3.8 dB is obtained at

BER= 10−4 compared to the equivalent8QAM scheme. Accordingly, for the same BER performance,

the SE enhancement by1 bit/symbol requires an additional0.9 dB only to the required SNR of QPSK.

However, for the same SE enhancement with respect to8QAM and 16QAM, an additional2 dB is

required with2-FSIM-8QAM and 2-FSIM-16QAM as shown in Figs.4.9b and 4.10arespectively.

While the higher-order equivalent schemes as16QAM and32QAM need an additional2.2 dB and3.1

dB respectively instead of2 dB with 2-FSIM-8QAM and2-FSIM-16QAM. It is worth mentioning that

a higher SNR gain is achieved when the proposed system, using two filters, isapplied to a square QAM,

so this system allows us to avoid the inherited performance degradation of non-square QAM by using

FSIM with the lower square"-ary QAM order. In other words, as depicted in Fig.4.9bthe system

2-FSIM-8QAM has a smaller SNR gain due to the fact that the SNR gap between the performance of

the non-square constellations of8QAM and that of16QAM is small for the same BER performance.

It is worth mentioning that these FSIM schemes are able to achieve SE and EE gain even with

non-optimal filters compared to conventional APM schemes. In addition, this superiority is maintained
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Figure 4.9 – Uncoded BER performance of2-FSIM-"QAM, its analytical lower bound and its equivalent
scheme2"QAM of the same SE: (a)3 bits/symbol using" = 4 , (b) 4 bits/symbol using" = 8.

when the FSIM is compared to existing single and dual-mode SISO-IM schemesof worse EE due to the

need of higher power to maintain the same SE by using larger"-ary and/or to detect the transmitted

VBs (see [164] and references therein).

For further analysis of the proposed scheme, the results with higher-order APM as2-FSIM-32QAM

and2-FSIM-64QAM are presented in Fig.4.10b, where their performance with ISI estimation and

cancellation starts to degrade compared to equivalent schemes64QAM and 128QAM respectively at

high SNR values. It can be noticed that at low SNR, the performance of theproposed systems with

high"-ary APM is better than their equivalent schemes. An error floor appears with the higher-order

"-ary APM caused by the residual ISI not completely mitigated by the receiver, and which has been

induced by the non-optimal filters being used.

However, the BER of the latter two schemes with perfect ISI cancellation is very tight to the

performance of32QAM and 64QAM, respectively, while enhancing the SE by1 bit. Hence, this

maximum achievable performance shows that there is always room for future improvements by

designing an optimal filter bank and proposing better ISI mitigation techniques.

The spectrum of the conventional transceiver and the2-FSIM-"QAM are compared in Fig.4.11. It

can be observed that most of the emitted power of both systems are concentrated on the same bandwidth.

However, the OOB radiations of the proposed system is10 dB higher than that of a conventional

transceiver due to the fact the used filter52 has higher OOB radiation compared to51 and RRC filters.

Hence, the OOB radiation will be considered in the future filter bank design tobe kept as low as

possible.
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Figure 4.10 – Uncoded BER performance of2-FSIM-"QAM, its analytical lower bound and its equivalent
scheme2"QAM of the same SE: (a)5 bits/symbol using" = 16 , (b) 6 and7 bits/symbol using" = 32 and
" = 64 respectively.

By considering the filter bank design requirements mentioned in sub-section4.3.3, a set of# = 4

filters is designed by using[ and_ as mentioned in Table4.1, and the complete filter response is

depicted in Fig.4.12. The mean of the signal to the introduced ISI power ratio for all possible filter

sequence permutations is26.29 dB, and the dot-product symmetric matrix between these non-optimal

filters is:

Ξ =



1 0.7615 0.7284 0.334

0.7615 1 0.6376 0.0887

0.7284 0.6376 1 0.67

0.334 0.0887 0.67 1


(4.30)

The results using these 4 filters with QPSK and16QAM is depicted in Fig.4.13aand Fig.4.13b,

where4-FSIM-QPSK (4-FSIM-16QAM) has 1.7 (2.2) dB gain compared to its equivalent scheme

16QAM (64QAM). Note that4-FSIM-QPSK (4-FSIM-16QAM) requires3.9 (3.6) dB more than its

lower bound due to high dot-product between some filters.

After presenting these encouraging FSIM scheme results, its BER vs�B/#0 (�B is the energy

per symbol) is evaluated and compared in a frequency selective fading channel to the competitors

SC schemes in single and dual-mode. A Rayleigh fading channel is considered with �-paths of an

integer multiple of symbol period delays, and the MMSE-FDE is used for all schemes of the same SE

(DM-SC-IM , SC-TIM and their Reduced Correlation (RC) versions with interleaver [66]). Note that

the optimal joint ML detector is used for these schemes, while a MF-based detector of lower complexity

is used for FSIM. The frame setup in symbol length is:#B = 1015, #/% = #�% = 9, and the schemes’

configuration, to have average SE≈ 3 bits/symbol, are: (RC-)SC-TIM:" = 16, #0 = 3, #6 = 5, � =
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Figure 4.11 – Spectrum comparison between the
proposed FSIM system with2 non-optimal filters and
the conventional transceivers with QAM and RRC
filters.
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Figure 4.13 – Uncoded BER performance of4-FSIM-"QAM, its analytical lower bound and its equivalent
scheme4"QAM of the same SE: (a)4 bits/symbol using" = 4 , (b) 6 bits/symbol using" = 16.

203, (RC-)DM-SC-IM :"� = 8, "� = 4, #0 = 2, #6 = 5, � = 203, and FSIM:" = 4, # = 2. Figs.

4.14a-4.14bshow clearly that FSIM with ISI estimation and cancellation outperforms all otherschemes

with a minimum gain of6 dB (4.2 dB) compared to the second-best scheme Reduced Correlation Single

Carrier with Time Index Modulation (RC-SC-TIM) in Rayleigh selective channel with � = 2 (� = 4).
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Figure 4.14 – Average BER comparison of different SC schemes with IM in a frequency selective Rayleigh
fading: (a)� = 2 , (b) � = 4.

Furthermore, we would like to mention that the proposed system can achieve abetter performance

and a higher EE gain by using optimal filter bank satisfying the requirement mentioned in sub-section

4.3.3.

4.3.5.1 FSIM vs Media-Based Modulation (MBM)

In this chapter, we proposed a novel domain for IM based on filter dimension that generalizes many

existing modulations and IM domains, and we focused on SISO mode SE enhancement by proposing

FSIM. In the following, SISO-MBM reviewed in Section2.4.3 is considered for a fair comparison

with our proposed scheme in current stage and according to [140] the main similarities/differences are

extracted and summarized as follows:

• FSIM uses# filter shapes to conveylog2(#) additional information bits, while MBM uses

#'� <8AA>AB RF mirrors to generate different channel states and convey#'� <8AA>AB additional

information bits as long as the independence of the generated radiation patterns is guaranteed.

• For high data rates system, the design of SISO-MBM schemes with such highnumber of RF

mirrors (different states) is a challenging research problem because itneeds to jointly optimize

the radiation-related parameters, such as reflection coefficient, antennagain, radiation efficiency,

and so on. Similarly, FSIM is facing a challenging research problem to design a large filter bank

that satisfies the requirements highlighted in sub-section4.3.3.
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• FSIM is not based on any channel condition, whereas MBM requires rich scattering environment

(Non Line-of-Sight (LoS) Rayleigh Channel) and it is very challenging task in LoS scenario to

obtain sufficiently independent fade realizations for MBM systems [140].

• In contrary to FSIM, SISO-MBM has an inherent diversity gain due thesuperposition of the

same transmitted symbol from the different reflections caused by#'� <8AA>AB RF mirrors. Note

that SISO-MBM allows using a single RF chain while achieving some diversity gain, and it is

very similar in SE enhancement to ExSSK [113] with the number of transmit antennas#C =

#'� <8AA>AB.

• For the same spectral efficiency, MBM provides a significantly better error performance

compared to traditional"-ary modulated systems since the ED between MBM constellation

points, which are random fade realizations, remains the same even with increasing spectral

efficiency values. The advantage of MBM further increases for higher order constellations and a

higher number of receive antennas [140]. However, this gain is achieved only where more than

one receive antenna (SIMO mode) is used as shown in Fig. 4 of [140] and it is one of the main

listed disadvantages that states the MBM performance is not satisfactory for a small number of

receive antennas. Whereas the results of FSIM shows that a significant gain is achieved even

using non-optimal filters in SISO mode especially with low order modulations.

• FSIM requires the channel estimation using limited number of pilots or training sequence only

with any number of filters, whereas the main shortcomings of the MBM system is the excessive

channel sounding burden. In order to obtain the CSI, the receiver has to be trained with pilot

signals from all possible antenna states, that is,2#'� <8AA>AB test signals are required for a single

reconfigurable antenna.

• MBM comes with challenging design and practical implementation difficulties. A high number

of sufficiently different radiation patterns is not a straightforward task.Similarly, FSIM in the

current stage of research comes with a challenging design difficulty for high number of filters.

• MBM is a linear time varying system that can expand the spectrum [142]. In addition, the

antenna pattern switching between different signaling intervals may cause spectral growth due to

the discontinuity in the band-limited MBM signal. However, this problem is not faced in filter

domain IM in general and in FSIM.

• The possible high correlation among different radiation patterns (fade realizations) that make

them indistinguishable at the receiver may become the Achilles’ heel of MBM-based systems

by limiting the achievable performance. Note that an accurate and a realistic mathematical

correlation models to quantify the different fade realizations is still not available. However, this

problem is not faced with FSIM where a very small correlation can be achieved, but it may limits

the possible number of filters (the possible SE gain) that satisfy the requirements highlighted in

the filter requirements sub-section4.3.3.
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4.3.6 Conclusions

Index Modulation is explored mainly in the spatial, temporal and frequency domain. In this section,

we propose a novel domain for IM, named the “Filter domain” and a novel scheme “Filter Shape Index

Modulation” where the index of the filter is used at the transmitter to convey additional information bits

and enhance the SE bylog2 #. Note that this domain allows a SE enhancement by at least 1 bit/s/Hz in

contrast to the existing SISO-IM schemes (mainly not multi-domain IM scheme) where their maximum

enhancement is limited to0.6 bit/s/Hz or less according to Table2.1with feasible system configuration.

This novel domain is investigated by proposing the FSIM system, where a bank with different

filter’s shapes is used. In addition, the joint ML detector that detects the filterindex and the transmitted

APM symbol is presented. Then, a low complexity optimal detection scheme based on Matched filter

is proposed. Moreover, an ISI cancellation process is proposed dueto the fact that FSIM introduces a

controlled ISI. Note that the proposed system can be reconfigured to beas a conventional transceivers

by using same Nyquist filter for all symbols.

The theoretical lower bounds for filter error probability and BER are derived and the analysis

validates the achieved performance using the proposed FSIM approach. Monte Carlo simulations

showed that the FSIM-QPSK system with2 and4 non-optimal filters offers, at BER= 10−4 and same

SE, a gain of3.8 dB and1.7 dB as compared to their equivalent systems8QAM and16QAM, similarly

4-FSIM-16QAM achieves a gain of2.2 dB. It is worth mentioning that FSIM maintains its superiority

in a frequency selective multipath channel compared to existing SC SISO-IMschemes where the

former achieves a minimum gain of4 to 6 dB. Thus, the proposed scheme demonstrates that ISI is

not necessarily undesirable while it is controllable and predictable, since itpermits to achieve a higher

system capacity compared to systems that enforce zero interference. Finally, it can be concluded that

FSIM scheme can achieve even higher SE after designing a larger filter bank (higher#), and it is

useful for ultra-high rate wireless communication. In the next section, oursecond filter IM scheme is

proposed.

4.4 Quadrature Filter Shape Index Modulation (IQ-FSIM)

4.4.1 Introduction

In the previous Section4.2 and [22], the filter IM domain is proposed where any filter property at the

transmitter side can be indexed, whenever the receiver can detect this property. The filter IM domain

generalizes most of existing SISO-IM and several existing modulations schemes as shown in Section

4.2 (Section II in [22]). In addition, a novel scheme named FSIM is proposed in Section4.3 where

different filter shapes can be selected on each symbol period at the transmitter side to convey VB by

means of IM, and it allows to reach a higher SE and EE gain in SISO in contrast to most SISO-IM

schemes.



4.4 Quadrature Filter Shape Index Modulation (IQ-FSIM) |147

In this section, a novel IQ-FSIM is proposed for further SE and EE enhancement compared to the

equivalent conventional APM, and FSIM that achieves the best gain compared to existing SISO-IM

schemes.

The main contributions of this section can be summarized as follows.

1. Within the filter IM domain/dimension, a novel modulation scheme named IQ-FSIMis proposed.

In contrast to FSIM, the pulse shaping filters for the In-phase (I) and Quadrature (Q) components

are indexed separately to convey the double of virtual information bits, andin addition to

those transmitted in the APM symbols. The bits in IQ-FSIM are mapped into both traditional

signal domain (any"-ary APM) and filter IM domain. This scheme generalizes the previously

proposed FSIM [22] which is in turn generalizes the most of SISO-IM schemes in frequency and

time IM domains. By considering different filter shapes at each symbol period at the transmitter

and the separate indexation on I and Q, a higher EE and SE is enabled by thisscheme.

2. The IQ-FSIM transceiver system model is presented along with two different detectors. The joint

Maximum Likelihood (ML) detector is presented where a joint detection of APMsymbols and

both filter shapes’ index on I and Q is performed. Subsequently, the IQ-FSIM detector based

on MF is proposed to achieve the optimal performance while providing lower complexity. The

latter estimates firstly the filter shapes on I and Q in parallel, and then detects the APM symbols

in contrast to the MF-based detector for FSIM in section4.3.2.2.

3. The previously proposed ISI estimation and cancellation for FSIM that eliminates the effect of

the introduced ISI by the designed filter shapes, is modified to consider the different filter shapes

on I and Q.

4. The theoretical lower bounds for the total Symbol-Error Rate (SER), BER and filter error

probability are derived to evaluate the proposed IQ-FSIM scheme that can use different shapes

on I and Q in contrast to FSIM scheme. Then, these analytical expressions are compared and

validated by Monte Carlo simulations. Furthermore, different simulations are provided to show

the tremendous EE and SE gain achieved by the proposed IQ-FSIM compared to the equivalent

conventional APM scheme.

5. The performance of IQ-FSIM and the previously proposed FSIM are compared at the same SE

using theoretical and numerical results with the currently designed filters. The results highlight

that IQ-FSIM allows reaching a higher EE due to the lower modulation scheme order or the

number of filters, especially when the larger filter bank is not optimally designed.

4.4.2 IQ-FSIM Transmitter System model

The proposed IQ-FSIM transceiver in SISO system is depicted in Fig.4.15, where the initial bit-stream

1 is divided into three streams11, 1�
2
, and1&

2
. The bitstream11 is mapped by the"-ary APM, such
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Figure 4.15– System model of the IQ-FSIM based transceiver with MF-based detector using# filters of length
! and"-ary APM. Note that the joint ML detector can replace the IQ-FSIM detector.

as QAM or PSK, etc. Whereas, the bitstreams1�
2

and1&
2

are encapsulated in the indices8 and 9 of the

selected filters at the I and Q components, respectively. Note that8 and 9 are not necessarily the same

in contrast to FSIM [22] that uses the same filter on I and Q. These filtersf8 [<] andf 9 [<] are used also

as pulse shaping for I and Q components respectively, where the sample index is< = 0, 1, ..., ! − 1,

and! is the filter length. The filter is truncated in the time domain to[ APM symbols and sampled

with a rate_ samples per symbol, which yield! = [._ + 1 samples.

Similar to FSIM scheme, the filter bank in Fig.4.15, contains# different filter shapes where# is

a power of 2. Hence, the number of bits per IQ-FSIM symbolLIQ-FSIM can be expressed as:

LIQ-FSIM = 2 log2 # + log2 ". (4.31)

Thus, the SE enhancement is2 log2(#) compared to conventional"-ary APM systems, and it is the

double of previous enhancement by FSIM because IQ-FSIM performsthe filter indexation separately

on I and Q at each symbol period.

The filter bank’s output on I and Q branch for the=-th APM complex symbol2= are denoted

respectively by signalsB�= [<] andB&= [<] given as follows:

B� = [<] =
(
58= ∗ ℜ{2′=}

)
[<] = 2�= 58= [<] (4.32)
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B&= [<] =
(
5 9 = ∗ ℑ{2

′
=}

)
[<] = 2&= 5 9= [<] (4.33)

where2′= is an up-sampled version of2= = 2�=+j 2&= by a factor! with j =
√
−1, 8= and 9= ∈ {0, 1, ..., #−

1} are the index of the filter being selected at I and Q for the=Cℎ symbol according to the bit-stream

1�
2

and1&
2

respectively. Then, the complex signalB= [<] is deduced by combining both components

B= [<] = B�= [<] + j B
&
= [<].

Afterward, the OLA block generates the_ samples for each APM symbol by using their signals

B= [<], as depicted in Fig.4.15. The_ corresponding samples for the=Cℎ APM symbol2= is given by

G= [?] as in (4.3).

Similar to FSIM scheme, the traditional transceiver with Nyquist pulse shaping(e.g., RRC) and any

"-ary APM schemes remains a special case of the proposed IQ-FSIM system (see AppendixD). This

reconfiguration of IQ-FSIM system is done by using the same Nyquist filterfor all symbols on I and Q.

4.4.3 IQ-FSIM Receiver System model

The proposed IQ-FSIM receiver is represented in Fig.4.15, where the received signalH is expressed in

time domain as:

H(C) = G(C) + E(C), (4.34)

whereE(C) is the AWGN with zero mean and variancef2
E , i.e,CN(0, f2

E ). The power of transmitted

symbols2= as well as all the filters5 in the bank for I and Q components are normalized according to

E{‖2=‖} = 1 and
∑!−1
<=0 5

2 [<] = 1 respectively.

The Nyquist ISI condition (4.6) is relaxed in the proposed system to enhance the SE of conventional

APM schemes by using distinguishable filter shapes. Thus the ISI will occurnaturally, and an ISI

cancellation block is required in IQ-FSIM receiver before the detection as shown in Fig.4.15.

In the next sub-sections, the two proposed detectors for IQ-FSIM aredescribed, where it is shown

that the filter indices on I/Q and the APM symbol can be jointly detected by using the joint ML detector

or successively by using the MF based detector.

4.4.3.1 Joint ML Detector

The ISI cancellation block targets to eliminate the introduced ISI from the received signalH and

generate the signalŝ of ! samples for each symbol. Then, these signalsŝ are fed to the detector to

estimate the filter indices and the APM symbol. The joint ML detector performs an exhaustive search

over all possible combinations between the APM symbols, filtersf8 on I and filtersf 9 on Q as described

below:
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{ŷ, ẑ , 2̂} = 0A6 min
f8 ∈k� ,f 9 ∈k& ,2∈j

‖ŝ− (2� f8 + j 2&f 9)‖2 (4.35)

wherek� /k& and j denote the set of# filter’s shapes used for the I/Q components and the"-ary

APM constellation, respectively. The detectedŷ/ ẑ and 2̂ are the recovered indices off8/f 9 on I/Q, and

the APM symbol respectively. Thus, the corresponding IQ-FSIM system model can be obtained by

replacing the IQ-FSIM detector in Fig.4.15by the joint ML detector.

4.4.3.2 Matched Filter-based Detector

After ISI cancellation, the IQ-FSIM detector based on MFs performs the detection of filter indices used

on I and Q components in parallel, before proceeding to"-ary APM detection as depicted in Fig.4.15.

Note that the bank of correlators can replace the MFs, and provides the same results [203]. Each MF

detector is composed of# matched filter6: where6: (C) = 5: () 5 − C) with 0 ≤ C ≤ ) 5 , ) 5 = !.)B as

shown in Fig.4.16. The filters’ outputsA: (C) on the I branch are given by:

A �: (C) =
∫ C

0

B̂� (g)6: (C − g)3g, : = 1, 2, . . . , #

=

∫ C

0

B̂� (g) 5: () 5 − C + g)3g. (4.36)

These filter outputs are sampled at the instant) 5

A �: =

∫ )5

0

B̂� (g) 5: (g)3g, : = 1, 2, ..., #. (4.37)

Hence, the selected filter index is estimated by taking the maximum of the sampled MF squared outputs

as follows:

ŷ = 0A6 max
:
(A �:)2. (4.38)
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Similarly, the filter index on the Q branch is detected to deduceẑ using the input signal̂B&. Once the

filter indices(ŷ, ẑ) are detected,A = A �
ŷ
+ j A

&

ẑ
is decoded by using the APM detector that determines

the ML transmitted symbol̂2 in the constellation setj. Note that any other APM detector can be

used. Finally, the detected APM symbol2̂ and the filter indices(ŷ, ẑ) are passed to the corresponding

demappers to deduce the bit-stream1̂1 and1̂2, respectively.

4.4.3.3 ISI Estimation and Cancellation

The filter bank implemented in the IQ-FSIM system is not intended to satisfy the Nyquist criterion

for zero-ISI, since a low cross-correlation filter is only required to allowcorrect filter index detection,

which cannot be guaranteed with only Nyquist filters. This relaxation with FSIM and IQ-FSIM is added

only to achieve higher SE enhancement in contrast to most SISO-IM schemes. Thus, these different

filter shapes on I and Q will induce a predictable ISI that could be estimated and then removed or at

least minimized before proceeding with the APM symbol detection.

In contrast to (4.5) for FSIM in AWGN channel that uses same filter on I and Q, the equation (4.34)

can be rewritten as follows with IQ-FSIM:

H(C) = G(C) + E(C) =
∑
=

B= (C − =.)BH<) + E(C) (4.39)

=
∑
=

(
2�= 58= (C − =.)BH<) + j 2

&
= 5 9= (C − =.)BH<)

)
+ E(C).

The received signal is sampled at the rate of)B and the! received samples corresponding to APM
symbol2= is given as follows:

H= [<] =
(
2�= 58= [<] + j 2

&
= 5 9= [<]

)
+

∑
=′>=

(2�=′ . 58=′ + j 2
&

=′ . 5 9=′ ) [< − (=
′ − =)_]

︸                                                ︷︷                                                ︸
0=C820DB0; � (�

+
∑
=′<=

(2�=′ . 58=′ + j 2
&

=′ . 5 9=′ ) [< − (=
′ − =)_]

︸                                                ︷︷                                                ︸
20DB0; � (�

) + E= [<]

=
(
2�= 58= [<] + j 2

&
= 5 9= [<]

)
+ �(�= [<] + E= [<], (4.40)

where 58= and 5 9= represents the8Cℎ and 9 Cℎ shapes used to filter the real and imaginary parts of the

=Cℎ APM symbol respectively, andE= [<] is the noise sampled atC = =.)BH< + <.)B. In contrast to a

conventional transceiver that uses Nyquist filters, the received signal in the proposed scheme contains

some ISI (�(� ≠ 0 in (4.40)).

Since the detection of filter needs all the! samples around each symbol, the ISI cancellation

requires eliminating the causal and anti-causal ISI introduced on all related samples. Thus, the filter

indices on I and Q, along with the[ past and[ future APM symbols, are required. For clarification, as
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shown in Fig.4.2, the ISI in the samplesI03 of the first APM symbol20 can be eliminated by knowing

all the future[ = 6 symbols. Hence, similar to ISI cancellation for FSIM scheme, the additional

IQ-FSIM system delay compared to the conventional transceiver is3IQ-FSIM = 3FSIM = 3
[._

2
+ 1 − ⌊ _

2
⌋

samples [22], which corresponds to the required delay to receive the rest of the first ! samples and to

mitigate the anti-causal ISI from the[ future symbols.

The ISI estimation and cancellation technique for IQ-FSIM scheme is depictedin Fig. 4.17. This

circuit receives first theH= signal composed of! samples related to the symbolB= and passes them

through the delay block. Second, the samples related to future symbolsB=′, = < =′ < = + [, i.e.,H=′ [<],
where=′ × [ ≤ < ≤ =′ × [ + !, are progressively received and a tentative detection is performed

immediately on each of them using the IQ-FSIM detector that generates the2̂=′>= along with their filter

indices pairs(ŷ=′, ẑ=′), = < =′ < = + [. Note that a low complexity MF based detector is considered.

These tentative decisionŝ2=′>= along with their filter indices are passed through the IQ-FSIM pulse

shaping to regenerate the signalB̃=′ [<] originally generated at the Tx side, and then overlapped and

added as shown in Fig.4.2. Similarly, the past[ detected APM symbolŝ2=′ along with their filter

indices pairs(ŷ=′, ẑ=′), =′ < =, are received as feedback to reconstruct their associated symbolsB̂=′.

Then the reconstructed future and past symbols are overlapped and added and finally their sum that

represents the ISI to the symbolsB= is subtracted and the decided symbolB̂= is obtained.

However, a residual ISI can remain inB̂= [<] when an error occurs in past and/or future decisions,

and thuŝB= [<] is given by:

B̂= [<] =
(
2�= 58= [<] + j 2

&
= 5 9= [<]

)
+ �(�A4B83 [<] + E= [<], (4.41)
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where< = 0, ...! − 1, and �(�A4B83 [<] represents the residual ISI. Note that if the filters are well

designed, the�(�A4B83 [<] approaches zero. Finally, the IQ-FSIM detector takesB̂= [<] to estimate the

final decisions{ŷ=, ẑ=, 2̂=} as shown in Fig.4.15.

Finally, the filter bank design requirements and constraints for IQ-FSIM system are similar to those

for FSIM detailed in Section4.3.3. These requirements can be summarized as the follows: 1) the

filters dot-product and 2) the introduced ISI should be kept as low as possible while having the same

bandwidth and center frequency; 3) the level OOB radiations should remain within the norm; 4) the

filter length should be as low as possible. The first two factors should be minimized to allow correct

detection of filter indices and APM symbols, while the OOB and filter length constraints are needed

to be minimized to limit the adjacent channel interference, and maintain a low hardware complexity,

respectively.

4.4.4 Theoretical Performance Analysis

In this section, the lower bound analytical expression for the probability oferror for filter indices

detection is derived, then the APM symbol error detection is considered to truly evaluate the IQ-FSIM

system performance in terms of total SER and BER . Note that the low complexity MF based detector

approaches the joint ML performance as it will be shown in the next section. Hence, the analytical

expressions will consider only the former.

The errors in filter indices detection affect the subsequent APM symbol due to mismatched filtering

on I and/or Q that leads to higher ISI most probably, which thus, degrades the IQ-FSIM overall

performance.

For deriving the lower bound expressions, we will assume that the filter bank is well designed to

allow perfect ISI cancellation (8.4. �(�A4B83 = 0). As shown in Fig. 4.16, the bank of MFs on I/Q

took on each symbol period the signalB̂� /B̂& of ! samples that represents the real/imaginary part ofB̂

expressed in (4.41). Then, these outputs are sampled atC = ) 5 given byA �
:

in (4.37) andA&
:

. Firstly, the

probability of error for filter detection on the in-phase component is derived, then that on the quadrature

component can be deduced similarly. Thus, the outputs on I branchA �
:

can be rewritten as:

A �: = 〈f: , f8=〉.2�= + 〈f: , v�=〉 =


2�= + 〈f: , v�=〉 5 >A : = 8=

〈f: , f8=〉.2�= + 〈f: , v�=〉 5 >A : ≠ 8=.
(4.42)

The filters are correlated in our proposed system because they share the same bandwidth around

the same center frequency to allow a more significant SE improvement.
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Let us suppose that the filter51 is selected at the transmitter side on I component for the APM

symbol2=. Then, the vectorr �
:

composed of the elementsA �
:

for : = 1, ...., # is given as follows:

r �: = [2�= + E�1 , 〈f2, f1〉.2�= + E�2 , ..., 〈f# , f1〉.2�= + E�# ], (4.43)

whereE�
:
= 〈f: , v�=〉 are real-valued zero-mean mutually statistically independent Gaussian random

variables with equal variancef2 = f2
:
= 1

2
#0, where#0 is the noise spectral density [203]. The

filter index on I is estimated by taking the maximum squared component of the vector r �
:
: * �

:
=

(A �
:
)2. Similarly, the detection is performed on Q component using*

&

:
that represents the square of the

matched filter output in the Q branch. Thus,*: in general is described as a statistically independent

non-central chi-square distribution for all:, each having1 degree of freedom where the non-centrality

parameter(U)2 is given by:

U2
: ,@

=



E@ 5 >A : = 1

〈f: , f1〉2.E@ 5 >A : ≠ 1,
(4.44)

whereE@ is the square of the real part (imaginary part) of the transmitted APM symbol2= when

estimating the PDF of* �
:

(*&
:

). In the following, the superscripts I and Q for*: are omitted for the

sake of simplicity. The probabilities of error for filter index on I and Q are considered similar with the

following differences: the selected filter at the transmitter, andE@. Thus, we obtain the PDF of*: in

general as:

?(D:) =
1

f
√

2cD:
4
−
(
D:+U2

:

2f2

)
cosh

(U:√H:
f2

)
(4.45)

whereD: ≥ 0.

The error probability on the indexed filter can be deduced by deriving theprobability that the

detector makes a correct filter index decision. This is the probability thatD1 is larger than all other

# − 1 D: values for: ≠ 1. This probability of correct decision for a givenE@ may be expressed as:

%2,E@ = %(*2 < *1,*3 < *1, ...,*# < *1) =
∫ ∞

0

%(*2 < *1, ...,*# < *1 |D1).?(D1)3D1, (4.46)

where%(*2 < *1,*3 < *1, ...,*# < *1 |*1) denotes the joint probability thatD2, D3, ...D# are

all less thanD1 conditioned on a givenD1. Then this joint probability is averaged over allD1. The

filters are considered orthogonal when deriving the lower bound, thusthese# −1 variablesD: becomes

statistically independent under this assumption with central chi-square distribution (U2
:,@

= 0 for : ≠ 1).

Since theD: are statistically independent, the joint probability can be factorized as a product of# − 1

marginal probabilities of the form:

%(D: < D1 |D1) =
∫ D1

0

?D: (G:)3G: , : = 2, 3, ..., #. (4.47)



4.4 Quadrature Filter Shape Index Modulation (IQ-FSIM) |155

Hence, the probability of a correct decision is given by:

%2,E@ =

∫ ∞

0

(
#∏
2

%(D: < D1 |D1)
)
.?(D1)3D1 (4.48)

and the probability of a filter index error with a givenE@ is as follows:

%4,E@ = 1 − %2,E@ . (4.49)

Thus, the average probability of filter index error on I/Q is the weighted average of filter error over the

set of possible energy levelsQ� /Q& for real/imaginary part of the APM symbols, given as follows:

%4, 5 8;C4A =
∑
E@ ∈Q

%4,E@ .%(E@), (4.50)

where%(E@) is the probability of occurrence of the energy levelE@. For example, when the used

APM is a rectangular 8-QAM,Q� = {1/6, 1/2} (2 possible energy levels for the real part), and their

probability of occurrence is%(E �@) = [0.5, 0.5] if all APM symbols are equiprobable. Also, there is

one level for the imaginary partQ& = {1/6}. Hence, the probability of error for filter index on I and Q

can be expressed as follows:

%4, 5 8;C4A >= � 0=3 & =
1

2

∑
E�@ ∈Q�

%4,E�@ +
1

2

∑
E&@ ∈Q&

%
4,E&@ , (4.51)

For this example, it can be simplified to:

%4, 5 8;C4A >= � 0=3 & =
1

2

∑
E�@ ∈Q�

%4,E�@ +
1

2
%
4,E&@ =1/6. (4.52)

Since the perfect ISI cancellation is assumed to derive the lower bound, then the probabilities of

APM symbol error%4,�%" is equal to the probability of APM symbol error in conventional transceiver

with Nyquist filters.

Consequently, the correct IQ-FSIM symbol detection occurs when boththe filter on I and Q as

well the APM symbol are correctly estimated, then the probability of a correctIQ-FSIM decision is

(1 − %4, 5 8;C4A � ) (1 − %4, 5 8;C4A &) (1 − %4,�%" ) and the SER is given by:

(�' = 1 − (1 − %4, 5 8;C4A � ) (1 − %4, 5 8;C4A &) (1 − %4,�%" ). (4.53)
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The average probability of virtual (real) bit error can be deduced from filters (APM symbol) error

similar to [203, p. 262 (5-2-24)], thus they can be expressed respectively as follows:

%1, 5 8;C4A � =
#

2(# − 1) %4, 5 8;C4A � (4.54)

%1, 5 8;C4A & =
#

2(# − 1) %4, 5 8;C4A & (4.55)

%1,�%" =
"

2(" − 1) %4,�%" . (4.56)

Similarly to SER, the total BER is deduced, but while taking into consideration the weight of real and

virtual bits:

��' =
log2 #

LIQ-FSIM
%1, 5 8;C4A � +

log2 #

LIQ-FSIM
%1, 5 8;C4A & +

log2 "

LIQ-FSIM
%1,�%" . (4.57)

Finally, it is clear from (4.44) that the dot-product between all filters affects the filter error

probability, and thus the system performance because the filter error affects the subsequent APM

symbols detection. In addition, the introduced ISI can also degrade the performance if it was

not correctly estimated and canceled. Therefore, the filter bank design should consider the joint

minimization of these two factors to approach both lower bounds for SER and BER of IQ-FSIM system.

In the next section, these theoretical lower bounds for error probabilities of filter indices and BER are

validated with different IQ-FSIM configurations.

4.4.5 Numerical Results Analysis and Discussions

Firstly, the theoretical error probability of filter index detection (4.51) using the MF-based detector is

evaluated and compared to the Monte Carlo simulated results obtained under different configurations.

Secondly, the performance of the proposed system with joint ML and MF-based detectors is evaluated

and compared at different SEs (4 to 8 bits/symbol) to the theoretical lower bound (4.57) and to the

performance of the equivalent APM scheme of the same SE. The simulation parameters for IQ-FSIM

are maintained similar to those of FSIM in Table4.1.

In the following, the2 and4 filter shapes designed in Chapter5are used on both I and Q components

to demonstrate the feasibility of the proposed scheme, and to show the minimum performance gain and

SE improvement that can be achieved. Fig.4.18 presents the impulse response of the two filters,

whereas Figs.4.19 and 4.20 show their magnitude and phase responses. In addition, after correct

matched filtering (f8 ∗ g8) the complete filter responses at the receiver are shown in Fig.4.21. The

added ISI clearly appears in52 because, the result off2 ∗ g2 has non-zero values for someC = =.)BH<.

Note that the 2 filters shown in these figures are an enhanced version of the filter pair in Fig. 4.4 to

achieve lower cross-correlation.
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Figure 4.18 – Impulse Response for the two filters
used in our simulations compared to RRC pulse
shaping filter, where[ = 10 and_ = 8.
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Figure 4.19– Magnitude and phase response of the
filter 51 depicted in Fig.4.18.
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Figure 4.20– Magnitude and phase response of the
filter 52 depicted in Fig.4.18.
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Figure 4.21 – Complete responses of the 2 filters
obtained after correct matched filtering at the receiver
side, where[ = 10 and_ = 8.

4.4.5.1 Performance Analysis based on Theoretical Lower Bound

The theoretical lower bound and simulated filter index error probabilities with perfect ISI cancellation,

and with ISI estimation and cancellation are compared in Figs.4.22aand4.22b. Note that perfect

ISI cancellation means that the tentative decisions for filter indices and APM symbols are detected

correctly, but the decisions for past symbols are fed back after final detection. In the following, the

notation#−IQ-FSIM−"APM is adopted for performance analysis of our proposed system.

It is clear from Figs.4.22a-4.22bthat the simulation results with perfect ISI cancellation validate

the analytical lower bound (4.51) derived under the assumption of perfect ISI cancellation and

orthogonal filters. However, a Signal-to-noise Ratio (SNR) gap betweenthese curves may appear
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Figure 4.22– The error probabilities of filter index detection on I and Q with ISI estimation and cancellation,
perfect ISI cancellation, and the derived theoretical lower bound,# = 2 (2-IQ-FSIM-"QAM). The SE is: (a)
[4, 5] bits/symbol using" = [4, 8], (b) [6, 7] bits/symbol using" = [16, 32].

due to non-orthogonal filters and to a possible error in feedback decisions that increases with higher

"-ary APM. Moreover, the difference between simulated results with perfect ISI cancellation and ISI

estimation and cancellation is due to residual ISI when the ISI estimation proposed in subsection4.4.3.3

is adopted. It is worth mentioning that 2-IQ-FSIM-QPSK with ISI estimation is very tight to its lower

bound because QPSK can support a high ISI level. However, the degradation due to residual ISI is

more important with higher"-ary QAM that are more sensitive to ISI as shown in Fig.4.22b, but it is

minimal at low SNR values. Note that the two used filter shapes are non-optimal, and they satisfy all

the filter bank design requirements summarized at the end of Section4.3.3. Thus, better results can be

achieved when optimal filter shapes are used. Therefore, this theoretical lower bound can be considered

as a helpful indicator for evaluating the proposed system’s performance.

4.4.5.2 Comparison to Equivalent"-ary QAM

In the following, our proposed system IQ-FSIM is compared to its equivalent conventional transceivers

with the same SE that use"-ary QAM scheme with RRC filter. The system performance is evaluated in

AWGN channel using theoretical lower bound (4.57) and Monte Carlo simulations with ISI estimation

and cancellation. Figs.4.23a-4.24b shows the comparison between the BER performance of#-

IQ-FSIM-" and its equivalent QAM with the same SE. It is clear that the low-complexity MF based

detector achieves the joint ML performance in all configurations, and the proposed IQ-FSIM system

with up to 16QAM has an important performance gain at all SNR range compared to the equivalent

system. It is worth mentioning that the BER of2-IQ-FSIM-QPSK with ISI estimation is very tight to
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Figure 4.23– Uncoded BER performance of2-IQ-FSIM-"QAM, its theoretical lower bound and its equivalent
scheme4"QAM of the same SE: (a)4 bits/symbol using" = 4 , (b) 5 bits/symbol using" = 8.

its lower bound while achieving3.55 dB gain at BER= 10−4 compared to its equivalent system16

QAM as shown in Fig.4.23a. However, the BER of2-IQ-FSIM-16QAM system is 3.55 dB far from its

lower bound due to residual ISI, but it requires 2 dB less than its equivalent system64QAM to achieve

the same performance. Note that2-IQ-FSIM-8QAM has a lower gain of1 dB compared to32QAM

due to the inherited performance degradation when using non-square QAM. Moreover, as"-ary QAM

scheme is increased with IQ-FSIM system, the residual ISI effect becomes more important, as shown in

Fig. 4.24b, but the 2-IQ-FSIM-32QAM and 2-IQ-FSIM-64QAM systems can achieve some gain at low

SNR region. This degradation appears due to sensitivity of high"-ary QAM to ISI and due to error

propagation that results from the residual ISI caused by the error in tentative and feedback decisions

in the preceding block for ISI estimation and cancellation. However, the IQ-FSIM BER lower bound

depicted in Fig.4.24bshows that there is always room for future improvements by designing an optimal

filter bank and a better ISI mitigation techniques.

The spectrum of the proposed IQ-FSIM scheme is compared to that of the conventional transceiver

in Fig. 4.25. The proposed scheme conserves most of the radiated power on the targeted bandwidth,

similar to the conventional"-ary QAM system, but a higher OOB radiation is observed. Hence, the

OOB radiation will be considered in the future filter bank design to be kept aslow as possible.

For further analysis of the proposed system, the 4 non-optimal filters in Fig.4.12 are used also

to evaluate IQ-FSIM. the performance of 4-IQ-FSIM-QPSK (6 bits/symbol) is depicted in Fig.4.26a,

where a4.3 dB gain is achieved compared to64 QAM at BER= 10−4. However, the gain with 4-

IQ-FSIM-16QAM is more important at the low SNR region (5.2 dB at BER= 10−1), as shown in Fig.

4.26b, and it decreases to reach0.5 dB at BER= 10−4 due to residual ISI effect on higher"-ary QAM.
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Figure 4.24– Uncoded BER performance of2-IQ-FSIM-"QAM, its theoretical lower bound and its equivalent
scheme4"QAM of the same SE: (a)6 bits/symbol using" = 16 , (b) 7 and8 bits/symbol using" = 32 and
" = 64 respectively.
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Figure 4.25– Spectrum of the proposed IQ-FSIM system with2 non-optimal filters compared to the traditional
transceivers with QAM and RRC filters.

Note that the residual ISI and the high dot-product between some filters lead to a degradation between

the 4-IQ-FSIM performance systems with ISI estimation and cancellation and their lower bounds.

Nevertheless, this IQ-FSIM scheme can achieve SE and EE gain even with non-optimal filters

compared to conventional APM schemes. In addition, this superiority is maintained when the IQ-FSIM

is compared to existing single and dual-mode SISO-IM schemes of worse EE due to the need of higher
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Figure 4.26– Uncoded BER performance of4-IQ-FSIM-"QAM, its theoretical lower bound and its equivalent
scheme16"QAM of the same SE: (a)6 bits/symbol using" = 4 , (b) 8 bits/symbol using" = 16.

power to maintain the same SE by using larger"-ary and/or to detect the transmitted VBs (see [164]

and references therein).

Furthermore, better performance and higher EE gain can be achieved byusing an optimal filter

bank satisfying the IQ-FSIM requirements and constraints.

4.4.5.3 Comparison to Equivalent FSIM System

Finally, the comparison between the two proposed schemes in filter IM domain FSIM and IQ-FSIM

with their equivalent scheme of the same SE4 bits/symbol is provided in Fig.4.27. It is clear that, in

terms of the lower bound, the scheme with a higher# has the best performance. However, when using

non-optimal filters, FSIM with 4 filters has an important degradation due to the high filters dot-product

as compared to IQ-FSIM with 2 filters. It is worth mentioning that IQ-FSIM-QPSK with the2 filters

achieves the best realistic performance with1.85 and3.5 dB gain compared to 4-FSIM-QPSK (same

modulation order) and 2-FSIM-8QAM (same number of filters) respectively. However, both schemes

are much better than the equivalent16QAM scheme at all SNR range. In conclusion, IQ-FSIM shows

an important advantage over FSIM with the current designed filters because it allows using lower order

modulation scheme, which is more robust to ISI, or half the number of filters where we can achieve a

lower dot-product.
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Figure 4.27– BER performance comparison between FSIM, IQ-FSIM and their equivalent scheme16QAM of
the same SE4 bits/symbol.

4.4.6 Conclusions

In this section, a novel scheme IQ-FSIM is proposed in the filter IM domain. The proposed scheme

conveys information bits by an APM symbol and the indices of filter shapes being used on the in-phase

and quadrature components. Thus, IQ-FSIM system allows a SE improvement by 2 log2 #, which

is double the gain obtained with FSIM scheme, and achieves the highest SE enhancement among all

SISO-IM schemes. It is worth mentioning that the proposed system generalizes the previously proposed

FSIM scheme, and thus most of the existing SISO-IM schemes in time and frequency domains [22].

This novel scheme is proposed along with a joint ML detector that estimates jointlyboth filter

indices and APM symbol using an exhaustive search. In addition, a low complexity optimal detector

based on Matched Filter is proposed to estimate the filter indices on I and Q in parallel then the

transmitted APM symbol is deduced. Moreover, a linear ISI cancellation technique is presented to

mitigate the ISI effects introduced by the filter shapes being used on I and Q.

The system performance of IQ-FISM is characterized by deriving the theoretical lower bound of

filter error probability, symbol error rate, and total BER. The numerical results using Monte Carlo

simulations validated these lower bounds and showed that the IQ-FSIM-QPSK system with2 and

4 non-optimal filters offers, at BER= 10−4 and same SE, an important gain of3.55 dB and4.3 dB as

compared to their equivalent systems16QAM and64QAM respectively. In addition, 2-IQ-FSIM-QPSK

achieves a gain of1.85 and3.5 dB compared to 4-FSIM-QPSK and 2-FSIM-8QAM, respectively, with

the filters currently designed. Thus, the results of the filter IM domain, mainly FSIM and IQ-FSIM

schemes, insist that accepting a certain level of controllable and predictable ISI allows reaching a
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higher system capacity using a low order"-ary APM. Finally, IQ-FSIM can achieve even higher SE

by designing a larger filter bank (higher#), which is useful for ultra-high rate wireless communication.

The filter bank design for the filter IM domain will be considered in the next chapter and in our

future work to achieve higher SE and EE gain.

4.5 MIMO Spatial Multiplexing with FSIM

In section4.2, a novel domain for IM named “Filter domain” is proposed [22]. Recalling that this new

dimension generalizes many existing modulations and SISO-IM domains (e.g., time and frequency IM

domains described previously). In addition, the sections4.3 and4.4 show that the proposed domain

permits to achieve the highest SE gain in SISO since it can be configured to fully use all the available

time and frequency resources.

In this section, a generalized SMX system is proposed motivated by the different advantages of

FSIM scheme and its generalizations for various existing IM schemes. Thus, this system includes

different existing schemes as special cases (e.g., SMX with conventionalAPM, MIMO-OFDM-SIM

[88], and SMX with any time/frequency IM), since filter IM domain can be configured to change the

emitted symbol as highlighted in Section4.2 and [22]. The transmission of different FSIM symbols

from the TAs allows to achieve a higher SE and EE gain. In other words, any small SE enhancement

by FSIM in SISO has a tremendous impact when it is extended to MIMO system, where the overall SE

gain by SMX FSIM compared to SMX QAM is#C log2 # for #C ≤ #A . In addition, a simple receiver

for SMX-FSIM is presented in this section, where a sample level equalizationis performed followed

by a parallel MF based detector. Moreover, the theoretical system performance is derived and validated

by Monte Carlo simulation, then compared with other equivalent systems. The main contributions are

summarized as follows:

1. A generalized MIMO SMX system is proposed by incorporating FSIM scheme to achieve high

SE and EE gain. The proposed SMX-FSIM system conveys information bitsin the signal and

filter IM domains. The VBs are encapsulated by the different filter shapesindices that are used for

pulse shaping of the#C simultaneously transmitted APM symbols. Note that the transmit spatial

IM (e.g., GSM system) conveys all the VBs by a single index (index of activated TAC), and its

misdetection leads to bit errors in most of the VBs and also in the real bits of all transmitted

APM symbols (i.e.,#0 APM symbols in GSM will be most probably mis-detected when an

error occurs in the TAC index detection). However, the decentralization of VBs encapsulation in

SMX-FSIM avoids the highlighted single point of failure in GSM system.

2. A simple receiver for SMX-FSIM is presented, which is based on Zero-Forcing (ZF) sample

level equalizer followed by a parallel MF-based detector. The proposed parallel detection for
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SMX-FSIM provides good performance with prominent complexity reductioncompared to the

joint Maximum Likelihood (ML)-based detector.

3. The analytical performance of SMX-FSIM using ZF equalizer is derived and validated by Monte

Carlos simulations. Then, they are compared to those of the conventional SMXQAM system of

the same SE. The results show an important SE and EE gain can be achieved even with a low

number of filter shapes.

4. The performance of the proposed SMX FSIM scheme is evaluated under sub-THz channels

with RF impairments, then compared to the existing ultra-high data rate candidates (GSM and

conventional SMX QAM [17]).

5. These sub-THz candidates are compared and analyzed from different perspectives (performance,

robustness to PN, SE/EE, cost, PAPR, and power consumption). The results reveal that the

spectrally efficient SMX-FSIM with power-efficient APM is the best promising candidate for

such systems in sub-THz bands because it has better performance and robustness to PN, higher

SE and EE gain, lower power consumption and cost, as well as it avoids the RF switching

problem that appears with transmitter spatial IM (e.g., GSM).

4.5.1 System Model: MIMO Spatial Multiplexing with FSIM

4.5.1.1 SMX FSIM Transmitter

Consider a#C × #A MIMO-SMX system (#C ≤ #A ), where#C and#A are the number of transmit and

receive antennas respectively. In this section, FSIM scheme that conveys information bits by the index

of the different filter shapes and the APM symbols is considered to achievehigh SE and EE gain. Note

that this system SMX-FSIM in the filter IM domain allows to use all available resources in contrast to

other IM domains (time, frequency, antennas, etc.).

The input bitstream1 is divided into#C sub-streams11, 12, ..1#C , as shown in Figure4.28, and

passed through its corresponding FSIM modulator.

Each sub-stream1 9 contains the real and virtual information bits denoted by1'9 and1+
9

respectively.

The former is mapped using the"-ary APM (e.g., QAM, PSK), while the latter is translated to an index

8 9 , which represents the index of the selected filter58 9 at the9 Cℎ TA. Then, the APM symbol2 9 is pulse

shaped, as depicted in Fig.4.29, using the filter58 9 [<] of length! samples with< is the sample index

from 0 to !−1. Note that the filter is truncated in the time domain to[ APM symbols, and it is sampled

at a rate of_ samples per symbol, which yields! = [._ + 1. Then, the FSIM modulators’ outputs are

transmitted simultaneously from the#C TAs.

The filter bank for each FSIM modulator shown in Fig.4.29 includes# different filter shapes

where# is a power of 2. Without loss of generality, we consider that SMX-FSIM uses the same filter
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Figure 4.28– System model of#C × #A SMX-FSIM transceiver.

bank and APM for all TAs. Subsequently, the total number of bits per SMX-FSIM symbol SESMX-FSIM

can be expressed as:

LSMX-FSIM = #C (log2 # + log2 ")
= #C log2 # + LSMX. (4.58)

whereLSMX = #C log2 " is the number of transmitted bits of a conventional MIMO-SMX system with

#C TAs and"-ary APM. It is clear that the SE gain increases linearly with the number of TAs, and it

is #C log2 # higher than that of the conventional MIMO-SMX system with the same"-ary APM.

The output of the filter bankB 9= [<] for the=Cℎ APM symbol2 9= at the 9 Cℎ TA is:

B
9
= [<] =

(
5
8
9
=
∗ 2 9=

′) [<] = 2 9= 58 9= [<] . (4.59)

where2 9=
′
is the up sampled copy of2 9= by a factor!.

Then, the signalsB 9= [<] are passed through the OLA block as shown in Fig.4.29to generate the

emitted signalG 9= [?] as follows:

G
9
= [?] =

=+⌊[/2⌋∑
=′==−⌈[/2⌉

B 9 =′ [? − (=′ − =)_], (4.60)

where the index? = ?center− ⌈_/2⌉ + 1, ..., ?center+ ⌊_/2⌋ and the index of the middle desired sample

is ?center=
!−1

2
[22]. Note the used filters introduce ISI since Nyquist condition for zero ISIis relaxed

in FSIM scheme to achieve higher SE by indexing distinguishable filter shapes.
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Figure 4.29– System model of FSIM Modulator with"-ary APM mapping and a filter bank of# filters.

4.5.1.2 SMX-FSIM Receiver

At the receiver, the received signal in time domainy can be expressed as:

y = Hx + v. (4.61)

whereH = [h1, ..., h#C ] is the#A × #C MIMO channel matrix withh8 is the column vector of#A
elements,x = [G1, . . . , G#C ]) is the transmitted vector that contains#C different FSIM symbols,v is

#A × 1 channel noise vector and itsEA elements are complex Gaussian variables, i.i.d., with zero-mean

and variancef2, i.e,CN(0, f2) for A = 1, . . . , #A .

4.5.1.2.1 Equalization

The received signal suffers from IAI and inter-symbol interference due to the MIMO transmission

and the used non-Nyquist filters in FSIM scheme respectively. In other words, the former represents

the interference from simultaneously transmitted symbols from other antennas, while the latter is the

interference contribution from the previous and the future symbols emitted from the same antenna

(within a filter period). When the receiver intends to detect the9 Cℎ FSIM symbol transmitted from the

9 Cℎ TA, the received signal can be rewritten as follows to highlight the IAI components :

y = h 9G 9 +
#C∑

;=1,;≠ 9

h;G; + v. (4.62)

In addition to IAI, the symbols suffer from ISI due to filters used at the transmitter that do not

satisfy Nyquist ISI criterion. At the first stage in receiver side, the received signal is passed through

an equalizer to eliminate the effect of the channelH. Note that ZF or MMSE equalizers can be used,

or any other equalizer that conserves the FSIM filter contribution. Here the equalization is performed

at sample level before matched filter and down-sampling and not at symbol level as usual, since the

pulse shaping filter used at the transmitter is still unknown at this stage. In the following, the linear ZF

equalizer is adopted to eliminate channel effect on all received samples and allow the detection of the
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Figure 4.30– System model of FSIM demodulator with the controlled-ISI cancellation and detection.

transmitted FSIM symbol (APM symbol and index of the used filter). Then the output of the equalizer

can be written as follows:

x̂ = Wy = x +Wv, (4.63)

where x̂ is the vector of equalized samples andW = [w)
1
,w)

2
, . . . ,w)

#C
]) is the ZF weight matrix

expressed as:

W = (H�H)−1H� . (4.64)

andw 9 is the 9 Cℎ row of W.

Afterward, in order to have an effective detection of the transmitted FSIM symbol (filter index and

APM symbol), the estimation and cancellation of the controlled-ISI from the used non-Nyquist filters

is performed in parallel as shown in Fig.4.28 on the equalized stream of samplesĜ 9 similar to the

simplified SISO FSIM receiver depicted in Fig.4.30.

Hence, the samples stream̂G 9 corresponding to the9 Cℎ TA is passed to the ISI Estimation and

Cancellation block [22], that intend to remove the ISI generated from the used filters that do not satisfy

Nyquist zero-ISI criterion. The output of the ISI Cancellation block canbe expressed as follows:

B̂
9
= [<] = 2 9= 58 9= [<] + �(�

9

A4B83
[<] + w 9v[<] (4.65)

where the�(� 9resid[<] represents the residual ISI that might still persist due to the non-perfect ISI

cancellation.

Then, for each9 = 1, . . . , #C , the ISI cancellation output signalB̂ 9= [<] is passed through a MF-

based detector to estimate the APM symbol and the index of the selected filter at the 9 Cℎ TA.

4.5.1.2.2 Detection

In the following, the detection of the APM symbol and filter index is consideredfor one TA, since

all TAs perform in parallel a similar detection. Each MF-based detector contains a bank of# matched
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filters 6: where6: (C) = 5: () 5 − C) with 0 ≤ C ≤ ) 5 , ) 5 = !.)B and)B is the sampling period [22].

The output of these filtersA 9
:

sampled at the instant) 5 can be expressed as follows:

A
9

:
=

∫ )5

0

B̂ 9 (g) 5: (g)3g, : = 1, 2, ..., #. (4.66)

Then, the selected filter at the transmitter side on the9 Cℎ TA can be recovered by taking the maximum

energy of the sampled MF outputsA 9
:

as follows:

ŷ 9 = arg max
:
‖A 9
:
‖2. (4.67)

After estimating the index of the filter being used at the9 Cℎ TA, the APM symbol detection

is performed onA ŷ 9 . Afterward, the detected symbolŝ2 9 and filter index ŷ 9 are passed to their

corresponding demappers to recover the sub-streams1̂'9 and 1̂+
9

respectively. The above mentioned

steps are processed in parallel for the#C transmitted FSIM symbols, and finally the parallel to serial

recovers the bitstream̂1 as depicted in Fig.4.28.

4.5.2 Theoretical Performance

In this section, the analytical lower bound in terms of Symbol Error Rate (SER) for the proposed system

SMX-FSIM is derived, where we consider that the ZF equalizer and the parallel MF-based detector are

used. The system performance of SMX-FSIM depends on the APM symbols and filter index detection.

In addition, the lower bound theoretical SER and BER are deduced underthe assumption of perfect ISI

cancellation (8.4. �(�A4B83 = 0), and near-orthogonal filter shapes that can be achieved when the filter

bank is well designed.

The output of the matched filter bank at9 Cℎ TA sampled atC = ) 5 given byA 9
:

in (4.66) can be

rewritten as:

A
9

:
= 〈f: , f8 9=〉.2

9
= + 〈f: ,w 9v=〉

=



2
9
= + 〈f: ,w 9v=〉 for : = 8

9
=

〈f: , f8 9=〉.2
9
= + 〈f: ,w 9v=〉 for : ≠ 8

9
=

(4.68)

wherev= are the! samples around the=Cℎ symbol.

The detection of the filter index̂y 9 at the 9 Cℎ TA is estimated according to (4.67) by choosing the

maximum*: = ‖A 9
:
‖2 which represents the energy ofA 9

:
. Note that*: follows the independent

non-central Chi-Square distribution [203] for all : with degree of freedom equal2 and the non-central
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parameterU2 that can be expressed as follows:

U2
: ,@

=



‖2 9=‖2 = E@ 5 >A : = 8

9
=

〈f: , f8 9=〉
2.‖2 9=‖2 = 〈f: , f8 9=〉

2.E@ 5 >A : ≠ 8
9
=,

(4.69)

where 5
8
9
=

is the selected filter at the9 Cℎ TA andE@ is the transmitted energy of the APM symbol2
9
=.

Therefore, the PDF of*: can be written as follows:

?(D:) =
1

2f2
?

4
−
D:+U2

:

2f2
? I0

(
U:
√
D:

f2
?

)
, (4.70)

whereD: ≥ 0, f2
? is the post-equalization noise variance, andI0 (d) is the zero order modified Bessel

function of1BC kind given by (4.19).

Since the MF-based detector for all9 = 1, . . . , #C performs APM and filter index estimation in

parallel for all TAs similar to SISO-FSIM detection [22], we will consider the detection on one of the

TA, and the index9 is omitted. Let us suppose that the filter51 is selected at the transmitter side for the

APM symbol2=. The detector makes a correct index decision; if the probability ofD1 is greater than all

other# − 1 D: values for: ≠ 1. The filters are considered orthogonal to derive the lower bound, and

thus theD: become statistically independent, then the joint probability can be factorized asa product

of # − 1 marginal probabilities of the form:

%(D: < D1 |D1) =
∫ D1

0

?D: (G:)3G: , : = 2, 3, ..., #. (4.71)

Hence, the probability of a correct decision is given as follows [22]:

%2,E@ = %(*2 < *1,*3 < *1, ...,*# < *1)

=

∫ ∞

0

(
#∏
2

%(D: < D1 |D1)
)
.?(D1)3D1 (4.72)

and the probability of a filter index error can be deduced from probability of a correct decision as:

%4,E@ = 1 − %2,E@ . (4.73)

The average probability of filter index error ought to be the weighted average filter error accross the&

possible energy levels of APM symbols, given as follows:

%4, 5 8;C4A =

&∑
@=1

%4,E@ .%(E@), (4.74)
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where%(E@) is the probability of occurrence of the energy levelE@.

The SER of"-ary QAM modulation in AWGN channel is given by [203]:

%4,&�" =




4

(
1 − 1√

"

)
&

(√
3

" − 1
(�#'

)

− 4

[(
1 − 1√

"

)
&

(√
3

" − 1
(�#'

)]2

k is even

(
4�� − 2� − 2�

"

)
&

(√
6;>62 (��)
(�2 + �2 − 2)

(�#'

)

− 4

"
(1 + �� − � − �)&2

(√
6;>62 (��)
(�2 + �2 − 2)

(�#'

)
k is odd

(4.75)

where(�#' is SINR,: = log2 ", � = 2
:−1

2 , and� = 2
:+1

2 .

Subsequently, the correct detection of FSIM symbols arises when both thefilter and the APM

symbol are correctly estimated, therefore the probability of a correct FSIM decision at a given TA is

(1 − %4, 5 8;C4A ) (1 − %4,&�" ) and the(�'FSIM is given by:

(�'FSIM = 1 − (1 − %4, 5 8;C4A ) (1 − %4,&�" ). (4.76)

Then, the SINR estimation at the9 Cℎ branch can be written as:

(�#' 9 =
E{B̂29}
E{w 9v=}

=
%

‖w 9 ‖2f2
=
(#'

‖w 9 ‖2
(4.77)

where% is the average power on each TA, and(#' is the average transmitted signal to noise ratio.

We definedl 9 = 1/
√
‖w 9 ‖2, thenl 9 meets general Rayleigh distribution with variance1/2 and

degree of freedom2(#C − #A + 1) when the channel matrixH follows Rayleigh distribution. The PDF

of l 9 is the following:

?l (l 9) =
2

(#A − #C )!
(l 9)2(#A−#C )+14−(l 9 )

2

(4.78)

In the ZF algorithm, the FSIM symbol detection is implemented independently on each branch of

the equalizer output corresponding to the symbol emitted from the9 Cℎ TA with same configuration

(filter bank, APM scheme and order), and the SINR of each sub data stream follows the same

distribution with the same degree of freedom. Hence, the average SER of SMX FSIM symbol with

ZF and MF based detector receiver can be obtained under the flat Rayleigh fading channel as follows:

SERSMX FSIM =
1

#C

#C∑
9=1

(SER9SMX FSIM) = SER9SMX FSIM
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=

∫ ∞

0

(�'�(�" (l 9)?l (l 9)3l 9 (4.79)

4.5.3 Results and Discussions

4.5.3.1 Theoretical and simulated performance comparison of SMX-FSIM to equivalent SMX-

QAM system

In this section, Monte Carlo simulation in Rayleigh channel is performed to evaluate the proposed

system SMX-FSIM and validate the derived theoretical lower bound SER performance (4.79). Note

that the theoretical SER performance of SMX-QAM with ZF equalizer is according to [209, p. 2,

(9)]. In addition, the SMX-FSIM system is compared at different transmission rates to its equivalent

SMX-APM systems. For a fair comparison, both systems with ZF equalizer arecompared with same

number of receive antennas and under the same SE, which requires either the same modulation schemes

with SMX-FSIM and SMX-QAM or the same number of transmit antennas. We cannot conserve the

same values for both variables because SMX-QAM needs to accommodate thevirtual bits conveyed

in the filter IM domain by increasing one of these parameters. The simulation parameters for all

configurations in this section are summarized in Table4.2.

Table 4.2– Simulation parameters

Parameters Value

#C for SMX-8QAM,
[4, 8, 10]

SMX 2-FSIM-QPSK
#C for SMX-QPSK [6, 12, 15]

#A [8, 12, 16]
[ 10

Oversampling factor:_ 8

Filter’s length:! 81

Pulse shaping filter Root Raised Cosine
for Conventional Transceiver (RRC)

Number of channel realizations 500

Total Number of symbols 5 × 106

Figures4.31a-4.32 show the SER performance for SMX-QAM and SMX-FSIM with/without

perfect ISI cancellation in Rayleigh channel by transmitting12 to 30 bits per MIMO symbol (or bit

per channel use (bpcu)). In addition, the theoretical SER for both systems are compared to the Monte

Carlo simulation results. The notation#−FSIM-APM is used to describe FSIM scheme with# filters

and APM modulation schemes.

The different systems with12 bpcu and#A = 8 are: SMX-QPSK with#C =6, SMX2−FSIM-QPSK

and SMX8QAM with #C = 4. As we can notice that when we are using the same QAM order" for

SMX-FSIM and SMX-QAM,#C for the SMX-QAM system is larger to have the same SE. Similarly,
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Figure 4.31 – SER performance of the proposed SMX2-FSIM-QPSK system and its equivalent SMX-QAM
systems of the same SE: (a) SE= 12 bpcu with#A = 8, (b) SE= 24 bpcu with#A = 12.

when the same#C is used, the modulation order is increased for SMX-QAM for same reason.The

SER performance of these systems are depicted in Fig.4.31a, and it is clear that SMX2-FSIM-QPSK

system has3 dB and5.2 dB performance gain at SER= 10−4 compared to the equivalent SMX-8QAM

and SMX-QPSK systems respectively.

Similar comparisons with larger number of transmit antennas are provided to achieve higher SE.

The results in Figs.4.31b-4.32show that SMX2-FSIM-QPSK with#C = 8 (SE=24 bpcu) and#C = 10

(SE=30 bpcu) achieve around3-3.5 dB performance gain compared to SMX-8QAM with same number

of transmit antennas and more than12 dB gain compared to SMX-QPSK.

Finally, it is worth mentioning that the simulated SER for SMX-QAM matches their theoretical

curves , and the simulated SER for SMX-FISM system with perfect ISI cancellation is very tight to its

theoretical lower bound in all configurations. Whereas, a slight performance degradation (less than0.8

dB) can occur when using the proposed ISI estimation and cancellation technique due to residual ISI

from the non-Nyquist filters.

4.5.3.2 Spectral Efficiency Analysis: SMX-FSIM vs existing MIMO techniques

In this section, the SE of different MIMO techniques with/without IM shown inTable4.3 is analyzed

using different number of TAs#C and modulation order". This comparison considers the conventional

SMX with linear APM (QAM, PSK), and several transmit spatial modulations with/without APM that

uses the TA(s) indices to convey additional information bits. The SE of thesesystems are summarized

in Table4.3while assuming#A ≥ #C , and Figs4.33a-4.33bcompare their SEs as function of number
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Figure 4.32 – SER performance of the proposed SMX2-FSIM-QPSK system and its equivalent SMX-QAM
systems of same SE= 30 bpcu and#A = 16.

of TAs with " = 4 and" = 16 respectively. For clarification, the ExSSK and VGSM (shown in

Table4.3) allow a variable number of active TAs to increase the SE. For the same reason, a separate

indexation for the in-phase and quadrature components is considered in Bi-SSK [107] and Quadrature

SM [108].

Note that the SE of GSSK and GSM depends on the number of activated TAs#0 as shown in

Table4.3, and in these figures#0 is selected to achieve the maximum SE with a specific#C that occurs

when#0 =
#C
2

with GSSK (depends on"-ary order with GSM using#0 < #C to enable IM since

GSM using#0 = #C is same as conventional SMX). Figs.4.33a-4.33bshow that the transmit spatial

IM schemes without APM (i.e. SSK [102], GSSK [103], Bi-SSK [107], ExSSK [113]) suffer from a

limited SE gain, and thus they are more suitable for low data rates applications. Whereas a higher SE is

reached when incorporating APM symbol transmission with IM (i.e., SM, GSM,QSM, etc.). It is clear

that the highest SE is achieved by the conventional SMX-APM, GSM, and the proposed SMX-FSIM

system due to the important multiplexing gain with/without IM. However, SMX-FSIM achieves1.5

(resp. 1.25) times higher SE with2 filters only compared to SMX-QPSK (resp. SMX-16QAM) as

depicted in Fig.4.33a-4.33bwhere SMX-FSIM shows its superiority over all other MIMO techniques.

In addition, it is worth mentioning that the number of activated TAs#0 with transmit spatial IM is less

than#C but they require full-RF transmit architecture (i.e. Number of RF chains= #C ) to avoid SE

degradation. Note that the transmit spatial IM schemes with RF-switching having the number of RF

chains equals to the maximum#0 suffer from spectral regrowth due to pulse shaping time truncation

to symbol period, and thus a SE degradation will occur [174]. Moreover, the RF-switching time at each

symbol period introduces additional SE degradation [175]. Thus, the obvious solution for all transmit

spatial IM is to use a full-RF transmit architecture to avoid this SE problem.
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Table 4.3– Spectral efficiency of different#C × #A MIMO techniques (Selected from Table2.2).

System Spectral Efficiency #0 number of

Name L (bpcu) activated TA(s)

S
M

X SMX-APM #C log2 " #C

SMX-FSIM #C log2 " + #C log2 # #C

T
ra

ns
m

it
S

pa
tia

lI
M

SSK [102] ⌊log2 #C⌋ 1

GSSK [103] ⌊log2�
#0
#C
⌋ #0

Bi-SSK [107] 2⌊log2 #C⌋
#0 = 1 for

I/Q: {1, 2}
ExSSK [113] #C {0, . . . , #C }

SM [98] log2 " + ⌊log2 #C⌋ 1

GSM [105] #0 log2 " + ⌊log2�
#0
#C
⌋ #0

QSM [108] log2 " + 2⌊log2 #C⌋
#0 = 1 for

I/Q: {1, 2}
VGSM [115] ≈ log2 " + log2(2#C − 1) {1, . . . , #C }
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Figure 4.33– Maximum SE for different MIMO techniques:#0 = [1, . . . , #C − 1] for fixed#0 schemes,# = 2

for FSIM, and different" for systems with APM: (a)" = 4, (b)" = 16.
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4.5.3.3 Comparison of SMX-FSIM, conventional SMX and GSM in sub-THz environment

In this section, the best candidates in terms of SE highlighted in previous section are evaluated from

different perspectives while considering sub-THz challenges and limitations. Note that SMX-QAM

and GSM system are investigated in sub-THz environment in [16,17], and the results show that using

lower modulation order" is more efficient especially in sub-THz with RF impairments and limitations

such as higher robustness to PN, lower transmit power and less ADC resolution requirements. For this

reason, the proposed SMX-FSIM system using QPSK is compared to their equivalent GSM and SMX

schemes with the same SE.

4.5.3.3.1 Performance in sub-THz channel with RF impairments

In this sub-section, the performance of these candidates is evaluated under indoor sub-THz channels

and subjected to PN impairment. The sub-THz MIMO channels are generatedusing ray-based

deterministic channel model [36] at 150 GHz carrier frequency with an in-office environment and a

transceiver distance separation up to 8 meter. When considering a wide band system like our case in sub-

THz, the PN impairment can be modeled by Gaussian distribution with zero mean andf2
6 variance [11],

and in the following different PN levels are considered: lowf6 = 10−3, mediumf6 = 10−2, and high

f6 = 10−1. For fair comparison, the SMX FSIM, SMX QAM and GSM systems are configured to

achieve the same SE of12 bpcu with same number of RAs, and same modulation scheme QPSK or same

number of TAs. The configuration of these systems are summarized in Table4.4where we can observe

the different systems of same SE either have the same" modulation order or same#C , and they use the

full-RF transmitter architecture. Note that a pulse shaping filter is consideredwith all MIMO systems

before transmission with the same parameters shown in Table4.2, and a low complexity receiver based

on ZF equalizer is adopted with all systems to allow a practical implementation of downlink scenario

where the user equipment have complexity and energy constraints.

Table 4.4– System configuration for sub-THz candidates with12 bpcu.

System #C #A " #0 #

SMX-FSIM 4 10 4 4 2

SMX-QAM 4 10 8 4 1
SMX-QAM 6 10 4 6 1

GSM 6 10 4 5 1
GSM 9 10 4 3 1

The non-coherent SMX 2-FSIM-QPSK system with low and medium PN levelsachieves the best

performance compared to its competitor systems as depicted in Figs.4.34a-4.34b. For instance, SMX

2-FSIM-QPSK has a3.9 dB and18 dB gain compared to SMX-8QAM with same number of TAs

and SMX QPSK (same modulation) respectively. Similarly, SMX 2-FSIM-QPSKhas9.8 dB gain

compared to GSM-QPSK with#C = 9 and#0 = 3, while GSM-QPSK with#C = 6 and#0 = 5

suffers from important error propagation that leads to error floor. The GSM system in general are
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Figure 4.34– Uncoded BER performance of the proposed non-coherent SMX FSIM compared to SMX-QAM
and GSM in sub-THz channels. The SE for all systems is12 bits/symbol (bcpu) and they are subjected to different
PN levels: (a) low PN (f2

6 = 10−1), (b) medium PN (f2
6 = 10−2).

more prone to error since the mis-detection of the activated TAC does not cause only virtual bit errors

but it propagates to the detection of all transmitted APM symbols in the same MIMO vector due to

the attempt of APM symbols detection on non-activated TAs. This drawback of GSM clearly appears

when#C = 6 and#0 = 5 in both figures, while the other GSM configuration performs better since it

is well known that GSM performance is enhanced when transmitting most of theinformation bits by

means of IM. However, the SMX FSIM system overcomes GSM drawback of error propagation to all

APM symbols by the decentralization of virtual bits transmission to#C group of virtual bits, and thus

a mis-detection of filter index can affect only the subsequent single APM symbol detection and not all

the transmitted APM symbols like in GSM. Furthermore, the filter index mis-detection does not cause

necessarily an APM symbol error since the transmitted APM symbol is not completely lost in contrast

to GSM that drops the APM symbols on non-activated TAs.

A similar conclusion can be drawn at medium PN level (f2
6 = 10−2) from Fig.4.34b. Besides, it

worth mentioning that SMX FISM with linear receiver is the only system able to operates at this PN

level without an error floor. However, all these system configurationssuffer from an error floor when

subjected to very high PN level (f2
6 = 10−1). In conclusion, the non-coherent SMX FSIM provides

the best PN robustness among these candidates, but a PN mitigation techniqueand/or an APM less

sensitive to PN (e.g., PAM, spiral constellations [180], Polar QAM [210], ...) are necessary at very

high PN level.

4.5.3.3.2 Detection Complexity
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In this section, we characterize these systems in terms of the computational complexity of the

optimal ML and the low complexity ZF based equalizer/detector. Their averagecomplexity per symbol

are expressed in terms of RMs and summarized in Table4.5, where each CM consists of 4 RMs, and it

can be computed using 3 RMs if one term in known in advance [189, p. 4, (12)]. The computational

complexity of the ZF matrix for the#A × #C channelH is expressed in terms of RMs as follows:

C,/� = 4(2#
3
C + 3#2

C − 5#C

6
+ 2#A#

2
C ), (4.80)

where the first term is for the square matrixH�H inversion and the second term represents the needed

multiplications to deduce the pseudo inverse ofH. However, the ZF matrix calculation can be computed

once when the channel is static for the duration of#B symbols. Note that the ZF equalization for SMX-

APM and GSM can be performed after matched filtering and down-sampling, while that for SMX-FSIM

should be done for the whole received signal (all samples:#B_+!−1) prior to the filter index detection,

and then performs the matched filtering using the detected filter. Hence, the sample level equalization

for FSIM is approximately_ times larger than that of symbol level equalization.

The complexity of SMX-FSIM receiver lies in the equalization, ISI estimation and cancellation

block, and the matched filter detector. The matched filter on each TA performs# convolutions with

a filter of length! known in advance, then the middle sample is used for detection after the sampling.

Thus, this middle sample is computed by! CMs when the signals of the convolution are completely

overlapped. For the filter index and APM symbol detection,# + " EDs are computed respectively

where ED consists of2 RMs. Thus, the matched filter complexity is expressed as:

C"� = 3#! + 2# + 2" (4.81)

The ISI estimation and cancellation block (depicted in [22, Fig. 3] contains a MF detector for tentative

decisions, and the Tx filter output regeneration that multiplies the estimated tentative APM symbol

with the filter (! CMs= 3! RMs). Similarly, the feedback of the previously detected symbol contains

! CMs= 3! RMs. Afterward, an overlap and add is performed to deduce the estimated ISI, then it is

subtracted from the input signal where these steps contain only additions/subtractions. Therefore, the

total complexity of the ISI estimation and cancellation block is:

CISI cancellation= C"� + 6!, (4.82)

The ZF based equalizer/detector provides a prominent complexity reductionfor all systems

compared to the ML counterpart, and SMX-FSIM suffers from higher receiver complexity which is

proportional to the filter length! as shown in Table4.5. However, it is clear from the results in sub-

sections4.5.3.1and4.5.3.3.1that the performance of SMX-QAM and GSM with their linear detection

are not satisfactory as SMX-FSIM and the formers have a high error floor with medium PN level

(f6 = 10−2). Therefore, this additional complexity of SMX-FSIM linear receiver, compared to SMX-
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Table 4.5– Average computational complexity in terms of real multiplications for SMX-FSIM, SMX-APM, and
GSM equalizers/detectors.

System ZF equalizer/detector complexity ML complexity

SMX-FISM ( #B_+!−1
#B

)4#C#A + #C (C"� + CISI cancellation) + C,/� /#B 2LSMX-FSIM+1(2#C + 1)!#A
SMX-APM 4#C#A + 2"#C + C,/� /#B 2LSMX+1(2#C + 1)#A

GSM 4#0#A + 2"#0 + C,/� /#B 2LGSM+1(2#0 + 1)#A

APM and GSM, comes with a tremendous system performance and robustness to PN that are critical

factor for sub-THz system with RF impairments and limited SNR.

4.5.3.3.3 Hardware cost and design issues

The hardware cost depends on the number of used RF-chains that contains the most expensive hardware

components. In Section4.5.3.2, it is highlighted that the full-RF transmit architecture is required with

transmit spatial IM schemes to avoid SE degradation. Therefore, the number of RF-chains at Tx side is

same as number of TAs#C with all schemes, and thus it is clear from Table4.4and Figs.4.33a-4.33b

using any"-ary modulation scheme that SMX-FSIM system with only 2 filter shapes requires the

minimum number of TAs#C (and thus RF-chains) to achieve any SE. Therefore, SMX-FSIM allows

to have the minimum possible cost for the transceiver hardware. Note that GSM receiver with some

configurations can have lower cost by using smaller number of RF-chainsequal to#0, but this condition

(#A = #0 < #C ) can highly degrades the system performance with low complexity detectors.

It is worth mentioning that the full-RF transmitter architecture with GSM eliminates the high-speed

RF switching challenge at the price of higher cost. The practical implementationof these MIMO

schemes requires careful antenna array design to have low spatial correlation, and especially for GSM

system since the mis-detection of the activated Transmit Antenna Combination (TAC) leads also to

APM symbols error and thus highly degrades GSM overall performance [14].

4.5.3.3.4 PAPR, Link Budget and Power consumption

Based on a MIMO SC transceiver with pulse shaping, the correspondingComplementary

Cumulative Distribution Functions (CCDFs) of the PAPR of SMX-FSIM, SMX-QAM and GSM

systems are shown in Fig.4.35. The PAPR for all these schemes is evaluated over one TA, since

all TAs for each system have similar PAPR when using same"-ary scheme for different TAs and TAs

activation is equiprobable in GSM. SMX-FSIM use the non-Nyquist filter shapes designed for filter

IM domain [22], while the pulse shaping for SMX-QAM and GSM system is performed with root

raised cosine filter. The CCDF that represents the probability of having a PAPR higher than a%�%'0

threshold depicted in Fig.4.35shows clearly that SMX QPSK have the lowest PAPR 3.65 dB at CCDF

of 10−4, and the PAPR increases to5.8 dB SMX 8QAM due to the higher"-ary scheme (8QAM), and

to 4.4 dB (resp. 8.3 dB) with GSM using#C = 6, #0 = 5 (resp. #C = 9, #0 = 3). It is clear that
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Figure 4.35– Comparison of CCDF of PAPR for the SMX FSIM, the SMX QAM and the GSM systems with
pulse shaping having SE= 12 bpcu. SMX FSIM uses the filter shapes presented in [22], while SMX QAM and
GSM use RRC filter.

the PAPR of GSM increases when the ratio#0
#C

decreases due to the lower average power caused by

zero symbol transmission when the TA is inactive. Concerning SMX-FSIM,its PAPR is7.3 dB due

to the used filter shapes that are designed to have low filter’s correlation and limited ISI without any

PAPR constraint. The higher PAPR reduces the Power Amplifier (PA) efficiency, and thus it affects the

system power consumption. In the following, the link budget for these systems is calculated from the

required SNR to achieve BER= 10−5 according to (3.2).

Furthermore, the power consumption of these systems are deduced basedon the PA efficiency that

depends on their PAPR.

The link budget for the different systems in indoor scenarios (Kiosk, enhanced throughput WLAN,

etc.) with a distance up to8 m is depicted in Table4.6, where the GSM system with#C = 6, #0 = 5

is omitted due to the high error floor. It is clear that SMX FSIM requires the lowest transmit power

to guarantee BER= 10−5 due to better system performance. This low transmit power requirement is

an important advantage for sub-THz bands, since the output transmit power is very limited at high

frequencies with current technology. The required transmit power andthe EIRP make SMX QPSK and

GSM with linear ZF based detector impractical in current technology while respecting EIRP regulations

in contrast to their results with ML detection discussed in [17].

In addition, it is worth mentioning that SMX-FSIM maintains its superiority in the power

consumption despite the PAPR increase by the used filters due to the important performance SNR gain.

For instance, SMX-FSIM with linear receiver provides a3.21 dBm power gain compared to SMX

8QAM and more than10 dBm compared to GSM and SMX QPSK as shown in Table4.6. Finally,

when considering a higher PN level, all systems with linear ZF based detectorsuffer from an error
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Table 4.6– Link budget and power consumption of SMX FSIM, SMX QAM and GSM systems with ZF based detection
over sub-THz channels subjected to low PN.

System Parameters SMX FSIM SMX 8QAM SMX QPSK GSM(#C = 9, #0 = 3)
Carrier frequency (GHz) 150.00
Distance (m) 2 to 8
Channel Bandwidth, (GHz) 0.50
Required Transmit Power%C (dBm) 0.04 to 12.09 3.94 to 15.99 18.04 to30.09∗ 9.84 to21.89∗

Transmit antenna gain�C (dBi) 20.00
EIRP (dB) 20.04 to 32.09 23.94 to 35.99 38.04 to50.09∗∗ 29.84 to41.89∗∗

5 B?; (dB) 81.98 to 94.03
Receive antenna gain�A (dBi) 5.00
Received power'G;4E4; (dBm) -56.94 -53.04 -38.94 -47.14
Thermal noise (PSD) (dBm/Hz) -174.00
Noise figure#�86DA4 (dBm) 7.00
Thermal noise#) ℎ4A<0; (dBm) -86.94
Noise floor# 5 ;>>A -79.94
Required SNR with low PN (dB) 23.00 26.90 41.00 32.80

PAPR (dB) at CCDF= 10−4 7.3 5.8 3.65 8.3
PA efficiency 0.34 0.4 0.52 0.31
Power consumption (dBm) 4.71 to 16.75 7.92 to 19.96 20.87 to 32.92 14.93 to 26.97
* Required power exceeds the maximum available transmit power with current electronics technology.
** Large EIRP for indoor scenarios.

floor except SMX-FSIM as shown Fig.4.34b, and the latter consumes only1.5 dB more than its power

consumption at the low PN level.

4.5.4 Conclusion

In this Section, a generalized MIMO Spatial Multiplexing system is proposed,thanks to filter IM

domain that generalizes many existing modulation and time/frequency IM domains.In particular,

FSIM scheme is considered in the proposed system to achieve the highest SE gain (#C log2 #) among

the existing MIMO systems by conveying the additional bits in the index of the used filter shape at

each TA. The received signal of SMX FSIM suffers from IAI and ISI that are compensated using

ZF equalizer and ISI estimation and cancellation block respectively. A linearreceiver based on ZF

equalizer and MF-based detector is proposed to avoid the high complexity ofjoint ML detector by

performing parallel detection for all transmitted symbols. Note that the equalization is performed

at sample level before matched filter and down-sampling, since the selected filter in FSIM symbol

is still unknown for the receiver at this stage. In addition, the theoretical tight lower bound of the

proposed SMX FSIM system is derived and verified by Monte Carlo simulations. The proposed SMX

2-FSIM-QPSK achieves at least3 − 4 dB gain compared to SMX 8QAM of the same SE and number

of TAs, and the performance gain increases to more than12 dB compared to SMX QPSK of the same

SE and APM order. Furthermore, the different candidates for ultra-high data rates in sub-THz bands

(SMX FSIM, SMX QAM, and GSM with linear receiver) are evaluated in sub-THz channels with RF

impairments and a complete analysis/comparison is provided. The results reveals that SMX FSIM has
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better performance, higher robustness to PN, lower transceiver cost,higher SE/EE gain and less power

consumption. However, these advantages comes with a slight receiver complexity increase which is in

order of! times higher than other candidates, and this complexity can be reduced by proper design of

filter bank with shorter filter length! while respecting FSIM scheme filter requirements. Finally, it is

worth mentioning that SMX FSIM in sub-THz channel requires much lower SNR (4 − 18 dB less than

other candidates) which is crucial for sub-THz systems with limited output power, and it is the only

scheme among these candidates that can operates in a medium PN level with linear low complexity

receiver.

4.6 Summary

In this Chapter4, we first proposed a novel IM domain denoted “Filter IM domain” to furtherexploit

IM advantages. The filter IM domain generalizes most of the existing SISO IMdomains, such as

time and frequency IM domains, but this domain allows a higher SE and EE enhancement due to

using all available resources. We also showed that the filter IM domain couldbe easily reconfigured

to a conventional transceiver (i.e., any APM with Nyquist pulse shaping filter, the system with OOK

or PPM modulations, etc.), and most existing schemes in SISO IM (schemes in time/frequency IM

domains) as shown in Fig.4.36.

Proposed Filter Index Modulation domain

Time IM domain

OOK, PPM, 

GPPM, etc.

Linear modulations 

without IM (QAM, 

PSK, PAM, etc.) 

based on Nyquist or 

FTN Signaling

Frequency IM domain

Proposed FSIM

Proposed IQ-FSIM

Figure 4.36– Filter IM domain and its special cases.

In the filter IM domain, we also proposed two novel schemes that perform the indexation by using

a bank of filter shapes. Both schemes maximize the IM SE gain by allowing the filtershape variation

at each symbol period while transmitting an APM symbol. The first scheme, called FSIM, uses the

same filter shape for the in-phase and quadrature components of the APM symbol, whereas the second

one IQ-FSIM, performs separate indexation on I and Q to double the SE gain of the former. For
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both schemes, the optimal joint ML detection is presented, and an MF-based detector is proposed

to reach the optimal performance with a noticeable complexity reduction. The Nyquist ISI criterion

is relaxed in our proposed schemes to have more distinguishable filter shapes with low-correlation.

Hence, an ISI estimation and cancellation technique is developed to eliminate the predictable ISI from

the used filter shapes, and the results show that this block allows reaching the optimal performance

with perfect ISI cancellation when the filter bank is well designed. We then derived the theoretical

lower bound for the filter error probability, BER, and SER to truly characterize our proposed systems.

These theoretical results are validated by Monte Carlo simulations with different configurations. The

analytical and simulated performances prove that the proposed MF-based detector reaches the optimal

ML performance, and the performance of these two systems is very tight to lower bound when the

designed filter bank is near-optimal. Furthermore, the proposed schemes are compared to the equivalent

conventional transceiver at the same SE and under the same conditions. The results in the SISO context

reveal that both FSIM and IQ-FSIM schemes have a significant performance and EE gain compared

to equivalent conventional transceivers, especially when using low-order APM (e.g., QPSK) where the

gain reaches more than4 dB. The achieved gain with a non-optimal filter bank is more significant with

low-order APM due to their robustness to ISI that cannot be completely compensated. However, the

FSIM and IQ-FSIM with higher-order APM have a smaller gain (1 to 2 dB with 16QAM), but this

gain is maintained only at a low SNR region with a very high constellation order (64QAM or higher)

due to their sensitivity to ISI. Hence, it is clear that both proposed schemesenhance the performance,

SE, and EE by using a non-Nyquist filter bank that adds a controllable andpredictable ISI. These

schemes’ success is directly related to the ability to estimate the selected filter shape and the emitted

APM symbol correctly prior to ISI cancellation. Therefore, the filter bankshould be carefully designed

to provide low cross-correlation (inter-filter correlation) and maintain a low ISI. In the next Chapter5,

the filter bank design will be addressed where the filter correlation and the introduced ISI are minimized

while satisfying and considering the other constraints and requirements highlighted in sub-section4.3.3

(bandwidth, OOB, filter length,etc.).

At the end of this chapter, the proposed FSIM system is extended to MIMO SMX system to

achieve the highest SE gain among the existing MIMO systems with/without IM. For instance, the

achieved gain with SMX FSIM system is#C log2 # higher than that of SMX QAM using the same

modulation order and the number of antennas. It is also important to mention thatSMX FSIM fully

utilizes all time, frequency, and spatial resources in contrast to spatial IM(e.g., GSM,...) that activates a

certain number of antennas and requires a full-RF architecture as highlighted in Section3.2.7.1. In the

current study, we are focusing on an ultra-high data rates system for indoor scenarios with power and

complexity constraints for the UE receiver, like downlink kiosk application and enhanced throughput

WLAN described in Section1.1. For this reason, we developed and theoretically assessed the proposed

SMX FSIM system with a linear receiver based on ZF equalizer and parallel MF detectors that allow

us to maintain a low and feasible receiver complexity. The performance of SMX-FSIM is very tight

to the derived theoretical lower bound. Compared to the equivalent SMX QAM system of the same
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SE using either the same modulation order or the same number of TAs, the resultsreveal that SMX

FSIM with a linear receiver and only two non-optimal filter shapes outperforms by3.5 dB up to more

than12 dB these equivalent systems in Rayleigh channel. In order to complete our study and propose

a new ultra-high data rate system in the sub-THz environment, a complete analysis in the sub-THz

indoor environment with RF impairments is provided for the proposed system SMX FSIM, and the

other candidates (SMX QAM and GSM). Finally, we showed that SMX FSIM with a linear receiver

has better performance and robustness to phase noise, lower transceiver cost, higher SE/EE gain, and

lower power consumption compared to its competitor candidates presented in Chapter3. Therefore,

this analysis and discussion summarized in Table4.7 permits to conclude both Chapters3 and4, and

it promotes SMX FSIM with a linear receiver as a very competitive candidate for low-power wireless

ultra-high data rates system in sub-THz bands.

Table 4.7 – Summary of different MIMO techniques for low-power wireless ultra-high data rates systems in
sub-THz bands.

MIMO systems with power-efficient low order APMs and ZF based linear receivers

Parameter SMX-FSIM SMX-APM
GSM

using full-RF Tx architecture

Spectral Efficiency

(see Fig. 4.33)
High Medium

where 

Medium

Robustness to PN

(see Fig. 4.34)
High Low to Medium

Low 

(High with ML, see previous Chapter)

PAPR

(see Fig 4.35)
Medium Low

Low to High

(depend on M, and 

Energy Efficiency

(see Table 4.6)
High Medium Medium

Linear Detector Complexity

(see Table  4.5)

Medium to High

(depend on filter length)
Medium Low

Cost based on number of RF chains 

(see sub-Section 4.5.3.3.3) 
Low

Low to Medium
High

Flexibility 

(Reconfigurable System)
High Low High

In the next chapter, the filter bank design is considered where this challenging problem is

formulated as an optimization problem that allows us to successfully design the four filters used in

this chapter.
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5.1 Introduction

In Chapter4, a novel IM domain is proposed to enable a higher SE gain and generalize most existing

SISO schemes with/without IM. The two proposed systems (FSIM and IQ-FSIM) in this filter IM

domain convey additional information bits by indexing different filter shapes, and the Nyquist condition

for zero-ISI is relaxed to find more distinguishable filter shapes and enhance the filter detection. These

proposed schemes demonstrate that the ISI is not necessarily undesirable, while it is controllable and

predictable. However, the introduced ISI should be kept as low as possible so that the receiver can

correctly estimate the tentative decisions for estimating and canceling the introduced ISI. Hence, the

filter shapes’ cross-correlation and the introduced ISI should be minimized, but also other parameters

(OOB radiation, filter bandwidth, filter length, etc...) should also be considered in the filter design

process.

The Nyquist filter design is widely studied in the last decades [211, 212], where many methods

tackle the filter design as an optimization problem. The filter optimization can consider jointly different

filter properties such as:

• Filter length!, which is necessary to be kept the minimum possible while satisfying the other

system requirements. This parameter minimization allows having a low and feasiblesystem

complexity. This minimization is non-convex, but it can be solved by bisection-based search on

[!8= 5 40B81;4, ! 5 40B81;4] for the minimum feasible length when all the constraints are convex

(quasi-convex problem) [211].

• Self-orthogonality that means the filter impulse response5 is orthogonal to translated versions

of itself at integer multiples, like in wavelets and multi-rate filter banks. This constraint leads to

non-convex quadratic constraints on5 . This constraint can also be used to satisfy the Nyquist

criterion for zero-ISI in the absence of channel distortion.

• Nyquist filters robustness to time synchronization error (timing jitter) that canbe satisfied by

keeping low tails’ amplitude of the complete filter response (after matched filtering).

• Filter magnitude response (bandwidth, stop-band level, pass-band ripples, etc.) usually must fit

within a predefined spectral mask.

• Filter phase response (linearity and bounds), where the phase linearitycan also reduce the

complexity by taking advantage of the filter symmetry.

• PAPR reduction of the modulated signal, which is affected by the pulse shaping filter, can be

reduced by decreasing the filter tails.

• Filter normalization: the energy of the impulse response, or its DC gain.
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The filter design problem with such constraints can be formulated as an optimization problem where

the objective function is a weighted sum of several characteristics. Unfortunately, several constraints

are non-convex in terms of the filter response. Indeed, some of these constraints (e.g., filter energy, self-

orthogonality constraints, etc.) can be written as convex constraints in terms of the filter autocorrelation

function instead of the filter response. When the autocorrelation-based formulation is used, another

condition is required to ensure that a valid autocorrelation is found. Then,the spectral factorization

techniques are used to extract the optimal filter response from its autocorrelation.

However, certain filter characteristics cannot be expressed in convexform, and thus such a non-

convex problem has the potential for multiple locally optimal solutions. In this case, considerable

judgment on behalf of the designer is typically required, and this intervention isalso necessary when

there is a tradeoff between competing filter properties.

In contrast to the state of the art Nyquist filter design, the filter shapes forthe proposed

FSIM/IQ-FSIM schemes have more sophisticated constraints, mainly due to thedependency between

all the filters to be designed. For instance, the ISI minimization involves all the filter shapes in the

bank since the filter shape in these schemes can change at the symbol rate.Similarly, the filter cross-

correlation adds another layer of filters’ dependency. These two constraints with the other filter bank

requirements summarized in subsection4.3.3leads to a challenging filter design problem. Moreover,

this non-trivial problem appears for the first time with the proposed schemes, to the best of our

knowledge.

In the next sections, the filter constraints and requirements are developed, then two different

optimization approaches are considered to tackle this filter bank design. Finally, some results and

discussions are presented. The main contributions are summarized as follows:

1. Filter design Problem formulation: The fundamental non-convex optimization problem is

formulated, then its transformation and simplification are presented. This problem deduces the

filter shape by optimizing the ISI subjecting to FSIM requirements and constraints. Our aim

is to minimize the ISI metric that can results from the different successive permutations of all

filter shapes in the bank under the low cross-correlation (dot-product) and magnitude response

(bandwidth, OOB,..) constraints with a predefined filter length. This formulationis a non-convex

problem, and some relaxations are required to solve this problem. For instance, the procedure

to design a bank of 2 filter shapes will take advantage of the previously designed filters by

intuition, where the first filter is initialized by51 in Fig. 4.4, then the optimization search for

its corresponding optimal filter52.

2. Recursive # filter design Algorithm: Using the first problem formulation, a recursive

optimization approach is discussed to design a larger filter bank (# > 2), where one filter is

designed at each recursive iteration. This procedure needs to repeat until the required number of

filters is designed, and it is based on the initial condition of the first filter.
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3. Joint filter design Algorithm: Another problem formulation is considered for larger filter

bank, where the different filter shapes are jointly designed while considering all filter IM

schemes requirements. This strategy permits the design of a larger filter bankwith lower filters’

dot-product and ISI compared to the recursive approach. This procedure also requires some

relaxations and initialization to overcome the non-convex limitation and enable the filter bank

design.

4. Design Insights: Although the global optimal filter bank is not guaranteed, and the designer

intervention is required to choose a good compromise for the optimization parameters, but the

results reveal that the optimal performance is achieved with 2 optimized filters.The design of 4

filter shapes leads to significant performance and SE/EE gain, as shown inthe previous chapter

with FSIM and IQ-FSIM schemes.

5.2 Filter Design problem formulation

An FIR filter of length! is represented by its impulse response5 [<] (vectorf), 0 ≤ < ≤ ! − 1, or by

its frequency response denoted by:

� (4jl) =
!−1∑
<=0

5 [<]4−jl<. (5.1)

When an odd-length linear phase FIR filter is considered, the design of one half of the filter impulse

responsẽf = [f (0) f (1) . . . f ((! − 1)/2)] of length!̃ is enough to deduce the filter impulse response5

by using the (anti-) symmetric property. The vectorf can be written in terms of̃f as:

f = Ef̃ (5.2)

whereE =

[
I

J

]
, I is the identity matrix of sizẽ! × !̃ andJ is the antidiagonal matrix of size( !̃ − 1) × !̃

(without first row for! odd) illustrated as follows:

J =



0 . . . 0 1 0

0 . . . 1 0 0
...

...
...

...
...

1 . . . 0 0 0


(5.3)

Consequently, the frequency response of5 can be expressed in terms of that of5̃ as follows:

� (4jl) = 4j\ (l) �̃ (4jl) (5.4)
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Passband

Transition band

Stopband

Figure 5.1– Low pass filter magnitude response.

where\ (l) = \0 + rl depends only on the filter length and symmetry [211] (\0 = 0 andr = − !−1
2

for

odd-length even symmetric filters), and the amplitude frequency response given by:

�̃ (4jl) = A (l) flip{f̃} (5.5)

whereA (l) = [1, 2 cos(l), 2 cos(2l), . . . , 2 cos(( !̃ − 1)l)] and the flip operator is to reverse the

elements order in the vector. Hence the three main bands of the frequency response can be deduced

from the matrixA as follows:

A ?B1 (l) = A (0 ≤ l ≤ l?, :) (5.6)

ACA1 (l) = A (l? ≤ l ≤ lB, :) (5.7)

ABC1 (l) = A (lB ≤ l ≤ c, :) (5.8)

(5.9)

whereA ?B1, ACA1 andABC1 are the sub-matrices corresponding to the passband, transition band, and

stopband respectively,l? andlB are the the passband and stopband angular frequencies, respectively

as depicted in Fig. (5.1).

All filter shapes in the bank should satisfy the requirements mentioned in section4.3.3, and they

can be expressed as follows:

1. Magnitude response constraints: These conditions in our design are responsible for

maintaining a maximum bandwidth within the channel bandwidth and a low OOB (stop-band)

radiations. In real systems, these conditions are required so that the filtermagnitude response lies

within a predefined spectral mask (a typical spectral mask is depicted in Fig.5.2). For instance,

these constraints are semi-infinite, in the sense that there is one constraint for eachl ∈ [0, c]
(each value ofl generates different constraints). These constraints should be represented in a

finite manner to incorporate them in the optimization framework. Thus, a popularrule of thumb

to overcome the semi-infinite issue is the uniform sampling in the frequency domain where the

number of frequency samples should be in the order of#f-samples≈ 15! [211]. Therefore, the
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Passband

Stopband

Figure 5.2– A transmit spectral mask template.

vector8 is represented in a finite manner by[0, c
#f-samples−1

, 2c
#f-samples−1

, . . . , c], and the constraints

for the transition and stopband according to Fig.5.2can be expressed using Matlab notations as

follows:

|A (l? ≤ 8 ≤ lB, :) flip{f̃}| ≤ (X? :
(XB − X?)

length(l? ≤ 8 ≤ lB) − 1
: XB) (5.10)

|A (lB < 8 ≤ lB1 , :) flip{f̃}| ≤ (XB :
(XB1 − XB)

length(lB ≤ 8 ≤ lB1) − 1
: XB1) (5.11)

|A (lB1 < 8 ≤ lB2 , :) flip{f̃}| ≤ (XB1 :
(XB2 − XB1)

length(lB1 ≤ 8 ≤ lB2) − 1
: XB2) (5.12)

|A (lB2 < 8 ≤ c, :) flip{f̃}|∞ ≤ XB2 (5.13)

where these vectors’ inequalities are an element by element comparison between the left-

hand and right-hand sides. Note that theX’s magnitude levels are in linear scale, and the

‘length’ operator returns the number of elements in the vector satisfying the condition (l range).

These upper-bounded constraints are finite and linear when considering the magnitude response

(quadratic when considering the power spectrum) inf̃ that leads to a feasible convex set in both

cases.

2. Low Filter shapes cross-correlation: We are interested mainly in the sampled cross-correlation

between the filter shapes, which is the dot-product between any filter pair given by:

〈f8, f 9〉2 = (f)8 f 9)2 ≤ n 8 ≠ 9 ,∀ 8 and∀ 9 ∈ {1, . . . , #} (5.14)

wheren is a predefined dot-product threshold, and it should be carefully selected to guarantee

that the filters are distinguishable for better detection. Hence, a near-zero n value is preferred, but

it should be slightly higher to allow solving the optimization problem with the other constraints

(i.e., avoid restricting too much the feasible set to reach a low ISI level).
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3. Low ISI distortion (keep an acceptable level of Signal-to-Interference Ratio (SIR)): This

permits to have a low probability of error in tentative decisions under the presence of ISI. The

correct tentative detections are crucial to estimate and cancel the introduced ISI in order to

achieve a good system performance. Any detection error propagates toISI estimation and can

deteriorate the system performance since each estimated FSIM symbol (tentative or final decision

feedback) is used to cancel the ISI from the[ next symbols. Thus, the minimization of the

introduced ISI from correct and false estimation should be considered tolimit its propagation

effect on the subsequent symbols.

Considering an AWGN channel, the ISI in conventional systems, that usesa single pulse shaping

filter, is due to pulse tails with non-perfect zero-crossing at symbol periods after the matched

filtering. However, in FSIM based schemes, there are several filters and the possibility of

incorrect match filtering due to error in filter detection. Thus, the ISI in our case includes:

(a) ISI resulting from correct matched filtering.

(b) ISI resulting from incorrect matched filtering.

In the following, the ISI expressions for both cases are developed. Firstly, let’s express the filter

5 in the z-domain similar to [212]:

� (I) =
!−1∑
<=0

5 (<)I−< = f) e(I) (5.15)

wheree(I) = [1 I−1 . . . I−(!−1) ]. Recalling that the equivalent transmit-receive filter (complete

impulse response@ = 5 (<) ∗ 6(<) = 5 (<) ∗ 5 (−<)) is&(I) = � (I)� (I−1), we get:

&(I) = (f) e(I)) (f) e(I−1))) = f) e(I)e) (I−1)f = f)R(I)f (5.16)

where the! × ! matrixR(I) is given by:

R(I) = e(I)e) (I−1) (5.17)

=

©­­­­­«

1

I−1

...

I−(!−1)

ª®®®®®¬

(
1 I . . . I (!−1)

)
=

!−1∑
<=−!+1

I−<S< (5.18)

andS< are! × ! constant matrices whose elements given by

[S<]D,E =



1, D − E = <
0, otherwise.

(5.19)
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whereD and E are the row and column indices of the matricesS<, respectively. Substituting

(5.18) in (5.16), we obtain

&(I) =
!−1∑

<=−!+1

(
f) S< f

)
I−< (5.20)

The Nyquist condition for zero-ISI in AWGN (4.6) can be re-written using (5.20) as follows:

f) S< f =




1, < = 0

0, < = =_, = ∈ Z∗

arbitrary, < ≠ =_.

(5.21)

These quadratic equalities defined by (5.21) form a set of non-convex hard constraints where

mainly the samples of5 at symbol rate (an integer multiple of_) are restricted to the desired

values denoted by a vectord. Recalling that the Nyquist condition is relaxed for filter shapes

indexation techniques to find distinguishable filters. Hence, these equalities are changed to soft

equalities so that a filter bank with low dot-product can be designed while maintaining a low ISI,

so these equalities become:

f) S< f ≈ d = [0[×1, 1, 0[×1]) , < ∈ Ω (5.22)

whereΩ = {< = =_ : = ∈ Z and − [ ≤ = ≤ [} represents the set of constrained samples at

integer multiple of symbol period. These conditions in (5.22) can be rewritten as follows:

Bf ≈ d (5.23)

where

B = (I 2[+1×2[+1 ⊗ f) )Sconditioned (5.24)

Sconditioned= [S)−[_, S)<, . . . ,S
)
[_]) for < ∈ Ω. (5.25)

We will use the notationB 58 to represent theB matrix corresponding to filter58. Therefore, the

matched filter output for both cases of correct and false match filtering canbe deduced as follows:

Correct Matched filter:B 58 f8 , ∀8 = 1, . . . , #, (5.26)

False Matched filter:B 58 f 9 , ∀8 and 9 with 8 ≠ 9 . (5.27)

When the filter shapes are not symmetric at the center like51 in Fig. 4.4 (shifted version of

RRC), there is#2−# different possible false matched-filter outputs for a bank of# filter shapes

( 58 (<) ∗ 6 9 (<) = 58 (<) ∗ 5 9 (−<) ≠ 5 9 (<) ∗ 68 (<) = 5 9 (<) ∗ 58 (−<) for 8 ≠ 9). For all correct
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match filtering, the soft conditions in (5.23) are considered. Whereas, for the false one, the vector

of desired values for samples at symbol rate defined inB 58 f 9 is an all-zero vector to have low ISI

and low filter shapes’ dot-product (the center value square ofB 58 f 9 corresponds to the condition

in (5.14)). Since the dot-product constraint is separately considered and a small non-zero values

are tolerable, we will consider later on the minimization of the ISI square distortion �(�(� given

by:

[�(�(�]8, 9 = ‖B∗58 f 9 ‖
2, (5.28)

whereB∗ does not consider the center symbol (= ≠ 0) (computed usingS∗conditionedfor < ∈ Ω∗ =
{< = =_ : = ∈ Z∗ and − [ ≤ = ≤ [}).

When the transmit and receive filters are both linear phase FIR filter symmetricaround the center

sample, the half-responsesf̃ instead off can be used even with a false matched-filter. This

approach guarantees the phase linearity and reduces the problem complexity by designing a half-

filter response, and then deducing the complete impulse response according to (5.2). In this case,

the matricesB̃ and S̃ are computed as follows:̃B = (I [+1×[+1 ⊗ f̃
) )S̃conditioned, S̃conditioned =

[S̃)0 , S̃
)

<, . . . , S̃
)

[_]) , S̃< = E)S<E for < ∈ Ω̃ = {< = =_ : = ∈ N and0 ≤ = ≤ [} and

d̃ = [1, 0[×1]) , while = = 0 is excluded forB̃
∗

and the identity matrix size is reduced to[ × [.

4. Filter energy: The energy of all filter shapes should be normalized to unity. This constraint

avoids satisfying the above constraints by changing the filters’ energy, while their normalized

versions do not. Hence, the following condition should be considered:

‖f8 ‖2 = f)8 f8 =
!−1∑
<=0

5 2
8 [<] = 1 (5.29)

This quadratic equality constraint is also non-convex. Note that this constraint is included

implicitly in the Nyquist condition (5.22) when< = 0, but we will insist on this restriction

since the Nyquist condition is relaxed to soft equalities.

In our filter design, we target mainly to minimize the overall ISI resulting from false and correct

match filtering defined by the following>1 942C8E4:

>1 942C8E4 =

#∑
9=1, 9≠8

#∑
8=1

[�(�(�]8, 9 + W
#∑
8=1

‖B 58 f8 − d‖2 (5.30)

The ISI resulting from false and correct match filtering will be jointly minimized using >1 942C8E4,

where the first and the second term in (5.30) represent the former and the latter, respectively, and the

latter also includes the filters’ energy to keep it near 1 while minimizing the ISI. Note that the ISI

resulting from correct matched filtering is more crucial in the system performance. For this reason, a

weighting factorW is introduced in the objective function>1 942C8E4 to emphasize the ISI minimization

resulting from the latter.
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Therefore, the fundamental optimization problem to jointly design the# filter shapes can be

formulated for a given filter length! as follows:

P1 : minimize
f1, . . . , f#

>1 942C8E4 defined in(5.30) (5.31a)

subject to

|�8 (l) | within a predefined spectral mask according to (5.10-5.13) ∀ 8 ∈ {1, . . . , #}, (5.31b)

〈f8 , f 9〉2 = (f)8 f 9)2 ≤ n 8 ≠ 9 ,∀ 8 and∀ 9 ∈ {1, . . . , #}, (5.31c)

‖f8 ‖2 = 1 ∀ 8 ∈ {1, . . . , #}. (5.31d)

The multivariate optimization inP1 (5.31) is a non-convex problem, and thus finding the global

optimal solution is challenging mainly due to the following reasons::

1. The objective function (5.31a) is non-convex. In general, the optimal solution of multimodal

quartic function (fourth-degree) can only be found iteratively [212], if a proper initial choice

of the filter shapes could be made within the vicinity of the global minimum. Note that this

optimization problem can re-formulated as a geometric program which is also non-convex,

and since the filter samples can take non-strictly positive values (58 [<] ∈ R), the simple

transformation to geometric program in convex form [213, p.162 ] cannot be applied.

2. The jointly constrained filters’ dot-product (5.31c) is a quartic polynomial, and thus it is not a

convex constraint. Note that its square is required to avoid the negative highly correlated filters

(f)8 f 9 ≈ −1) that cannot be correctly detected, especially in the presence of opposite constellations

in the APM symbols set.

3. The filter energy restriction to unity (5.31d) is non-convex in terms off (quadratic equality). In

the sequel, this equality is relaxed by upper bounding by one to get a convex constraint (quadratic

upper-bound) as follows:‖f8 ‖2 = f)8 f8 ≤ 1.

Thus P1 requires some manipulations in order to be solved by a convex method. For thesake of

optimization framework clarification, a bank of two filter shapes is designed firstly, and then it will be

generalized to# filter shapes.

5.2.1 Filter Design# = 2

The problemP1 contains several non-convex issues in the constraints and objective function. In the

proposed problem formulation for# = 2, the first filter 51 is initialized and the problem targets to find

its corresponding optimal filter52. The initialization of 51 plays a major role in the problem feasibility,
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so a good starting point is the previously designed filter51 (shown in Fig. 4.4). In this case, the

condition in (5.31c) becomes an upper-bounded quadratic constraint that means a convexconstraint,

and the filter energy is also relaxed by upper bounding, as mentioned earlier. This new formulation

leads to a quartic function optimization (due to the second term in (5.30)) with convex constraints, and

thus the iterative approach is used to find the best filter shape52. To deal with the non-convexity in

the objective, the quartic term in the objective (later term in (5.30)) resulting from correct matched

filtering is relaxed to a quadratic function. This relaxation is performed by initializing 52 for use inB

computation of the later term of (5.30) only, where the initializedB is denoted byB 5 0
2

in first iteration

C = 1. This filter is re-initialized at each iteration by the previous problem solution5 C−1
2

. These

relaxations lead to a quadratic optimization problem with convex constraints thatcan be efficiently

solved. It is worth mentioning that the filter design for# = 2 can be seen as a bi-convex optimization

problem after relaxing the energy constraint (5.31d) and initializing the filter inB computation used in

ISI estimation for correct matched filtering.

Hence, the problemP1 can be reformulated for# = 2 to design a linear-phasef2 according to a

givenf1 as follows:

P2 : minimize
f̃2, f2 = Ef̃2

(‖B∗51 f2‖2 + ‖B∗52 f1‖2) + W‖B̃ 5̃ C−1
2

f̃2 − d̃‖2 (5.32a)

subject to

|�̃2(l) | within a predefined spectral mask according to(5.10 − 5.13), (5.32b)

〈f1, f2〉2 ≤ n, (5.32c)

‖f2‖2 = f)2 f2 ≤ 1 (5.32d)

where the problemP2 searches for the optimal̃52, and the equation (5.2) is used to estimate52 when

need it. The iterative approach will be used to solve the multimodal quartic objective function, and the

stopping criteria can occur either when a predefined number of iteration#8C4A is reached, or when the

>1 942C8E4 enhancement between successive stages is below a predefined tolerance threshold.

Recalling that the proposed schemes in the filter IM domain can use differentfilter shapes, and the

MF based detector for tentative decisions performs the estimation on the received signal with ISI. Thus,

to maximize the correct tentative detection and enhance the ISI estimation and cancellation, the Signal-

to-Interference (SIR) ratio at the center sample of the matched filter outputshould be maximized. This

center sample is affected by the past[ and future[ symbols that may have different filter shapes, and

all these symbols are filtered in the MF bank by one of the filters. Thus, the false match filtering for

the tails of several past and/or future pulses is occurring naturally in the tentative detection. We will

neglect the possible APM symbols in the filter design process, and we will focus on searching for the
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maximum-minimum SIR for all possible filter shapes permutations at these2[ symbols (past and future

symbols). Hence, the number of possible filter permutations is#2[ (permutations of2[ filter shapes

taken from# possible filters), and let the#2[ × 2[ matrixP be the permutation matrix that stores all

the possible permutations of the transmit filter indices at the2[ positions as follows:

P =



1 1 1 . . . 1 1 1

1 1 1 . . . 1 1
...

1 1 1 . . . 1 1 #

1 1 1 . . . 1 2 1

1 1 1 . . . 1 2
...

1 1 1 . . . 1 2 #

1 1 1 . . . 1
...

...

1 1 1 . . . 1 # #
...

...
... . . .

...
...

...

# # # . . . # # #



(5.33)

Thus, knowing that58 is used for the current symbol at the transmitter, the SIR for a filter

permutation (row index? in P) at the output of correctly matched filtering for the current symbol

can be expressed as follows:

(�' 58 (?) =
Signal Power

ISI Power
=

((B 58 58) (0) )2∑[

==−[, =≠0
[(� 5[P]?,= 58) (<−=_) ]2

2

(�' = [(�')51 , . . . , (�'
)
5#
]) (5.34)

and the vector(�' of all possible SIR for the# possible transmit pulse shaping is of size#2[+1.

This(�' estimation considers that all tails at the current symbol are constructively overlapping, which

means the worst SIR occurring when the2[ APM symbols multiplied by their corresponding filter

shapes58= have the same sign at the instant of the middle sample of the current symbol.

Therefore, to reach our ultimate goal of maximizing the minimum SIR for all filter permutations,

we will track the highest minimum SIR in the iterative search to take the best filter shape52 as the final

optimization result. Finally, Algorithm4 summarizes the linear-phase filter shape52 design procedure

by convex optimization given51.

In this section, some introduced relaxations are based on the filter shapes’( 51 and/or 52)

initialization. We acknowledge that the initialization of the former pilots the feasibility of the problem

and the attainable minimum for ISI and filters’ dot-products, but as we previously mentioned, the

previous 51 is a good starting point. In order to reduce the impact of the filter52 initialization (used

in B̃ 5̃2
), the iterative approach searching for the best filter52 uses the previous filter shape obtained by

solvingP2as an initial value for the next stage. This iterative search for the best52 allows approaching
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Algorithm 4 Proposed filter design procedure for linear-phase filter shape52.

1: procedure FILTER DESIGN(f1, n , #, _, [, !, Spectral Mask,#8C4A , tolerance)
2: Initialization :
3: (�'14BC

<8=
= −∞, >1 942C8E40 = ∞, 51 = ''� (< − _/2), 5 0

2
= ''�.

4: ComputeSaccording to (5.19), B 51 , E.

5: Iterative search for best f2:
6: for C = 1 to #8C4A do
7: UpdateB̃

C−1

5̃2
using the previous̃f

C−1

2 designed in iterationC − 1:

8: B̃ 5 C−1
2

= (I [+1×[+1 ⊗ (f̃ C−1

2 )) )S̃conditioned

9: Solve the optimization problemP2 (5.32).
10: Deducef2 according to (5.2).
11: Normalizef2 energy to unityf2 =

f2√
f)2 f2

.

12: Estimate the(�' vector for all possible filter permutations according to (5.34).
13: if <8=((�') > (�'14BC

<8=
then

14: Updatef 14BC2 = f2 and(�'14BC
<8=

= <8=((�') to save the filter shape that leads to highest minimum
SIR for any filter permutations.

15: end if
16: Compute the objective function>1 942C8E4 C (5.32a) using normalizedf2.
17: if |>1 942C8E4 C − >1 942C8E4 C−1 | < tolerancethen
18: break
19: end if
20: Savef2 in f C−1

2 for next iteration.

21: end for
22: return f 14BC2

the optimal filter bank design if a proper initial choice of the filter shapes couldbe made within the

vicinity of the global minimum.

5.2.2 #-filter shapes design

The bank of# filter shapes can be designed recursively and jointly. The recursive approach is based on

designing one filter shape at each recursive stage, where the secondfilter shape is designed based on the

first filter initialization, then the third filter is deduced by initializing the first two, and so on to design

# filters. The maximum achievable number of filters in the bank, which can be designed recursively,

is limited by the first51 filter shape’s initialization. This means that the recursive optimization method

may reach a limited number of filters# when the subsequent problem becomes infeasible with the used

51 initialization, which is not trivial especially for# > 2. An alternative approach is to design the#

filter shapes jointly where the initialization effect is reduced but not completelyavoided, because in this

case, the initialization of the# filter shapes is required to solve our non-convex optimization problem by

a convex method. However, for a better convergence of# filter shape design, these filters are updated

iteratively in the filter design procedure by the partially optimized filters from theprevious iteration.

This strategy is similar to the technique of solving jointly constrained multi-convex programming, but
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unfortunately, our problem is a jointly constrained multi-non-convex problem where the convergence

to a global optimum cannot be guaranteed.

In the following, the proposed recursive approach for# filter shapes design is omitted, while the

joint design of# filter shapes is presented, since the latter method leads to better results with filterIM

schemes. The proposed fundamental problem for# filter design is similar toP1 (5.31), but we add

another constraint concerning the relaxed Nyquist condition for zero-ISI in AWGN channel. Hence, the

following condition is added to make sure that the resulting ISI from correctmatched filtering remains

within a predefined thresholdn� (� :

‖B 58 f8 − d‖2 ≤ n� (� , (5.35)

where this quartic non-convex constraint is relaxed by initializing58 in the matrixB computations.

Therefore, the relaxed problem to solve by convex approximation can beexpressed as follows:

P3 : minimize
f1, . . . , f#

#∑
8=1

#∑
9=1

‖B∗
5 C−1
8

f 9 ‖2 (5.36a)

subject to

‖B 5 C−1
8

f8 − d‖2 ≤ n� (� ∀ 8 ∈ {1, . . . , #}, (5.36b)

|�8 (l) | within a predefined spectral mask according to (5.10-5.13) ∀ 8 ∈ {1, . . . , #}, (5.36c)

〈f C−1
8 , f 9〉2 = ((f C−1

8 )) f 9)2 ≤ n 8 ≠ 9 ,∀ 8 and∀ 9 ∈ {1, . . . , #},
(5.36d)

‖f8 ‖2 = f)8 f8 ≤ 1 ∀ 8 ∈ {1, . . . , #}. (5.36e)

wheref C−1
8 represents the initial value of the filter shape that will be updated by the previous results

obtained in the iterative algorithm as shown in Algorithm5. The problemP3 targets to minimize all

possible interference resulting from correct and false match filtering thatcan overlap with the current

symbol in MF-based tentative detection defined in (5.36a). The multivariate optimization problem for

the joint design of# filter shapes was multimodal non-convex objective (quartic) with three non-convex

constraints (near-Nyquist filter, dot-product, and filter energy constraints) before the relaxations. The

adopted relaxations by initialization transform the quartic equations to convexquadratic in the objective

(5.36a) and the upper-bounded constraints (5.36b) and (5.36d), and the last constraint for filter energy

is relaxed by replacing the quadratic equality by quadratic upper bound. Therefore, the relaxed problem

can be solved by convex optimization for the Quadratically Constrained Quadratic Program (QCQP).

Recalling that the iterative search is required to minimize the multimodal quartic function, and

thus# filter shape joint design is summarized in Algorithm5 that solves the QCQP problem (5.36) and

search iteratively for the best filter bank. Note that the optimization problem feasibility and convergence
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cannot be guaranteed unless the initialization for the# filter shapes lies within the vicinity of the global

minimum.

Algorithm 5 Proposed joint design procedure for# filter shapes.

1: procedure FILTER DESIGN(f0
1, f

0
2, . . . f

0
# , n , n� (� , #, _, [, !, Spectral Mask,#8C4A , tolerance)

2: Initialization :
3: (�'14BC

<8=
= −∞, >1 942C8E40 = ∞, initialize f1, f2, . . . f# by f0

1, f
0
2, . . . f

0
# .

4: ComputeSaccording to (5.19).

5: Iterative search for best filter bank:
6: for C = 1 to #8C4A do
7: UpdateB C−1

58
using the previousf C−1

8 designed in iterationC − 1 according to (5.24).
8: Solve the optimization problemP3 (5.36).
9: Re-initialize the filter shape58 that contains any undefined sample value (NaN) due to

inaccurate/infeasible optimization.
10: Normalizef8 energy to unityf8 =

f8√
f)8 f8

.

11: Estimate the(�' vector for all possible filter permutations according to (5.34).
12: if <8=((�') > (�'14BC

<8=
then

13: Updatef 14BC8 = f8 and(�'14BC
<8=

= <8=((�') to save the filter shape that leads to highest minimum
SIR for any filter permutations.

14: end if
15: Compute the objective function>1 942C8E4 C (5.36a) using normalizedf8.
16: if |>1 942C8E4 C − >1 942C8E4 C−1 | < tolerancethen
17: break
18: end if
19: Savef8 in f C−1

8 for next iteration.

20: end for
21: return f 14BC8

Finally, it is worth mentioning that the filter bank design is prepared once offline to define the

modulation. Thus, the computational complexity and time of the optimization algorithm is not a

problem in the proposed filter IM schemes.

5.3 Results

5.3.1 Filter bank of 2 filter shapes

In this section, the FSIM scheme’s performance is evaluated with the two optimized filter shapes and

compared to those with the previously designed filter bank. The problemP2 in our proposed filter

design Algorithm4 is solved using Matlab Software for Disciplined Convex Programming (CVX),

a package for specifying and solving convex programs [214, 215]. The control parameters used in

the filter design are the following:! = 10, _ = 8, [ = 10, n = 0.1252, W = 12. The last two

parameters are selected by the designer to have a good tradeoff betweenthe filter properties. The

optimized 52 is obtained by initializing51 with the filter shape51 in Fig. 4.4, and 52 is firstly initialized
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Figure 5.3 – Magnitude response of the optimized filter52 using the iterative ISI minimization in Algorithm4
compared to the previously designed filter by intuition depicted in Fig.5.4a.

by a RRC filter inB 52 calculation. The used magnitude response constraints are based on Fig.5.2

with X? (3�) = 0, XB (3�) = −20, XB1 (3�) = −25, XB2 (3�) = −30 according to current sub-THz

standardization activities. The magnitude response of the optimized filter52 is depicted in Fig.5.3,

which is clear that it matches the mentioned constraints. The impulse responsesof the filter 51 and the

optimized filter 52 are depicted in Fig.5.4aand compared to the previously designed filter by intuition

in Fig. 4.4used in Section4.3. Similar comparison is performed for the complete response after correct

matched filtering at the receiver side in Fig.5.4b, which highlight that the optimized filter52 has better

zero-crossing at integer multiple of symbol period compared to the previous52, and thus lower ISI. The

average SIR for all possible filter permutations according to (5.34) after the optimization is42.63 dB

and the minimum SIR for the worst filter sequence permutation is13.41 dB, while the former using the

previous filters in Fig.4.4is 47.41 dB and the latter is7.71 dB. This maximization of the minimum SIR

is a crucial factor for better filter IM schemes’ performance as shown in Figs. 5.5-5.7, because low-ISI

permits to performs correct tentative decisions and more accurate ISI estimation and cancellation (lower

residual ISI). Note that much higher minimum SIR can be reached using Algorithm 4 by relaxing the

other constraints, and/or using different51 initialization.

Figures5.5-5.7shows the FSIM can achieve a larger performance gain compared to its equivalent

scheme. For clarification, the filter design by optimization allows increasing the gain of 2-FSIM-

"QAM by 0.35 dB for " = 4 and up to6.5 at BER=10−3 for " = 64 where the previous error floor

disappears. It is clear in Figs.5.5-5.7 that the gain increases with", because the previous residual

ISI has negligible impact on QPSK, and the minimization of ISI affects more the modulations with

higher sensitivity to ISI. In addition, it is worth mentioning that 2-FSIM-"QAM for " < 64 using the

optimized filter shapes achieves 1 bit per symbol SE enhancement with a negligible SNR increase (0.3

to 1.5 dB) compared to"QAM of lower SE. Therefore, we conclude that the proposed optimization
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Figure 5.4 – Comparison of the previous intuitive filters and the optimized filter 52 using the iterative ISI
minimization in Algorithm4: (a) impulse responses, (b) complete responses after correct matched filtering at
the receiver side.

for filter design enhances the SE and EE gain by FSIM and IQ-FSIM, where the latter’s results with the

optimal filter design are directly presented in Section4.4.5.

The average SIR achieved with all possible filter permutations#2[+1 limits the"-ary modulation

order that can be used without any performance degradation since FSIM/IQ-FSIM with higher-order

" > 64 modulation schemes will face a performance degradation starting this average SIR.



202 | Filter Bank design

-12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14
10-4

10-3

10-2

10-1

100

(a)

-3 -1 1 3 5 7 9
10-4

10-3

10-2

10-1

100

(b)

Figure 5.5 – Uncoded BER performance of2-FSIM-"QAM with optimized filter shapes, and its equivalent
scheme2"QAM of the same SE: (a)3 bits/symbol using" = 4 , (b) 4 bits/symbol using" = 8.
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Figure 5.6 – Uncoded BER performance of2-FSIM-"QAM with optimized filter shapes, and its equivalent
scheme2"QAM of the same SE: (a)5 bits/symbol using" = 16 , (b) 6 bits/symbol using" = 32.
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Figure 5.7 – Uncoded BER performance of2-FSIM-64QAM with optimized filter shapes, and its equivalent
scheme128QAM of the same SE=5 bits/symbol.

5.3.2 Filter bank of # filter shapes

Recalling that the recursive filter design used for# = 2 in the previous section can be generalized for

# filter design as discussed in Section5.2.2, but the main limitation of the recursive# ≥ 2 filter design

is the initialization of the first filter. For instance, this initialization is critical to guarantee the feasibility

and convergence of the filter bank optimization. The intuitive designed 2 filters shown in Fig.4.4helped

to overcome the initialization issue and achieve the optimal results for# = 2 presented in the previous

sub-section5.3.1. However, the first filter initialization for# ≥ 2 is not obvious and off-the-shelf filters

does not permit to design larger filter bank design with the recursive methoddue to problem infeasibility

with the strict constraints for filter IM schemes. In order to overcome this issue, we proposed in this

chapter an iterative joint filter optimization according to Algorithm5 which is used in the following.

The four filter shapes are successfully designed by the Algorithm5 with the following parameters:

! = 10, _ = 8, [ = 10, # = 4, #8C4A = 1000, n = 0.5, n� (� = 0.3, and random initialization for

all filters on the first iteration.This filter bank depicted in Fig.4.12 is used to evaluate FSIM and

IQ-FSIM to achieve higher SE in Sections4.3.5and4.4.5respectively, where the results reveal that

these schemes achieve significant performance gain and EE enhancement compared to their equivalent

schemes. However, we acknowledge that these filter shapes can be a local optimal solution since the

proposed iterative joint optimization is based on the initialization of all filters, andmany relaxations

are introduced in the problem formulation. Hence, a better filter bank maybe can be designed if

the initialization limitation is tackled to achieve lower filters’ dot-product and higherminimum SIR

that leads to better system performance. This limitation of the proposed optimization framework is

caused by the non-convex problem characteristics: jointly constrained multivariate optimization with

non-convex multimodal objective/constraints.
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5.4 Conclusion

In this chapter, the filter bank design that satisfies the requirements of the proposed FSIM and IQ-FSIM

schemes in the filter IM domain is formulated as an optimization problem. The filter bank requirements

highlighted in Section4.3.3are categorized as Magnitude response constraints, low filters’ dot-product,

low ISI distortion by the filter shapes to keep high SIR and avoid error propagation in the system

performance, and the filter energy normalization constraints. The proposed optimization framework

aims to minimize the introduced ISI distortion with a spectral mask, low filters’ dot-product, and filter

energy constraints to respect a predefined spectral mask and allow the filter shape detection. In contrast

to conventional schemes, the FSIM and IQ-FSIM may have false match filtering if the filter index

is mis-detected, and this error will propagate to ISI estimation and cancellation for the subsequent

symbols that can lead to error floor in the system performance. Hence, our filter design optimization

considers the joint minimization of the ISI resulting from correct and false matched filtering to limit the

ISI increase in the case of inaccurate ISI estimation due to filter misdetection. The introduced ISI by the

non-Nyquist filter shapes affects MF-based detection, especially the tentative detection. In addition, it

is highlighted that the ISI from correct/false matched filtering naturally occurs in the tentative detection

since each filter of the MF-bank is used to filter the! samples around the current symbol, and these

samples correspond to the overlap of future and past symbols that resultsfrom different pulse shaping

filters. After the in-depth analysis of ISI effect on system performance, the proposed optimization

framework does not consider only the joint minimization of ISI resulting from correct/false matched

filtering but also targets to enhance the detection of the current symbol by maximizing the minimum

SIR of all possible filter permutations in the[ past and[ future symbols.

The fundamental multivariate optimization problem to jointly design the# filter shapes of length

! is a non-convex jointly constrained problem with a multimodal quartic objective function, quadratic

equality, and several multimodal quartic non-convex constraints. Such a challenging problem for#

filter shapes joint design is not addressed in the literature to the best of the author’s knowledge. In

order to find a suitable filter bank for the proposed filter IM schemes, a problem reformulation with

relaxation and restriction is proposed to approximate and solve it by convexoptimization method. For

instance, it is worth mentioning that this joint filter design is a jointly constrained multi-non-convex

problem since even if all filters except one are fixed, the ISI resulting from correct matched filtering in

the objective and the filters’ energy quadratic equality constraints also leadto a non-convex problem.

These constraints and a part of the ISI in the objective prevent solving our problem by multi-convex

optimization methods.

Recalling that the optimization of a multimodal quartic function, in general, can onlybe solved

by iterative approach [212], if the filter shapes initialization lies in the vicinity of its global optimum.

After the study of the fundamental problemP1 (5.31), the filter bank design with# = 2 is addressed

firstly, then it is generalized and updated for a larger filter bank. To design the filter bank with# = 2,

the first filter 51 is initialized by the intuitively designed filter51 that provides good results in previous
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chapter 4, then the algorithm4 search iteratively for the best corresponding linear-phase FIR filter

52. This iterative process requires also the initialization of52, and its update in each stage by the

previous optimized5 C−1
2

corresponding to a given51. The former initialization (51) simplifies the

multivariate problem to a design of a single variable filter of! samples and avoid the jointly constrained

multivariate multimodal condition related to low filters’ dot-product. However, thelatter initialization

( 52) and its iterative update are used to solve the multimodal objective due to the ISIterm resulting

from correct matched filtering. Solving this relaxed optimization algorithm by convex methods leads

to a better filter bank, where the2 optimized filters enhance the FSIM scheme performance by0.35

dB with QPSK and up to6.5 dB with 64QAM. Hence, the proposed filter bank optimization provides

a significant performance enhancement compared to the previously designed filters by intuition, and

besides allows to avoid the error floor that appears in Fig.4.10bwith FSIM using high order QAM

scheme (" > 16). Thanks to the minimization of ISI resulting from correct/false matched filtering

in the proposed algorithm and its embedded maximization of the minimum SIR for all possible filter

permutations that lead to these enhancements.

Moreover, a recursive approach is discussed to design# filter shapes, where the previously

proposed algorithm to design the filter shape52 given 51 is performed firstly, then in each recursion

step, an additional filter is designed given the filters of previous stages. This approach is limited by

the initialization of the first filter that pilots the overall recursive optimization. For this reason, the#

filter shapes joint design is proposed to reduce the initialization of51 limitation in problem feasibility.

Hence, the2 filter shapes problem formulation is generalized in the proposed joint designprocedure

while another set of constraints is added to restrict the ISI resulting from correct matched filtering below

a predefined threshold. The filter shapes’ initialization is still required due topreviously mentioned

optimization problem characteristics. However, in contrast to the recursive approach, the proposed

joint filters design initializes the# filter shapes and updates them in each step of the iterative algorithm

to search for the best filter bank with the multivariate multimodal objective/constraints. The proposed

algorithm allowed to design4 filter shapes, and their results with FSIM and IQ-FSIM are presented in

Chapter 4 where a significant performance gain is achieved compared to the equivalent QAM schemes

of the same SE. But the results of Figs.4.13a-4.13bfor FSIM and Figs.4.26a-4.26bfor IQ-FSIM

reveal that the filter bank of4 filters could be improved to approach the lower bound of the proposed

filter IM schemes. Finally, it is worth mentioning the filter shapes’ initialization affects the optimization

problem feasibility, the achieved minimum ISI, and filters’ dot-product. Thus, a better filter bank could

be designed by another filter initialization in the vicinity of the global optimum and/orby considering

different problem formulation. Therefore, there is room for a potentialSE and EE improvements by

the filter IM schemes, where the filter bank challenging design problem playsa major role.





Chapter 6

General Conclusions and Perspectives

The work presented in this dissertation aims to provide an innovative solution for ultra-high data rates

wireless communication system in sub-THz bands that satisfies B5G requirements. Wireless Tbps

links will become an urgent requirement within the next 10 years. Hence, acquiring larger bands

in the mmWave/sub-THz bands and employing spectral-efficient MIMO technology is necessary to

deal with the ever-increasing demand and the scarce sub-GHz spectrum.For massive production and

business market perspectives, low-cost electronics technology is envisioned. However, it is functioning

at the edge of its operation region in sub-THz bands leading to different limitations and severe

RF impairments (i.e., high PN, CFO, PA non-linearity, low transmit power, etc.), as highlighted in

Chapter1. The naive high-data-rate approach adopted by different standards in sub-GHz bands (e.g.,

IEEE802.11ax) is based on acquiring more spectrum, adopting MIMO techniques, using MC with high

APM modulation order (up to 1024 QAM), and then working on reducing its power consumption.

However, to cope with sub-THz limitations and enable low-power Tbps wireless communication

systems, we proposed a new approach that insists on using wider bandwidth, adopting power-efficient

SC modulation, and exploiting Index Modulation to enhance the system spectral efficiency mainly.

Based on this approach, several contributions and solutions are proposed in this thesis to answer the

problematic “Can we design a low-power wireless ultra-high data rate system with low cost/complexity

that survives with the severe sub-THz challenges?”, and they are presented in the following.

6.1 Conclusion on our contributions

We started this manuscript by investigating the wireless Tbps scenarios, detailing the sub-THz channel

characteristics, highlighting its technological limitations, RF impairments, and sub-THz waveform

requirements. Besides, a broad survey on existing IM domains and techniques is provided to study

and promote a spectral-efficient scheme like GSM in spatial IM domain, and then to add our fingerprint

by proposing a novel IM domain, called Filter IM domain. In PartI, we proved the proposed approach’s
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feasibility by using power-efficient CPM and low order QAM modulations accompanied by the spectral-

efficient GSM scheme, firstly in a general context. The result confirmed that not only a low-power high-

data-rate system can be achieved using this approach, but it pointed outthat the previous approach is no

more possible for sub-THz due to its high SNR requirements even with perfect conditions that cannot

be reached using current electronics technology. It is also interesting tohighlight that the implicit

transmission of most information bits in the IM domain leads to the best performance results.

After this conclusion, the main GSM challenges of high detection complexity and performance

degradation in highly correlated channels like those in sub-THz are addressed. To enhance GSM

BER performance, we proposed two methods summarized as in the sequel. Anefficient legitimate

TACs’ set selection without using instantaneous CSIT (system denoted byS-EGSM) is proposed, and

it provides the near-optimal performance achieved by the adaptive GSM technique with full CSIT

knowledge (system denoted by EGSM [63]). The former reduces the number of detection errors of

the activated TAC that also affects APM symbols detection. This is achieved by avoiding the use

of the most correlated TACs. However, our second proposed method minimizes the BER that may

results from the activated TAC misdetection due to the ambiguity between the remained correlated

TACs in the legitimate set. The latter proposed method, called best-effort grayspatial bit-mapping, is

based on a careful TACs index-to-bit mapping based on their correlationindicators. To consider the

high-detection complexity challenge in large-scale MIMO for GSM and even for conventional MIMO

SMX, we proposed a low-complexity quasi-optimal detector for each system(OSICML for SMX, and

O2SIC-ML for GSM). These detectors are designed mainly by a clever combination of OSIC and ML

techniques to reach the ML optimal performance with a linear structure leadingto a99% complexity

reduction. In addition, the proposed detectors are controllable to providethe best tradeoff complexity-

performance, even with channel estimation error and large-scale MIMO.It is worth mentioning that the

high GSM complexity due to its two-layer of information bits is tackled by ordering the TAC detection

based on their reliability indicator and performing a linear detection followed byML verification on a

reduced set.

Moreover, we proposed DP-GSM to achieve higher SE gain and better robustness to spatial

correlation than the GSM system. This multi-dimensional IM scheme activates a TAC where a single

polarization per TA is used for data transmission. This permits to convey information bits by the

indices of activated TAC and polarization. This technique benefits from theorthogonal polarization

to reduce the overall correlation among the legitimate TACs, and it exploits this IMdimension for

SE enhancement. These advantages come with antenna-array space occupancy reduction inherited

from the usage of DP antennas. This point and the sub-THz short-wavelength allow the integration

of large-scale MIMO even on the end-user devices. But the success of this idea at sub-THz bands

is limited by the antenna array design in current technology and the hardware level interconnection.

Furthermore, the different candidates (SMX, GSM, and their dual-polarized version) for low-power

wireless Tbps are evaluated in a realistic sub-THz environment using channels obtained by ray-based

deterministic channel modeling for sub-THz (provided by the BRAVE project partner Siradel) with
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RF impairments (MIMO PN model extracted from the PN model of the BRAVE project partner CEA-

Leti). These evaluations are carried at different levels, and the short-listed candidates are compared

from different perspectives such as: performance, EE/SE, detection complexity, cost, link-budget, and

power consumption estimation. To conclude this part, the power-efficient SCwith GSM-based schemes

(e.g., GSM-QPSK) shows many advantages compared to the competing SMX based systems. Note that

the proposed solution for low-power ultra-high data rates can be used atany frequency bands.

In PartII , a novel IM domain called the filter IM domain is proposed to achieve better performance,

higher SE/EE gain than the previous solutions. In addition, the proposed domain targets to overcome

the performance degradation of the spatial IM domain that cannot be completely mitigated in the highly

correlated channel, even with the best enhancement techniques. Another issue that we increased our

interest to explore this novel filter IM domain is the RF-switching problem effect on any transmit spatial

IM that leads to spectral regrowth, and this switching is currently unfeasible at these ultra-high symbol

rate. Nevertheless, a possible solution based on using a full-RF architecture with transmit spatial IM

can solve both problems but at the price of higher system cost. In this case, the spatial IM schemes

sacrifice with the available spatial and RF resources to bring IM advantages. The proposed novel filter

IM domain allows overcoming all these issues since it makes possible the exploitation of all available

time/frequency and spatial resources while providing the advantages of IM. Moreover, the filter IM

domain generalizes most of the existing SISO-IM schemes, especially those inthe time/frequency IM

domains. We explored two schemes (FSIM and IQ-FSIM) within our proposed domain that convey

additional information bits by an index of a filter-shape changing at the symbol rate to maximize SE

gain. Both schemes can transmit any APM symbols, and IQ-FSIM doubles theSE gain of FSIM

by using separate indexation on I and Q components. These systems achieve even with non-optimal

filters a significant performance and SE/EE gain compared to the conventional QAM and SISO-IM

systems in AWGN and frequency-selective fading channels. These results are verified by their derived

theoretical performances. Furthermore, we proposed MF-based detectors for both schemes to reach

the optimal joint-ML performance with a tremendous complexity reduction. Also, an ISI estimation

and cancellation technique is proposed to combat the injected controllable ISIby the non-Nyquist filter

shapes. The zero-ISI Nyquist condition is relaxed to permits finding a filterbank with low filters’

cross-correlations. Moreover, both proposed schemes (FSIM and IQ-FSIM) are compared at the same

SE by using the designed filter banks and their theoretical lower bounds. We would like to highlight

several interesting points based on this comparison: The lowest order APM with the maximum number

of filters gives the best results as expected since IM, in general, is more power-efficient than the

conventional signal domain (any APM). The theoretical lower bound confirms that FSIM can achieve

better performance than IQ-FSIM of the same SE using the same APM but a lower number of filters.

IQ-FSIM with the designed filter bank provides the best realistic performance compared to FSIM

(which is the most competent SISO-IM scheme), and IQ-FSIM reaches its lower-bound in contrast

to FSIM with 4 filters since the challenges in filter bank design increases with a higher number of

filters.
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After proposing this novel IM domain that achieves a significant SE/EE gain in SISO, we extended

this system to MIMO to exploit the multiplexing and IM gain together. The proposed SMX-FSIM

system elevates the achieved SE gain of FSIM using IM by the multiplexing order and thus permits

to transmit more information bits in the IM domain. The strength of the SMX-FSIM system lies

in its independent parallel indexation strategy on each transmit antenna. This permits the design of a

linear receiver architecture of low-complexity based on linear equalizationand parallel linear MF-based

FSIM detectors suitable for the high-throughput. Furthermore, the proposed SMX-FSIM system with

the decentralized VBs transmission overcomes the performance degradation of the spatial IM domain

that occurs when the activated TAC in GSM is misdetected. This degradation isdue to the fact that TAC

detection error propagates to all APM symbols detection and thus affects allbits. These advantages are

validated by the derived theoretical performance, and then a wider assessment for all candidate schemes

in sub-THz environments concluded this thesis.The conclusive study promotes SMX-FSIM as the

most promising solution for low-power wireless ultra-high data ratessystem in sub-THz bands.

This conclusion is based on the different proved advantages in performance, SE/EE gain, cost (lower

number of RF chains), link budget, power consumption, and robustness toPN (using a linear receiver

at medium PN level, SMX-FSIM is the only candidate with good performance andwithout any error

floor, while the equivalent GSM and SMX of the same SE have a high error floor).

Furthermore, to complete the study of the proposed solution, we addressedthe challenging filter

bank design problem by optimization. In order to solve this problem, we defined the filter bank

requirements, and we highlighted that the ISI resulting from correct and false matched filtering should

be jointly minimized. This ISI minimization is needed to enhance the tentative decisionsfor ISI

estimation and cancellation in the filter IM schemes. Moreover, we discussed the importance of

maximizing the SIR at the considered symbol under detection by considering all permutations of

previous and future filters that contributes to its ISI. We provided an optimization framework to solve

this problem and reach our goal of maximizing SE/EE gain by the proposed filter IM schemes (FSIM

and IQ-FSIM). However, solving the formulated non-convex optimization problem necessitates some

relaxations and restrictions to solve it using convex methods. This is imposed by the jointly constrained

multivariate multimodal objective function and the different non-convex constraints (quadratic equality

and jointly constrained multimodal constraint). In general, solving such a problem requires an iterative

approach with initialization, and it converges to the global optimal if this initializationlies within the

vicinity of this optimum. Based on this strategy, we succeeded in finding filter banks that provide

a significant performance improvement for FSIM based schemes. However, we want to acknowledge

that there is still room for future improvements in the challenging filter design problem, and even higher

SE/EE gain are expected by the filter IM domain.

Finally, in order to verify the feasibility of the proposed filter IM domain with real hardware,

we implemented using LabView communication software the proof-of-conceptfor FSIM transceiver

with all the necessary RF impairments’ mitigation techniques. Then, we performed a real-time

demonstration on NI-USRP at sub-GHz frequencies at the first stage, and then we proved FSIM



6.2 Perspectives for future works |211

robustness to sub-THz RF impairments by real-demonstration with more severeRF impairments added

artificially like those in sub-THz bands (high CFO, PN, time offset,...). This wireless demonstration

with over the air synchronization validated our theoretical study, and it is ready to be extended to MIMO

system and tested using a sub-THz RF front-end.

6.2 Perspectives for future works

This thesis mainly tackled the transceiver and waveform design for low-power wireless ultra-high data

rate system in sub-THz bands. Note that the proposed system is designedto maintain the minimum

receiver complexity/cost to enable its implementation on end-user devices. However, it opens the door

for potential perspectives and different directions for future works, as outlined in the following:

Exploring more IM schemes in filter IM domain

The proposed filter IM domain offers the opportunity for more exploitation ofIM benefits. Even

though, we proposed in Chapter4 two novel schemes that provide different advantages, but we still

can imagine different indexation techniques enabled by this domain. These techniques could enhance

more the SE and/or EE, or provide much lower receiver complexity convenient for different kinds of

B5G applications. Moreover, we acknowledge that more scheme(s) in the filter IM domain is(are)

possible like any novel domain recently proposed.

Filter Bank design for our proposed filter IM domain

At the end of this thesis, we had limited time for solving the challenging filter bank design problem.

However, more advanced techniques could provide a higher SE/EE gainfor the filter IM domain when

the global optimal bank is designed. The fundamental optimization problem could be reformulated to

reduce the non-convexity of the objective and constraints, and thus it permits to solve it more efficiently

with fewer relaxations to avoid the impact of filter initializations. However, another possible approach

for the filter bank design could be based on machine learning. Therefore, we expect that tackling this

challenging problem will provide more promising SE/EE gain by approachingthe derived theoretical

lower bound of the proposed filter IM schemes.

Specialized FSIM/IQ-FSIM receiver blocks for synchronization and RF mitigation

The FSIM and IQ-FSIM receivers have a different structure and require a specialized receiver

architecture. This requirement is due to sending information bits via the selected filter shapes

that will be detected at the receiver. Hence, the matched filter at the receiver side could not be

performed immediately on the received signal compared to the existing conventional system. This
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modification requires adapting all the existing receiver blocks for time/frequency synchronization,

channel estimation, and equalization. In order to do the real-time demonstration, the receiver has

been carefully designed to consider the specifications of FSIM scheme. However, a more optimized

receiver specialized for filter IM domain has to be designed. Therefore, this filter IM domain also opens

a research area at different levels of the receiver.

Enhanced FSIM/IQ-FSIM detection/equalization techniques

In Chapter4, we proved that filter IM schemes with a MF-based detector reach the optimaljoint ML

performance while providing a very-low complexity. However, a more advanced detection/equalization

technique could achieve better performance by approaching the system performance of FSIM/IQ-FSIM

with perfect ISI cancellation when a high number of filters and/or modulation order are used. This

thesis aims to keep the minimum receiver complexity to support Tbps applications with UE receiver

like Kiosk, enhanced throughput WLAN/WPAN, etc. However, for otherscenarios like Backhaul, the

receiver can support a higher complexity, and we have in mind a more powerful detection/equalization

technique specialized for these schemes. For instance, a joint detection-equalization method specialized

for filter IM domain is a possible solution to reduce the residual ISI, and thusachieve better performance

and EE gains.

Adaptive filter IM domain

The proposed filter IM domain allowed to reach higher SE and EE compared toexisting IM schemes,

and it also generalizes most SISO-IM schemes, especially the time/frequency IM domains. Moreover,

the filter IM domain can be reconfigured to a conventional transceiver withNyquist filter by using the

same Nyquist filter in the filter bank as proved in AppendixD. In order to exploit this generalization of

the filter IM domain, we can propose an adaptive scheme that changes between these schemes and/or

adjusts the system SE according to channel condition, SNR, ...etc.

Study the performance of the proposed filter IM scheme in a multi-user scenario

The proposed solution for sub-THz considered a single user transmission in a single time/frequency

resources, which means the multi-user (MU) scenario does not introducemore interference. However,

the SDMA technique in sub-THz is interesting to allow resources re-use andmaximize the cell SE.

This is enabled by MIMO precoding and the small beamwidth in sub-THz bands. Thus, the theoretical

study and performance assessment of the filter IM domain in a MU-MIMO setup is also required.
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Effect of PA non-linearity on sub-THz candidates

After proposing different systems and comparing them in sub-THz channels with PN, it is necessary to

consider the PA non-linearity on the considered IM schemes. Higher non-linearity occurs in all analog

components at sub-THz frequencies, and thus considering this impairmentand studying its effect on

system performance is necessary.

This thesis took some steps forward towards achieving B5G requirements, and opens several

directions for more improvements. Finally, we would like to mention that several points from these

perspectives will be considered in the short term.





Appendix A

Excel Sheet for link budget and power

consumption estimation

Different tools are prepared in Excel sheets to allow evaluating the tested systems quickly. The tools

are listed in the following:

• Achievable Signal-to-Noise Ratio estimator according to scenario parameters.

• Data rate estimator with channel aggregation and/or bonding based on the system spectral

efficiency at the achievable SNR.

• Link budget and power consumption estimator based on the required SNR toachieve a target

performance.

The first tool is to estimate the achievable SNR based on RF properties (antenna gain, cable losses,

available transmit power, etc.), environment, and channel characteristics(Tx-Rx separation distance,

losses, . . . ). This tool can be configured to deduce the realistic achievable SNR for any scenario by

updating the different parameters highlighted in Fig.A.1. This inputs should consider the recent values

of current technology suitable for the studied scenario.

The second tool calculates the maximum data rate according to the system spectral efficiency. Note

that this spectral efficiency should consider the achievable SNR of the studied scenario and the required

system performance. In addition, the data rates are deduced if channelbonding and/or aggregation is

used with an assumption of negligible inter-band interference. The two different total bandwidths

considered in this tool are:

• Up to 12.5 GHz by channel bonding of equal channel bands, this total bandwidth isavailable

around the157.75 GHz.
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Figure A.1 – Excel Sheet for achievable SNR estimator.

• Up to 58.6 GHz by channel bonding and aggregation of different bands availablebetween90

GHz and200 GHz.

Figure A.2 – Excel Sheet for data rate estimation with channel bonding and/or aggregation.

The last tool prepared in the Excel sheet depicted in Fig.A.3 estimates the required transmit

power and the resulting EIRP. This calculation is according to the link budgetand the required SNR

to achieve the target BER performance. Moreover, this tool allows to roughly estimate the power

consumption while considering the PAPR of the transmitted waveform that affects the PA. This tool

estimates these parameters simultaneously for several systems (up to 6) under the same conditions. It

uses their required SNR to achieve the same performance and SE, and thusit allows the comparison of

the following factors:

• System Link budget.

• Feasibility of required transmit power in current technology.

• Compliance to THz regulations, standards, and specifications (e.g., EIRPwithin the allowed

range).
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• System power consumption.

Figure A.3 – Excel Sheet for link budget and power comparison estimation.

Note that all tools require to fill the input parameters in the excel sheet (highlight in yellow in Fig.

A.1-A.2) according to the considered scenario and system configuration. Then, the tool provides its

output calculation accordingly. In addition, the last tool in Fig.A.3 for power consumption estimation

also includes automatic conditional formatting for:

• Required Transmit Power (Pt): if it exceeds 10 dBm which is at the boundaries of current

electronics technology, the cell will be highlighted in red to alert the user.

• Total Power Consumption: the colour scale from green to red is used to highlight the power

consumption of the different systems from the lowest to highest.
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PDF characteristics for PEP derivation in

DP-GSM systems

The conditional PDF of the received signal is given by

5y(y|H, x) =
2#A∏
8=1

5=8 (=8) =
2#A∏
8=1

1

cf2
exp(− |=8 |

2

f2
) (B.1)

=
1

c2#Af4#A
exp(−

||v| |2
�

f2
) (B.2)

The ML solution is given by

x̂ = arg max
x

5y(y|H, x) (B.3)

= arg max
x

1

c2#Af4#A
exp

(
− 1

f2
CA [(y − Hx) (y − Hx)� ]

)
(B.4)

= arg min
x
CA [(y − Hx) (y − Hx)� ] (B.5)

Accordingly,

(ŷ, ℓ̂, sÊ ) = arg min
8,ℓ,E

CA [(y − HI,%sE ) (y − HI,%sE )� ] (B.6)

For erroneous detected vector symbol(ŷ, ℓ̂, sÊ ) ≠ (8, ℓ, sE ) the following condition is satisfied

CA [(y − HI,%sE ) (y − HI,%sE )� ] ≥ CA [(y − H Î, %̂sÊ ) (y − H Î, %̂sÊ )� ] (B.7)

The previous inequality can be written otherwise

CA [vv� ] ≥ CA [(y − H Î, %̂sÊ )(y − H Î, %̂sÊ )� ] (B.8)
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= CA [((HI,%sE − H Î, %̂sÊ ) + v)((HI,%sE − H Î, %̂sÊ ) + v)� ] (B.9)

= CA [(HI,%sE − H Î, %̂sÊ )(HI,%sE − H Î, %̂sÊ )� ] + CA [2ℜ{(HI,%sE − H Î, %̂sÊ )v� }] + CA [vv� ] (B.10)

The last inequality implies :

CA [−2ℜ{(HI,%sE − H Î, %̂sÊ )v� }] ≥ CA [(HI,%sE − H Î, %̂sÊ ) (HI,%sE − H Î, %̂sÊ )� ] (B.11)

= | |HI,%sE − H Î, %̂sÊ | |2� (B.12)

Defining the scalar variable, = CA [−2ℜ{(HI,%sE −H Î, %̂sÊ )v� }] and trying to find the distribution of

, :

, = CA [−2ℜ{(HI,%sE − H Î, %̂sÊ )v� }] (B.13)

=

2#A∑
;=1

−2ℜ{(h;sE − ĥ;sÊ )=;}, h;, ĥ; are the;-th row ofHI,% andH Î, %̂ respectively, (B.14)

= 2

2#A∑
;=1

ℑ{(h;sE − ĥ;sÊ )}ℑ{=;} − ℜ{(h;sE − ĥ;sÊ )}ℜ{=;} (B.15)

ℜ{=;} andℑ{=;} are zero-mean independent Gaussian random scalars. As consequence,

ℑ{h;sE − ĥ;sÊ }ℑ{=;} ∼ N (0, 1/2 f2ℑ{h;sE − ĥ;sÊ }2) (B.16)

ℜ{h;sE − ĥ;sÊ }ℜ{=;} ∼ N (0, 1/2 f2ℜ{h;sE − ĥ;sÊ }2) (B.17)

The combination of the previous variables is also zero-mean Gaussian random variable with variance

given by f
2

2
ℑ{h;sE − ĥ;sÊ }2 + f2

2
ℜ{h;sE − ĥ;sÊ }2 = f2

2
| |h;sE − ĥ;sÊ | |2.

Accordingly, the variable, is the sum of zero-mean independent Gaussian random scalars. The

variance of, is given by

var(,) = 4

2#A∑
;=1

f2

2
| |h;sE − ĥ;sÊ | |2 (B.18)

= 2f2

2#A∑
;=1

(h;sE − ĥ;sÊ ) (h;sE − ĥ;sÊ )� (B.19)

= 2f2 | |HI,%sE − H Î, %̂sÊ | |2� (B.20)

In conclusion,, = CA [−2ℜ{(HI,%sE − H Î, %̂sÊ )v� }] = −2ℜ{v� (HI,%sE − H Î, %̂sÊ )} is a zero-mean

Gaussian random variable with variance equal to2f2 | |HI,%sE − H Î, %̂sÊ | |2�
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Simplification of ABEP for DP-GSM

The APEP is given by the following double integral

%A (x→ x̂) = 1

c

∫ c/2

0

∫
z
exp(− z�z

2 sin2 \
) 5z(z)dzd\ (C.1)

wherez is assumed to be proper complex Gaussian random vector with joint PDF is given by equation

(3.70). By substituting the PDF ofz in the APEP equation, the second integral is then given by
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∫
z

1

c2#A |�z|
exp

(
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2 sin2 \
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The above equation can be re-expressed by considering the inside of the integral as multivariate scaled

Gaussian distribution with mean-z and variance�

− z�z

2 sin2 \
− (z−mz)��−1

z (z−mz) = −(z− -z)��−1(z− -z) + Const (C.3)

The left side of the previous equation can be developed as following
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I

2 sin2 \
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z mz −mz�
−1
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and the right side can also be developed as

−z��−1z+ -�z �
−1z+ z��−1

-z − -
�
z �
−1
-z + Const (C.5)

After identification we can conclude that

�
−1 =

I

2 sin2 \
+ �−1

I (C.6)

-z = ��
−1
z mz (C.7)
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Const= m�
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As consequence, the new expression of� is given by
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Using the matrix inversion lemma:(� − ��−1�)−1 = �−1 + �−1� (� − ��−1�)−1��−1, we can

write that

(�−1
z − �−1

z ��
−1
z ) = (�z + 2 sin2 \I )−1 (C.12)

Finally, the APEP%A (x→ x̂) is then given by

%A (x→ x̂) = 1

c

∫ c/2

0

exp(−m�
z (�z + 2 sin2 \I )−1mz)
| �z
2 sin2 \

+ I |
d\ (C.13)
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Proof of the equivalency between

conventional pulse shaping and the

proposed filter domain schemes

The pulse shaping in conventional transmitter is a discrete convolution of2′′[<] the complex symbols

up-sampled by_ with the finite impulse response (FIR) pulse shaping filter5 [<] of length!. Thus,

the proposed system becomes equivalent to conventional transceiverwhen all filters in the bank are

the same Nyquist filter5 . In this case, the ISI cancellation at the receiver can be deactivated. The

conventional pulse shaping can be expressed as:

G [<] = 5 [<] ∗ 2′′[<] =
∞∑

<=−∞
5 [<] .2′′[= − <] =

!∑
<=1

5 [<] .2′′[= − <], (D.1)

where 5 [<] = 0 when< is outside the region[1, !], 2′′[<] is of length#._ and# is the number of

APM symbols.

Using “Overlap-Add method”, the output of the filtering convolution can be divided into multiple
convolutions of5 [<] with segments of2′′[<]:

2′′= [<] =


2′′[< + =._] < = 1, 2, ..., _

0 otherwise
(D.2)

Then:

2′′[<] =
∑
=

2′′= [< − =._] . (D.3)

Thus,G [<] can be written as a sum of convolutions by replacing (D.3) in (D.1), we obtain:

G [<] = 5 [<] ∗ 2′′[<] = 5 [<] ∗
(∑
=

2′′= [< − =._]
)
=

(∑
=

5 [<] ∗ 2′′= [< − =._]
)
=

∑
=

B= [< − =._],
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whereB= [<] , 5 [<] ∗ 2′′= [<] = 5 [<] ∗ 2′= [<] = is zero outside the region[1, !] because2′′= [<] and

2′= [<] contains only one non-zero element for each=.

In the proposed system,B= [<] is calculated for each APM symbol, then these outputs are

overlapped and added but the filter5 can be changed at each symbol period to gain in SE by indexing

the selected filter.
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Titre : Retour vers les Mono-porteuses pour les Communications de l’après 5G : 
Nouvelles techniques de modulation d'index pour le système Térabits sans fil à faible puissance dans les 
bandes sous-Térahertz. 
 

Mots clés : Térabits, Térahertz, ondes millimétriques, modulation d’index, MIMO, domaine filtre. 
 

Résumé : Pour les futures applications de l’après 
5G, qui seront très gourmandes en données, des 
communications sans fils de l’ordre du Térabits/s 
sont envisagées. Pour atteindre ce niveau de débit, il 
faudra disposer d’une grande largeur de bande. 
Comme le spectre est déjà saturé autour de 6 GHz, il 
est envisagé d’utiliser la bande sous-THz (90-
200GHz). Les formes d’ondes doivent être étudiées 
en prenant en compte les caractéristiques des 
canaux à ces fréquences, les limitations 
technologiques, la sensibilité aux défauts RF (bruit 
de phase, par exemple). Nous avons donc proposé 
d’étudier une modulation monoporteuse très efficace 
énergétiquement, puis d’accroitre son efficacité 
spectrale par des techniques d’indexation et des 
techniques MIMO. 
Dans un premier temps les techniques MIMO 
multiplex spatial et spatial Index Modulation (GSM) 
sont étudiées. En particulier des détecteurs réduisant 
la complexité de 99% sont proposés. La très forte 
corrélation spatiale dans un environnement sous-THz 
est aussi étudiée avec GSM et des solutions pour en 
diminuer l’effet sont proposées. Une modulation 
d’index dans les domaines de polarisation et  spatiale 

 est aussi proposé pour augmenter l’efficacité 
spectrale. 
Dans un second temps, nous proposons un 
nouveau domaine pour l’indexation : le domaine 
filtre. Ce domaine généralise la plupart des 
schémas de modulations conventionnelles et 
modulation d‘Index existants. Dans ce domaine 
filtre, nous avons proposé deux nouvelles 
modulations d’index : la modulation d’index de filtre 
de mise en forme (FSIM) et sa version en phase et 
en quadrature (I/Q-FSIM). Une version MIMO de 
ces modulations est aussi proposée. Différents 
détecteurs sont proposés, ainsi que des techniques 
d’égalisation. Les performances théoriques de ces 
modulations sont développées et validées par des 
simulations. Ces modulations nécessitent de définir 
des bancs de filtres avec de fortes contraintes. Deux 
solutions sont proposées pour résoudre ce 
challenge, qui font partie des perspectives de cette 
thèse. Tous nos résultats confirment que la 
modulation FSIM MIMO offre un gain considérable 
par rapport aux modulations de l’état de l’art et 
permet d’approcher le Térabits/s dans les canaux 
sous-THz. 

 

 

Title: Back to Single-Carrier for Beyond-5G Communications above 90GHz:  
Novel Index Modulation techniques for low-power Wireless Terabits system in sub-THz bands. 
 

Keywords: Terabits, Terahertz, millimeter wave, index modulation, MIMO, filter index modulation domain. 
 

Abstract: Wireless Terabits per second (Tbps) link is 
needed for  the new emerging data -hungry 
applications in Beyond 5G (B5G) (e.g., high capacity 
broadband, enhanced hotspot, 3D extended reality, 
etc.). Besides, the sub-THz/THz bands are the next 
frontier for B5G due to scarce sub-GHz spectrum, 
and insufficient bandwidth for wireless Tbps link in 
5G millimeter wave bands. Even though a wider 
bandwidth and large-scale MIMO are envisioned at 
sub-THz bands, but the system and waveform design 
should consider the channel characterist ics, 
technological limitations, and high RF impairments. 
Based on these challenges, we proposed to use an 
energy-efficient low order single carrier modulation 
accompanied by spectral-efficient Index Modulation 
(IM) with MIMO. Firstly, MIMO Spatial Multiplexing 
(SMX) and spatial IM domain (e.g. Generalized 
Spatial Modulation (GSM)) are explored, where we 
reduced their optimal detection complexity by 99% 
and the high-spatial correlation effect on GSM. 
Besides, we proposed dual-polarized (DP)-GSM that 
provides higher spectral efficiency (SE) via multi-
dimensional IM and helps with the latter problem. We 
derived the theoretical performance of DP-GSM,  

 and all these potential candidates are assessed in 
sub-THz environment. We also proposed a novel IM 
domain, called filter IM domain, that generalizes most 
existing SISO IM schemes. In the filter IM domain, 
we proposed two novel schemes: Filter Shapes IM 
(FSIM) and Quadrature FSIM (IQ-FSIM) to enhance 
system SE and energy efficiency (EE) through 
indexation of the filters in the bank. In addition, their 
optimal low complexity detectors and their 
specialized equalization techniques are designed. 
Striving for further SE and EE improvement, this filter 
IM domain is exploited in MIMO. Besides, we 
theoretically characterized the performance of FSIM, 
IQ-FSIM, and SMX-FSIM systems. To conclude, the 
proposed SMX-FSIM is compared in sub-THz 
environment to the previously considered candidates. 
The results confirm that SMX-FSIM is the most 
promising solution for low-power wireless Tbps B5G 
system due to its high SE/EE, robustness to RF 
impairments, low power consumption, and low 
complexity/cost with a simple linear receiver. Finally, 
the challenging filter bank design problem imposed 
by the filter IM domain is tackled by optimization to 
achieve better results. 
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