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ABSTRACT

Many successes of deep learning rely on the availability of massive annotated datasets that can be exploited by supervised algorithms. Obtaining those labels at a large scale, however, can be difficult, or even impossible in many situations. Designing methods that are less dependent on annotations is therefore a major research topic, and many semi-supervised and weakly supervised methods have been proposed. Meanwhile, the recent introduction of deep generative networks provided deep learning methods with the ability to manipulate complex distributions, allowing for breakthroughs in tasks such as image edition and domain adaptation.

In this thesis, we explore how these new tools can be useful to further alleviate the need for annotations. Firstly, we tackle the task of performing stochastic predictions. It consists in designing systems for structured prediction that take into account the variability in possible outputs. We propose, in this context, two models. The first one performs predictions on multi-view data with missing views, and the second one predicts possible futures of a video sequence. Then, we study adversarial methods to learn a factorized latent space, in a setting with two explanatory factors but only one of them is annotated. We propose models that aim to uncover semantically consistent latent representations for those factors. One model is applied to the conditional generation of motion capture data, and another one to multi-view data. Finally, we focus on the task of image segmentation, which is of crucial importance in computer vision. Building on previously explored ideas, we propose a model for object segmentation that is entirely unsupervised.
RÉSUMÉ

Nombre des succès de l’apprentissage profond reposent sur la disponibilité de données massivement collectées et annotées, exploitées par des algorithmes supervisés. Ces annotations, cependant, peuvent s’avérer difficiles à obtenir. La conception de méthodes peu gourmandes en annotations est ainsi un enjeu important, abordé dans des approches semi-supervisées ou faiblement supervisées. Par ailleurs ont été récemment introduits les réseaux génératifs profonds, capable de manipuler des distributions complexes et à l’origine d’avancées majeures, en édition d’image et en adaptation de domaine par exemple.

Dans cette thèse, nous explorons comment ces outils nouveaux peuvent être exploités pour réduire les besoins en annotations. En premier lieu, nous abordons la tâche de prédiction stochastique. Il s’agit de concevoir des systèmes de prédiction structurée tenant compte de la diversité des réponses possibles. Nous proposons dans ce cadre deux modèles, le premier pour des données multi-vues avec vues manquantes, et le second pour la prédiction de futurs possibles d’une séquence vidéo. Ensuite, nous étudions la décomposition en deux facteurs latents indépendants dans le cas où un seul facteur est annoté. Nous proposons des modèles qui visent à retrouver des représentations latentes sémantiquement cohérentes de ces facteurs explicatifs. Le premier modèle est appliqué en génération de données de capture de mouvements, le second, sur des données multi-vues. Enfin, nous nous attaquons au problème, crucial en vision par ordinateur, de la segmentation d’image. Nous proposons un modèle, inspiré des idées développées dans cette thèse, de segmentation d’objet entièrement non supervisé.
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1.1 Context

Over the last decade, Artificial Intelligence has experienced a major resurgence of interest both in academia and industry and even among the general public. Indeed, AI-powered systems have become an increasingly crucial part of the technology industry. Automated systems for recommendation and online content moderation are now prevalent on the internet, and companies have been investing heavily in the research and the deployment of novel AI products. At the heart of this renewed surge of interest, the field of Machine Learning has contributed to a wide array of new technologies that have the potential to profoundly affect the entire society. Deep Learning techniques, especially, have allowed breakthroughs in many AI tasks such as image recognition, machine translation or text, and image synthesis, and have impacts in domains of application as varied as dialog systems, facial recognition, sales and stock management, medical diagnosis, pharmaceutical research, and autonomous driving.

The different successes of Deep Learning, though, are mostly supported by a global increase in the availability of both computing power and data. Indeed, since the introduction of AlexNet (Krizhevsky et al. 2017) winning ILSVRC2012 (ImageNet Large Scale Visual Recognition Challenge 2012, Russakovsky et al. 2015), advances in Computer Vision have been mainly driven by the discovery of new ways to build deeper models, with the development or resurgence of techniques like residual connections (He et al. 2016), batch-normalization (Ioffe et al. 2015), Rectified Linear Unit (ReLU) (Nair et al. 2010), weights initialization schemes (Glorot et al. 2010; He et al. 2015; Saxe et al. 2014), and adaptive gradient
descent methods (Kingma et al. 2015), and the release of large-scale annotated datasets such as LSUN (Large Scale Scene Understanding, Yu et al. 2015) or MS-COCO (Microsoft Common Objects in Context, Lin et al. 2014). Not limited to this one field, this trend has also been observed in other major applications of Deep Learning, such as Natural Language Processing and Reinforcement Learning for Games.

These considerations uncover a major limitation of Deep Learning. Indeed, the training Deep Neural Networks relies on the availability of large-scale datasets, often requiring annotations produced by humans. Creating those annotated datasets can be a costly and time-consuming endeavor, if possible at all. For instance, in image segmentation, natural images might be relatively easy to obtain, but the segmentation masks associated with the image need careful human annotations. Despite the good performances of Deep Neural Networks, this reliance on annotations hinder their relevance in cases where labels are unavailable or sensitive. Addressing this limitation is therefore of crucial importance, and entire subfields such as transfer learning, semi-supervised learning, and few-shot learning have been dedicated to that issue. In computer vision, the ability to partially re-use pre-trained Convolutional Neural Networks (CNNs) for learning models with fewer data has been instrumental in the adoption of deep networks by the industry. And very recently, self-supervised approaches have even achieved state-of-the-art performances compared to pre-trained classifiers (Bachman et al. 2019; He et al. 2019; Misra et al. 2019; Hénaff et al. 2019). Similarly in Natural Language Processing, contextual word embeddings trained on a large unlabelled text corpus are today at the heart of many advances in the field (Devlin et al. 2019). Another idea consists of taking advantage of easier-to-obtain information instead of direct supervision. For image segmentation, this can takes the form of weakly-supervised approaches that works solely on bounding boxes or image-level labeling instead of pixel-level annotations (Durand et al. 2017; Zhou et al. 2018).

One notable recent trend in deep unsupervised learning consists of uncovering a hidden structure using explicitly constrained neural networks. For instance, Ordered Neurons LSTM (Shen et al. 2019) encodes a sequence in a tree-like structure and has been successfully used for semantic tree discovery without supervision. In videos, invariance and difference through time (i.e. between frames) have been exploited to separate static content from the dynamic in video prediction (Denton et al. 2017; Sermanet et al. 2018). Capsule Networks (Sabour et al. 2017) aims to separate content and pose at each level of the latent hierarchy by using equivariant embeddings. In all those cases, architectural choices and the design of the objective function forces the training process towards desired solutions, without supervision.

The introduction of Deep Generative Models has also opened promising new perspectives. As a result, in the past few years, a number of studies that use some
form of deep generative modeling in diverse contexts with limited supervision have been published. Those works use Deep Generative Models as tools to design more flexible constraints and loss functions, fitting for lighter forms of supervision. Consider, for instance, the case of domain translation. The task is to learn a mapping between observations \( x \) from a source domain \( \mathcal{X} \) and \( y \) from a target domain \( \mathcal{Y} \). A simple supervised method would be to learn a mapping \( f_{\theta} \), where \( \theta \) is the learnable parameters, so that for any pair \((x, y)\) from the dataset, \( f(x) = y \). This supervised formulation requires paired observations \((x, y)\) to train the translation function. Using Deep Generative Models, it would be possible to instead specify as learning objective that the image of \( \mathcal{X} \) by \( f_{\theta} \) is \( \mathcal{Y} \), removing any dependencies to annotated pairs. The latter objective can be seen as a relaxation of the pairwise supervision, as an optimal \( f_{\theta} \) for the supervised problem is also optimal for the unpaired setting. Of course, as it is often the case when supervision is lighter, the new formulation of the problem is ill-posed and needs additional constraints. Different work tackles the issue of different manners, that could be trying to formulate the problem in a way where the solution is unique (Bézenac et al. 2019), by biasing explicitly the objective towards the desired solution (Gong et al. 2019b), or relying solely on implicit inductive biases of deep learning (Zhu et al. 2017).

1.2 Thesis Topics and Contributions

During this thesis, we aimed to extract knowledge from data when full supervision is not available. We explored how deep generative modeling has been used in configurations where annotations are lacking and proposed novel methods of our own. As other works presumed structural properties and designed neural architectures around them to uncover them, we tackled those problems by making assumptions about the generative processes behind the data and building systems in which an auxiliary generative process is able to provide training signals for an inductive network that lacked supervision.

We focused on three distinct setups that differ in the level and the nature of the supervision. Those tasks are performing stochastic prediction that consist of modeling multiple possible outcomes instead of a single prediction, the learning and use of factorized representations under different level of supervision, and the task of image segmentation without supervision.

In the following, we present those tasks and, for each topic, we succinctly introduce our contributions.
1.2.1 Performing Stochastic Predictions

While supervised learning is usually about predicting the most likely output for any given input, in many cases, multiple correct predictions are possible. For example, an image can be correctly inpainted in many different ways, and, in video prediction, the future is often inherently uncertain. In low dimensional settings, this variability can be captured using simple probabilistic models. An image classifier, for instance, can output the parameters of a categorical distribution over the different possible labels for a given input. But as the number of predicted variables grows, the dependencies between them can quickly become too complex to capture in a satisfactory fashion. For instance, systems predicting images are usually trained using a mean square error loss. The output of a function trained in that fashion can be interpreted as the mean of the possible distribution $p(y|x)$ of outputs given the input $x$, assuming $p$ is using a Gaussian observation model and all pixels supposed independent to each other. In any case, methods of this type only provide partial information and don’t account for the uncertainty and variability inherent to many tasks. This can be a problem when possible outputs are very diverse and motivates the need for systems that are better able to capture that variability. The difficulty however in training such models is twofold. First, the target distribution $p(y|x)$ is complex and difficult to describe, and, secondly, we need to predict all possibilities but can usually only observe one realization $y$ for any given input condition $x$. While these difficulties have been tackled using Monte Carlo Markov Chains based techniques (Bengio et al. 2013b), stochastic predictions in high dimension have only recently emerged, after the introduction of deep generative methods.

We explore how these methods can be used to account for uncertainty, and how they can be used to perform stochastic predictions in Chapter 3. We present in that chapter our two contributions to this topic:


Chen et al. 2017 introduces Multi-View Bidirectional GAN (MV-BiGAN), an early attempt at using Deep Generative Models for multi-view data that focuses on learning and constraining stochastic embeddings to perform predictions. Franceschi et al. 2020 presents Stochastic Residual Video Prediction model (SRVP), that lever-
ages recent techniques in deep generative modeling as well as advances in the modeling of dynamics to propose a state-of-the-art model for stochastic video prediction. SRVP, like other works (Denton et al. 2017), separates dynamics and static content as a crucial step. This leads us to our next topic, which is learning and exploiting factorized representations.

1.2.2 Adversarial Learning of Factorized Representations

The different successes of Deep Learning can be tied to the power of Deep Neural Networks to extract good representations automatically from the data. Some properties, such as smoothness and sparsity, have usually been considered of interest and have been enforced via regularization methods, for instance (Bengio et al. 2013a). In this regard, the ability of Deep Generative Models to impose priors on the distribution of latent representations allowed to constrain representation in ways that were not feasible before. For instance, it was discovered that disentangled representations, i.e. representation in which each dimension encodes for one and only one distinct factor of variation that explains the observations, emerges from the practical choice of isotropic Gaussian priors in Variational Auto-Encoders (VAEs) (Higgins et al. 2017). Other approaches, using adversarial training to constrain a representation to be independent to a sensitive variable, can effectively partition the information into different, complementary, latent representations, with applications for controlled data generation, domain adaptation, and fairness (Edwards et al. 2016; Ganin et al. 2015; Lample et al. 2017). More generally, the idea of splitting information into separable explanatory factors is enticing as it would allow building more interpretable models and might be a first step towards emulating causal modeling and symbolic reasoning while still retaining the expressiveness and end-to-end approach that made the success of neural approaches.

We discuss those methods and applications in more detail in Chapter 4. The work we present in that chapter has led to two conference publication and a journal extension:

- Qi Wang, Mickaël Chen, Thierry Artières, and Ludovic Denoyer (2018b). “Transferring style in motion capture sequences with adversarial learning”. In: 26th European Symposium on Artificial Neural Networks, ESANN 2018, Bruges, Belgium, April 25-27, 2018


on Learning Representations, ICLR 2018, Vancouver, BC, Canada, April 30 - May 3, 2018, Conference Track Proceedings

Wang et al. 2018b and Wang et al. 2018a discuss the use adversarial methods to separate style and action in Motion Capture modeling. Chen et al. 2018b then presents Controlled Generative Multi-View model (CGMV), a controllable generation method for multi-view data that is able to discover a consistent style encoding without using style labels. To design CGMV, we built a constrained generative model embedded with an assumption of independence between latent variables and combine it with a feature extractor. We train both modules simultaneously using adversarial learning. In the subsequent topic, we show how a similar method can be applied to a different topic by tackling the challenging task of unsupervised object segmentation.

1.2.3 Unsupervised Image Segmentation

Image segmentation is both a classic and prominent task in computer vision that consists in partitioning an image into meaningful regions. Over decades of research, a large number of different approaches have been proposed, mostly using prior knowledge about the regions one wishes to discover. A popular method is to build an energy function using handcrafted metrics, which is then minimized for each given image using a graph-cutting algorithm (Pham et al. 2018; Silberman et al. 2012). The introduction of large-scale annotated datasets allowed, instead, for a more data-driven approach. By casting the problem as a supervised problem in which each pixel needs to be classified in one of the possible regions, the adoption of deep segmentation methods resulted in leaps of performances on different benchmarks (Chen et al. 2018a; He et al. 2017; Zhao et al. 2018). But those large-scale datasets are also difficult to obtain as it requires pixel-level precision from annotators. Researchers have come up with a number of strategies to reduce the reliance on such supervision, mostly by combining classic image priors with deep learning techniques (Durand et al. 2017; Zhou et al. 2018).

In Chapter 5, we discuss those methods and present a novel approach for image segmentation without ground-truth annotations, that led to the following publication:


As with CGMV, this model exploits an assumption of independence, but between regions instead of style and content factors, to build a constrained deep generative
model and combine it with a segmentation function. The system is constrained so that the generative model provides a learning signal for a segmentation function in the absence of labels.

1.2.4 Outline

This manuscript is organized as follows:

Firstly, Chapter 2 discusses critical notions for our work and provide a succinct overview of different usages of Deep Generative Models in contexts without full supervision.

It is followed by Chapters 3-5 that present our contributions to the three topics described here-above (performing stochastic predictions, learning factorized representations, and image segmentation).

Finally, Chapter 6 closes this manuscript with perspectives.
In this chapter, we introduce Deep Generative Models and, through examples of application, show how they can be useful in context without full supervision. In Section 2.1, we succinctly present the main families of Deep Generative Models and discuss their similarities and differences in usage. Section 2.2 aims to provide the reader with a landscape of weakly supervised problems and deep generative based solutions that have been proposed to tackle them. We especially discuss the topics of disentanglement, domain translation, and signal reconstruction. Finally, Section 2.3 explains how our work fits in this broader context.

2.1 Deep Generative Models

Modern Deep Generative Models, as introduced and popularized by Kingma et al. 2014, Rezende et al. 2014, and Goodfellow et al. 2014, are models that provide a way to generate new data points. Given a dataset $D_X$ of observations $x$, and assuming that there is an underlying distribution $p(x)$ from which the observations have been sampled, these models try to generate new realizations of that distribution.

This problem has been tackled in multiple ways before, for instance by fitting a Gaussian mixture model or a graphical model, but it was difficult to scale up to high-dimensional data as modelizing more complex relations usually required
more accurate approximations of intractable marginal distributions. A first attempt to incorporate deep learning into generative modeling has been proposed by Bengio et al. 2013b and Bengio et al. 2014. Their Generalized Denoising Auto-Encoders parameterizes a Markov chain with neural networks that could be trained by computing exact gradients via back-propagation. However, the sequential nature of Monte-Carlo Markov Chains based methods makes them unpractical to train and use.

Subsequent approaches tried to simplify the process by adopting a common strategy that is, given an arbitrarily chosen distribution \( p(z) \), to learn a function \( G_\theta : z \mapsto x \) that maps \( p(z) \) to \( p(x) \), so that \( p(G_\theta(z)) \) is an approximation of \( p(x) \). It is then easy to generate new realizations of \( p(x) \) by first sampling from \( p(z) \), and then computing \( G_\theta(z) \). A standard choice for \( p(z) \) is a multivariate diagonal Gaussian \( \mathcal{N}(0, I_d) \).

The difficult part is, of course, to train the generator function \( G_\theta \), especially since \( p(x) \) is implicit and can only be estimated via samples from the dataset. Different families of models adopt different strategies that each have advantages and drawbacks. In this section, we present two of the main families of deep generative models: VAE and Generative Adversarial Network (GAN). For each, we discuss their strong points, limitations, and some preferred use-cases.

We also present conditional extensions of those models. Those variants aim at providing some control over the generated samples, the typical case being class-conditionnement in which the model is tasked to generate samples of a given class.

We focus especially on the image generation task, as it is the most documented and successful application of deep generative models, but they have also been used for other tasks, such as sequence modeling and natural language generation.

Also note that a third family of models, based on Normalizing Flows that have been popularized by Rezende et al. 2015 and Dinh et al. 2015, will not be discussed in this chapter. Very succintly, they tackle the problem by forcing the learned transformation to be invertible so that learning an encoder that transforms an observation into a latent code is sufficient to recover the generator. This encoder can easily be trained via maximum likelihood as it is applied to the latent space instead of the observation space. In addition to being able to generate samples of good quality, this formulation comes with new capabilities that other models struggles with, such as the exact inference of the latent variable, and accurate likelihood estimation of an observation. Still, some challenges have yet to be overcome. In particular, two factors limit potential usages. Firstly, computation needed to enforce the invertibility constraint creates numerical instability during training. Secondly, current methods don’t allow for a change of dimensionality between the space of latent distribution and the space of observations, reducing the impact of the exact inference capability. These two constraints limit the ways
those models they can applied, making them perhaps less revelant in the context of this thesis.

2.1.1 Variational Auto-Encoders

Introduced by Kingma et al. 2014 and Rezende et al. 2014, VAEs draw roots from the variational inference framework. We present here this framework and then discuss some strong points and limitations.

Formulation

Given a dataset of observations $x \in \mathcal{D}_X$, a prior distribution $p_\theta(z)$ on unobserved latent variables, and a parameterized model $p_\theta(x|z)$, variational inference provides an approximate $q_\phi$ of the often intractable true posterior probability $p_\theta(z|x)$, as well as an Evidence Lower-Bound (ELBO) i.e. a lower-bound on $\log p_\theta(x)$ the marginal log-likelihood of the observed data. By maximizing the ELBO, variational inference tries to find a model $p_\theta(x|z)$ that explains the data the best.

In VAEs, the marginal log-likelihood $\log p_\theta(x)$ is decomposed as follows:

$$\log p_\theta(x) = D_{KL} (q_\phi(z|x)||p_\theta(z|x)) + \mathcal{L}_{VAE}$$

where $\mathcal{L}_{VAE} = \mathbb{E}_{q_\phi(z|x)} [\log p_\theta(x|z)] - D_{KL} (q_\phi(z|x)||p_\theta(z))$. (2.1)

As the Kullback-Leibler Divergence (KLD) term is non-negative, $\mathcal{L}_{VAE}$ is indeed a lower-bound on $\log p_\theta(x)$. This ELBO is the VAE objective and can be maximized jointly w.r.t. variational parameters $\phi$ and generative model parameters $\theta$ using gradient descent techniques. To compute the ELBO and the gradients though, it is necessary to evaluate the log-likelihood $\log p_\theta(x|z)$, the KLD term $D_{KL} (q_\phi(z|x)||p_\theta(z))$, and a stochastic gradient estimate for $q_\phi(z|x)$.

Evaluating the log-likelihood requires, in turn, to choose an explicit family of parametrized distribution for $p_\theta(x|z)$. For practical purposes, this distribution can be a set of independent Bernouilli or a multi-variate Gaussian with fixed variance, for instance. To compute the KLD term, VAEs model $q_\phi(z|x)$ as multi-variate Gaussians, taking advantage of the closed-form formulation of the KLD between Gaussian distributions. If $p = N(\mu_1, \sigma_1 \cdot I_d)$ and $q = N(\mu_2, \sigma_2 \cdot I_d)$, then:

$$D_{KL} (p||q) = \frac{1}{2} \sum_{i=1}^{d} \left( -1 - \log \left( \frac{\sigma_2^{2(i)}}{\sigma_1^{2(i)}} \right) + \frac{\sigma_1^{2(i)}}{\sigma_2^{2(i)}} + \frac{(\mu_1(i) - \mu_2(i))^2}{\sigma_2^{2(i)}} \right).$$ (2.2)

As for the stochastic gradient estimation for $q_\phi(z|x)$, instead of using the Monte Carlo estimator that has high variance, VAEs introduce a reparametrization trick.
The method relies on the fact that it is often possible to express a random variable \( z \sim q_\phi(z|x) \) as a deterministic function of an auxiliary independent random variable \( e \sim p(e) \). With \( q_\phi(z|x) = \mathcal{N}(\mu_\phi, \sigma_\phi^2) \), it is easy to use the following reparametrization of \( z \):

\[
z = \mu_\phi + \sigma_\phi \cdot e, \quad \text{with} \quad p(e) = \mathcal{N}(0, I_d).
\]  

The stochastic variable becomes \( e \), which is independent of distribution parameters \( \mu_\phi \) and \( \sigma_\phi \), making it possible to back-propagate the gradient from \( z \) to the trainable parameters \( \phi \).

**Preferred Usages of VAEs**

From a machine learning perspective, the ELBO can be seen as the combination of a reconstruction objective embodied in the log-likelihood term and a regularization over the latent space in the form of the KLD term. As in more traditional auto-encoders, the regularization creates a bottleneck and enforce some property in the latent code. In the case of a VAE with a diagonal Gaussian as a prior for the latent code, it has been observed that the KLD term promotes both sparsity and disentanglement of the latent code. These properties are useful in representation learning, making VAE a prime method for general feature extraction.

However, VAEs have to find an equilibrium between the two terms of the objective, i.e. between a good observation model \( p_\theta(x|z) \) and a simple latent code \( q_\phi(z|x) \). This leads VAEs to produce less realistic samples than the other Deep Generative Models. In image generation, for instance, VAEs are known for their blurry outputs and are therefore scarcely used when the restitution of the high-frequency features is a predominant criterion.

VAEs, therefore, are especially useful when the focus is on the interpretability of the latent space and less on the quality of the generation. They are commonly found, for instance, in video prediction and reinforcement learning, domains in which a good latent space is crucial. It is possible to bias VAEs into prioritizing a good reconstruction, as in Razavi et al. 2019 that uses a powerful observation model and a different prior on the latent space, but these methods tend to be very compute-intensive compared to others and results in latent spaces that are more difficult to exploit.

**Conditional Variational Auto-Encoder**

A Conditional Variational Auto-encoder, introduced by Sohn et al. 2015, extends the VAE for controlled generation. The goal here is to model the conditional probability \( p(x|c) \), where \( c \) is the condition. This is achieved by introducing \( c \) as an input of the encoder and the decoder, and writing the variational lower-bound on the log-likelihood \( \log p(x|c) \) as follows:

\[
L_{CVAE} = \mathbb{E}_{q_\phi(z|x,c)} \left[ \log p_\theta(x|z,c) \right] - D_{KL} \left( q_\phi(z|x,c) \| p_\theta(z|c) \right).
\]  

\[ (2.4) \]
Notice that the prior on the latent variable $z$ is now also conditioned by $c$. Sohn et al. 2015 relaxes this requirement by modeling both variables as independent of one another ($p_θ(z|c) = p(z)$). While this relaxation allow them to obtain convincing results in their class-conditionned experiments, it can be limiting in more complex cases. For instance, when the condition is an image instead of a category, the model often fails to learn a latent variable $z$ that is independent of the input $c$. Then, the decoder won’t be able to generate properly at test time as it cannot process the independently sampled $z$ and $c$ at test time.

Instead, learning the conditional prior can be done by instantiating it as an additional neural network, as in Denton et al. 2018 in the context of video prediction. This solution, while effective, comes with its own limitations. Indeed, learning the prior reduces the regularizing effect imposed on the latent space by the KLD term and can result in a less interpretable latent variable.

### 2.1.2 Generative Adversarial Networks

**GANs**, that have been introduced by Goodfellow et al. 2014, leverage adversarial training for modeling complex distributions. We present the method hereafter, along with some popular variants before discussing practical uses.

**Formulation**

**GANs** learn a one-to-one mapping $G$, called the generator, between latent vectors $z$ sampled from a noise distribution $p(z)$ (often chosen as $\mathcal{N}(0, I_d)$) and samples from the distribution of observations $p(x)$. To do so, the authors introduce a second learned function, the discriminator $D$, which is a classifier whose goal is to distinguish between real observations drawn from the dataset and generated samples $G(z)$, $z \sim p(z)$. On the other hand, $G$ is trained adversarially, with the opposite objective, so that $D$ cannot distinguish between the generated and the real observations. The original formulation of the minimax adversarial objective is as follows:

$$\min_G \max_D \mathbb{E}_{x \sim p(x)} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p(z)} \left[ \log(1 - D(G(z))) \right]. \quad (2.5)$$

Under optimality conditions for $D$, this objective minimizes the Jensen-Shannon Divergence (JSD) between the two distributions. The **GAN** objective can, therefore, be seen as a distribution matching objective that ensures that the two types of inputs the discriminator can receive, either generated or real observations, are drawn from similar distributions.
Alternative Objectives

In the original publication, the authors point out that minimax adversarial formulation is unstable and often fails to learn. Over the years, many alternative objectives have been proposed. We present here some of the most prominent ones.

Non-Saturating Loss. A main cause of failure is that, as the objective is much easier for \( D \), the discriminator can saturate, thus interrupting the gradient flow to the generator. To alleviate the problem, in addition to the minimax objective, the authors of Goodfellow et al. 2014 also introduced the following Non-Saturating GAN objective:

\[
\min_D - \mathbb{E}_{x \sim p(x)} [\log D(x)] - \mathbb{E}_{z \sim p(z)} [\log (1 - D(G(z)))] \\
\min_G - \mathbb{E}_{z \sim p(z)} [\log D(G(z))].
\] (2.6)

While in the minimax formulation, the generator’s objective was the reverse of the discriminator’s, i.e. minimizing the likelihood that \( G(z) \) is classified as fake, the Non-Saturating formulation changes the generator’s objective so that it maximizes the likelihood that \( G(z) \) is classified as real instead. The goal of this change is to provide a stronger gradient to \( G \).

\( f \)-GAN. \( f \)-divergences are a well-known family of functions, including the KLD and the JSD, that measures the difference between two probability distributions. If \( P \) and \( Q \) are two probability distributions, with respective absolutely continuous density functions \( p \) and \( q \) w.r.t. a base measure \( dx \) defined on domain \( \mathcal{X} \), an \( f \)-divergence can be written \( D_f(P||Q) = \) where \( f \) is a convex function such that \( f(1) = 0 \). \( f \)-divergences can, therefore, be seen as a weighted average of odds ratio and different choices of \( f \) recover different classic \( f \)-divergences. Nowozin et al. 2016 describes how to minimize a variety of \( f \)-divergences using \( f \)-GANs, which are variants of GANs with slight alterations of the objective functions. While these variations are scarcely used in practice are more stable alternatives exist, the work is interesting as it builds on the idea of interpreting a discriminator as an estimator of density ratio.

Wasserstein GAN. Arjovsky et al. 2017 makes the argument that \( f \)-divergences might be ill-suited for learning, as they diverge when the supports of the two compared distributions are different. While the argument is compelling, it should be noted that in practice, those \( f \)-divergences are learned via the discriminator using smooth approximations, which can alleviate the problem (Gretton et al. 2019). Still, the authors propose Wasserstein-GAN, that instead of minimizing an \( f \)-divergence, optimizes the Earth-Mover (or Wasserstein-1) distance, which
doesn’t suffer the same issues. Using the Kantorovich-Rubinstein duality, they provide the following adversarial formulation:

\[
\max_D \mathbb{E}_{x \sim p(x)} [D(x)] - \mathbb{E}_{z \sim p(z)} [D(G(z))] \\
\min_G -\mathbb{E}_{z \sim p(z)} [\log D(G(z))].
\] (2.7)

Here, the interpretation is that \(D\) is a critic that is used to estimate the Earth-Mover distance while \(G\) minimizes this estimate. The difficulty in this formulation is that they have to impose a Lipschitz constraint on \(D\). The solution proposed by the authors was to clamp the weights so that they live in a compact space, but the method was found to be very unstable. It was improved upon by Gulrajani et al. 2017 who penalizes the norm of the gradients w.r.t. the inputs instead. The downside of using Wasserstein-GAN with Gradient Penalty (WGAN-GP), is that it requires second-order derivation, which is compute-intensive. While some state-of-the-art methods (Karras et al. 2019) make use of WGAN-GP, Lucic et al. 2018 reports on a large-scale study that the additional costs might not be worth the marginal improvement over some of the concurrent objectives.

**Hinge Adversarial Loss.** Another very commonly used objective for GANs is a hinge version of the adversarial loss (Lim et al. 2017; Tran et al. 2017), that writes as follows:

\[
\min_D -\mathbb{E}_{x \sim p(x)} [\min(0, -1 + D(x))] - \mathbb{E}_{z \sim p(z)} [\min(0, -1 - D(G(z)))] \\
\min_G -\mathbb{E}_{z \sim p(z)} [D(G(z))].
\] (2.8)

As far as we know, no large-scale experiments have studied the properties of the hinge adversarial loss yet, but the formulation has been used multiple times (Miyato et al. 2018a; Zhang et al. 2019; Brock et al. 2019) to push the state-of-the-art in image generation, along with the WGAN-GP and the Non-Saturating objectives.

**Conditional GANs**

Generation conditioned on a variable \(c\) can be done using GANs by modeling the joint distribution \(p(x, c)\) as \(p(x|c)p(c)\), as proposed by Mirza et al. 2014. The conditional probability \(p(x|c)\) is implicitly captured by a conditional generator \(G : (z, c) \mapsto x\), with \(z\) being the stochastic noise input. The discriminator operates on the joint distributions induced by positive pairs \((x, c)\) from the dataset and negative generated pairs \((G(z, c), c)\). This yield the following minimax formulation:

\[
\min_G \max_D \mathbb{E}_{x \sim p(x,c)} [\log D(x, c)] + \mathbb{E}_{z \sim p(z,c)} [\log(1 - D(G(z, c), c))].
\] (2.9)
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Figure 2.1 – (a) GAN (Goodfellow et al. 2014) and its conditional extensions (b) Conditional GAN (Mirza et al. 2014) and (c) Auxiliary Classifier GAN (Odena et al. 2017). Credits to Mino et al. 2018.

However, this model is very unstable and difficult to train.

Odena et al. 2017 obtains significant improvements by combining the conditional generation objective with an auxiliary classification objective, as illustrated in Figure 2.1. In image-to-image translation, i.e. \( x \) and \( c \) are both images, Isola et al. 2017 follows a similar approach and compensates for the instability by adding a \( \ell_1 \) reconstruction loss. In both cases, it has been observed that the additional loss bias the model towards easy to classify samples in the case of Odena et al. 2017 or towards an average of the possible outputs for Isola et al. 2017, and greatly reduces the diversity of outputs.

To counteract the problem, Miyato et al. 2018b removes the auxiliary classifier and integrates it implicitly into the conditional generation objective via architectural constraints while Gong et al. 2019a adds a second additional classifier that is used to minimize the mutual information between \( x \) and \( c \). Both methods, however, are difficult to transpose to the case where the condition \( c \) is not a class label.

Preferred Usages of GANs

GANs minimizes a divergence between the distribution of the generated points and the distribution of the dataset. Their originality compared to other generative models is that they are likelihood free. While VAEs, for instance, have to compute the likelihood of the observation according to the learned model, which imposes an explicit form for that distribution, GANs can work with implicit distributions instead and only requires to be able to sample uniformly from \( p(z) \) and \( p(x) \). This removes the need to model any distribution explicitly, making GANs a flexible tool that can be incorporate in many deep pipelines. Originally developed for sampling new random data points, the concept has been applied in a variety of ways, such as constraining the latent space to follow a chosen distribution,
embedding inputs from different observation spaces into a shared latent space, aligning different domains, or learning factorized distributions. Unfortunately, they are also known to be unstable during training and prone to mode collapse and mode dropping. Also, the back-inference, i.e. retrieving the latent code \( z \) from a sample \( x \), is not possible in the standard framework and is still an open problem. The two problems indicate that GAN generators tend to underfit and to ignore data points that don’t belong to major modes.

**Bidirectional Generative Adversarial Nets**

One elegant solution for learning the reverse mapping from \( x \) to \( z \) in GANs was, independently, proposed by Donahue et al. 2017 and Dumoulin et al. 2017a. Building on the GAN framework, BiGAN introduces an encoder network \( E \) that is trained jointly with the generator \( G \) and the discriminator \( D \). \( G \) models, as in standard GANs, the generative process \( p_G(x|z) \), while \( E \) models the reverse \( p_E(z|x) \). From both the encoder distribution and the generator distribution, we can model two joint distributions, respectively denoted \( p_E(x,z) \) and \( p_G(x,z) \):

\[
\begin{align*}
  p_G(x,z) &= p(z)p_G(x|z) \\
  p_E(x,z) &= p(x)p_E(z|x). 
\end{align*}
\] (2.10)

The discriminator network is then trained to determine whether a pair \( (x,z) \) is sampled from \( p_G(x,z) \) or from \( p_E(x,z) \), while \( E \) and \( G \) are both trained to fool \( D \), resulting in the following learning problem:

\[
\begin{align*}
  \min_{G,E} \max_D \mathbb{E}_{x,z \sim p_G(x,z)} \left[ \log D(x,z) \right] \\
  + \mathbb{E}_{x,z \sim p_E(x,z)} \left[ 1 - \log D(x,z) \right]. 
\end{align*}
\] (2.11)

Under optimality conditions for the discriminator, the objective recovers a generator function and an inverse encoder function that acts like an auto-encoder. However, the model suffers from the instability of adversarial training, especially since the model is never explicitly trained on auto-encoding. Originally, BiGANs were very limited in the features they were able to capture and reconstruct. The idea has been revisited by Donahue et al. 2019, by incorporating uses recent GAN training techniques. The latest version presents a learned generator that is much more expressive and an encoder that is competitive with state-of-the-art methods for feature extraction.

### 2.2 Constraining Distributions and Applications

After their first introduction, Deep Generative Models have been quickly adapted to a variety of different tasks and setup. A prominent trend was to
use those models in contexts where direct supervision is not available, achieving remarkable results that weren’t possible before. Some of those results, and the mechanisms behind them, have yet to perfectly understood even today. Our own work in this thesis, that could be summarized as designing constrained generative processes that can be leveraged to extract knowledge from data without full supervision, fits humbly in this larger movement. To provide further context, we present in this section a few influential papers that are relevant in that regard. This section is split into four parts. First, we introduce and discuss unsupervised disentanglement with deep generative models. We then present methods for the related task of learning factorized representations. After that, the third and the fourth subsections deal respectively with adversarial domain adaptation and signal reconstruction.

2.2.1 Unsupervised Disentanglement

Representation learning, or Feature Learning, is the field that aims to extract meaningful representations from data, usually by leveraging the power of deep neural networks. One general type of representation that is of particular interest is disentangled representation. These representations aim to capture meaningful independent directions of variation in the data (Figure 2.2). In that sense, many disentangled representation learning methods can be interpreted as an implementation of non-linear Independent Component Analysis (ICA). Deep learning and
in particular, deep generative models have provided many new tools for tackling this problem, and recent studies report that deep disentangled representations are useful for abstract visual reasoning (Steenkiste et al. 2019), or fair representation learning (Locatello et al. 2019a). We present in this subsection some promising approaches that were proposed to learn disentangled representations without supervision before discussing some open issues with the task.

**Adversarial Auto-Encoders**

One line of work in this direction, starting with Adversarial Auto-Encoders (Makhzani et al. 2015), tries to simply impose a known, structured, distribution on the latent space of a standard auto-encoder (Figure 2.3). Using the Non-Saturating loss on the latent code in this way results in the following objective, illustrated in Figure 2.3:

\[
\max_D \lambda \cdot \mathbb{E}_{z \sim p(z)} \left[ \log D(z) \right] + \lambda \cdot \mathbb{E}_{x \sim p(x)} \left[ \log(1 - D(\text{enc}(x))) \right] \\
\min_{\text{enc,dec}} \mathbb{E}_{x \sim p(x)} \left[ \|x - \text{dec(\text{enc}(x))}\| - \lambda \log D(\text{enc}(x)) \right]
\] (2.12)

Such models could be seen as a form of unsupervised clustering. For instance, by imposing that the distribution of codes for images of hand-written digits to be a mixture of ten Gaussians, in addition to the auto-encoding objective, the model could hopefully learn to encode each class into its own cluster. This problem, of course, is ill-posed, as the decoder is also highly non-linear and many different
Figure 2.4 – Results obtained using an Adversarial Auto-Encoder to fit MNIST digits into a mixture of 10 2D Gaussians (a) in a semi-supervised setup with 10k labels, and (b) in an unsupervised setup. Colors represent the associated ground-truth labels. Credits to Makhzani et al. 2015.

arrangements could be decoded into digits, with no regard for the class label. Accordingly, while the model is able to fit the provided distribution, it doesn’t discover the class labels in this fully unsupervised use-case. It is able to do so only in a semi-supervised setting (Figure 2.4).

Another way to leverage Adversarial Auto-Encoders for disentanglement would be to map the latent code to a multi-variate distribution in which each dimension is independent of the other dimensions. Preliminary studies in that direction have been presented in Rubenstein et al. 2018 using Wasserstein Auto-Encoders (Tolstikhin et al. 2018), an optimal transport based interpretation and generalization of Adversarial Auto-Encoders. However, while the approach seems promising, its usefulness for unsupervised disentanglement has yet to be demonstrated.

InfoGAN

Information Maximizing GAN (InfoGAN), proposed by Chen et al. 2016, suppose the existence of an unobserved code $c$ that explains the observations $x$. To uncover $c$ from the dataset, InfoGAN proposes to learn a generator that transforms random codes $c$ from chosen distributions $p(c)$ (and augmented with incompressible noise vectors $z$), into realistic samples from the dataset distribution $p(x)$. To make sure that the generated outputs are correlated to the codes, the authors add an encoder that takes as input generated samples and is tasked to reconstruct the code $c$ that generated it in the first place. This result in the objective:

$$\begin{align*}
\max_D & \quad E_{x \sim p(x)} [\log D(x)] + E_{c \sim p(c), z \sim p(z)} [\log(1 - D(G(c, z)))] \\
\min_{\text{enc}, G} & \quad E_{c \sim p(c), z \sim p(z)} \left[ ||c - \text{enc}(G(c))||_2^2 - \lambda \cdot D(G(c, z)) \right]
\end{align*}$$

(2.13)
This objective learns a generator that maximizes the mutual information between codes $c$ and generated samples $G(c)$. Using this setting, they extract features such as class information and rotation angle without supervision on multiple image disentanglement benchmarks.

### $\beta$-VAE and Variants

Perhaps the most promising and studied line of work in unsupervised disentanglement is based on $\beta$-VAE (Higgins et al. 2017). While the phenomenon has yet to be fully understood, the authors noted that VAEs can be constrained to produce disentangled representations simply by imposing a stronger penalty on the KLD term of the ELBO. This slight alteration of the VAE objective by adding a hyperparameter $\beta$ that controls the strength of the regularization gives the following objective:

$$L_{\beta-VAE} = E_{q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - \beta \cdot D_{KL} \left( q_\phi(z|x) || p_\theta(z) \right). \quad (2.14)$$

The authors provide comprehensive empirical evidence of successful disentanglement on many classic image datasets. It is hypothesized that the diagonal Gaussian prior encourages to discover dimensions that are independent of each other, resulting in a disentangled representation.

Building on these results, two concurrent works, FactorVAE (Kim et al. 2018) and $\beta$-TCVAE (Chen et al. 2018c) rewrites the KLD term as follows to isolate a Total Correlation term:

$$E_{p(x)} \left[ D_{KL}(q(z|x) || p(z)) \right] = D_{KL}(q(z,x)||q(z)p(x))$$

$$+ D_{KL}(q(z)|| \prod_j q(z_j)) + \sum_j D_{KL}(q(z_j)||p(z_j)) \quad (2.15)$$

The second term in the decomposition corresponds to the Total Correlation term and measures the dependencies between each dimension of the aggregated posterior $q(z) = \sum_x q(z|x)p(x)$. Penalizing this term would promote independence between dimensions of the latent code while not affecting the two other terms that we might not want to penalize, as they represent the mutual information between the data $x$ and the code $z$, and the dimension-wise KLD between the prior and the posterior for $z$. The main difference between the two models FactorVAE and $\beta$-TCVAE is in how they compute the Total Correlation term. FactorVAE uses adversarial training to estimate the term while $\beta$-TCVAE propose a weighted Monte Carlo approximation inspired by importance sampling. $\beta$-TCVAE is currently the state-of-the-art method for unsupervised disentanglement.
Figure 2.5 – Disentanglement score (Mutual Information Gap) for different models on two benchmarks. The higher the better. Credits to Chen et al. 2018c.

**Impossibility of Unsupervised Disentanglement**

Despite the success of these methods, unsupervised learning of deep disentangled representations is still not well understood. Indeed, learning disentangled deep representation without supervision is fundamentally an ill-posed problem, as is non-linear ICA. This statement is supported by a result presented in Locatello et al. 2019b. Intuitively, the argument goes as follows: From a given factorized representation, the authors show how to build an infinite number of other equivalent factorized representations so that two cannot be disentangled at the same time. Any disentangling model would have to find the correct one in this infinite number of representations, and it cannot be distinguished using the unsupervised loss function alone. Therefore, some unclear inductive biases must account for the majority of the disentangling power behind those models. Uncovering those biases is a crucial challenge for a better understanding of both the unsupervised disentanglement as a task and the workings of neural networks.

It is noticeable that the models discussed in this subsection achieve very different performances (Figure 2.5), while also being very similar when viewed from the perspective of their objective functions. The InfoGAN objective is the same as that of Adversarial Auto-Encoder except that the role of the latent code $c$ or $z$ and that of the observation $x$ are reversed. Adversarial Auto-Encoder generates a code and reconstructs the observation from the code where InfoGAN generates an observation and then retrieves the code. The $\beta$-VAE objective also resembles that of Adversarial Auto-Encoder. Both follow an encoder-decoder scheme where the latent codes are constrained to fit a specific distribution. Differences between all those models reside mostly in implementation choices (VAEs or GANs) and in differences in the relative compactness of the variables. Understanding the causes of the performance gap between those similar models might provide an insightful starting point.
2.2.2 Learning Factorized Representations

While previous methods try to encode each direction of variation into a single dimension, the concept of disentanglement can be extended to splitting information into distinct parts of the representation. A group of related features would be encoded into a, possibly multi-dimensional, variable, separated from another group of features if the two groups are considered independent. The overall representation is this way factorized into multiple parts that can be recomposed or mixed together into new combinations. Adversarial training is particularly suited to learn such kind of representations, with applications in domain adaptation, fairness, image synthesis, and video prediction. We present here four type of approaches to achieve such representation.

Censored Representations

Censoring, or removing a certain piece of information, from representations is a useful capability facilitated by adversarial training. From the fairness point a view, it can be desirable to learn a predictor \( f \) that doesn’t use sensitive information encoded by a given variable \( s \). A widespread strategy, introduced by Edwards et al. 2016, is to learn a representation \( z \) of the data \( x \) that removes the sensitive variable \( s \) and then perform the prediction using only the censored representation \( z \). This same strategy is used in domain adaptation to learn representations that are shared across domains. This is easily done using adversarial training to censor the content of \( z \). From a similar setup, Fader Network (Lample et al. 2017) builds an image edition system in which the authors can control different attributes of an image. By censoring the attribute \( s \) from latent code \( z \) but performing prediction using both \( s \) and \( z \), the authors can then manipulate the output by modifying \( s \) as test time. Censored representations can be useful to build a system that learns factorized representations, as it gives the ability to control how the information is split in latent embeddings.

Representation Mixing

An intuitive way to use factorial representations is by mixing them. For instance, suppose \((z_1, s_1)\) encodes for two distinct features of \(x_1\), and \((z_2, s_2)\) for \(x_2\). One would expect \((z_1, s_2)\) and \((z_2, s_1)\) to encode for new examples that mix those features accordingly. Such constraints can be build using adversarial networks, as proposed by Mathieu et al. 2016. In their work, each data point \( x \) is annotated with a label \( y \) corresponding to its class. From this, they try to extract two independent representations, \( z \) that would encode for class information, and \( s \) that would encode for any other factor of variation. They train an encoder \( \text{enc} : x \mapsto (z, s) \) and a decoder \( \text{dec} : (s, z) \mapsto x \) by mixing the latent representations, using \( \ell_2 \) reconstruction loss for cases in which direct supervision is available, and
adversarial losses in the other cases to make sure that the output image is of the correct class. The system is illustrated in Figure 2.6.

**Distribution Matching**

Distribution matching can also be used to constrain two learned latent variables to be independent of one another. Indeed, suppose we want to learn an auto-encoder that split the code for data points $x \in D_X$ into two distinct parts $z$ and $s$ that contain different information. Making sure $z$ and $s$ are independent variables can be done by adapting the Adversarial Auto-Encoder framework to the task of matching the joint distribution $q(z,s)$ to the product distribution $p(z,s) = q(z)q(s)$. To do so, the adversarial framework only requires to be able to sample from $q(z,s)$ and $p(z,s)$. The former is immediate as it suffices to encode a random data point $z_i, s_i = \text{enc}(x_i)$. Sampling from $p(z,s)$ can also be done easily by sampling two data points $x_i$ and $x_j$ independently, encoding both to recover $z_i, s_i, z_j, s_j$, and mix them to obtain a pair of independently sampled representations $(z_i, s_j)$. This strategy is used by Denton et al. 2017 to separate static information and dynamic information in videos, and by Kim et al. 2018 in their estimation of the total correlation term in FactorVAE.

**Removal of Redundancies by Regularizing**

Another way to build independent representations is via careful regularization. Indeed, simply regularizing a variable might be enough to remove any redundant information. VAE’s KLD regularization seems especially well suited to this approach and has been applied with great success in the context of video prediction to separate static information from the dynamic components in Denton et al. 2018 and Li et al. 2018.
2.2.3 Unpaired Domain Translation

Domain translation is a task that consists of projecting data points $x$ that belong to the source domain $X$ into a target domain $Y$, as illustrated in Figure 2.7. A simple approach would be to frame the domain transfer as a multi-dimensional regression problem and learn a parametrized function $f_\theta$ by minimizing a reconstruction loss over pairs $(x, y)$ from the dataset.

$$L_{\text{rec}} = ||f_\theta(x) - y||$$ (2.16)

This approach is for instance used for image-to-image translation by pix2pix (Isola et al. 2017) that augment this setup using adversarial training to make sure outputs $f_\theta(x)$ are realistic samples of the target domain $Y$. However, this setup relies on the fact that the dataset contains paired examples $(x, y)$. The task becomes more challenging when this supervision is lacking. In the unpaired setting, independent observations $x$ from the source domain $X$ and $y$ from the target domain $Y$ are readily available, but the correspondence between the two domains is unknown and no aligned pairs $(x, y)$ are provided. There is, therefore, a need to find a mapping between those two domains while no example of such mapping is available.

Cycle-GAN

Cycle-GAN, a model that leverages adversarial training for image-to-image translation without paired data, have been proposed in three concurrent works (Kim et al. 2017a, Yi et al. 2017, Zhu et al. 2017). The idea is that by using adversarial training to learn a transformation $G : X \rightarrow Y$, it is possible to ensure the outputs of $G$ belong to domain $Y$. However, the problem is largely under-constrained, and the authors propose to train conjointly the inverse transformation $F : Y \rightarrow X$ using the same method. With the two functions, they can now able to enforce a cycle consistency loss that has to make sure that $F(G(x)) \approx x$ and
G(F(y)) \approx y \text{ by minimizing the } \ell_1 \text{ distance between inputs and their respective reconstructions. The system is illustrated in Figure 2.8.}

While the problem still lacks constraints, the authors demonstrate that they are nevertheless able to obtain good performances in the unpaired domain translation task between a variety of image domains. In this specific case, the good performances could be explained at least partially by the use of convolutional residual networks to implement \( G \) and \( F \), as they are biased toward solutions that preserve the structure and only apply a change of texture instead.

**UNIT**

Another approach, UNIT, introduced by Liu et al. 2017, tries to discover a shared embedding space for both domains instead. UNIT uses two \textit{VAEs}, one for
each domain $\mathcal{X}_1$ and $\mathcal{X}_2$. To promote the alignment of the latent spaces learned by the VAEs, they propose two additional constraints. First, the last layers of the encoders have shared weights, as well as the first layers of the decoders, limiting the capacity of the VAEs. Secondly, in addition to the VAE objectives, UNIT is also trained to translate between the two domains by decoding embeddings obtained from one domain using the decoder for the other domain. The outputs of those cross-domain pathways are constrained using adversarial training to belong to the desired target domain. The model and constraints are illustrated in Figure 2.9.

Unsupervised Machine Translation

Similar methods have been applied to natural language processing, for unsupervised machine translation without paired data. Zhang et al. 2017a, Zhang et al. 2017b, and Lample et al. 2018b demonstrate that Cycle-GAN’s adversarial alignment method with cycle-consistency can be successfully applied between word embeddings of different languages for automated word translation, under simple orthogonality constraints for the translation functions. Artetxe et al. 2018 and Lample et al. 2018a later use a strategy more reminiscent of that of UNIT for sentence translation by using a shared Denoising Auto-Encoder on two corpora of different languages to learn aligned sentence embeddings. These strategies have been pushed to attain state-of-the-art performances even compared to fully supervised methods for machine translation.

2.2.4 Signal Reconstruction

In signal processing, a prominent problem is that of reconstructing a signal $x \in \mathcal{X}$ from a set of measurements $y \in \mathcal{Y}$, where $y$ is degraded or noisy compared to the source signal $x$. For instance, denoising consists of removing the noise from $y$ to recover a clean image $x$, super-resolution tries to retrieve a higher-resolution $x$ from a low-resolution observation $y$, and image inpainting is the task of completion of an image $y$ where one region is missing. By defining a measurement function $f : x \mapsto y$ that maps the signal to its lossy observation, the

Figure 2.10 – Example of reconstructions (bottom row) of food images from a noisy observation (top row). Credits to Pajot et al. 2019
reconstruction problem is framed as an inverse problem that is to find the inverse mapping $f^{-1}$ that for each given measurement $y$ retrieves the corresponding signal $x$. As the measurement is usually lossy, multiple $x$ can fit the criterium and an additional regularization is usually imposed on $x$. This problem can also be cast as the previously mentioned domain translation, but we present if the following some more specific approaches.

**Deep Image Prior**

Expressing the stated problem as energy minimization yield the following formulation:

$$\min_x E(x, y) + R(x),$$ (2.17)

where $E$ is the task dependant data attachment term, and $R$ the regularization term. A popular regularization, for instance, is the Total Variation to promote solutions with more uniform regions. Recently, Ulyanov et al. 2018 proposed to use a random deep CNNs as regularization prior, in the sense that they only consider solutions that can be generated by a fixed random CNN $G$. They changed the optimization problem from finding the optimal signal $x$ to that of finding the optimal latent code $z$, and remove the handcrafted regularization in favor of the CNN prior:

$$\min_z E(G(z), y)$$ (2.18)

From this setting, Bora et al. 2017 proposes to learn the CNN prior by using the generator from a GAN, pre-trained on the uncorrupted images, instead. They also reintroduce a regularization, but on the latent space, as the generator has been pre-trained on $z \sim \|0, I_d\|$ inputs.

$$\min_z E(G(z), y) + \|z\|_2$$ (2.19)

Note that contrary to other models that relied on implicit inductive biases to work, the formulations in these works explicitly acknowledge their existence, integrates the inductive biases into their assumptions and treat it as regularization.

**Ambiant GAN**

A variant of the signal reconstruction problem is when no clean signal $x$ is available, and only $y$ can be observed. In this case, Bora et al. 2018 demonstrates that it is possible to retrieve the clean data by using assumptions on the noise function instead. Their objective is to retrieve a clean dataset $\mathcal{X}$ given a noisy dataset $\mathcal{Y}$ and a simulated random noise function $f_\theta$ that needs to be differentiable. To do so, they use the GAN framework, with the difference that they add the noise layer $f_\theta$ after the generator, as depicted in Figure 2.11. In this process, the seed $\theta$ for the noise is assumed independent from the true signal $x$. If the unobserved
2.2 Constraining Distributions and Applications

Figure 2.11 – AmbiantGAN training. The output of the generator is passed through a simulated noise function controlled by a random variable $\theta$ independently sampled for each output. Credits to Bora et al. 2018.

Figure 2.12 – Unsupervised Image Reconstruction model. The cycle-consistency between $y$ and $f_{\theta}(G(y))$ is enforced using pseudo-pairs $(\hat{y}, \theta)$ that are produced using the generator. Credits to Pajot et al. 2019.
distribution $p(x)$ is unique, i.e. one and only one source distribution $p(x)$ can generate the given distribution of observations $p(y)$ given the random noise function, the method effectively recovers the correct distribution. The authors also show empirical experiments were the model still works even when the uniqueness assumption is violated. After training, the authors also propose to recover the correct $x$ for a given $y$ using gradient ascent on $z$ as previously described in Bora et al. 2017.

Pajot et al. 2019 extends this model by directly learning a generator that takes $y$ as input and outputs $x$. The generator $G$ is therefore also the inverse function $f^{-1}: y \mapsto x$. As they can’t supervise directly on $x$, they instead ensure that $G$ is indeed the inverse of $f$ by enforcing the cycle consistency $f_\theta(G(y)) = y$. To do so, they need to know the random value of $\theta$ that produced the observation $y$, but the information is not available from the dataset. Instead, they infer pseudo-pairs using the generator they are training. They first infer a signal $x$, choose $\theta$, then apply noise function $f_\theta$ to generate pseudo-pairs $(\theta, y)$, from which they can repeat the process to compute the cycle-consistency loss. The whole system is summarized in Figure 2.12.

### 2.3 Contributions

In the next chapters, we will present our contributions in this context.

In Chapter 3, we present a first contribution (Chen et al. 2017) for stochastic predictions with multi-view data. We introduce the task and confirm that deep generative models are suited in this setting. Our model draws inspiration from Bidirectional-GAN and uses probabilistic embeddings trained with the reparametrization trick, as well as a KLD-based regularization that is reminiscent of VAEs. We also present our subsequent work (Franceschi et al. 2020), which proposes a VAE-based state-space method for stochastic prediction of future frames in videos. The model takes advantage of separating a content embedding and a dynamics embedding and effectively uncouples the process of generating frames and that of predicting the latent dynamics to achieve state-of-the-art performances on multiple benchmarks.

Chapter 4 focuses more specifically on this idea of separation of information. We first show results from Wang et al. 2018b and Wang et al. 2018b, in which we apply information separation techniques in the context of Motion Capture Data. The presented models are based on Adversarial Auto-Encoders and use ideas from Fader Networks in a sequential setting. Those results highlight possible limitations with methods that use a single value or small vectors to encode for a feature. Then, based on those ideas, we present our work on factorized representation for multi-view image generation without view supervision (Chen et al. 2018b).
This setting is similar to that of Mathieu et al. 2016 we discussed earlier and we compare our approach to theirs.

Finally, Chapter 5 explains how we adapted concepts we learned in the previous chapter to the seemingly unrelated task of unsupervised image segmentation in Chen et al. 2019a. We propose a GAN-based generative model that separates the information of texture of different objects into independent vectors and we use it as a component in a system that allows training a segmentation function. The system is learned end-to-end and requires no supervision.
Many machine learning problems, such as least squares regression, aim at recovering either an average outcome or the most likely one. Algorithms built on such models would treat randomness, uncertainty, and the existence of different modalities, as noise that the model has to remove. However, in many cases, it would be beneficial to perform stochastic predictions and be able to consider possible alternative scenarios, building richer and more nuanced representations of the world. Probabilistic formulations can give such insight. The intuitive way to do so is posing the prediction problem as learning conditional probabilities, by estimating the distribution \( p(y|x) \) of possible outcomes \( y \) for any given input \( x \). This formulation is used in many standard setups, such as that of supervised classification. Indeed, for classification, the output of the neural network is often interpreted as the parameters of a categorical distribution over the possible class labels for the given input. In this example though, as the distribution is simple and easily summarized by its vector of parameters, sampling is not useful.

Sampling becomes more interesting when the output distribution is more complex, for instance when estimating a high-dimensional structured distribution. In general, there is no simple way to express such distribution via explicit parametrization. Instead, the different strategies rely on modeling the distributions implicitly and observing samples from that distribution. The task is challenging, though, as supervision is not perfect. Indeed, while we are trying to learn, for each input \( x \) a conditional distribution \( p(y|x) \), we only observe one
realization of $y$. A pair $(x, y)$ from the dataset provides a positive example but doesn’t account for other unobserved possible realizations and therefore cannot directly serve to evaluate predictions.

Note that one strategy for sampling different outcomes, popularized by PixelCNN (Oord et al. 2016), is to treat the high-dimensional output as a sequence of scalar outputs. This changes the problem of generating one high-dimensional outcome to that of performing one (self-)supervised small prediction at a time for each dimension of the output space. This method still doesn’t model the whole distribution explicitly, as it would require exploring all branches for each prediction step in the sequence, but are able to produce high-quality outputs in exchange for a steep computational cost. We focus instead on methods based on deep generative models that are faster by orders of magnitude than PixelCNN-based ones.

In this chapter, we discuss models that are able to perform stochastic predictions for high-dimensional structured data, such as images and videos. We present our contribution to two application domains with their own additional challenges and difficulties. The first domain, multi-view data, consists in combining multiple sources of information and have to deal with possibly missing views. In the second domain, videos, we have to capture the complex dynamics to correctly predict. We organize the chapter as follows: In Section 3.1, we present a first contribution that explored the feasibility of this approach for high-dimensional data. We introduce a framework for stochastic prediction, show how to account for uncertainty using stochastic embeddings and demonstrate the applicability of the concept on a high-dimensional dataset. In Section 3.2, we present with a second contribution a practical method for stochastic video prediction that takes advantage of recent developments in the field and demonstrated state-of-the-art performances on multiple challenging video datasets.

Those work have led to two publications:


3.1 Multi-view Bidirectional-GAN

In a first contribution, we designed a method to sample diverse possible outputs using a stochastic latent space. Assuming that additional information should reduce the uncertainty over the outputs, we were able to build a system that can perform stochastic predictions and whose behavior is consistent when more information is added (Figure 3.1). We apply this model to multi-view data, as it allows us to tackle a set of interesting challenges in machine learning in general while having direct real-life impact and applications.

Indeed, many concrete applications involve multiple sources of information generating different views on the same object (Cesa-Bianchi et al. 2010). If we consider human activities, for example, GPS values from a mobile phone, navigation traces over the Internet, or even photos published on social networks are different views on a particular user. In multimedia applications, views can correspond to different modalities (Atrey et al. 2010) such as sounds, images, videos, and sequences of previous frames.

Challenges associated with multi-view settings are multiple. First, how to integrate and take advantage of the complementarity of views? Different works have explored how to effectively fusion views in a deep architecture (Ben-younes et al. 2019; Bordes et al. 2019; Ngiam et al. 2011; Srivastava et al. 2012; Wang et al. 2015). Secondly, how to handle the fact that some views might be missing? Ideally, a model should be robust to the absence of some views.
This section is organized as follows: Section 3.1.1 presents our model, Section 3.1.2 gives practical implementation choices, Section 3.1.3 shows our results and Section 3.1.4 discusses follow-ups of this work.

3.1.1 Model

In the following, we formalize our task and introduce notations and then present the general idea of our approach. We then translate the idea into a learning objective using adversarial losses, before discussing aggregation schemes for multi-view data. Finally, we explain how we stabilize our model by forcing a consistency of latent representations when views are missing.

Notations and task. Let us denote $\mathcal{X}$ the space of objects $x$ on which different views will be acquired, $V$ the number of possible views and, $x_k$ the $k$-th view over $x$. As some of the views can be missing, we represent a subset of views $v = \{x_k |$ the $k$-th is available for object $x\}$. As each object $x$ is associated with a target prediction $y \in \mathcal{Y}$ in a dataset, the objective is to estimate the distributions $p(y|v)$ for each available set of views $v$. As all views $x_k$ and target $y$ are possibly high-dimensional, we use the stochastic prediction framework and aim to learn an implicit distribution from which we can sample diverse predictions. For instance, $v$ could be a set of partial observations extracted from an image and the target $y$ could be the full image, including unobserved parts.

General idea. The basic idea behind our approach is to jointly learn an encoder $E$ and a decoder $G$ that are respectively a mapping between the output space to a latent space and its inverse, as well as an encoder $H$ that estimates a distribution over this latent space for a set of views $v$ given as input. This setting would allow the sampling of different possible outcomes by decoding multiple latent representations sampled from the conditional distribution. To this setup, we add an assumption, that is that views are complementarity, or in other words, each views allow the reduction of the uncertainty over the output. These behaviors are illustrated in Figure 3.2.

Training objectives. To implement and train these functions, we need two distinct objectives. The first objective is to learn a bidirectional mapping between the latent space and the output space. To do so, we use the Bidirectional-GAN framework presented in Chapter 2. Accordingly, we introduce a discriminator $D_1$ that is used to match joint distributions $p_E(z, y) = p(y)p_E(z|y)$ and $p_G(z, y) = p(z)p_G(y|z)$ with the following minimax objective:

$$\min_{G,E} \max_{D_1} \mathbb{E}_{x,z \sim p_E(x,z)} [\log D_1(x, z)] + \mathbb{E}_{x,z \sim p_G(x,z)} [1 - \log D_1(x, z)]. \quad (3.1)$$
Figure 3.2 – Inputs (sets of views) and outputs are embedded as distributions in the same shared latent space. \( H \) is used to encode a set of views into a distribution in the latent space. It is then possible to sample multiple vectors \( z \) from this distribution that can then be decoded by \( G \) to the corresponding outputs.

The second objective is to learn the mapping between the input space (the views) and the latent space. This mapping needs to be consistent with the previously mentioned one: Given a pair \((v, y)\) from the dataset, we wish a latent representation \( z \) sampled from \( p_H(z|v) \) to be similar to one from \( p_E(z|y) \). We define two joint distributions over \( v \) and \( z \):

\[
\begin{align*}
p_H(v, z) &= p_H(z|v)P(v) \\
p_E(v, z) &= \sum_y p_E(z|y)p(v, y).
\end{align*}
\]  

Minimizing the Jensen-Shanon divergence between these two distributions is equivalent to solving the following adversarial problem against a second discriminator \( D_2 \):

\[
\min_{E, H} \max_{D_2} \mathbb{E}_{v, z \sim p_E(v, z)} \left[ \log D_2(v, z) \right] + \mathbb{E}_{v, z \sim p_H(v, z)} \left[ 1 - \log D_2(v, z) \right].
\]  

Also, as we want \( H \) to output a distribution over the latent space, we model \( p_H(z|v) \) as a distribution \( \mathcal{N}(\mu_H(v), \sigma_H(v)) \) whose parameters \( \mu_H(v) \) and \( \sigma_H(v) \)
Figure 3.3 – Overview of the adversarial losses. The top part is similar to BiGAN and matches the output space to the latent space via the bidirectional mapping $E$ and $G$. The bottom part matches the embedding for the views obtained by $H$ to the embedding for the corresponding target obtained by $E$. 
are obtained by forwarding input $v$ through the learned function $H$. By merging the two objectives, we obtain the following learning problem:

$$
\min_{G,E,H} \max_{D_1,D_2} \mathbb{E}_{y,z \sim p_{E}(y,z)}[\log D_1(y, z)] + \mathbb{E}_{y,z \sim p_{G}(y,z)}[1 - \log D_1(y, z)] + \\
\mathbb{E}_{v,z \sim p_{E}(v,z)}[\log D_2(v, z)] + \mathbb{E}_{v,z \sim p_{H}(v,z)}[1 - \log D_2(v, z)].
$$

This pipeline is illustrated in Figure 3.3.

**Aggregation of views.** As we consider the problem of computing an output distribution conditioned by multiple different views, encoder $H$ needs to aggregate the different views into a single representation. Possible strategies can range from the very simple sum/average pooling to more complex schemes using recurrent networks for example. We opted for a basic sum-pooling solution detailed in Figure 3.4.

Note that our model is trained based on datasets where all the views are available for each data point. In order to generate examples where only subsets of views are available, the ideal procedure would be to consider all the possible subsets of views. Due to the number of data points that would be generated by such a procedure, we build random sequences of incremental sets of views and enforce the KLD regularization over successive sets.

**Uncertainty reduction assumption.** However, the previous idea suffers from a very high instability when learning, as it is usually noted with complex GANs architectures. In order to stabilize our model, we propose to add a regularization based on the idea that adding new views to an existing subset of views should reduce the uncertainty over the outputs. Indeed, under the assumption that views are consistent one another, adding a new view should allow to refine the predictions and reduce the variance of the distribution of the outputs.

Let us consider an object $x$ observed via two sets of views, $v$ and $v'$, so that $v \subset v'$. Then, $v'$ have more information than $v$ over $x$ has it contains at least all the views that are in subset $v$. Intuitively, $p(x|v')$ should be “included” in $p(x|v)$, in the sense that any $x$ that is likely given $v'$ is also likely given $v$. In our model, since we assume a deterministic bidirectional mapping between $y$ and $x$, this can be enforced at a latent level by minimizing $D_{KL}(p(z|v')||p(z|v))$. By assuming those two distributions are diagonal gaussian distributions the KLD can be computed in close-form as in Equation 2.2 and differentiated w.r.t. the parameters of all involved functions. Note that this divergence is computed on the estimation made by the function $H$ and will act as a regularization over the latent conditional distributions.
Figure 3.4 – Detail of the implementation used for $H$. View aggregation is a sum of linear transformations from each view’s space. A Multi-Layer Perceptron (MLP) with one hidden layer and ReLU activations then transform the aggregate into the parameters of $p_H(z|v)$. The hidden layer of this MLP also uses batch-normalization. The output layer has a tanh activation for $\mu$ and a negative exponential linear unit for $\sigma^2$.

The final objective function of the MV-BiGAN can be written as:

$$
\min_{G,E,H} \max_{D_1,D_2} \mathbb{E}_{y,z \sim p_E(y,z)} [\log D_1(y, z)] + \mathbb{E}_{y,z \sim p_G(y,z)} [1 - \log D_1(y, z)] + \\
\mathbb{E}_{v,z \sim p_E(v,z)} [\log D_2(v, z)] + \mathbb{E}_{v,z \sim p_H(v,z)} [1 - \log D_2(v, z)] + \\
\lambda \cdot \mathbb{E}_{x \sim p(x)} \sum_{v' \subset v} D_{KL}(p_H(z|v')||p_H(z|v)),
$$

(3.5)

where $\lambda$ controls the strength of the regularization.

### 3.1.2 Implementation choices

This section presents the different architectures we use to implement the different functions $E, G, H, D_1$ and $D_2$, and the hyperparameters for learning our models. Implementations were made using the LUA Torch7 framework and experiments conducted on an Nvidia Tesla K20m GPU device.

**Neural architectures.** Our experiments are mostly performed on variations of the MNIST handwritten digits dataset (LeCun et al. 1998). On those experiments, the generator function $G$ is a MLP with three hidden layers. The second and the
Table 3.1 – Convolution architectures used in our experiments on the CelebA dataset. The top part is used for encoding images into the aggregation space. The bottom part is used in G to generate images from a vector $z$.

third hidden layers are followed by batch normalizations and ReLUs while the output layer uses a sigmoid. The discriminator $D_1$ is composed of three fully connected layers with batch normalization at the third layer. A sigmoid is applied to the outputs. The vector $z$ is concatenated to the representation at the second layer. The encoding network $E$ and discriminator $D_2$ are very similar to the view encoder $H$ that is detailed in Figure 3.4. The only differences are that $D_2$ uses a sigmoid as output activation and concatenates $z$ after the aggregation step. Hidden layers in generator $G$ or encoder networks $E$ and $H$ are of dimension 1500 and are followed by ReLUs non-linearities while leaky-ReLUs with slope 0.2 are used in the discriminator. Latent representations $z$ are of size 128.

**Optimization scheme.** Models are optimized using a stochastic gradient descent method with mini-batches of size 128 over 300 epochs. In an adversarial fashion, we first update the discriminator networks $D_1$ and $D_2$, then we update the generator and encoders $G$, $E$ and $H$ with gradient steps in opposite directions. As with most other implementation of GAN-based models, we find that using the Non-Saturating adversarial objective proposed by Goodfellow et al. 2014 for $E$, $G$ and $H$ instead of the minimax objective leads to more stable training. For the gradient descent, we used Adam (Kingma et al. 2015) update procedure with standard hyperparameters $\beta_1 = 0.5$, $\beta_2 = 10^{-3}$ and a learning rate of $2 \cdot 10^{-5}$.

**Convolutional variant.** We also performed additional experiments using the CelebA dataset of faces (Liu et al. 2015). On that dataset, we used convolutional encoders, generators, discriminators similar to that popularized by DCGAN
(Radford et al. 2016), and described in table 3.1, to encode and decode images. For attribute vectors, we kept linear transformations. For discriminators, the convolution network is followed by a hidden fully connected layer before the output layer and $z$ is concatenated at this hidden fully connected level. As in the MNIST experiments, the discriminator $D_2$ is similar to $E$ and $H$, and $z$ is concatenated directly at the aggregation level. Aggregation space is of size 1000. $\lambda$ is set to $10^{-3}$, and mini-batches size is 16. The model has been trained for 15 epochs.

3.1.3 Results

We evaluated our model qualitatively on three different types of experiments and two different datasets. The first dataset we experimented on is the MNIST dataset of handwritten digits. Experiments on MNIST are used to illustrate the ability of the MV-BiGAN to handle different subsets of views and to update its prediction when integrating new incoming views. The second dataset is the CelebA dataset, composed of both images of faces and corresponding attributes. We used to show how MV-BiGAN can deal with heterogeneous views. We present here our experiments and results.

MNIST, 4 views. We consider the problem where 4 different views can be available, each view corresponding to a particular quarter of the final image to predict – each view is a vector of $\mathbb{R}^{(14 \times 14)}$. The MV-BiGAN is used here to recover the original image. The model is trained on the MNIST training digits, and results are provided on the MNIST testing dataset.

Figure 3.5 illustrates the results obtained for some digits. In this figure, the second column displays the input (the subset of views), while the third shows predicted outputs sampled by MV-BiGAN. An additional view is added between each row. This experiment shows that when new views are added, the diversity in the predicted outputs decreases due to the KLD constraint introduced in the model, which is the desired behavior i.e. more information implied less variance. When the KLD constraint is removed (Figure 3.6), the diversity of outcomes remains important even if many views are provided to the model. This illustrates the importance of the KLD regularization term in the MV-BiGAN objective.

MNIST, sequence of incoming views. We present in Figure 3.7 another set of experiments in which the views correspond to images with missing values (missing values are replaced by 0.5). This can be viewed as a data imputation problem. Here also, the behavior of the MV-BiGAN exhibits interesting properties: the model is able to predict the desired output as long as enough information has been provided. When only non-informative views are provided, the model
Figure 3.5 – Results of the MV-BiGAN on sequences of views. On each row, the first column corresponds to the ground-truth target, the second to the set of provided views, while the third columns correspond to possible predictions according to MV-BiGAN. In each block of three rows, the first row uses only one view as input, the second and the third rows each add one more view to the input from the previous row.
Figure 3.6 – Comparaison between MV-BiGAN with (top) and without (bottom) KL-constraint.

Figure 3.7 – MV-BiGAN outputs (all columns except the first) with sequences of incoming views (first column). Here, each view is a $28 \times 28$ matrix. The successive views are added at each row. Values are between 0 and 1 with missing values replaced by 0.5.
produces highly diverse digits. The diversity decreases when new information is added.

**CelebA, integrating heterogeneous information.** At last, the third experiment aims at measuring the ability of MV-BiGAN to handle heterogeneous inputs. We consider two views: (i) the attribute vector containing information about the person in the picture (such as hair color and gender), and (ii) an incomplete face picture. Figure 3.8 illustrates the results. The first line corresponds to the faces generated based on the attribute vector. One can see that the attribute information has been captured by the model: for example, the gender of the generated face looks correct showing that MV-GAN has captured this information from the attribute vector. The second line corresponds to the faces generated when using the incomplete face as an input. One can also see that the generated outputs are “compatible” with the incomplete information provided to the model. But the
performing stochastic predictions
attributes are not considered (for example, faces of both genders are generated). At last, the third line corresponds to images generated based on the two partial views (attributes and incomplete face) which are close to the ground-truth image (bottom left). However, in this set of experiments, MV-BiGAN’s training is instable, and the quality of the generated faces is still not satisfying.

3.1.4 Follow-ups

We have presented the MV-BiGAN model for estimating conditional densities and handle multi-view inputs. The MV-BiGAN model is able to both handle subsets of views, but also to update its prediction when new views are added. It is based on the idea that the uncertainty of the prediction must decrease when additional information is provided. This idea is handled through a KLD constraint in the latent space. With this work, we showed that generative models could be used for stochastic predictions in a Multi-view setting. The obvious drawbacks of this method are that it is heavy as it requires 5 networks trained by combining two adversarial losses, which make it very unstable. Also, on the CelebA dataset, we can observe mismatches between input images and outputs that are comparable to those we can obtain using vanilla bidirection-GANs as an auto-encoder. This indicates that the BiGAN framework is not ideal for this task. Subsequent works in adversarial multi-view modeling have proposed lighter models instead (Sun et al. 2018; Xuan et al. 2018) and obtained significant improvement.

In this work, we also started to explore stochastic prediction from a stream of data. The natural next step was to tackle video data, and especially video prediction. We further investigate this theme in the next section. As the field gained in maturity, we were able to build on many recently introduced ideas to propose a model that achieve state-of-the-art for video prediction (Franceschi et al. 2020).

3.2 Stochastic Latent Residual Video Prediction

A natural application for stochastic prediction is for video data. The task, which consists in predicting the future of a video from a few conditioning frames in a self-supervised manner, has many applications in fields such as reinforcement learning (Gregor et al. 2019) or robotics (Babaeizadeh et al. 2018). It poses two distinct challenges, that are to correctly restitute high dimensional visual data and to capture complex dynamic representations of the world. The task has received a lot of attention in the computer vision community, but most of the proposed methods are deterministic and fail to account for the inherent uncertainty in video dynamics.
The combination of these two challenges with the inherent difficulty of stochastic prediction explains why stochastic video prediction has only very recently become an accessible task for researchers to tackle. A first family of work for stochastic video prediction adopts the PixelCNN approach designed for image generation, modeling frames as sequences of pixels (Oord et al. 2016; Kalchbrenner et al. 2017). In this framework, frame prediction is decomposed as a sequence of self-supervised classification tasks that consist in estimating a single pixel value knowing all previously generated pixels. This requires careful design of complex temporal generation schemes manipulating high-dimensional data, thus inducing a very high temporal generation cost.

More compute efficient continuous models rely on VAEs for the inference of low-dimensional latent state variables. Except for Xue et al. 2016 who learns a one-frame-ahead VAE using a stochastic representation of optical flow, those approaches model sequence stochasticity by incorporating a random latent variable per frame into a deterministic Recurrent Neural Network (RNN)-based model. Babaeizadeh et al. 2018, for instance, integrates stochastic variables into the ConvLSTM (Shi et al. 2015) architecture of Finn et al. 2016.

In those works, as in a standard VAE, the stochastic variable $z$ is sampled from an approximated posterior $q_\psi(z|x,y)$ that is given both the condition frames $x$ and the target frames $y$ during training time, while it is sampled from a fixed prior fixed distribution $p(z)$ to predict at test time. The VAE objective matches the two distributions by minimizing the KLD. However, this often results in a large discrepancy between the behavior of $z$ during training and testing. In our previously mentioned work that used adversarial training, we avoid this discrepancy by introducing a learned distribution $p(z|x)$ that minimizes the KLD. In a VAE framework, this simply means using a learned prior $p_\phi(z|x)$ instead of a fixed prior $p(z)$.

In the context of prediction for low-dimensional time-series (such as speech and handwriting), Chung et al. 2015 had proposed VRNN, a sequential VAE where the prior is learned. Their model is based on a Long-Short Term Memory (LSTM) that learns an aggregated embedding of multiple frames and of the previous realizations of the stochastic latent variable. This embedding is used to compute all three components (the prior distribution $p_\phi(z|x)$, the posterior distribution $q_\psi(z|x,y)$, and the recognition model $p_\phi(x|z)$) for the next prediction step. Stochastic video prediction using a learned prior was popularized by Denton et al. 2018, who proposed SVG, a sequential VAE with learned prior that decoupled the dynamics of the three components by using three distinct LSTMs. Lee et al. 2020 uses the VAE with a learned prior framework and combines it with both adversarial training and the use of convLSTM architectures, resulting in SAVP, a model that produces sharper predictions at the cost of a drop in their diversity.

In this context, we propose SRVP, a novel implementation of a sequential VAE with a learned prior. The main specificity of our work is that the dynamic model
is fully latent, which allows us to better separate the dynamic component and the image synthesis component. Indeed, while most models for video prediction handles separately the temporal dynamics modeling and image restitution parts of the task, the two components are still linked by the fact that they feed their predictions back into the latent space to predict the subsequent frames. This image-autoregressive process ties the frame synthesis and temporal processes together, as the dynamics now depends on the generated frames. Being fully latent, our process doesn’t need any generated frames to compute the dynamics, but instead capture the complete state of the dynamic in the latent vector. Such state-space models have been shown to be useful for reinforcement learning applications (Gregor et al. 2019), and are more interpretable than image-autoregressive models (Rubanova et al. 2019). However, they are more difficult to train and requires non-trivial inference schemes (Krishnan et al. 2017) or a careful design of the dynamic model (Karl et al. 2017). This leads the most successful state-space models to only be evaluated on small or artificial toy tasks. Our work overcomes this issue by drawing from recent findings that links residual networks to first-order schemes for ordinary differential equations (Chen et al. 2018d). We design a dynamic component that determines the temporal evolution of the system through residual updates of the latent state, conditioned on learned stochastic variables. This dynamic component effectively governs the prior latent distribution of the stochastic variable as well as the reconstruction network. This formulation allows us to implement an efficient training strategy and process in an interpretable manner complex high-dimensional data such as videos, outperforming current state-of-the-art on multiple representative datasets.

This section is organized as follows: We present our model for stochastic video prediction in Section 3.2.1. The experimental setup is presented in Section 3.2.2, followed by results in Section 3.2.3.

### 3.2.1 Model

We consider the task of stochastic video prediction, consisting in estimating, given a number of conditioning video frames, the distribution of possible future frames given this conditioning. To this end, we propose a novel temporal latent residual model. This model has two components: one for the stochastic dynamic and the other for the static contents (such as background and shapes of objects). We describe in the following those two components before detailing the variational inference and neural architectures.

**Stochastic Dynamic Model**

Let $x_{1:T}$ be a sequence of $T$ video frames. We model their evolution by introducing latent variables $h_t$ that are driven by a dynamic temporal model. Each
Figure 3.9 – (a), (b) Proposed generative and inference models. Diamonds and circles represent, respectively, deterministic and stochastic states.

Figure 3.10 – Model and inference architecture on a test sequence. On the left, inference on conditioning frames is represented, with the transparent block representing the prior. On the right is the generation process for extrapolation, and transparent blocks correspond to the full inference performed at training time. $c$ and $g$ are deep CNNs, and other named networks are MLPs.
frame $x_t$ is then generated from the corresponding latent state $h_t$ only, making the dynamics independent from the previously generated frames.

We propose to model the transition function of the latent dynamic of $h$ with a stochastic residual network. State $h_{t+1}$ is chosen to deterministically depend on the previous state $h_t$, conditionally to an auxiliary random variable $z_{t+1}$. These auxiliary variables encapsulate the randomness of the video dynamics. They have a learned factorized Gaussian prior that depends on the previous state only. The model is depicted in Figure 3.9a and defined as follows:

$$
\begin{align*}
    h_1 &\sim \mathcal{N}(0, I), \\
    z_{t+1} &\sim \mathcal{N}(\mu_\theta(h_t), \sigma_\theta(h_t)I), \\
    z_{t+1} &\sim \mathcal{N}((\mu_\theta(h_t), \sigma_\theta(h_t)I), \\
    h_{t+1} &\sim f_\theta(h_t, z_{t+1}), \\
    x_t &\sim \mathcal{G}(g_\theta(h_t)),
\end{align*}
$$

where $\mu_\theta, \sigma_\theta, f_\theta$ and $g_\theta$ are neural networks, and $\mathcal{G}(g_\theta(h_t))$ is a probability distribution parameterized by $g_\theta(h_t)$. In our experiments, $\mathcal{G}$ is a normal distribution with fixed diagonal variance and mean $g_\theta(h_t)$. Note that $h_1$ is assumed to have a standard Gaussian prior, and, in our VAE setting, will be inferred from conditioning frames for the prediction task.

The residual update rule takes inspiration in the Euler discretization scheme of differential equations, as the state of the system $h_t$ is updated by its first-order movement, i.e., the residual $f_\theta(h_t, z_{t+1})$. Compared to a regular RNN, this simple principle makes our temporal model lighter and more interpretable. Note that equation 3.6, however, differs from a discretized ODE because of the introduction of the stochastic discrete-time variables $z$. These considerations, outside our scope, are further discussed and validated in Franceschi et al. 2020.

**Content Variable**

Some components of video sequences can be static, such as the background or shapes of moving objects. They may not impact the dynamics; we, therefore, model them separately, in the same spirit as Denton et al. 2017 and Li et al. 2018. We compute a content variable $w$ that remains constant throughout the whole generation process and is fed together with $h_t$ into the frame generator. It enables the dynamical part of the model to focus only on movement, hence being lighter and more stable. Moreover, it allows us to leverage advances in neural network architectures, such as skip connections (Ronneberger et al. 2015), to produce more realistic frames.
This content variable is a deterministic function $c_\psi$ of a fixed number $k < T$ of frames $x_c^{(k)}$:

$$
\begin{align*}
\begin{cases}
  x_c^{(k)} = x_{i_1}, \ldots, x_{i_k}, & w = c_\psi(x_c^{(k)}) \\
x_t & \sim G(g_\theta(h_t, w))
\end{cases}
\end{align*}
$$

(3.7)

During testing, $x_c^{(k)}$ are the last $k$ conditioning frames (usually between 2 and 5).

This content variable is not endowed with any probabilistic prior, contrary to the dynamic variables $h$ and $z$. Hence, the information it contains will not be constrained in the loss function, but only architecturally. To prevent temporal information from leaking in $w$, we propose to uniformly sample these $k$ frames within $x_1:T$ during training. We also design $c_\psi$ as a permutation-invariant function, which is done by using a MLP fed with the sum of individual frame representations.

This absence of prior and its architectural constraint allows $w$ to contain as much non-temporal information as possible while preventing it from containing dynamic information. On the other hand, due to their strong standard Gaussian priors, $h$ and $z$ are encouraged to discard any unnecessary information. Therefore, $h$ and $z$ should only contain temporal information that could not be captured by $w$.

Variational Inference and Architecture

Following the generative process depicted in Figure 3.9a, the conditional joint probability of the full model, given a content variable $w$, can be written as:

$$
p(x_1:T, z_2:T, h_1:T | w) = p(h_1) \prod_{t=2}^{T} p(z_t | h_{t-1}) \prod_{t=1}^{T} p(x_t | h_t, w),
$$

(3.8)

with

$$
p(z_t, h_t | h_{t-1}) = p(z_t | h_{t-1}) p(h_t | h_{t-1}, z_t).
$$

(3.9)

According to the expression of $h_{t+1}$ in Equation 3.6, $p(h_t | h_{t-1}, z_t) = \delta(h_t - h_{t-1} - f_\theta(h_{t-1}, z_t))$, where $\delta$ is the Dirac delta function centered on 0. Thus, to optimize the likelihood of the observed videos $p(x_1:T | w)$, we need to infer latent variables $h_1$ and $z_2:T$. This is done by deep variational inference using the inference model parameterized by $\phi$ and shown in Figure 3.9b, which comes down to considering a variational distribution $q_{Z,H}$ defined and factorized as follows:

$$
q_{Z,H} \triangleq q(z_2:T, h_1:T | x_1:T, w) = q(h_1 | x_{1:k}) \prod_{t=2}^{T} q(z_t | x_{1:t}) q(h_t | h_{t-1}, z_t),
$$

(3.10)

$$
= p(h_t | h_{t-1}, z_t)
$$
with \( q(h_t|h_{t-1}, z_t) = p(h_t|h_{t-1}, z_t) \) being the aforementioned Dirac delta function. This yields the following \( \text{ELBO} \):

\[
\log p(x_{1:T}|w) \geq \mathcal{L}(x_{1:T}; w, \theta, \phi) \triangleq -D_{\text{KL}}(q(h_1|x_{1:k})||p(h_1)) + \mathbb{E}_{(\tilde{z}_{2:T}, h_{1:T}) \sim q_{Z,H}} \left[ \sum_{t=1}^{T} \log p(x_t|\tilde{h}_t, w) - \sum_{t=2}^{T} D_{\text{KL}}(q(z_t|x_{1:t})||p(z_t|h_{t-1})) \right]. \tag{3.11}
\]

The sum of \( \text{KLD} \) expectations implies to consider the full past sequence of inferred states for each time step, due to the dependence on conditionally deterministic variables \( h_{2:T} \). However, optimizing \( \mathcal{L}(x_{1:T}; w, \theta, \phi) \) with respect to model parameters \( \theta \) and variational parameters \( \phi \) can be done efficiently by sampling a single full sequence of states from \( q_{Z,H} \) per example, and computing gradients by backpropagation through all inferred variables, using the reparameterization trick. We classically choose \( q(h_1|x_{1:k}) \) and \( q(z_t|x_{1:t}) \) to be factorized Gaussians so that all \( \text{KLDs} \) can be computed analytically.

We include an \( \ell_2 \) regularization term on residuals \( f_{\theta} \) which stabilizes the temporal dynamics of the residual network, as noted by Behrmann et al. 2019 and Rousseau et al. 2019. Given a set of videos \( \mathcal{X} \), the full optimization problem, where \( \mathcal{L} \) is defined as in Equation 3.11, is then given as:

\[
\arg\max_{\theta, \phi, \psi} \sum_{x \in \mathcal{X}} \left[ \mathbb{E}_{x^{(k)}_c} \mathcal{L}(x_{1:T}; e_{\psi}(x^{(k)}_c), \theta, \phi) - \lambda \cdot \mathbb{E}_{(\tilde{z}_{2:T}, h_{1:T}) \sim q_{Z,H}} \sum_{t=2}^{T} ||f_{\theta}(h_{t-1}, z_t)||_2 \right]. \tag{3.12}
\]

Figure 3.10 depicts the full architecture of our temporal model, corresponding to how the model is applied during testing. The first latent variables are inferred with the conditioning framed and are then predicted with the dynamic model. In contrast, during training, each frame of the input sequence is considered for inference, which is done as follows. Firstly, each frame \( x_t \) is independently encoded into a vector-valued representation \( \tilde{x}_t \), with \( \tilde{x}_t = e_{\phi}(x_t) \). \( h_1 \) is then inferred using a MLP on the first \( k \) encoded frames \( \tilde{x}_{1:k} \). Each \( z_t \) is inferred in a feed-forward fashion with a LSTM on the encoded frames. Inferring \( z \) this way experimentally performs better than inferring them from the whole sequence \( x_{1:T} \). We hypothesize that this follows from the fact that this filtering scheme is closer to the prediction setting, where the future is not available.

### 3.2.2 Experimental Setup

We evaluate our model on four metrics and four standard stochastic video prediction datasets. We present in this section, in order, the different metrics, the baseline models we compare against, the datasets of videos we use in our evaluation, and all implementation details and hyperparameters.
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Metrics

The stochastic nature and novelty of the task of stochastic video prediction make it challenging to evaluate (Lee et al. 2020): since videos and models are stochastic, comparing the ground truth and a predicted video is not adequate. We thus adopt the standard approach (Denton et al. 2018; Lee et al. 2020) consisting in, for each test sequence, sampling from the tested model a given number (here, 100) of possible futures and reporting the best performing sample against the true video. We report this discrepancy for three commonly used metrics: Peak Signal-to-Noise Ratio (PSNR, *higher is better*), Structured Similarity (SSIM, *higher is better*), and Learned Perceptual Image Patch Similarity (LPIPS, *lower is better*) (Zhang et al. 2018). PSNR greatly penalizes errors in predicted dynamics, as it is a pixel-level measure derived from the $l_2$ distance, but might also favor blurry predictions. SSIM rather compares local frame patches to circumvent this issue but loses some dynamics information. LPIPS compares images through a learned distance between activations of deep CNNs trained on image classification tasks, and have been shown to better correlate with human judgment on real images. Finally, the recently proposed Fréchet Video Distance (FVD, *lower is better*) (Unterthiner et al. 2018) aims at directly comparing the distribution of predicted videos with the ground truth distribution through the representations computed by a deep CNN trained on action recognition tasks. It has been shown, independently from LPIPS, to better capture the realism of predicted videos than PSNR and SSIM. We treat all four metrics as complementary, as they capture different scales and modalities.

Baselines

We compare our method against several state-of-the-art models in video prediction. Our baseline models are SV2P (Babaeizadeh et al. 2018), SVG (Denton et al. 2018), SAVP (Lee et al. 2020), and StructVRNN (Minderer et al. 2019). SV2P is the first to use the reparameterization trick and KLD to learn stochastic video generation models. In essence, it alters a sequential generative model proposed by Bayer et al. 2014 and adapts it for image processing by replacing the RNN with ConvLSTMs (Shi et al. 2015) and adding a specific masking module for handling static backgrounds. The other works adopt the VAE with a learned prior in different implementations: SVG decouple the dynamics of each component (prior, posterior and decoding) by using three LSTMs, SAVP combines VRNN with an adversarial loss and a ConvLSTM, and StructVRNN applies a transformation from pixel space to the much smaller key-points space in which they train the VRNN Chung et al. 2015 dynamic model. Our own approach aims to learn better dynamics by having the prior and the prediction models share a single residual dynamic model.
Datasets

Stochastic Moving MNIST (SM-MNIST). This dataset consists in one or two MNIST digits (LeCun et al. 1998) of size 28 × 28 moving linearly within a 64 × 64 frame and randomly bounce against its border, sampling a new direction and velocity at each bounce (Denton et al. 2018). We use the same settings as Denton et al. 2018, train all models on 15 timesteps, condition them at test time on 5 frames, and predict at 20 frames. Note that we adapted the dataset to sample more coherent bounces: the original dataset computes digit trajectories that are dependent on the chosen framerate, unlike our corrected version of the dataset. We consequently retrained SVG on this dataset, obtaining comparable results as those originally presented by Denton et al. 2018. Test data were produced by generating two trajectories for each digit, and pairwise combining these trajectories to produce 10000 testing sequences that each contains two digits.

KTH Action dataset (KTH). This dataset is composed of real-world 64 × 64 videos of 25 people performing one of six actions (walking, jogging, running, boxing, handwaving and, handclapping) in front of different backgrounds (Schülldt et al. 2004). Uncertainty lies in the appearance of subjects, the action they perform and how they are performed. We use the same settings as Denton et al. 2018, train all models on 20 timesteps, condition them at test time on 10 frames, and predict 30 frames. The training set is formed with actions from the first 20 subjects, the remaining five being used for testing. Training is performed by sampling sub-sequences of size 20 in the train set. The test set is composed of 1000 randomly sampled sub-sequences of size 40.

Human3.6M. This dataset is also made of videos of subjects performing various actions (Ionescu et al. 2011; Ionescu et al. 2014). While there are more actions and details to capture with less training subjects than in KTH, the video backgrounds are less varied, and subjects always remain within the frames. We use the same settings as Minderer et al. 2019, train all models on 16 timesteps, condition them at test time on 8 frames, and predict 45 frames. Videos used in our experiment are subsampled from the original videos at 6.25Hz, center-cropped from 1000 × 1000 to 800 × 800 and resized using the Lanczos of the Pillow library filter to 64 × 64. The training set is composed of videos of subjects 1, 5, 6, 7, and 8, and the testing set is made from subjects 9 and 11; videos showing more than one action, marked by “ALL” in the dataset, are excluded. The test set is composed of 1000 randomly sampled sub-sequences of size 40 from the testing videos.

BAIR robot pushing dataset (BAIR). This dataset contains 64 × 64 videos of a Sawyer robotic arm pushing objects on a tabletop (Ebert et al. 2017). It is highly stochastic as the arm can change its direction at any moment. We use the same
settings as Denton et al. 2018, train all models on 12 timesteps, condition them at test time on 2 frames, and predict 28 frames. Training and testing sets are the same as those used by Denton et al. 2018.

Implementation Details

Framework and material. We used Python 3.7.6 and PyTorch 1.4.0 (Paszke et al. 2019) to implement our model. Each model was trained on a Nvidia GPUs with CUDA 10.1 in mixed-precision training using Apex.¹

Encoder and decoder architecture. Both \( g_\theta \) and \( e_\phi \) are chosen to have different architectures depending on the dataset. We used the same architectures as in Denton et al. 2018: a DCGAN discriminator and generator architecture (Radford et al. 2016) for Moving MNIST, and a VGG16 (Simonyan et al. 2015) architecture (mirrored for \( e_\phi \)) for BAIR and KTH. In both cases, the output of \( e_\phi \) (i.e., \( \tilde{x} \)) is a vector of size 128, and \( g_\theta \) and \( e_\phi \) weights are initialized using a centered normal distribution with a standard deviation of 0.02.

For the Moving MNIST dataset, the content variable \( w \) is obtained directly from \( \tilde{x} \) and is thus a vector of size 128. For KTH, Human3.6M, and BAIR, we supplement this vectorial variable with skip connections from all layers of the encoder \( g_\theta \) that are then fed to the decoder \( e_\phi \) to handle complex backgrounds. For Moving MNIST, the number of frames \( k \) used to compute the content variable is 5; for KTH and Human3.6M, it is 3; for BAIR, it is 2.

LSTM architecture. The LSTM used for all datasets has a single layer of LSTM cells with a hidden state size of 256.

MLP architecture. All MLPs used in inference (with parameters \( \phi \)) have three linear layers with hidden size 256 and ReLU activations. All MLPs used in the forward model (with parameters \( \theta \)) have four linear layers with hidden size 512 and ReLU activations. Weights of \( f_\theta \), in particular, are orthogonally initialized with a gain of 1.2 for KTH and Human3.6M, and 1.41 for the other datasets, while the other MLPs are initialized with default weight initialization of PyTorch.

Sizes of latent variables. The sizes of the latent variables in our model are the following: for Moving MNIST, \( h \) and \( z \) have size 20; for KTH, Human3.6M, and BAIR, \( h \) and \( z \) have size 50.

Optimization scheme. All models are trained using the Adam optimizer (Kingma et al. 2015) with learning rate \( 3 \times 10^{-4} \) and regularization coefficient \( \lambda = 1 \). The

batch size is chosen to be 128 for Moving MNIST, 100 for KTH and Human3.6M, and 192 for BAIR.

For the Moving MNIST dataset specifically, we follow Higgins et al. 2017 and reweight the KLD term (last term in Equation 3.11) by multiplying it by a factor of 2.

**Fixed variance of the observation.** The variance \( \nu \) used in the observation probability distribution \( G(g_\theta(h)) = N(g_\theta(h), \nu I) \) is chosen as follows:

- for Moving MNIST, \( \nu = 1 \);
- for KTH and Human3.6M, \( \nu = 4 \times 10^{-2} \);
- for BAIR, \( \nu = \frac{1}{2} \).

**Number of optimization steps.** The number of optimization steps is the following for the different datasets:

- Stochastic Moving MNIST: 1 000 000 steps with additional 100 000 steps where the learning rate is linearly decreased to 0;
- KTH: 150 000 steps with additional 50 000 steps where the learning rate is linearly decreased to 0, the final model being chosen among several checkpoints as the one having the best evaluation PSNR (which differs from the test score as we extract from the train set an evaluation set);
- Human3.6M: 325 000 steps with additional 25 000 steps where the learning rate is linearly decreased to 0, the final model being chosen as for KTH;
- BAIR: 1 000 000 steps, with additional 500 000 steps where the learning rate is linearly decreased to 0.

The evaluation sets of KTH and Human3.6M are chosen by randomly selecting 5% of the training videos from the training set.

### 3.2.3 Results

This section exposes the experimental results of our method on four standard stochastic video prediction datasets. We compare our method with state-of-the-art baselines on stochastic video prediction. Furthermore, we qualitatively study the dynamics and latent space learned by our model. Animated video samples are available at [https://sites.google.com/view/srvp/](https://sites.google.com/view/srvp/).

All baseline results are presented only on the datasets on which they were tested in the original articles. They were obtained with pre-trained models released by
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Table 3.2 – Evaluation scores for our model and baselines on the KTH, Human3.6M and BAIR datasets with their 95%-confidence intervals over five different samples from the models. Bold scores indicate the best performing method and, where appropriate, scores whose means lie in the confidence interval of the best performing method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>FVD</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>stochastic</td>
<td>SVG</td>
<td>—</td>
<td>14.45 ± 0.06</td>
<td>0.7070 ± 0.0021</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>—</td>
<td><strong>16.90 ± 0.09</strong></td>
<td><strong>0.7789 ± 0.0025</strong></td>
<td>—</td>
</tr>
<tr>
<td>MMNIST</td>
<td>SV2P</td>
<td>965 ± 17</td>
<td><strong>20.39 ± 0.42</strong></td>
<td><strong>0.8169 ± 0.0110</strong></td>
<td>0.0912 ± 0.0063</td>
</tr>
<tr>
<td></td>
<td>SAVP</td>
<td><strong>152 ± 9</strong></td>
<td>18.44 ± 0.40</td>
<td>0.7886 ± 0.0117</td>
<td><strong>0.0634 ± 0.0048</strong></td>
</tr>
<tr>
<td></td>
<td>SVG</td>
<td>255 ± 4</td>
<td>18.95 ± 0.41</td>
<td>0.8057 ± 0.0116</td>
<td><strong>0.0609 ± 0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>163 ± 4</td>
<td>19.59 ± 0.46</td>
<td><strong>0.8196 ± 0.0110</strong></td>
<td><strong>0.0574 ± 0.0046</strong></td>
</tr>
<tr>
<td>BAIR</td>
<td>SV2P</td>
<td>636 ± 1</td>
<td>28.18 ± 0.39</td>
<td>0.8141 ± 0.0068</td>
<td>0.2049 ± 0.0080</td>
</tr>
<tr>
<td></td>
<td>SAVP</td>
<td>374 ± 3</td>
<td>26.51 ± 0.36</td>
<td>0.7560 ± 0.0083</td>
<td>0.1120 ± 0.0058</td>
</tr>
<tr>
<td></td>
<td>SVG</td>
<td>377 ± 6</td>
<td>28.06 ± 0.34</td>
<td>0.8438 ± 0.0067</td>
<td>0.0923 ± 0.0057</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>222 ± 3</strong></td>
<td><strong>29.69 ± 0.37</strong></td>
<td><strong>0.8697 ± 0.0057</strong></td>
<td><strong>0.0736 ± 0.0036</strong></td>
</tr>
<tr>
<td>KTH</td>
<td>SV2P</td>
<td>556 ± 9</td>
<td>24.56 ± 0.22</td>
<td>0.8868 ± 0.0031</td>
<td>0.0557 ± 0.0019</td>
</tr>
<tr>
<td></td>
<td>SAVP</td>
<td>374 ± 3</td>
<td>26.51 ± 0.36</td>
<td>0.7560 ± 0.0083</td>
<td>0.1120 ± 0.0058</td>
</tr>
<tr>
<td></td>
<td>SVG</td>
<td>377 ± 6</td>
<td>28.06 ± 0.34</td>
<td>0.8438 ± 0.0067</td>
<td>0.0923 ± 0.0057</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>416 ± 5</strong></td>
<td><strong>25.30 ± 0.25</strong></td>
<td><strong>0.9074 ± 0.0028</strong></td>
<td><strong>0.0509 ± 0.0019</strong></td>
</tr>
<tr>
<td>Human 3.6M</td>
<td>StructVRNN</td>
<td>556 ± 9</td>
<td>24.46 ± 0.22</td>
<td>0.8868 ± 0.0031</td>
<td>0.0557 ± 0.0019</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>416 ± 5</strong></td>
<td><strong>25.30 ± 0.25</strong></td>
<td><strong>0.9074 ± 0.0028</strong></td>
<td><strong>0.0509 ± 0.0019</strong></td>
</tr>
</tbody>
</table>

the authors, except those of StructVRNN for which we trained a model using the code and hyperparameters provided by the authors.

Comparisons with Baselines

Evaluation results of our model and baseline are provided in Table 3.2. Overall, our model outperforms comparable methods in the literature on tested datasets.

On the stochastic Moving MNIST dataset, our model outperforms SVG on both PSNR and SSIM; LPIPS and FVD are not reported as they are not relevant for this synthetic task. Decoupling dynamics from image synthesis allows our method to

![Figure 3.11](image)

Figure 3.11 – Conditioning frames and corresponding ground truth and best samples with respect to PSNR from SVG and our method for an example of the SM-MNIST dataset.
performing stochastic predictions

Figure 3.12 – Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst sample from our method, for a video of the KTH dataset. Samples are chosen according to their LPIPS with respect to the ground truth. SVG fails to make a person appear unlike SAVP and our model, and the latter better predicts the subject pose.

maintain temporal consistency despite high-uncertainty frames where crossing digits become indistinguishable. For instance in Figure 3.11, the digits shape changes after they cross in the SVG prediction, while our model predicts the correct digits.

On the KTH Action dataset, we substantially outperform every considered baseline for each metric. In some videos, the subject only appears after the conditioning frames, requiring the model to sample the moment and location of the subject appearance, as well as its action. This critical case is illustrated in Figure 3.12. There, SVG fails to even generate a moving person; only SAVP and our model manage to do so, and our best sample is closer to the subject’s poses compared to SAVP. Moreover, the worst sample of our model demonstrates that it captures the diversity of the dataset by making a person appear at different time steps and different speeds.

On the Human3.6M dataset, we significantly outperform the state-of-the-art StructVRNN model on all metrics. Figure 3.13 shows the dataset challenges; in particular, both methods do not capture well the subject’s appearance. Nonetheless, our model better captures its movements and produces more realistic frames.
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On the BAIR robot pushing dataset, our method achieves similar or better results compared to state-of-the-art models in terms of PSNR, SSIM and LPIPS, except for SV2P that produces very blurry samples, as seen in Figures 3.27-3.29, yielding good PSNR but prohibitive LPIPS scores. Our method’s FVD score is competitive with SAVP whose adversarial loss enables it to better model small objects and outperforms SVG, whose variational architecture is closest to ours, demonstrating the advantage of non-autoregressive methods.

We provide more qualitative comparisons in Figures 3.16-3.29. In particular, Figure 3.18 shows on stochastic MMNIST dataset SVG changing a digit shape in the course of a prediction even though it does not cross another digit, whereas ours maintain the digit shape. We assume that this advantage of ours comes from the latent nature of the dynamic of our model and the use in our of a static content variable that is prevented from containing temporal information. Indeed, even when the best sample from our model is not close to the ground truth of the dataset, like in Figure 3.19, the shapes of the digits are still maintained by our model.

Interpolation of Dynamics

Our state-space structure allows us to learn semantic representations in $h_t$. To highlight this feature, we test whether two Moving MNIST trajectories can be interpolated by linearly interpolating their inferred latent initial conditions. We begin by generating two trajectories $x^s$ and $x^t$ of a single moving digit. We infer their respective latent initial conditions $h^s_1$ and $h^t_1$. We then use our model to gen-
Figure 3.14 – From left to right, \( x^s \), \( \hat{x}^s \) (reconstruction of \( x^s \) by the VAE of our model), results of the interpolation in the latent space between \( x^s \) and \( x^t \), \( \hat{x}^t \) and \( x^t \). Each trajectory is materialized in shades of grey in the frames.

Figure 3.15 – Video (bottom right) generated from the dynamic latent state \( h \) inferred with a video (top) and the content variable \( w \) computed with the conditioning frames of another video (bottom left). The generated video keeps the same background as the bottom left frames, while the subject moves accordingly to the top frames.

we can generate frame sequences from latent initial conditions linearly interpolated between \( h^s_1 \) and \( h^t_1 \). If it learned a meaningful latent space, the resulting trajectories should also be smooth interpolations between the directions of reference trajectories \( x^s \) and \( x^t \), and this is what we observe in Figure 3.14. Additional examples are presented in Figures 3.36 and 3.37.

Disentangling Dynamics and Content

As discussed in Section 3.2.1, our model is supposed to separate content from dynamics. We validate this behavior with an additional set of experiments. To this end, two sequences \( x^s \) and \( x^t \) are drawn from the Human3.6M test set. While \( x^s \) is used for extracting our content variable \( w^s \), dynamic states \( h^t \) are inferred with our model from \( x^t \). New frame sequences \( \hat{x} \) are finally generated from the fusion of the content vector and the dynamics. This should result in a content corresponding to the first sequence \( x^s \) while moving according to the dynamics of the second sequence \( x^t \). Such samples are shown in Figure 3.15. More samples for KTH, Human3.6M, and BAIR can be seen in Figures 3.30-3.35.
Figure 3.16 – Conditioning frames and corresponding ground truth and best samples with respect to PSNR from SVG and our method, and worst and random samples from our method, for an example of the SM-MNIST dataset.

Figure 3.17 – Additional samples for the SM-MNIST dataset (cf. Figure 3.16).
Figure 3.18 – Additional samples for the SM-MNIST dataset (cf. Figure 3.16). SVG fails to maintain the shape of a digit, while ours is temporally coherent.

Figure 3.19 – Additional samples for the SM-MNIST dataset (cf. Figure 3.16). This example was chosen in the worst 1% test examples of our model with respect to PSNR. Despite this criterion, our model maintains temporal consistency as digits are not deformed in the course of the video.
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Figure 3.20 – Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst and random samples from our method, for an example of the KTH dataset. Samples are chosen according to their LPIPS with respect to the ground truth. On this specific task (clapping), all methods but SV2P (which produce blurry predictions) perform well, even though ours stays closer to the ground truth.

Figure 3.21 – Additional samples for the KTH dataset (cf. Figure 3.20). In this example, the shadow of the subject is visible in the last conditioning frames, foreshadowing its appearance. This is a failure case for SVG and SAVP which only produce an indistinct shadow, whereas SAVP and our model make the subject appear. Yet, SAVP produces the wrong action and an inconsistent subject in its best sample, while ours is correct.
Figure 3.22 – Additional samples for the KTH dataset (cf. Figure 3.20). This example is a failure case for each method: SV₂P produce blurry frames, SVG and SAVP are not consistent (change of action or subject appearance in the video), and our model produces a ghost image at the end of the prediction on the worst sample only.

Figure 3.23 – Additional samples for the KTH dataset (cf. Figure 3.20). Our model is the only one to make a subject appear in the ground truth.
Figure 3.24 – Additional samples for the KTH dataset (cf. Figure 3.20). The subject in this example is boxing, which is a challenging action in the dataset as all methods are far from the ground truth, even though ours remain closer in this case as well.

Figure 3.25 – Conditioning frames and corresponding ground truth, best samples from StructVRNN and our method, and worst and random samples from our method, for an example of the Human3.6M dataset. Samples are chosen according to their LPIPS with respect to the ground truth. We better capture the movements of the subject as well as their diversity, predict more realistic subjects, and present frames with less artefacts.
Figure 3.26 – Additional samples for the Human3.6M dataset (cf. Figure 3.25). This action is better captured by our model, which is able to produce diverse realistic predictions.

Figure 3.27 – Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst and random samples from our method, for an example of the BAIR dataset. Samples are chosen according to their LPIPS with respect to the ground truth.
Figure 3.28 – Additional samples for the BAIR dataset (cf. Figure 3.27).

Figure 3.29 – Additional samples for the BAIR dataset (cf. Figure 3.27).

Figure 3.30 – Video (bottom right) generated from the combination of dynamic variables \((h, z)\) inferred with a video (top) and the content variable \((w)\) computed with the conditioning frames of another video (bottom left).
Figure 3.31 – Additional example of content swap (cf. Figure 3.30).

Figure 3.32 – Additional example of content swap (cf. Figure 3.30). In this example, the extracted content is the video background, which is successfully transferred to the target video.

Figure 3.33 – Additional example of content swap (cf. Figure 3.30). In this example, the extracted content is the video background and the subject appearance, which are successfully transferred to the target video.

Figure 3.34 – Additional example of content swap (cf. Figure 3.30). This example shows a failure case of content swapping.

Figure 3.35 – Additional example of content swap (cf. Figure 3.30).
3.2 STOCHASTIC LATENT RESIDUAL VIDEO PREDICTION

Figure 3.36 – From left to right, $x^s$, $\hat{x}^s$ (reconstruction of $x^s$ by the VAE of our model), results of the interpolation in the latent space between $x^s$ and $x^t$, $\hat{x}^t$ and $x^t$. Each trajectory is materialized in shades of grey in the frames.

Figure 3.37 – Additional example of interpolation in the latent space between two trajectories (cf. Figure 3.36).

3.2.4 Conclusion

We introduced a novel dynamic latent model for stochastic video prediction. Our model is based on a VAE with a learned prior, but unlike other image-autoregressive models, effectively decouples frame synthesis and stochastic dynamics using a fully latent dynamic model. We experimentally demonstrate the performances and advantages of the proposed model, which outperforms prior state-of-the-art methods for stochastic video prediction. This work is, to the best of our knowledge, the first to propose a latent dynamic model scaling for video prediction. In addition to the experiments presented in this manuscript, we have also designed experiments that aim to validate the good behavior of our update rule and exposes its ties with the neural ODE literature. Those experiments are beyond the scope of this manuscript but results can be accessed in Franceschi et al. 2020.

From another perspective, we also believe our work highlights the importance of uncovering meaningful latent spaces. Denton et al. 2017 showed how separating static content from the dynamic content was useful to learn a stochastic dynamic. Our work builds on that idea, by removing the static content from the dynamic variable and designing a more interpretable stochastic dynamic model, our model was able to exploit the good properties of the latent space and achieve state-of-the-art performances.

In the next chapter, we further explore how, in a different context, to learn and use embeddings that separate information that is commonly shared across a set of data points and factors of variations.
In this chapter, we explore different methods to learn factorized representations, that is, to learn a latent representation that is split into independent components. Such representation has recently become of interest in deep learning to build more efficient and interpretable models. Indeed, such representation would be cleaned from confounding factors, allowing to build potentially better prediction systems. Once factorized representations are learned, an immediate application is to perform style transfer between two observations, by mixing the different components extracted from those observations. A generative variant, for which the marginal distribution of each latent component is known, would also be useful for conditional synthesis. By mixing a known representation with a randomly sampled one, such a model would be able to generate new samples in the style of a given example.

We set our work in the context of generation using two components, and in which information about only one component is known while the other not annotated. This setting applies to many real datasets and covers, for instance, the case of a dataset labeled by class from which we would like to uncover an embedding of the factors of variations intra-class. It is, however, more challenging as it is unclear if the embeddings for the unlabeled factors that the different
models discover can be meaningful across multiple classes despite not being provided any knowledge of such alignment.

We apply our work to two different settings. In Section 4.1, we compare some of those approaches for controlled generation and style transfer in the context of motion capture sequences. In addition, we were also interested in a specific question. Many methods of disentanglement we mentioned in Chapter 2 encode a factor of variation into a single scalar value or a categorical label. We hypothesized that this might hinder the ability of the models to capture complex factors and highlight this effect via experiments. In Section 4.2, we explore controllable image synthesis in a multi-view setting with a model that factorizes style and content into latent vectors. The work presented in this chapter have led to the publication of two conference papers and a journal extension:


- Qi Wang, Mickaël Chen, Thierry Artières, and Ludovic Denoyer (2018b). “Transferring style in motion capture sequences with adversarial learning”. In: 26th European Symposium on Artificial Neural Networks, ESANN 2018, Bruges, Belgium, April 25-27, 2018


### 4.1 Factorized Human Motion Model

Motion capture data are wildly used today in the industry, notably to create 3D animations. However, creating new animations is a time-consuming and labor-expensive process as it requires capturing motions. Generating realistic motion capture data has then become a relevant research topic. For practical purposes, such a generator also needs to grant the human designer a level of control about what kind of motion is generated. This control might take the form of an additional input to the generator, with a high-level interpretation so that these may be set by the designer (e.g., enabling a designer to ask for an animation of a man walking with joy). Another way to control the synthesis is to provide an example of what we want, and expecting the generator to produce a sequence similar, in some aspect, to the input. Fundamentally, the difference between the two setups is that, in the first one, style is considered a categorical variable while, in the second one, style is more complex and needs to be extracted from an example.
Exploiting recently introduced adversarial learning techniques, we propose two models for controlled generation of motion capture data, one conditioned by a class label, and the other by an example observation. This section is organized as follows: Section 4.1.1 presents our proposed models. Section 4.1.2 describes our experimental setups, and results are exposed in Section 4.1.3.

### 4.1.1 Models

To build our generative model, we follow the approach of Adversarial Auto-Encoder (Makhzani et al. 2015) we presented in Chapter 2: using a sequential encoder and decoder plugged in a sequence-to-sequence auto-encoding fashion (Sutskever et al. 2014), we add a discriminator $D_c$ whose task is to constrain the marginal distribution of the latent codes $c$ to be similar to a Gaussian $\mathcal{N}(0, I)$ distribution.

From this simple generative setup, we derive two variants, one for class label conditioned generation and the other for example-based generation.
Adversarial Style-Free Sequence Auto-Encoder (ASFSEA). To provide control in the form of a style label input $y_s$, we follow the approach of Lample et al. 2017 and censor the latent code $c$ using an adverse classifier $D_s$. $D_s$ is trained to find the style label $y_s$ from the latent code $c$, but the objective is reversed for the encoder so that $y_s$ cannot be retrieved from $c$. The decoder, though, still have to reconstruct the input sequence $x$ from the censored variable $c$ and would be lacking style information to do so. Therefore, we provide the associated label $y_s$ along with $c$ to the decoder. This yields the following objective, illustrated in Figure 4.1a:

$$\min_{\text{enc, dec}} \max_{D_c, D_s} L_s(y_s, D_s(\text{enc}(x))) + \mathbb{E}_{x \sim p_{\text{data}}} [||x - \text{dec}(\text{enc}(x), y_s)||] + \mathbb{E}_{x \sim p_{\text{data}}} [\log D_c(\text{enc}(x))] + \mathbb{E}_{c \sim p_{\text{noise}}} [\log(1 - D_c(c))],$$

where $L_s(y_s, \hat{y}_s)$ is the log-likelihood of $y_s$ evaluated by the model with parameters $\hat{y}_s$, a classical classification objective. To generate at test time, we choose $c$ by either extracting it from an input $x$ or sampling it from $\mathcal{N}(0, I)$, set the desired label for $y_s$ and use the decoder to obtain a new sequence $\text{dec}(c, y_s)$.

Disentangling Adversarial Sequence Auto-Encoder (DASAE). We observe that this method is limited by the fact that style is considered solely as a categorical variable, forcing any variation of style to be encoded in the supposedly censored variable $c$. We postulate that a richer representation of style would be beneficial and our second variant is aimed at testing that hypothesis. Therefore, we design it to extract an embedding of style from an example instead of simply using the label $y_s$. To do so, we simply modify the encoder to also produce a style embedding $s$, and feed it to the decoder instead of $y_s$. To prevent $s$ to encode information redundant with $c$, we keep the size of the embedding very small and bias it towards storing style by using an additional classifier $C_s$ to predict $y_s$ using $s$. This yields the following objective, illustrated in Figure 4.1b:

$$\min_{\text{enc, dec, } C_s} \max_{D_c, D_s} L_s(y_s, D_s(\text{enc}_c(x))) - L_s(y_s, C_s(\text{enc}_s(x))) + \mathbb{E}_{x \sim p_{\text{data}}} [||x - \text{dec}(\text{enc}_{c,s}(x))||] + \mathbb{E}_{x \sim p_{\text{data}}} [\log D_c(\text{enc}_c(x))] + \mathbb{E}_{c \sim p_{\text{noise}}} [\log(1 - D_c(c))],$$

To generate, we choose $c$ as in ASFSEA, and extract $s$ from another sequence of the dataset. Then, we use the decoder to create a new sequence $\text{dec}(c, s)$. Obtaining both $c$ and $s$ from different sequences of the dataset results is a process akin to style transfer (Figure 4.2).
4.1.2 Experimental setup

**Dataset.** We performed experiments with the Emilya Dataset (Fourati et al. 2014). It includes motion capture sequences performed by 11 actors corresponding to 8 activities performed under 8 emotions. Each actor was recorded while performing each of the activities under each of the 8 emotions. Data are captured by the inertial motion capture system Xsens and are recorded at a rate of 120 Hz. Each sequence in the dataset corresponds to a single activity which is performed by an actor under a single emotion. We select 60% of the data for the training set, 20% of the data 123 for the validation set and the remaining 20% for the test set. We split the dataset across (activity, emotion, actor) pairs to make sure that they are distributed evenly in training, validation and test set. For global translation information, we remove the horizontal position coordinates and normalize the vertical position with respect to 11 actors. We keep all the three global orientations and other joint angles and normalize them using the Max-Min method to the range $(0, 1)$. For training our models, we cut the sequences in windows of size 200 ($1.7\text{ s}$ approximately). In the end, we get a training set with 78,982 sequences, the validation set includes 21,614 sequences and the test set 38,637. Each of these sequences includes two hundred frames, i.e., feature vectors (one sequence is about 1.75 length). The main reason for dealing with short sequences (200 frames) is that we want to capture the short-term dynamics of motion but our architectures are not dedicated to learning from fixed-length sequences. Our modeling would learn with varying length sequences as well. Finally, note that each frame is a 69-dimensional real vector. It represents the body position at a given time through the values of the Euler angles of 23 key joints (in three dimensions).

**Baselines.** We compare our models to a few learned baselines. Seq2Seq (Sutskever et al. 2014) is an auto-encoder that uses a sequential model for encoding and decoding. SeqVAE (Bowman et al. 2016) is a variational extension of Seq2Seq. ASAE designates an adversarial auto-encoder with a Seq2Seq architecture. ERD (Fragkiadaki et al. 2015) uses a two-layered LSTM adapted to human motion. Note that to generate sequences with non-generative models (Seq2Seq and ERD), we suppose embeddings follow Gaussian. We first estimate, after training, the distribution of the latent codes computed from training sequences. Then, we use this distribution and the decoder part to define a generator as we did for adversarially learned models.

**Ablation studies.** To evaluate the effectiveness of the adverse classifier $D_s$ in censoring the representation $c$, we remove this component from ASFSFAE and compute the metric on this ablated model that we refer to as ASFSFAE $w/o D_s$. Also, as our motivation for building DASAE was that a single label might not be
able to capture style appropriately, we want to evaluate the impact of different sizes for its style vector $s$. We test vectors of dimension 3, 5 and 8.

**Evaluation metrics.** We validate our model in three ways. First, we need to verify that models generates realistic sequences. Secondly, we have to evaluate the diversity and the completeness of generated sequences, (i.e., do the generated data cover the whole variety of true sequences?). Finally, we have to evaluate how disentangle the latent representation is. We present our three metrics in the following.

We compare their performances as generative models through the computation of the likelihood of test data. The higher this quantity the better the generative model. Of course, one cannot exactly compute such a likelihood and we rely on the method used by Goodfellow et al. 2014 and Denton et al. 2015 that relies on a Gaussian Parzen estimator. To compute the estimated likelihood of test data by a generative model, the method consists in first using the generative model to generate a large number of data, then using these data to fit a Gaussian Parzen estimator in order to get an estimated probability density function (PDF) on data that correspond to the generative model. Finally, this PDF is used to compute the likelihood of a separate test dataset. To exploit this idea on sequences, we consider fixed-length generated sequences that we reshape as vectors. We randomly select 10,000 synthesized sequences with a generative model and use these data to learn a Parzen estimator. Then, we compute the log-likelihood of a random subset of 10,000 test sequences under this estimator. Note that to get a generative model from the standard learning of a sequence autoencoder, we first estimate the distribution of encodings, assuming a Gaussian distribution and generate sequences by first sampling a noise vector using this estimated noise distribution then feeding this to the decoder part of the autoencoder.

To evaluate the diversity and the completeness of generated sequences, statistics are computed as follows for each generative model: We generated a set of 60 k sequences. For each generated sequence, we computed its minimum distance to a true sequence from the validation and test set ($\approx 60$ k sequences). We report this average minimum distance as $G_2T$ criterion (Generated to True). We compute similarly $T_2G$ (True to Generated), the minimum distance from each true sequences from the dataset to the set of generated sequences.

Finally, we evaluate the disentanglement by evaluating the capacity to perform style transfer. To do so, we train an emotion classifier operating on sequences (with an architecture similar to the encoder in our models) using the training data. We compare the accuracy of this classifier for sets of data generated by each model, which should give us indications about how well the emotion has been transferred.
### 4.1.3 Results

Results are reported in Table 4.1. Qualitative results in the video format are also available. Firstly, we can observe a clear advantage of adversarial models compared to the others on the three metrics that evaluate the quality of the generative model (likelihood, G²T, and T²G). Secondly, the additional information provided by conditioning with style labels does seem to be used effectively by conditional models as they improve over their unconditioned counterpart (ASAE).

As for the disentanglement evaluated through the emotion transfer task, we confirm our two hypotheses. 1) The adversarial censoring is effective, as ASFSEA \textit{w/o} \( D_s \) performs noticeably worse than the other models. 2) Using a single label is not sufficient to encode for the emotion, as ASFSAE performs worse than DASAE.

---

Moreover, the higher the number of dimensions in $s$, the better the accuracy of the classifier, which indicates that a large vector is necessary in this case. However, we also notice a drop in generation quality as the size of $s$ increases. This can be explained by the fact that in DASAE, nothing prevents $s$ to contain information redundant with $c$ except for the fact that $s$ has a very small capacity. At test time, $c$ and $s$ are drawn independently, which means that they can contain contradictory information to the decoder, which in turn can generate wrong sequences.

4.1.4 Conclusion

We presented a modeling framework for building generative models of motion capture data trajectories. It is based on sequence autoencoders implemented with recurrent neural networks and on adversarial learning. Within this framework, we were able to design various models that fit different animation tasks, giving control over the animation synthesis. We proposed two variants of conditional models that allow synthesizing motion under a specific context where the context may be chosen by hand at synthesis time. Finally, we were able to design a motion sequence editing model that allows transforming an input motion sequence to match the style of a second sequence. This work both demonstrates the potential of neural architectures trained within the adversarial framework for the synthesis of realistic motion capture sequences and is a step toward highly flexible synthesis systems allowing a designer to synthesize sequences with a high level of monitoring.

From a machine learning perspective, we also validated that the usual practice of disentangling factors in a single label or dimension might limit the ability of the model to capture complex factors of variations, especially for non-trivial generation tasks. Our model, however, was limited in the capacity of its latent component as the bottleneck on the representation ensured its disentangling power. In the next section, we build on that finding and propose a different way to leverage adversarial training to split information in large representation vectors.

4.2 Multi-view Generation Without View Labels

In this section, we follow up on the idea of splitting information into different components by considering image datasets composed of different objects that each is depicted in multiple views. For instance, in a human face dataset, a particular data sample may be thought as a mix of content information (e.g. related to its class label, in this case, the identity of the person) and of side information, the view, which accounts for the, often unlabeled, factors of variability (e.g. exposure, viewpoint, wearing glasses). From this point of view, all samples of a given class share the same content information while they differ on the view information. A
number of approaches have been proposed to disentangle the content from the view, also referred to as style in some papers (Denton et al. 2017; Mathieu et al. 2016). For instance, different models have been built to extract and separate, from a photo of any object, the characteristics of the object and the camera position. Once such a disentanglement is learned, one may build various applications like predicting how an object looks like under different viewpoints (Mathieu et al. 2016; Zhao et al. 2018).

More concretely, we propose two models to tackle this particularly difficult setting: a generative model Generative Multi-View model (GMV) that generates objects under various views (multi-view generation), and a conditional extension CGMV that generates a large number of views of any input object (conditional multi-view generation). These two models are based on the adversarial training schema of GANs. The simple but strong idea is to focus on distributions over pairs of examples (e.g. images representing a same object in different views) rather than distribution on single examples.

Learning generative models using sets of latent variables to describe the objects have been tackled through methods such as inter-battery factor analysis (IBFA) (Tucker 1958; Klami et al. 2013). Those methods are very related to Canonical Correlation Analysis (CCA) and have been used to deal with multiview data to infer one view from another one and/or to improve classification systems. More recently, non-linear variants (Tang et al. 2017; Li et al. 2015) have been proposed, that rely on regularization terms and on specific factorization functions to capture these factors (e.g. Damianou et al. 2012). Our approach is based on the same assumptions as these methods i.e. each observation is generated based on one common latent factor describing the content of the object and with a view latent factor responsible for the difference between two observations. Our model makes use of a discriminator function to capture common and specific information based on a pair of observations, making it scalable to large datasets without relying on handcrafted priors.

Compared to other recent approaches for image synthesis that we discussed in Chapter 2, this strategy of factorizing into latent components is often more flexible. For instance, editing the view of a picture can be cast as attribute manipulation (Lample et al. 2017, Zhao et al. 2018 and Kim et al. 2017b) or domain transfer (Kim et al. 2017a; Liu et al. 2017; Yi et al. 2017; Zhu et al. 2017). In both cases, they assume that the number of different domains (or attributes) is very limited as additional networks need to be trained for each new domain or attribute. Uncovering continuous embeddings for each component overcomes this limitation as views don’t need to be discrete or sparse. As established in the previous section, it should be beneficial to embed the components as vectors instead of reducing a complex factor to a single value. Also, all those approaches use supervision on the component we want to alter (the view), while we suppose this information is
unavailable and only use information on the invariant component (the content), which is often easier to obtain.

Our contributions are the following: (i) We propose a new generative model able to generate data with various content and high view diversity using supervision on the content information only. (ii) We extend the model to a conditional model that allows generating new views over any input sample. (iii) We report experimental results on four different image datasets that show the ability of our models to generate realistic samples and to capture (and generate with) the diversity of views.

The section is organized as follows. Section 4.2.2 details our proposal for a generative multi-view model, Section 4.2.3 follows-up with its conditional extension, and finally, we report experimental protocols in Section 4.2.4 and results on the various generative tasks allowed by our models in Section 4.2.5. Section 4.2.6 closes the chapter.

4.2.1 Objective and Notations

We consider the multi-view setting where data samples represent an object that has been observed in various views. The distribution of the data $x \in \mathcal{X}$ is assumed to be driven by two latent factors: a content factor, denoted $c$, that corresponds to the invariant properties of the object, and a view factor, denoted $v$, that corresponds to the variations. Typically, if $\mathcal{X}$ is the space of people’s faces, $c$ stands for the intrinsic features of a person’s face while $v$ stands for the transient features and the viewpoint of a particular photo of the face, including the photo exposure and additional elements like a hat, glasses, etc. Importantly, we assume that these two components $c$ and $v$ are independent.

We focus on two different tasks: (i) Multi-View Generation: we want to be able to sample over $\mathcal{X}$ by controlling the two factors $c$ and $v$. Said otherwise, we want
4.2.2 Generative Multi-view Model (GMV)

Let us consider two distributions over the content and view factors denoted as $p_c$ and $p_v$, these distributions typically being isotropic Gaussian distributions, and a target distribution $p(x)$ that we can simulate by sampling observations from the dataset. Our objective is to learn a generator $G$ that satisfies two criteria. Firstly,
the distribution $p_G(x)$ of random variable $G(c, v)$ has to approximate $p(x)$, i.e. generated samples are indistinguishable from real observations. Secondly, we want that its first input $c$ controls the content of the generated sample while its second input $v$ controls its view. Doing so would allow us to tune the output sample by modifying its content $c$ or its view $v$.

Adversarial learning is well suited for our objective but a standard GAN approach would not be able to disentangle the latent space as desired. Without constraint, the content and view factors are going to be diluted and mixed in the input noise vectors with no possibility to know which dimensions capture the content and which capture the view. Instead, we propose a novel way to achieve this desired feature. The key idea of our model is to focus on the distribution of pairs of inputs rather than on the distribution over individual samples. We explain now which pairs we are talking about and why considering pairs might be useful.

From the dataset, we build a pair $(x_1, x_2)$ that consists of two independent samples of a given object under two different views. We also build another type of pair using the generator. We construct those by using, for each pair, a single random content vector $c \sim p_c$ shared across the pair and two view vectors $v_1, v_2 \sim p_v$, one per generated sample. Note that no information on view is necessary for this approach.

Following the adversarial training of GANs, the pair $(x_1, x_2)$ from the dataset is given to a discriminator $D$ as a real pair, while the generated pair $(G(c, v_1), G(c, v_2))$ is provided as fake. To be able to fool the discriminator, the generator then has to achieve three goals. (i) As in a regular GAN, each sample generated by $G$ needs to look realistic. (ii) Moreover, because real pairs are composed of two views of the same object, the generator should generate pairs of the same object. Since the two sampled view factors $v_1$ and $v_2$ are different, the only way this can be achieved is by encoding the invariant features into the content vector $c$. (iii) Finally, it is expected that the discriminator should easily discriminate between a pair of samples corresponding to the same object under different views from a pair of samples corresponding to the same object under the same view. Because the pair shares the same content factor $c$, this should force the generator to use the view factors $v_1$ and $v_2$ to produce diversity in the generated pair.

Compared to conditional variants of GANs that use class labels directly, this pairwise approach is likely to work better in cases in which there is a very large number of classes, or in which the model can take advantage of a smooth continuity between classes.
The GMV architecture is detailed in Figure 4.4. It is learned by optimizing the following non-saturating adversarial objective:

\[
\min_D - \mathbb{E}_{x_1, x_2 \sim p(x_1, x_2)} \left[ \log D(x_1, x_2) \right] - \mathbb{E}_{v_1, v_2 \sim p(v), c \sim p(c)} \left[ \log (1 - D(G(c, v_1), G(c, v_2))) \right]
\]

\[
\min_G - \mathbb{E}_{v_1, v_2 \sim p(v), c \sim p(c)} \left[ \log D(G(c, v_1), G(c, v_2)) \right].
\]

where \( p(x_1, x_2) \) is the distribution of pairs of the same content under two independently sampled views. Note that, since the proposed model can be seen as a particular GAN architecture over pairs of inputs, the global minimum of the learning criterion is obtained when the model is able to sample pairs of views over a similar object.

As discussed above, the training of the discriminator on pairs of samples introduce useful constraints on how the content and the view information are used to generate samples. Once the model is learned, we are left with a generator \( G \) that generates single samples by first sampling \( c \) and \( v \) following \( p_c \) and \( p_v \), then by computing \( G(c, v) \). By freezing \( c \) or \( v \), one may then generate samples corresponding to multiple views of any particular content, or corresponding to many contents under a particular view. It is also possible to make interpolations between two given views over a particular content or between two contents using a particular view.

4.2.3 Conditional Generative Model (CGMV)

The GMV model allows one to sample objects with different views. However, many applications, such as image editing, would benefit from being also able to change the view of a given object that would be provided as an input to the model. More generally, the problem is to infer the content representation \( c \) from a real image, which GANs struggle with. This section aims at extending our generative model the ability to extract this content factor from any given input and to use this extracted content in order to generate new views of the corresponding object.

To achieve such a goal, we must add to our generative model an encoder function, denoted \( E \), that will map any input in \( \mathcal{X} \) to the content space (see Figure 4.5). To do so, we encode an input sample \( x \) in the content space using an encoder function (implemented again as a neural network). This encoder serves to generate a content vector \( c = E(x) \) that will be combined with a randomly sampled view \( v \sim p_v \) to generate an artificial example. The artificial sample is then combined with the original input \( x \) to form a negative pair. This is illustrated in the extreme right part of Figure 4.5 and is very similar to that of Conditional GAN as introduced by Mirza et al. 2014.

Yet, CGANs have severe weaknesses and are known to easily miss modes of the underlying distribution. In our case, the generator enters a state where it
ignores the noisy component $v$ (see results in Figures 4.9 and 4.9). To overcome
this phenomenon, we use the same idea as in GMV. We build negative pairs
$(G(c, v_1), G(c, v_2))$ by randomly sampling two views $v_1$ and $v_2$ that we combine
to a single content $c$. This time, however, $c$ is not sampled according to a noise
distribution but it is computed from an observation $x$ using the encoder $E$, i.e.
$c = E(x)$. By doing so, we preserve the ability of our approach to generate pairs
with view diversity. Since this diversity can only be captured by taking into
account the two different view vectors provided to the model ($v_1$ and $v_2$), this will
encourage $G(c, v)$ to generate samples containing both the content information $c$
and the view $v$. As it was done for the GMV model, positive pairs are sampled
from the training set and correspond to two views of a given object.
Table 4.2 – Datasets Statistics: Train and Test data include samples corresponding to different objects. GMV and CGMV are optimized on the train set. The test set is used as inputs of CGMV and CGAN for evaluation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>number of samples</th>
<th>number of objects</th>
<th>views per object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>test</td>
<td>train</td>
</tr>
<tr>
<td>3D-Chairs</td>
<td>80600</td>
<td>5766</td>
<td>1300</td>
</tr>
<tr>
<td>CelebA</td>
<td>198791</td>
<td>3808</td>
<td>9999</td>
</tr>
<tr>
<td>MVC-Cloth</td>
<td>159128</td>
<td>2132</td>
<td>37004</td>
</tr>
<tr>
<td>102-Flowers</td>
<td>8189</td>
<td>—</td>
<td>102</td>
</tr>
</tbody>
</table>

In this setting, applying the non-saturating adversarial approach yields the following objective:

$$\min_D \left( -E_{x_1, x_2 \sim p(x_1, x_2)} [\log D(x_1, x_2)] \right)$$

$$- \frac{1}{2} E_{v_1, v_2 \sim p(v), x \sim p(x)} [\log (1 - D(E(x), v_1), G(E(x), v_2))]$$

$$- \frac{1}{2} E_{v \sim p(v), x \sim p(x)} [\log (1 - D(x, G(E(x), v)))]$$

(4.4)

$$\min_G \left( -\frac{1}{2} E_{v_1, v_2 \sim p(v), x \sim p(x)} [\log D(G(E(x), v_1), G(E(x), v_2))] \right)$$

$$- \frac{1}{2} E_{v \sim p(v), x \sim p(x)} [\log D(x, G(E(x), v))].$$

Note that these functions are trained end-to-end (in opposition to being pre-trained using the GMV approach). At test time we are interested in getting the encoder $E$ and the generator $G$. As with GMV, these models may be used to generate new views of any object which is observed as an input sample $x$ by computing its content vector $E(x)$, then sampling $v \sim p_v$ and, finally by computing the output $G(E(x), v)$.

### 4.2.4 Experimental Protocol

**Datasets.** In order to evaluate the quality of our two models, we have performed experiments over four image datasets of various domains. The 3D-Chairs dataset (Aubry et al. 2014) are 3D models of chairs that can be rotated and rendered with a camera placed at two different azimuths. The CelebA dataset (Liu et al. 2015) is a dataset of faces labeled by identity and attributes. We consider that faces with the same identity label shares the same content, and do not use the other attributes during training. This dataset has more variability in views, but contents are relatively well structured. The MVC-Cloth dataset (Liu et al. 2016) depicts multiple articles of clothing from multiple angles. This dataset has canonical
views, but contents can be very different (for instance, leggings and shirts). The 102-Flowers dataset (Nilsback et al. 2008) is a dataset of photos of different types of flowers. We consider every flower from a category to share the same content. The datasets also vary in terms of the number of objects and of views per object. Those statistics are given in Table 4.2. The only supervision that we use is if two samples correspond or not to the same object (or belong to the same category in case of 102-Flowers).

Model architecture. We have used the same architectures for every dataset. The images were rescaled to $3 \times 64 \times 64$ tensors. The generator $G$ and the discriminator $D$ follow the DCGAN implementation proposed in Radford et al. 2016. For the conditional model, the encoder $E$ is similar to $D$ except for the first layer that includes a batch normalization and the last layer that doesn’t have a non-linearity. An implementation of our algorithms is available.

Optimization. Learning has been made using classical GAN learning techniques: we used Adam optimizer (Kingma et al. 2015) with batches of size 128. Following standard practice, the learning rates in the GMV experiments are set to $1 \cdot 10^{-3}$ for $G$ and $2 \cdot 10^{-4}$ for $D$. For the CGMV experiments, learning rates are set to $5 \cdot 10^{-5}$. The adversarial objectives are optimized by alternating gradient descent over the generator/encoder, and over the discriminator.

Baselines. We compare our proposal with recent state-of-the-art techniques. However, most existing methods are learned on datasets with view labeling. To fairly compare with alternative models we have built baselines working in the same conditions as our models.

For pure multi-view generative setting, we compared GMV with standard GANs that are learned to approximate the joint distribution of multiple samples: GANx2 is learned to output pairs of views over the same object, GANx4 is trained on quadruplets, and GANx8 on eight different views. For instance, the generator of a GANx2 model takes as input a sampled noise vector and outputs 2 images, while its discriminator is learned to distinguish these pairs of images as negative samples from positive samples which are built as for the GMV model, i.e. pairs of samples in the dataset that corresponds to the same object. The main difference with GMV is that the above GANx methods do not explicitly distinguish content and view factors as it is done in GMV.

Likewise, for conditional generation, we compared our approach CGMV to the CGAN baseline. In addition, we compare our model to the one from Mathieu et al. 2016 we presented in Chapter 2.2.2. For the sake of completeness and transparency, we report results obtained with two implementations. The first
one based on the implementation provided by the authors\(^4\) (denoted Mathieu et al. 2016), and the second one (denoted Mathieu et al. 2016+) that implements the same model using architectures inspired from DCGAN (Radford et al. 2016), which is more stable and that we have carefully tuned to allow a fair comparison with our approach.

**Metrics.** Aside from the qualitative judgments we use to show that our model is able to generate realistic samples of the same content under different views and of different content under the same view, and can correctly interpolate between samples, we also use a few metrics for the quantitative evaluation of our models using the multiple resources available for the CelebA dataset.

Firstly, using the CelebA dataset, we propose a set of experiments to measure the ability of our model to generate multiple views of the same image i.e. to preserve the identity of the person in two generated images. In order to evaluate if two images belong to the same person, we extracted features using VGG Face descriptor (Parkhi et al. 2015), which has been proposed for the person reidentification task. The proximity between the face descriptors computed from two images reflects the likeness of the persons in these images. We report a reidentification score that corresponds to the probability that a positive pair (i.e. a pair with two images of the same person) is associated with a lower distance than a negative pair (AUC). A score of 100% would correspond to a perfect model. We compute the AUC using 15 000 generated positive pairs and 15 000 generated negative pairs as a global estimation of the quality of our model. We also compute the AUC in two additional settings to better characterize the behavior of the models. Comparing generated positive pairs with negative pairs sampled from the dataset tells us how well the model can perform the task of generating the same person. Comparing real positive pairs with generated negative pairs allow us to assess the diversity of the generated individuals, as a model with low AUC under this setting indicates that the model generates very similar individuals.

Secondly, we take advantage of the large number of unused labels in the CelebA dataset and use those labels as a proxy to evaluate how well our model approximates the underlying distribution of the train set \(p(x)\). Indeed, if our model captured \(p(x)\) accurately, then the distribution of the labels in a generated dataset would be similar to the distribution of labels in the dataset. We estimate the distribution of the labels in the generated datasets using classifiers pre-trained on the train set and compare it to the distribution of labels in the dataset estimated on the test set with the same classifiers. As a first approximation, we assume independence between all labels and compute the distance between the estimated distribution \(q_{\text{labels}}\) for the generated set and the estimated distribution \(p_{\text{labels}}\) for the dataset as follows: labels distance \(d = \sum_{l \in \text{labels}} |q_l - p_l|\), where \(q_l\) and \(p_l\)
Figure 4.6 – Samples generated by the GANx2, GANx4 and GANx8 models. These samples have to be compared to the ones presented in Figure 4.3.

Figure 4.7 – Samples generated by the GMV model on the MVC-Cloth and the 102-Flowers datasets. All images in a row have been generated with the same content vector, and all images in a column have been generated with the same view vector.

correspond to the estimated Bernouilli parameters for the distribution of the label $l$.

This score, however, misses the dependencies between labels. To verify if our model generates rare combinations of labels, we also compute the number of unique combinations of the 40 attributes that occur in a set of samples and compare them with the number of unique combinations in the dataset, using again labels estimated by the pre-trained classifiers. We computed those values on sets of 3800 images, equal to the number of images in our test set.

Anecdotally, the celebA dataset also contains human evaluation for the “blurry” attribute. We also report the proportion of generated image considerer to be blurry by our estimator, as it gives an indication about the quality of generated images.
4.2.5 Results

Generating Multiple Contents and Views

We first assess the ability of our model to generate a large variety of objects and views. Figure 4.3 shows examples of generated images by our model and Figure 4.6 shows images sampled by GANx models (GANx2, GANx4, and GANx8).

For GMV generated images, a row shows a multiple samples that have been generated with the same sampled content factor $c \sim p_c$ but with various sampled view factors $v \sim p_v$, while the same view factor $v$ is used for all samples in a column. Figure 4.7 shows generated samples for the two other datasets using the same presentation. Our approach allows to accurately generate the same views of multiple objects, or alternatively, the multiple views of a single object. The generated images are of quality, and the diversity of the generated views is high, showing the ability of our model to capture the diversity of the training dataset in terms of possible views.

For GANx baselines (4.6), images generated by these models a row corresponds to the multiple images produced by the model for a given sampled noise vector. When comparing GMV generated images to those generated by GANx models, one can see that the quality of images produced by GANx2 is comparable to the ones we obtain with GMV showing our approach has the same ability to generate realistic outputs. But GANx2 is only able to generate two views of each object since it does not distinguish content and view factors. For the same reason, the images in the same column (for different objects) do not necessarily match the same view. While GANx4 or GANx8 could have the ability to generate more views for each object, the learning problem is more difficult due to the very high-dimensionality of the observation space, and the visual qualities of the generation degrade.

Figure 4.8 shows generated samples obtained by interpolation between two different view factors (left) or two content factors (right). It allows us to have a better idea of the underlying view/content structure captured by GMV. We can see that our approach is able to smoothly move from one content/view to another content/view while keeping the other factor constant. This also illustrates that content and view factors are well independently handled by the generator i.e. changing the view does not modify the content and vice versa. Additional samples are shown in Figure 4.11 and interpolations in Figures 4.12 and 4.13.

Generating Multiple Views of a Given Object

The second set of experiments assess the ability of CGMV to capture a particular content from an input sample and to use this content to generate multiple views of the same object. Figure 4.9 and 4.10 illustrate the diversity of views in samples generated by our model and compare our results with those obtained with the
Figure 4.8 – Samples generated by the GMV model by using interpolation on the content (left) or on the view (right) for the 3D-Chairs (top) and the CelebA datasets (bottom). Within each of the four boxes, each row is independent of the others. For the two left boxes: The left and right column correspond to generated samples with two sampled content factors, while the middle images correspond to the samples generated by using linear interpolated content factors between the two extreme content factors while the view factor remains fixed. The two right boxes are built the same way by exchanging the roles of view and content.
Figure 4.9 – Samples generated by conditional models. The images on the left are generated by CGMV while the images on the right are generated by a single CGAN. The leftmost column corresponds to the input example from which the content factor is extracted, while other columns are images generated with randomly sampled views.

CGAN model and to models from Mathieu et al. 2016. For each row, the input sample is shown in the left column. New views are generated from that input and shown on the right. Concerning the CGAN approach, the mode collapse phenomenon that we previously described occurs: the model does not take into account the view factor and always generate similar samples without any view diversity. The CGMV model demonstrates here that it is able to extract the content information and to generate a large variety of views of any object for which we have one image. Also, comparison with Mathieu et al. 2016 shows that images generated by the CGMV model are of better quality and more diverse. Additional samples are shown in Figures 4.14 and 4.15.

Identity Preservation

We measure here the ability of GMV and CGMV to preserve the identity of the person in pairs of generated images. First, when pairs of images are sampled directly from the dataset (Table 4.3, first column), the VGG Face classifier obtains an AUC of 93.5% (and not 100%). This is due to the imperfection of the identity matching model that we use. This value can thus be seen as an upper bound of the expected performance of the different models. When comparing generative models (Table 4.3, columns 2 to 5), the GMV model obtains an AUC of 76.3 % which significantly outperforms the other generative models (GANx2, GANx4, and GANx8) that are less able to generate images of the same person. It means
Figure 4.10 – Samples generated by conditional models: CGMV and CGAN (top), Mathieu et al. 2016 and + variant (bottom). The figure shows samples generated from four input images (leftmost column) by computing their content factors and by randomly sampling one view factor per column.

<table>
<thead>
<tr>
<th>positive pair</th>
<th>negative pair</th>
<th>CelebA</th>
<th>GMV</th>
<th>GANx2</th>
<th>GANx4</th>
<th>GANx8</th>
</tr>
</thead>
<tbody>
<tr>
<td>generated     vs generated</td>
<td>93.3 %</td>
<td>76.3 %</td>
<td>72.0 %</td>
<td>74.2 %</td>
<td>57.5 %</td>
<td></td>
</tr>
<tr>
<td>generated     vs real</td>
<td>93.3 %</td>
<td>92.9 %</td>
<td>98.2 %</td>
<td>99.1 %</td>
<td>99.9 %</td>
<td></td>
</tr>
<tr>
<td>real          vs generated</td>
<td>93.3 %</td>
<td>78.7 %</td>
<td>51.5 %</td>
<td>47.8 %</td>
<td>13.3 %</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3 – Identity preservation AUC of generative models. The CelebA column is the AUC obtained when positive pairs correspond to two images of the same person sampled from the test set, and negative pairs to images of two different persons.
that 76.3% of the pairs generated with the same content vector $c$ (but random view vectors) have a lower distance than pairs generated with two randomly sampled content vectors $c_1$ and $c_2$. More specifically, while all models are able to consistently generate positive pairs (Table 4.3 line 2), only the GMV can reliably generate negative pairs (Table 4.3 line 3). This hints at a lack of diversity in the image generated by the other models.

When comparing conditional models, the pair of images is generated based on a given input image. The AUC thus measures the ability of the models to generate new views while preserving the identity of the input person. We compare the CGMV model with the two implementations of the model by Mathieu et al. 2016 that we mentioned in Section 4.2.4. In addition to the settings we already used for purely generative models, we also report results for mixed positive pairs that consist of one real image from the dataset and one image generated using this real image as input. These mixed pairs are more representative of the way conditional models will be actually used. Results are reported on Table 4.4.

Firstly, as with the generative settings, all models are able to generate positive pairs easily (fourth line). On generative negative pairs, our model CGMV and Mathieu et al. 2016+ perform similarly, and largely better than CGAN (last line). This indicates that CGAN is unable to generate diversity in identity. Overall, Mathieu et al. 2016+ holds an advantage over CGMV, especially in the mixed settings that measure how well the model is able to preserve the identity of the input image. However, it should be noted that this metric doesn’t account for the diversity of generated faces. For instance, CGAN also obtains suspiciously high scores in all settings except for the negative pair generation. These scores can be explained by the fact that the CGAN model is unable to generate diversity not only in identities but also in views. It thus always produce pairs of images that are exactly the same. It is then very easy to classify them as belonging to the same person. Our following experiments aim at evaluating the different models in

<table>
<thead>
<tr>
<th>positive pair</th>
<th>negative pair</th>
<th>CGMV</th>
<th>Mathieu et al. (2016)</th>
<th>Mathieu et al. (2016) +</th>
<th>CGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>mixed vs real</td>
<td>82.0%</td>
<td>71.7%</td>
<td>87.6%</td>
<td>81.8%</td>
<td></td>
</tr>
<tr>
<td>mixed vs generated</td>
<td>67.2%</td>
<td>50.6%</td>
<td>77.3%</td>
<td>69.8%</td>
<td></td>
</tr>
<tr>
<td>generated vs generated</td>
<td>75.1%</td>
<td>61.2%</td>
<td>84.2%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>generated vs real</td>
<td>98.0%</td>
<td>99.5%</td>
<td>98.8%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>real vs generated</td>
<td>60.1%</td>
<td>14.0%</td>
<td>60.1%</td>
<td>36.7%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 – Identity preservation AUC of conditional models. Mixed positive pairs correspond to pairs in which one image is from the dataset and the other is generated using this real image as an input.
Table 4.5 – Diversity and blurriness scores for the different models. They have to be compared with the dataset estimate reported on the last line (the closer to the Dataset, the better).

terms of diversity of views (i.e. the generated views are different, and accurately capture the dataset distribution).

Quality and Diversity of the Generated Images

To evaluate the quality of the generative models, we estimated the labels of generated images using pre-trained classifiers. The idea is that a good generative model should generate samples with a distribution on attributes that is close to the one in the training set (while it is not actually included in the objective criterion). We report our estimation of the distribution of labels in generated sets in Table 4.6. We observed that many rare attributes were completely ignored (i.e. no occurrence in generated samples) by models such as Mathieu et al. 2016, CGAN, GANx8. Globally, there seems to be strong differences between models, with GMV and CGMV appearing to be better at capturing the dataset distribution. To quantify those differences, we aggregate them into a label distance score, a number unique combinations of labels score and, a blurriness score. We report those in Table 4.5.

GMV and CGMV perform better than all baselines on those three metrics. Our label distance is very low (below 0.05), and the estimated number of unique combinations of labels is high. These results show that CGAN and Mathieu et al. 2016 models ignore many rare attributes (see also Table 4.6) hence yield very poor diversity. While Mathieu et al. 2016+ is better than the original Mathieu et al. 2016 model, it does not reach the diversity obtained with either GMV and CGMV models which are close to the estimated diversity of the dataset. Our models are also less susceptible to produce samples qualified as “blurry” by our pretrained detector.
Even if the evaluation method is imperfect, those results support the fact that the CGMV and GMV methods are better able to generate interesting outputs.

To conclude on this set of experiments, the GMV and CGMV models seem to be the best trade-off between identity preservation and diversity in the generated views. While Mathieu et al. 2016+ tends to have a better identity preservation ability, it is at the price of generating samples with a much lower diversity than our approach which better captures the dataset distribution. Concurrently to our work, Donahue et al. 2018 proposed a very similar model and obtained comparable findings when evaluating with different metrics against different baselines, further supporting our observations.

4.2.6 Perspectives

In this chapter, we explored further the use of factorized representation. In the context of motion capture models, we introduced how such models could be used for motion capture synthesis. We also established that it could be beneficial to separate our different components into large vectors instead of a single label or scalar value as it is often done in disentangling models. We have then proposed, in the context of image synthesis, a generative model operating on a disentangled latent space which may be learned from multiview data without any view supervision, allowing its application to many datasets. Our model generates realistic data with a rich diversity of views. We also proposed a conditional version of this model which can generate new views of an input image which may again be learned without view supervision. Our experimental results show the quality of the produced outputs, and the ability of the model to capture content and view factors. They also illustrate the ability of GMV and CGMV to capture diversity on the CelebA dataset and to generate more realistic samples than baseline models.

Aside from the general advantages that come with using good representations in machine learning, we were also interested in investigating the use of such an approach for data augmentation. Indeed, if an object is underrepresented in the dataset, our model allow to generate new data of the object. This can possibly reduce the bias in class-imbalanced datasets. While our own preliminary experiments were met with little success, this line of work has been pursued with promosing results by Antoniou et al. 2018.

In our next chapter, we go a different direction and try to apply our method for the seemingly unrelated task of object segmentation in images. Indeed, to design our models, we first assumed the existence of a generative process in which natural images were explained by the mixing of two independent factors. Building a neural architecture to implement this process, we separated the component as desired and were able to exploit it in CGMV to extract the content factor. We show that this general framework can be applied, on very similar grounds and with
some additional assumptions, to extract object segmentation masks from images without supervision.
Figure 4.11 – Additional samples using GMV: All images in a row have been generated with the same content vector, and all images in a column have been generated with the same view vector.
Figure 4.12 – Additional interpolations with GMV latent space: The view is shared among every images. Content is interpolated on a row.
Figure 4.13 – Additional interpolations with GMV latent space: Each block is generated with the same content vector. The left-most and right-most columns are generated views. Images in between are interpolated.
Figure 4.14 – Additional samples of CCMV on the MVC-Cloth dataset. Left-most column shows inputs. Views are not aligned.
Figure 4.15 – Additional results of CGMV on the 3d-Chairs dataset. Left-most column shows inputs. Views are not aligned.
### Table 4.6 – Distribution of the different attributes over generated samples. For example, 3.8% of the samples generated by the GMV model exhibit the "Eyeglasses" attribute.
In the previous chapter, we discussed how to build and exploit a generative model based on an assumption of independence between latent factors. Using similar techniques, we now tackle the challenging task of unsupervised image segmentation. Image segmentation aims at splitting a given image into a set of non-overlapping regions corresponding to the main components in the image. It has been studied for a long time in an unsupervised setting using prior knowledge on the nature of the region one wants to detect using e.g. normalized cuts and graph-based methods. Recently the rise of deep neural networks and their spectacular performances on many difficult computer vision tasks have led to revisit the image segmentation problem using deep networks in a fully supervised setting (Chen et al. 2018; He et al. 2017; Zhao et al. 2017), a problem referred to as semantic image segmentation.

Although such modern methods allowed learning successful semantic segmentation systems, their training requires large-scale labeled datasets with usually a need for pixel-level annotations. This feature limits the use of such techniques for many image segmentation tasks for which no such large scale supervision is available. To overcome this drawback, we follow here a very recent trend that aims at revisiting the unsupervised image segmentation problem with new tools and new ideas from the recent history and success of deep learning (Xia et al. 2018b; He et al. 2017; Zhao et al. 2017, 2018).
Building on the idea of scene composition (Burgess et al. 2019; Eslami et al. 2016; Greff et al. 2019; Yang et al. 2017) and the adversarial learning principle (Goodfellow et al. 2014), we propose to address the unsupervised segmentation problem in a new way. As with the work presented in the previous chapter, we start by postulating an underlying generative process for images. This time, this process relies on an assumption of independence between regions of an image we want to detect. This means that replacing one object in the image with another one, e.g. a generated one, should yield a realistic image. We use such a generative model as a backbone for designing an object segmentation model we call ReDO (ReDrawing of Objects), which outputs are then used to modify the input image by redrawing detected objects. Following ideas from adversarial learning, the supervision of the whole system is provided by a discriminator that is trained to distinguish between real images and fake images generated accordingly to the generative process. Despite being a simplified model for images, we find this generative process effective for learning a segmentation model.

The chapter is organized as follows. We present related work in image segmentation in Section 5.1, then we describe our method in Section 5.2. We first define the underlying generative model that we consider in Section 5.2.2 and detail how we translate this hypothesis into a neural network architecture to learn a segmentation module in Section 5.2.3. Then we describe our experimental setup, including implementation details, in Section 5.3. Finally, we present experimental results on three datasets in Section 5.4 that explore the feasibility of unsupervised segmentation within our framework and compare its performance against a baseline supervised with few labeled examples.

The work presented in this chapter has led to the following publication:


5.1 Context for Segmentation And Scene Composition

Image segmentation is a very active topic in deep learning that boasts impressive results when using large-scale labeled datasets. Those approaches can effectively parse high-resolution images depicting complex and diverse real-world scenes into informative semantics or instance maps. State-of-the-art methods use clever
architectural choices or pipelines tailored to the challenges of the task (Chen et al. 2018a; He et al. 2017; Zhao et al. 2017).

However, most of those models use pixel-level supervision, which can be unavailable in some settings, or costly to acquire in any case. Some works tackle this problem by using fewer labeled images or weaker overall supervision. One common strategy is to use image-level annotations to train a classifier from which class saliency maps can be obtained. Those saliency maps can then be exploited with other means to produce segmentation maps. For instance, WILDCAT (Durand et al. 2017) uses a Conditional Random Field (CRF) for spatial prediction in order to post-process class saliency maps for semantic segmentation. PRM (Zhou et al. 2018), instead, finds pixels that provoke peaks in saliency maps and uses these as a reference to choose the best regions out of a large set of proposals previously obtained using MCG (Arbeláez et al. 2014), an unsupervised region proposal algorithm. Both pipelines use a combination of a deep classifier and a method that takes advantage of spatial and visual handcrafted image priors.

Co-segmentation, introduced by Rother et al. 2006, addresses the related problem of segmenting objects that are shared by multiple images by looking for similar data patterns in all those images. Like the aforementioned models, in addition to prior image knowledge, deep saliency maps are often used to localize those objects (Hsu et al. 2019). Unsupervised co-segmentation (Hsu et al. 2018), i.e. the task of covering objects of a specific category without additional data annotations, is a setup that resembles ours. However, unsupervised co-segmentation systems are built on the idea of exploiting features similarity and can’t easily be extended to a class-agnostic system. As we aim to ultimately be able to segment very different objects, our approach instead relies on independence between the contents of different regions of an image which is a more general concept.

Fully unsupervised approaches have traditionally been more focused on designing handcrafted features or energy functions to define the desired property of objectness. Impressive results have been obtained when making full use of depth maps in addition to usual RGB images (Pham et al. 2018; Silberman et al. 2012) but it is much harder to specify good energy functions for purely RGB images. W-NET (Xia et al. 2017) extracts latent representations via a deep auto-encoder that can then be used by a more classic CRF algorithm. Kanezaki 2018 further incorporate deep priors and train a neural network to directly minimize their chosen intra-region pixel distance. A different approach is proposed by Ji et al. 2019 whose method finds clusters of pixels using a learned distance invariant to some known properties. Unlike ours, none of these approaches are learned entirely from data.

Our work instead follows a more recent trend by inferring scene decomposition directly from data. Stemming from DRAW (Gregor et al. 2015), many of those approaches (Burgess et al. 2019; Eslami et al. 2016) use an attention network to read a region of an image and a VAE to partially reconstruct the image in an
iterative process in order to flesh out a meaningful decomposition. LR-GAN (Yang et al. 2017) is able to generate simple scenes recursively, building object after object, and Sbai et al. 2018 decompose an image into single-colored strokes for vector graphics. While iterative processes have the advantage of being able to handle an arbitrary number of objects, they are also more unstable and difficult to train. Most of those can either only be used in generation (Yang et al. 2017), or only handle very simple objects (Burgess et al. 2019; Eslami et al. 2016; Greff et al. 2019). As a proof of concept, we decided to first ignore this additional difficulty by only handling a set number of objects but our model can naturally be extended with an iterative composition process. Closer to our setup, the very recent IODINE Greff et al. 2019 proposes a VAE adapted for multi-objects representations. Their learned representations include a scene decomposition, but they need a costly iterative refinement process whose performance has only been demonstrated on simulated datasets and not real images.

Like ours, some prior work has tried to find segmentation masks by recomposing new images. SEIGAN (Ostyakov et al. 2018) and Cut & Paste (Remez et al. 2018) learn to separate object and background by moving the region corresponding to the object to another background and making sure the image is still realistic. These methods, however, need to have access to background images without objects, which might not be easy to obtain.

5.2 Method

5.2.1 Overview

A segmentation process $F$ splits a given image $I \in \mathbb{R}^{W \times H \times C}$ into a set of non-overlapping regions. $F$ can be described as a function that assigns to each pixel coordinate of $I$ one of $n$ regions. The problem is then to find a correct partition $F$ for any given image $I$. Lacking supervision, a common strategy is to define properties one wants the regions to have, and then to find a partition that produces regions with such properties. This can be done by defining an energy function and then finding an optimal split. The challenge is then to accurately describe and model the statistical properties of meaningful regions as a function one can optimize.

We address this problem differently. Instead of trying to define the right properties of regions at the level of each image, we make assumptions about the underlying generative process of images in which the different regions are explicitly modeled. Then, by using an adversarial approach, we learn the parameters of the different components of our model so that the overall distribution of the generated images matches the distribution of the dataset. We detail the generative process in Section 5.2.2, while the way we learn $F$ is detailed in Section 5.2.3.
5.2.2 Generative Process

We consider that images are produced by a generative process that operates in three steps: first, it defines the different regions in the image i.e the organization of the scene (composition step). Then, given this segmentation, the process generates the pixels for each of the regions independently (drawing step). At last, the resulting regions are assembled into the final image (assembling step).

Let us consider a scene composed of \( n - 1 \) objects and one background we refer to as object \( n \). Let us denote \( M^k \in \{0, 1\}^{W \times H} \) the mask corresponding to object \( k \) which associates one binary value to each pixel in the final image so that \( M^k_{x,y} = 1 \) iff the pixel of coordinate \( (x, y) \) belongs to object \( k \). Note that, since one pixel can only belong to one object, the masks have to satisfy \( \sum_{k=1}^{n-1} M^k_{x,y} = 1 \) and the background mask \( M^n \) can therefore easily be retrieved computed from the object masks as \( M^n = 1 - \sum_{k=1}^{n-1} M^k \).

The pixel values of each object \( k \) are denoted \( V^k \in \mathbb{R}^{W \times H \times C} \). Given that the image we generate is of size \( W \times H \times C \), each object is associated with an image of the same size but only the pixels selected by the mask will be used to compose the output image. The final composition of the objects into an image is computed as follows:

\[
I \leftarrow \sum_{k=1}^{n} M^k \odot V^k.
\] (5.1)

To recap, the underlying generative process described previously can be summarized as follow: i) first, the masks \( M^k \) are chosen together based on a mask prior \( p(M) \). ii) Then, for each object independently, the pixel values are chosen based on a distribution \( p(V^k|M^k, k) \). iii) Finally, the objects are assembled into a complete image.

This process makes an assumption of independence between the colors and textures of the different objects given the scene composition. The assumption is naive, as colorimetric values such as exposition, brightness, or even the colors of two objects, are often related, but it results in a constrained model that can provide a learning signal to a segmentation function, as we will show hereafter.

5.2.3 From Generative Process to Object Segmentation

Instead of considering a purely generative process where the masks are generated following a prior \( p(M) \), we consider the inductive process where the masks are extracted directly from any input image \( I \) through the function \( F \) which is the object segmentation function described previously. The role of \( F \) is thus to output a set of masks given any input \( I \). The new generative process acts as follows: i) it takes a random image in the dataset and computes the masks using
\(F(I) \rightarrow M_1, \ldots, M_n\), and ii) it generates new pixel values for the regions in the image according to a distribution \(p(V^k|M^k,k)\). iii) It aggregates the objects as before.

In order for output images to match the distribution of the training dataset, all the components (i.e. \(F\) and \(p(V^k|M^k,k)\)) are learned adversarially following the GAN approach. Let us define \(D: \mathbb{R}^{W \times H \times C} \rightarrow \mathbb{R}\) a discriminator function able to classify images as fake or real. Let us denote \(G_F(I, z_1, \ldots, z_n)\) our generator function able to compose a new image given an input image \(I\), an object segmentation function \(F\), and a set of vectors \(z_1, \ldots, z_n\) each sampled independently following a prior \(p(z)\) for each object \(k\), background included. Since the pixel values of the different regions are considered as independent given the segmentation, our generator can be decomposed in \(n\) generators denoted \(G_k(M^k, z_k)\), each one being in charge of deciding the pixel values for one specific region. The complete image generation process thus operates in three steps:

1) \(M^1, \ldots, M^n \leftarrow F(I)\) (composition step)
2) \(V^k \leftarrow G_k(M^k, z_k)\) for \(k \in \{1, \ldots, n\}\) (drawing step)
3) \(G_F(I, z_1, \ldots, z_n) = \sum_{k=1}^n M^k \odot V^k\) (assembling step).

Provided the functions \(F\) and \(G_k\) are differentiable, they can be learned by solving the following adversarial problem:

\[
\min_{G_F} \max_D \mathcal{L} = \mathbb{E}_{I \sim p_{\text{data}}} \left[ \log D(I) \right] + \mathbb{E}_{I \sim p_{\text{data}}, z_1, \ldots, z_n \sim p(z)} \left[ \log(1 - D(G_F(I, z_1, \ldots, z_n))) \right].
\]

Therefore, in practice, we have \(F\) output soft masks in \([0, 1]\) instead of binary masks. Also, in line with recent GAN literature (Brock et al. 2019; Miyato et al. 2018a; Tran et al. 2017; Zhang et al. 2019), we choose to use the hinge version of the adversarial loss (Lim et al. 2017; Tran et al. 2017) instead, and obtain the following formulation:

\[
\begin{align*}
\max_{G_F} \mathcal{L}_G &= \mathbb{E}_{I \sim p_{\text{data}}, z_1, \ldots, z_n \sim p(z)} \left[ D(G_F(I, z_1, \ldots, z_n)) \right] \\
\max_{D} \mathcal{L}_D &= \mathbb{E}_{I \sim p_{\text{data}}} \left[ \min(0, -1 + D(I)) \right] + \mathbb{E}_{I \sim p_{\text{data}}, z_1, \ldots, z_n \sim p(z)} \left[ \min(0, -1 - D(G_F(I, z_1, \ldots, z_n))) \right].
\end{align*}
\]

Still, as it stands, the learning process of this model may fail for two reasons. Firstly, this model naturally converges to a trivial extractor \(F\) that puts the whole image into a single region, the other regions being empty. Secondly, the model can ignore the input image \(I\) and still produce realistic images. We now detail those two problems and present our solutions.
Conservation of region information. Our first problem is that \( F \) can map all pixels to one region, resulting in a trivial but valid solution, as the pipeline then collapses into a regular GAN. To prevent this from happening, we impose a first constraint that is that given a region \( k \) generated from a latent vector \( z_k \), the final image \( G_F(I, z_k, k) \) must contain information about \( z_k \). Indeed, if region \( k \) is empty, i.e. \( M^k_{x,y} = 0 \) for all \( x, y \), then \( z_k \) cannot be retrieved from the final image. Equivalently, if \( z_k \) can be retrieved, then region \( k \) is not empty. This problem and its solution are illustrated in Figure 5.1. This information conservation constraint is implemented through an additional reconstruction term in the loss function:

\[
\mathcal{L}_z = \sum_{k=1}^{n} ||\delta_k(G_F(I, z)) - z_k||,
\]

where \( \delta_k \) is the function which objective is to infer the value of \( z_k \) given any image \( I \). One can learn such a function simultaneously with the generator to promote the conservation of information. This strategy is similar to the mutual information maximization used in InfoGAN (Chen et al. 2016).

Constraining mask extraction by redrawing a single region. The second problem is that \( F \) can ignore the input \( I \). Indeed, if \( F \) produces random valid segmentation masks but meaningless w.r.t. its input \( I \), the generative model can still build
realistic outputs. Therefore, we need an additional constraint that conditions the output to the input and forces the model to extract meaningful region masks instead of ignoring the image. To this end, we take advantage of the assumption that the different objects are independently generated. We can, therefore, replace only one region at each iteration instead of regenerating all the regions. Since the generator now has to use original pixel values from the image in the reassembled image, it cannot make arbitrary splits. The generation process becomes as follows:

1) \( M^1, \ldots, M^n \leftarrow F(I) \) (composition step)

2) \( V^k \leftarrow I \) for \( k \in \{1, \ldots, n\} \setminus \{i\} \)

\( V^i \leftarrow G_i(M^i, z_i) \) (drawing step) \hspace{2cm} (5.5)

3) \( G_F(I, z_i, i) = \sum_{k=1}^{n} M^k \odot V^k \) (assembling step),

where \( i \) designates the index of the only region to redraw and is sampled from \( U(n) \), the discrete uniform distribution on \( \{1, \ldots, n\} \). This problem and its solution are illustrated in Figure 5.2.

The final complete process is illustrated in Figure 5.3 and corresponds to the following learning objectives:

\[
\max_{G_F, \delta} \mathcal{L}_G = \mathbb{E}_{I \sim p_{data}, i \sim U(n), z_i \sim p(z)} \left[ D(G_F(I, z_i, i)) \right] - \lambda_z \mathcal{L}_z \\
\max_D \mathcal{L}_D = \mathbb{E}_{I \sim p_{data}} \left[ \min(0, -1 + D(I)) \right] + \mathbb{E}_{I \sim p_{data}, i \sim U(n), z_i \sim p(z)} \left[ \min(0, -1 - D(G_F(I, z_i, i))) \right],
\]

where \( \lambda_z \) is a fixed hyper-parameter that controls the strength of the information conservation constraint. Note that the constraint is necessary for our model to find non-trivial solutions, as otherwise, putting the whole image into a single region is both optimal and easy to discover for the neural networks. The learning algorithm follows classical GAN schema (Brock et al. 2019; Goodfellow et al. 2014; Miyato et al. 2018a; Zhang et al. 2019) by updating the generator and the discriminator alternatively.

### 5.3 Experimental Setup

#### 5.3.1 Datasets

We present results on three natural image datasets and one toy dataset. All images have been resized and then cropped to 128 × 128.

The Flowers dataset (Nilsback et al. 2007; Nilsback et al. 2008) is composed of 8189 images of flowers. The dataset is provided with a set of masks obtained via
Figure 5.3 – Example generation with $G_f(I, z_i, i)$ with $i = 1$ and $n = 2$. Learned functions are in color.

an automated method built specifically for flowers (Nilsback et al. 2007). We split into sets of 6149 training images, 1020 validation and 1020 test images and use the provided masks as ground-truth for evaluation purpose only.

The Labeled Faces in the Wild (LFW) dataset (Huang et al. 2007b; Learned-Miller 2014) is a dataset of 13233 faces. A subpart of the funneled version (Huang et al. 2007a) has been segmented and manually annotated (Kae et al. 2013), providing 2927 ground-truth masks. We use the non-annotated images for our training set. We split the annotated images between validation and testing sets so that there is no overlap in the identity of the persons between both sets. The test set is composed of 1600 images, and the validation set of 1327 images.

The Caltech-UCSD Birds 200 2011 (CUB) dataset (Wah et al. 2011) is a dataset containing 11788 photographs of birds. We use 10000 images for our training split, 1000 for the test split, and the rest for validation.

As a sanity check, we also build a toy dataset (colored-2-MNIST) in which each sample is composed of an uniform background on which we draw two colored MNIST (LeCun et al. 1998) digits: one odd digit and one even digit. Odd and even numbers have colors sampled from different distributions so that our model can learn to differentiate them. For this dataset, we set $n = 3$ as there are three components.

As an additional experiment, we also build a new dataset by fusing Flowers and LFW datasets. This new Flowers+LFW dataset has more variability, and contains different type of objects. We used this dataset to demonstrate that ReDO can work without label information on problems with multiple categories of objects.
5.3.2 Metrics

To evaluate our method ReDO, we use two metrics commonly used for segmentation tasks. The pixel classification accuracy (Acc) measures the proportion of pixels that have been assigned to the correct region. The intersection over union (IoU) is the ratio between the area of the intersection between the inferred mask and the ground-truth over the area of their union. In both cases, higher is better. Because ReDO is unsupervised and we can’t control which output region corresponds to which object or background in the image, we compute our evaluation based on the regions permutation that matches the ground-truth the best. We also used IoU for model selection, computed on a held out labeled validation set. When available, we present our evaluation on both the training set and a test set as, in an unsupervised setting, both can be relevant depending on the specific use case. Using those metrics, we compared the performance of ReDO, which is unsupervised, with a supervised method, keeping the same architecture for $F$ in both cases, to analyze how many training samples are needed to reach the performance of the unsupervised model.

5.3.3 Implementation Details

We now provide some information about the architecture of the different components. The code is also available open-source\(^1\). As usual with GAN-based methods, the choice of a good architecture is crucial. We have chosen to build on the GAN and the image segmentation literature and to take inspiration from the neural network architectures they propose.

**Distribution and size of $z_i$.** We sample noise vectors $z_i$ of size 32 (except for MNIST where we used vectors of size 16) from $\mathcal{N}(0, I_d)$ distribution. Those have been chosen smaller than what is usually found in GAN literature so that the vectors could be reasonably retrieved by $\delta$.

**Neural architectures.** For the mask generator $F$, we use an architecture inspired by PSPNet (Zhao et al. 2017). The proposed architecture is a fully convolutional neural network similar to one used in image-to-image translation (Zhu et al. 2017), to which we add a Pyramid Pooling Module (Zhao et al. 2017) whose goal is to gather information on different scales via pooling layers. The final representation of a given pixel is thus encouraged to contain local, regional, and global information at the same time.

The region generators $G_k$, the discriminator $D$ and the network $\delta$ that reconstructs $z$ are based on SAGAN (Zhang et al. 2019) that is frequently used in recent

\(^1\) https://github.com/mickaelChen/ReDO
Table 5.1 – Architecture of mask network \( f \). The architecture is similar to CycleGAN for image translation, except with less residual blocs but a Pyramid Pooling Module introduced by PSPNet.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Nonlinearities</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image ( I )</td>
<td></td>
<td>( 3 \times 128 \times 128 )</td>
</tr>
<tr>
<td>Conv ( 7 \times 7 ) (reflect. pad 3)</td>
<td>Instance Norm, ReLU</td>
<td>( 16 \times 128 \times 128 )</td>
</tr>
<tr>
<td>Conv ( 3 \times 3 ) (stride 2, pad 1)</td>
<td>Instance Norm, ReLU</td>
<td>( 32 \times 64 \times 64 )</td>
</tr>
<tr>
<td>Conv ( 3 \times 3 ) (stride 2, pad 1)</td>
<td>Instance Norm, ReLU</td>
<td>( 64 \times 32 \times 32 )</td>
</tr>
<tr>
<td>Residual Bloc (Instance Norm, ReLU)</td>
<td></td>
<td>( 64 \times 32 \times 32 )</td>
</tr>
<tr>
<td>Residual Bloc (Instance Norm, ReLU)</td>
<td></td>
<td>( 64 \times 32 \times 32 )</td>
</tr>
<tr>
<td>Pyramid Pooling Module</td>
<td></td>
<td>( 68 \times 32 \times 32 )</td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>( 68 \times 64 \times 64 )</td>
</tr>
<tr>
<td>Conv ( 3 \times 3 ) (pad 1)</td>
<td>Instance Norm, ReLU</td>
<td>( 34 \times 64 \times 64 )</td>
</tr>
<tr>
<td>Upsample</td>
<td></td>
<td>( 34 \times 128 \times 128 )</td>
</tr>
<tr>
<td>Conv ( 3 \times 3 ) (pad 1)</td>
<td>Instance Norm, ReLU</td>
<td>( 17 \times 128 \times 128 )</td>
</tr>
<tr>
<td>Conv ( 3 \times 3 ) (reflect. pad 3)</td>
<td>sigmoid (if ( n = 2 )) or softmax</td>
<td>( 1 \times 128 \times 128 )</td>
</tr>
</tbody>
</table>

Table 5.2 – Architecture of discriminator network \( D \) and encoder \( \delta \).

<table>
<thead>
<tr>
<th>Operation</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image input ( I )</td>
<td>( 3 \times 128 \times 128 )</td>
</tr>
<tr>
<td>Down Res Bloc (ReLU)</td>
<td>( 64 \times 64 \times 64 )</td>
</tr>
<tr>
<td>Self-Attention Bloc</td>
<td>( 128 \times 32 \times 32 )</td>
</tr>
<tr>
<td>Down Res Bloc (ReLU)</td>
<td>( 256 \times 16 \times 16 )</td>
</tr>
<tr>
<td>Down Res Bloc (ReLU)</td>
<td>( 512 \times 8 \times 8 )</td>
</tr>
<tr>
<td>Down Res Bloc (ReLU)</td>
<td>( 1024 \times 4 \times 4 )</td>
</tr>
<tr>
<td>Res Bloc (ReLU)</td>
<td>( 1024 \times 4 \times 4 )</td>
</tr>
<tr>
<td>Spatial sum pooling</td>
<td>( 1024 \times 1 \times 1 )</td>
</tr>
<tr>
<td>Linear</td>
<td>( 1 ) for ( D ), ( 32 ) for ( \delta )</td>
</tr>
</tbody>
</table>
Table 5.3 – Architecture of region generator network \( G_k \). Main differences compared to other popular implementations are that mask input is concatenated at each layer and the noise vector is used as seed input but also fed into the network via instance norm conditioning. For the LFW and MNIST dataset, we set \( \text{ch}=64 \). For other datasets, \( \text{ch}=32 \) performed more consistently.

GAN literature (Brock et al. 2019; Lucic et al. 2019). Notably, we use self-attention (Zhang et al. 2019) in \( G_k \) and \( D \) to handle non-local relations, and spectral normalization (Miyato et al. 2018a) for weight regularization in all networks except for the mask provider \( F \) (on which we apply a weight decay of \( 10^{-4} \) instead).

To both promote stochasticity in our generators and encourage our latent code \( z \) to encode for texture and colors, we also use conditional batch-normalization in \( G_k \). The technique has emerged from style modeling for style transfer tasks (Dumoulin et al. 2017b; Perez et al. 2018) and has since been used for GANs as a means to encode for style and to improve stochasticity (Almahairi et al. 2018; Chen et al. 2019b; Wang et al. 2016). All parameters of the different \( \delta_k \) functions are shared except for their last layers.

Optimization scheme. As it is standard practice for GANs (Brock et al. 2019), we use orthogonal initialization (Saxe et al. 2014) for our networks and Adam (Kingma et al. 2015) with \( \beta = (0, .9) \) as optimizer. Learning rates are set to \( 10^{-4} \) except for the mask network \( F \) which uses a smaller value of \( 10^{-5} \). We used mini-batches of size 20, as much as we could fit on our GPU. Initialization gain of 0.8 was used.

Strength of the conservation of information. We use \( \lambda_z = \frac{5}{n \times \text{size}_z} \) for all datasets except LFW, for which \( \lambda_z = \frac{15}{n \times \text{size}_z} \). Despite our conservation of information loss, the model can still collapse into generating empty masks at the
For each dataset, the columns are from left to right: 1) input images, 2) ground-truth masks, 3) masks inferred by the model for object one, 4-7) generation by redrawing object one, 8-11) generation by redrawing object two. As we keep the same \( z \) on any given column, the color and texture of the redrawn object are kept constant across rows.

Figure 5.4 – Generated samples (not cherry-picked, zoom in for better visibility).

5.4 Results

Segmentation scores are presented in Table 5.4 and show that ReDO achieves reasonable performance on the three real-world datasets. Comparison against the supervised baseline with the same architecture (Figure 5.6) shows that the unsupervised performances are in the range of the ones obtained with a supervised method trained with around 50 or 100 examples depending on the dataset. For instance, on the LFW Dataset, the unsupervised model obtains an accuracy of 0.917 and an IoU of 0.781. The supervised model needs 50-60 labeled examples to reach similar performance.

We provide random samples of extracted masks (Figure 5.4) and the corresponding generated images with a redrawn object or background. Note that our objective is not to generate appealing images but to learn an object segmentation function. Therefore, ReDO generates images that are less realistic than the ones generated by state-of-the-art GANs. Focus is, instead, put on the extracted masks,
and we can see the good quality of the obtained segmentation in many cases. Best and worst masks, as well as more random samples, are displayed in Figures 5.8–.

We also trained ReDO on the fused Flowers+LFW dataset without labels. We reused directly the hyper-parameters we have used to fit the Flowers dataset without further tuning and obtained, as preliminary results, a reasonable accuracy of 0.856 and an IoU of 0.691. This shows that ReDO is able to infer class information from masks even in a fully unsupervised setup. Samples are displayed in Figure 5.5.

### 5.5 Perspectives

We presented a novel method called ReDO for unsupervised learning to segment images. Our proposal is based on the assumption that if a segmentation model is accurate, then one could edit any real image by replacing any segmented object in a scene by another one, randomly generated, and the result would still be a realistic image. This principle allows casting the unsupervised learning of
image segmentation as an adversarial learning problem. Our experimental results obtained on three datasets show that this principle works. In particular, our segmentation model is competitive with supervised approaches trained on a few hundred labeled examples.

This model is among the first proposed for data-driven unsupervised image segmentation that scaled to real natural images. Concurrently to our work, Bielski et al. 2019 propose to find object segmentation based on another assumption, that is, objects are regions of images that can be moved to a different location. Based on that assumption, they also use a constrained adversarially learned generative model to extract a segmentation module, which comforts us in this direction of research.

Current unsupervised models, however, have only been tested on relatively simple images as a first step. There is still a very large gap between those images and the complex ones that supervised methods can process. As mentioned in Section 5.1, our model could generalize to an arbitrary number of objects and objects of unknown classes via iterative design and/or class agnostic generators. Mostly, we are limited by our ability to effectively train GANs on those more complicated settings but rapid advances in image generation (Brock et al. 2019; Karras et al. 2019; Lucic et al. 2019) make it a reasonable goal to pursue in the near future. Meanwhile, it could be interesting to investigate the use of the model in a semi-supervised or weakly-supervised setup. Indeed, additional information would allow us to guide our model for harder datasets while requiring fewer labels than fully supervised approaches. Conversely, our model could act as a regularizer by providing a prior for any segmentation tasks.
Figure 5.7 – Masks obtained for images from the LFW test set. Each block of three rows depicts from top to bottom input image, ground-truth, and output of our model. Each block from top to bottom: 1) top masks according to accuracy 2) top masks according to IoU 3-4) randomly sampled masks 5) worst masks for accuracy 6) worst masks for IoU.
Figure 5.8 – Masks obtained for images from the Flowers test set, organized as in 5.7. Because the ground-truth masks for Flowers were obtained via an automated process, our model actually provides better predictions in worst agreement cases.
Figure 5.9 – Masks obtained for images from the CUB test set, organized as in 5.7.
Figure 5.10 – More randomly sampled output masks for the LFW dataset.
Figure 5.11 – More randomly sampled output masks for the Flower dataset.
Figure 5.12 – More randomly sampled output masks for the CUB dataset.
With this final contribution, we provided an example of how a sufficiently constrained mixing process can provide a signal to learn a function in a case where supervision is not available. The next chapter will summarize the contributions we proposed and discuss future directions of research.
CONCLUSION
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In this thesis, we tackled challenging problems when lacking full supervision, using deep generative models and adversarial learning. Indeed, while supervised learning has been at the forefront of advances in deep learning in the past decade, supervision is not always available in practical cases. Therefore, it is crucial to develop a variety of tools that can exploit different types of supervision. Since their introduction in recent years, GANs and VAEs have been showing promising results in that regard. We provided an overview of such successes in Chapter 2. In this context, our contribution consisted in exploring and designing novel approaches, leveraging Deep Generative Models and Adversarial Learning. We summarise those contributions in this Section 6.1. We then propose perspectives and future work in Section 6.2.

6.1 Summary of Contributions

Our contributions have been organized following three points we restate in this section.

6.1.1 Performing Stochastic Predictions

In Chapter 3, we focused on designing models that could perform stochastic predictions. The goal of such models is to capture the full array of possible predictions and to propose different plausible scenarios for a given input. This contrasts with classical methods that can only produce relatively simple outputs. The task is well-suited to deep generative models as they can find regularities and
variabilities even in datasets in which each input is only associated with a single realization of the possible outputs.

We first presented MV-BiGAN (Chen et al. 2017), a model for stochastic prediction in the context of multi-view data. The model had to be able to propose different possible outcomes for a given input. As a multi-view model, it also had to handle cases when some of the views are missing in the input. To build our stochastic prediction model, we encoded inputs into stochastic latent variables on which predictions were performed. We based our implementation on Bidirectional-GANs to handle the stochastic mappings, and we used a KLD constraint, reminiscent of VAE-based models, on the latent variables to maintain consistency of predictions when additional views were provided. The resulting model behaved as expected on MNIST-based benchmarks, but our implementation quickly showed its limits in slightly more complex cases. Those limitations can probably be attributed to training instability of our model, hampering performances, and to the poor capacity of Bidirectional-GANs in terms of reconstruction power.

Later, building on advances in both generative models and dynamic models, we presented SRVP (Franceschi et al. 2020), a model for stochastic video prediction. SRVP features a fully latent dynamic model based on residual updates, augmented with stochastic variables to handle uncertainty. Contrary to other approaches, it isn’t frame-autoregressive and doesn’t use previously predicted frames as input for the next step. This effectively removes the dependency of the dynamic module on the generation module. The model further complements this separation by splitting representations of static content and dynamics, as in other works on the same topic. This approach allows us to obtain state-of-the-art performances on multiple benchmarks and highlights the importance of controlling information flow in the latent embeddings.

6.1.2 Adversarial Methods for Learning Factorized Representations

In Chapter 4, we focused on adversarial methods to factorize information in those latent embeddings. Controlling the properties and contents of learned latent representations is an important topic in deep learning and research in this direction could potentially allow for better models in terms of performances or interpretability.

We first explored adversarial methods for censoring a latent vector and separating style and action in the context of Motion Capture sequence modeling (Wang et al. 2018b; Wang et al. 2018a). The idea is that by learning an auto-encoder that factorizes the latent representation into action and style, it would be possible, at test time, to perform any chosen action in any chosen style. We validated that the strategy is effective, and compared different models. In particular, we
observed that models that use a single label as code for the action underperformed compared to models that extract the action from an example and encode it into a vector of small size.

In a second work on this topic, we used a GAN-based method in the context of multi-view image generation. Assuming content and style are independent, we built GMV (Chen et al. 2018b), a generative model that produces images by mixing two independent random variables. We supervised our training with pairs of data of the same content so that we don’t have to rely on categorical class labels. It resulted in a controllable generative model (CGMV) that could alter the style of an image while preserving its content. The model also discovered style embeddings that are transferable across different contents without using style labels.

### 6.1.3 Unsupervised Object Segmentation

In Chapter 5, we tackled the task of object segmentation in images. Image segmentation is a prominent task in Computer Vision that have strong impacts in many applications such as vehicle automation and medical imaging. It is also a challenging task for which the best current methods rely on large scale datasets with complex annotations. Reducing the need for precise annotations would directly impact the usability of those models in many situations.

We presented Redrawing Of Objects (ReDO) (Chen et al. 2019a), a novel model for unsupervised object segmentation that relied on an assumption of independence between the contents of the meaningful regions in an image. Using a GAN-based framework similar to that of our work on multi-view generation, we build a system that generated images in which the texture of each region is controlled by an independent latent variable. The model was constrained so that the segmentation function we wished to learn had to find such regions in the input images. The work demonstrated a novel use of generative models for segmentation tasks and was among the first to propose an unsupervised data-driven object segmentation method that worked convincingly on real, albeit relatively simple, images.

### 6.2 Perspectives and Future Work

This thesis started in October 2016. Earlier in the same year, Radford et al. 2016 had demonstrated that GANs could be used to generate convincing realistic images in a publication that largely contributed to the rise of GANs and VAEs as prominent topics of interest in the fields of machine learning and computer vision. As such, much of the work done during this thesis was about exploring the new possibilities offered by those tools. By the exploratory nature of our work, a lot of potential future work would consist in finding ways to scale-up different and more complex datasets. Part of the problems comes with current limitations
of generative models and, considering the rate at which they are improved, we expect some of those to be alleviated in the near future. We provide in this section some further directions of research.

For stochastic video prediction, SRVP is already able to generate realistic human motions on a difficult dataset (Human3.6M). Still, the images are blurry and of low quality. It could help to combine our VAE-based approach with an adversary that would control the quality of the generated images, provided we are careful to not hinder the diversity of the generated sequences and the good properties of the learned latent space. We also observe on the BAIR dataset that it is difficult to capture the movement of small objects, especially since most of them are static in most examples. Combining our approach with a multi-object modelization, such as one proposed by Burgess et al. 2019, might be necessary to achieve more complex scenarios.

Our work on multi-view generation split the representation into two parts, using only information on one of them. The model could also be extended to separate into more factors to handle more complex cases, either via more supervision or by combining it with unsupervised methods. The latter could also provide more insights, as it is unclear how current unsupervised disentangling methods interact in more complex systems with multiple objectives. For practical application, as a controllable generation method, it might be interesting to further explore if data generated by CGMV would be useful to counteract class-imbalance in datasets.

As for image segmentation, unsupervised methods still need a lot of improvement to reach the capabilities of their supervised counterparts. Augmenting ReDO using recurrent networks for the segmentation function and scene composition function could be a first step to handle more complex images. In its current state, our work shows that independence between the content of the different regions is a useful assumption, and it would be interesting to see if it can improve performances when incorporated into semi-supervised or weakly-supervised approaches.

From a broader perspective, the common strategy behind our models was about organizing latent variables into generative explanatory factors. This approach can also apply to questions related to the interpretability of models, causal intervention and, fairness. Links between controllable generative models and interventions in causal graphs have been explored from different directions by Kocaoglu et al. 2018 and Suter et al. 2019. Meanwhile, applications of unsupervised disentanglement to fairness have been proposed by Locatello et al. 2019a and Sarhan et al. 2020. We believe our approach could be relevant in those contexts.
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