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Abstract

The advent of nano-scale device or shrinking of integrated circuits (IC) has become a blessing for the human civilization. Nowadays it has become very much common to find piece of electronic devices in different applications and instruments of various sectors. ICs now are not only confined to computers and mobiles but they are integral part of our everyday life. They can be found in our kitchens (in microwaves, oven), in hospitals (instruments such as ECG, MRI etc.), banks, space, telecom, defense etc. It has of course made our lives easier. However everything comes with a price.

The change in economy due to the integration of electronics in different domains has put an extra pressure on companies and manufacturers to produce their product in tighter constraints in terms of cost and time. This has led to companies off shoring their manufacturing units to foundries beyond their direct control. Due to this advent of small and untrusted foundries have been on rise. The rise in various manufacturing units or foundries has given rise to the phenomenon of counterfeiting of electronic components especially ICs. For smaller foundries who do not meet all the specification, if they get hand to the design of the circuit layout, they can produce the IC similar to the one developed by original component manufacturers (OCMs) and sell them into market without consent of OCM and without performing standardized tests. Also, the malicious or untrusted foundries can copy and clone the netlist of devices and sell under the name of OCM. Various types of counterfeit ICs – recycled, remarked overproduced, out-of-spec/defective, cloned, forged documentation, and tampered – have made the supply chain vulnerable to various attacks. However, due to the lack of efficient detection and avoidance techniques, many more instances of counterfeit ICs evade detection than those that are actually detected. Over last few years the rise in the incidents of IC counterfeit has propelled the designer and researchers to develop various testing and standardization methods in place. However, many of these methods can be cumbersome and have huge implications and costs for their implementations. This can be discouraging for the users and OCMs to implement these methods in their product.
In this dissertation, we have worked on the implementation of methodology that can be used to generate fingerprints or signatures form the ICs which can be used for the purpose of their authentication. The method adopted in this work is based on the idea of exploiting the manufacturing induced process variations by implementing the electromagnetic (EM) waves. The manufacturing variability of various devices under test has been exploited through use of EM waves. The use of EM waves has been studied in detail along with the various implications of using and generating them in the IC. This dissertation uses two methodologies to utilize EM wave for the exploitation of the process variation effects. The exploited process variation effects have been subjected to mathematical treatments to quantify the response statistically.

The following tasks have been implemented in this work:

- State of the art study of IC counterfeiting and IC cloning (on both risk and mitigation techniques).
- Measurement set-up: Component choices, board measurement development.
- Circuit configuration to maximize the measurement sensitivity.
- Measurement campaigns using different approaches (RF based).
- Measurement Exploitation in order to extract authentication information from the measurement.

Together with the implementation of EM based approaches on new device, we have also worked on observing the effects of the aging on the devices under test and particularly on the authentication metrics themselves. For this we have setup measurement test benches and put the device under accelerated stress to induce the aging effects.

To validate our work, we have performed our measurements across various devices of same manufacturer and family. This work has focused on using two different semiconductor devices i.e. FPGA and microcontrollers. These are highly used devices and find their application in various domains. The statistical computation after mathematical treatment of responses, gives the error rate which determines the efficiency of the methodologies adopted.
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1. Introduction

IC or Integrated circuits find their usage in multiple applications across different domains and sectors. They are used in daily home appliances, smartphones, laptops to more sophisticated systems like banking, military and space exploration etc. Given their usability across very domains, it is imperative to safeguard their integrity against any kind of eternal or internal threats. Hence in a nutshell it can be said that IC are root for a trusted hardware system.

However, in recent times, there have been many incidents related to counterfeit of ICs. A counterfeited IC can pose permanent or temporary damage to the life of a system as well as compromises the integrity of information of the system[1][2]. An IC failure due to a counterfeited part is very serious. When the counterfeit IC fails, it can inflict serious injury, or at a minimum interrupt or delay a mission. It ranks with counterfeit drugs that can cause an individual to be over- or under medicated. Owing to the fact that ICs are used in our day-to-day life - both directly and indirectly - counterfeit ICs also pose major threats to the health, safety, and security of the population at large. For example, the failure of a pacemaker due to a counterfeit component can potentially take someone’s life. A pilot can lose control of his airplane if the IC or electronic components used in that is fake or counterfeited. Hence it not only causes the reliability issues or failure of the system but also inflicts or has the potential to damage the human lives [1].

In addition to the impact on public safety and security, counterfeit ICs could also cause significant damage to the economy. A semiconductor company spends a huge amount of money in developing and marketing a new product, whereas a counterfeiter requires minimal effort to destroy the authenticity of the product. Hence when a fake component with marking of original component manufacturers (OCMs) fails, it tarnishes the reputation and credibility of the OCM. According to studies conducted in [2], around $100 bn. of revenue is lost by legitimate electronics and semiconductor industry due to the incidents of counterfeit. Indeed Hi-Tech industries are significantly affected by this problem. Based on a 2008 report by the International Chamber of Commerce, it was estimated that the cost of counterfeiting and piracy for G20 nations was as much as US$775 billion every year and will grow to $1.7 trillion in 2015 [2][3].

Over the past several years a specialized service of testing has been created for detecting and avoiding counterfeit components. The components must be authenticated by these tests before being placed in systems. The classical techniques to detect counterfeit that involve physical and electrical inspection can
be very time consuming and also involves the risk of damaging the IC or components under test, permanently or temporarily [3][4]. Second method is based on traceability approach to find identity of devices or ICs by using process variation or PV. As discussed, using PV approach, physical unclonable function (PUF) is dominantly used. It exploits the inherent variability of an IC, caused due to manufacturing variations of IC itself. Each PUF contains pair of challenge and response. For each challenge sent to an IC there is a unique response to that challenge [5][6]. Apart from the IC authentication, PUFs are also used for the purpose of secret key generation for cryptographic applications. Bottleneck of the PUF approach is that it requires dedicated on-chip circuitry which may be complex to process and implement. PUFs also have large database of challenge pair response. Apart from the usage of classical techniques and PUF based solutions, research and studies have been going on to develop new approaches that would be effective against counterfeit problems.

With the miniaturization of IC, there are various constraints that arise for the designing any new circuit element in the IC. Area overhead and ease of implementation is major issues that are topic of concerns on IC made on smaller technological nodes. Hence, in terms of adding any extra dedicated circuitry in the IC for the purpose of authentication can be discouraging in terms of economic viability for any OCM. Therefore, it is very important to find for a solution which takes into account the area constraints of IC while implementing solutions to address the issue of counterfeiting. Second important aspect is that the implemented solution should be safe and must not damage the IC in long or short terms.

1.1 Motivation

The motivating factor to perform this study is to introduce and elaborate techniques that can efficiently create a signature of an IC without using any invasive techniques. This will aid greatly in mitigating the problem of area utilization in miniaturized IC. Also, this is a simple scheme that can be effectively used in resource constraint devices. The work in this dissertation is mainly motivated by the following concerns:

1. Counterfeit avoidance and detection requires the utilization of various physical and electrical design factors of the IC. Hence as also stated above in brief, these factors often lead to higher power consumption or higher area occupancy. In particular higher area occupancy utilizes higher Silicon area which in turn increases the cost of the IC. For example, if the instance of physical unclonable functions (PUFs) is taken into account, it is clear from their design approach that this
technique utilizes a considerable amount of IC area. PUFs require a dedicated post-processing unit which is area as well power hogging [5]. This can be demotivating for an OCM to include any extra circuit in its IC for purpose of authentication because of tight budget and time to market constraints. Secondly, this can also cost-ineffective for the consumer, who can then be falsely allured in buying the recycled or remarked IC.

2. Subsequently, it is also observed from the above discussion in section 1, that classical techniques like physical inspection use high powered input sources like X-rays, which can damage the IC under test permanent or temporarily [3]. Secondly, these techniques are slow and time consuming for the end user to deploy. Hence, it can be daunting task for the user to employ such a technique which can damage his component and also consume huge amount of time. The technique in this category of electrical inspection is also very time consuming and highly inefficient in terms of detecting the counterfeit [4].

3. One of the major challenges in counterfeit industry is of the recycled IC. Among various IC counterfeit techniques, recycled IC takes around 80% of whole share. Recycled ICs are old ICs sold as new [7]. Hence it is becoming important to understand the difference aspects of old ICs, their characteristics and difference with the new ones. The various techniques adopted have been towards finding and implementing aging based sensors, but they come up with solution to detect old IC. An IC can become aged or old while being in the field. So any authentication process done after the IC has been in the field can discard that IC by putting it in category of recycled IC and in this way even an authentic IC can be discarded.

4. Extending point 3, with the passage of time, the signatures or fingerprints of IC can vary owing to aging and reliability effects on transistors. An IC is always affected by process, temperature and voltage variation when it is employed in the application. Therefore, there is an issue regarding the reliability and aging effects on the principle functions of IC and how it degrades over its usage over the time. An old IC does not mean a fake IC i.e. if a vendor performs an authentication after a time gap of ‘t’ (period in which IC has been used by genuine vendor), it can show deviation in the fingerprints. Hence, it is imperative to have a solution that is gives a fingerprint of IC resistant to aging effects. This is an important aspect that this covered in this dissertation.

In this dissertation we have made an optimum attempt to give answer for all the concerns highlighted above. The effort has been made to enhance, implement and utilize a scheme for authentication of IC
using non-invasive approaches. The approaches should be efficient in terms of area and implementation, it should not pose any risk to damage the IC and it should be time efficient and cost effective. Subsequently, it is also an important aspect to extend the implemented technique to cater the aging related problems of the IC. This is to prevent the authentic IC from being discarded due to variation in their fingerprint over time. Hence, in a summary this dissertation answers to the following existing problems in the field of IC authentication:

I. Area overhead of IC utilized in present authentication techniques.

II. High cost requirement with the utilization of present techniques.

III. Implementation of authentication techniques in resource constraint devices.

IV. Effects of aging on the obtained fingerprints of IC – authentication valid for lifetime of IC.

To answer these concerns, in the next subsection we have highlighted the contribution done in this thesis work.

1.2 Contributions of this work

In view of the problems discussed regarding the counterfeit ICs, and effects they have on system’s reliability and economy; we have made an effort to implement a methodology that is efficient and easy to deploy and handle. It is also discussed in brief in the previous section that there are many studies and research and going to tackle the problem of counterfeiting. This dissertation highlights alternate methods that can be used in order to mitigate counterfeiting of ICs and create fingerprints or signatures of each IC by exploiting their manufacturing process variation or PV.

This dissertation is broadly compiled in the following order.

I. Understanding the effects, features and techniques of counterfeiting of IC.

II. Understanding and analysis manufacturing based process variations.

III. Implement EM based techniques to utilize the PV effects to generate unique response from each IC. Perform the measurement steps suitable and required to get a prudent effects of process variations.
IV. Use statistical techniques to have a statistical and mathematical analysis on the obtained results to attribute each IC with a fingerprints and signatures.

V. Perform aging and reliability analysis and extend metrics that can mitigate the effects of aging of IC on its fingerprints and signatures.

In the following sub-section, we have given a brief introduction to the different adopted authentication metrics performed in this study.

The terms **fingerprints** and **signatures** have been used interchangeably in this manuscript. Mostly with signature, we tend to point out towards analog signature or response and with fingerprints towards a binary response. However, both of these terms mean same – a unique identifier for the devices under test.

### 1.2.1 Alternate and proposed authentication metric – Electromagnetic (EM) based

As the bandwidth of today’s integrated circuits increases, it is important to characterize their performance over wide frequency ranges. Traditional low frequency parameters—such as resistance, capacitance, and gain - can be frequency dependent, and thus may not fully describe the performance of the IC at the desired frequency. In addition, it may not be possible to characterize every parameter of a complex IC over frequency, so system-level characterization may provide better data [8]. In this work we primarily deal with the study of perturbations of EM (radio-frequency (RF) waves) high frequency wave due to the different electrical and physical features of ICs. The idea is to exploit the process variation using EM / RF based approach. The process variation - No two ICs even built on the mask can have same physical characteristics [9]. The alternate authentication metrics that have discussed in this dissertation is based on exploitation of PV effects through the EM and RF based approaches.

The implemented EM based approaches have been characterized as non-intrusive, that does not require dedicated sensor or marker, is easy to implement and efficient in terms of cost. This dissertation contributes through the two EM based methods:

I. Radiated EM based Technique or we call it REMT in this dissertation.

II. Guided EM based Technique or GEMT.
The detailed preview, analysis and description have been laid out in the succeeding chapters. In our study we have utilized field programmable gate arrays (FPGAs) as our IC under test for all the EM based techniques.

To implement an authentication approach using non-invasive EM based techniques, a detailed analysis and study on different methodologies that is utilized to create fingerprints or signatures for IC for its authentication purposes has been performed. This thesis also contributes to propose the methods to have a stable and robust authentication schemes. The aging or reliability issues of IC are studied in the realm and domain of the authentication mostly.

The aging related issue is an important aspect that an IC has to undergo when it is used in the field for a period of time. With the usage of IC over a period of time, there are changes or degradation in its electrical properties due to electrical and physical changes it has to undergo. For instance, the aging effects result in degradation of switching speed, threshold voltage etc. of a complementary metal oxide semiconductor (CMOS) based transistor. A detailed understanding of it is given in chapter 4. Hence, it is important to understand how the authentication technique can get affected when an IC undergoes aging effects.

A basic high level pictorial description of using EM based technique for the purpose of authentication of IC has been pictorially illustrated in Fig. 1.1. From Fig. 1.1(a), we can observe the steps required for authenticating an IC which has never been used in any application (new IC). Likewise in Fig. 1.1(b), for a used or aged IC the same steps of authentication (EM based) are proposed. The fingerprints or signatures obtained from Fig. 1.1(a) and (b) are compared. This comparison is done to check for the robustness and stability of fingerprints or signatures.

The points that Fig. 1.1 describes is that along with the steps implemented for the EM based authentication for the new IC, it is also imperative to take into the effects of aging of IC when similar measurement technique is applied on the used or old ICs. As IC gets old there signatures can vary and hence they can be wrongly discarded as being un-authentic or fake. Therefore, in this study we have taken the effects of aging into account and implemented approach that has been able to generate robust and stable fingerprints of IC.
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Fig. 1.1: A high level illustration of EM based technique for authentication highlighting different steps used. (a) For new IC when it is not used for any application. (b) For an aged or used IC.

With the proposed solution for taking aging effects in to account we have shown in chapter 4, that the fingerprints of IC can remain constant over period of time hence mitigating aging or reliability based effects.

1.2.2 Characteristics of EM based solution

Among other aspects of IC and its authentication nuances, this work primarily focusses on exploiting process variation effects of IC by means of electromagnetic (EM) waves. In later part of the manuscript aging effects of fingerprints or signatures have been investigated and solution is proposed to mitigate the aging effects on fingerprints / signature, as also highlighted in Fig. 1.1(b). The approaches to implement authentication techniques discussed in this study have adhered to the following main characteristics:

I. Exploits manufacturing based process variation or PV of IC. The implemented methodology should be efficient to be able to exploit the intrinsic manufacturing induced PV effects of IC. This is an important aspect in order to create a fingerprint of the IC which is unique to it.

II. Non-intrusive in nature i.e. no or minimal dedicated circuit requirements. It is the major requirement and contribution of this work, the proposed solutions makes sure that the any marker
involved in the working to create the signature of IC is as small or lightweight as possible. The idea to have marker is to exploit the physical and electrical nature of the PV of each IC under test, which finally creates the fingerprint of the IC.

III. Does not require extra dedicated or auxiliary circuit. The approaches used should not require any external circuit or any internal dedicated circuits which would assist in performing measurement or creating fingerprints / signatures. All the fingerprints / signatures creation should be function of only the manufacturing induced intrinsic PV effects.

IV. The methodologies should be robust and stable under different operating conditions. That means, the obtained signatures of IC should be same under different measurements conditions. It should be independent of different PVT effects and environmental noise.

The last part of this thesis work contributes towards utilization of FPGA in RF application. While adopting EM or radio-frequency (RF) based methods for the IC (FPGAs in our study) authentication purpose, we have experienced RF capabilities of FPGA and hence we have decided to leverage them to propose new RF capabilities with classical FPGAs.

1.2.3 FPGA in RF applications

The last part of this dissertation extends new techniques that focusses on utilization of the FPGA as RF devices like passive switches, isolator etc. This part of the work highlights the ease of re-programmability that FPGA brings. Advantages of this proposed work are: (a) reprogram same FPGA and make it work as different RF devices; (b) efficiently create a prototype of the design for purpose of verification and accurate results. This part of work is also inspired by the fact that in implementing the RF guided wave authentication method, we required aid of external instruments like network analyzer and other RF components. Hence in order to mitigate the extra cost and inconvenience that can come by use of additional components, we have focused one part of our work on deploying FPGA to work in RF range of frequency as RF devices without use of any external clock or analog signal. Furthermore this is feature of FPGA is extended to implement software defined radio (SDR) feature in the FPGA. As an example of this application we have implemented a RF wireless communication between two FPGA boards using OOK based modulation technique.
1.3 Organization of thesis

This thesis is divided into 6 chapters. The motivation, background, and contributions are provided in

Chapter 2 of this thesis focuses on the detailed study, analysis and understanding of the counterfeiting of electronic components, their effects on the reliability and economy of the system. In the same chapter we have discussed about the different counterfeit techniques that are adopted. Furthermore this chapter will talk about the different concepts and techniques that are applied in order to detect and avoid counterfeiting of ICs or electronics components. Lastly we will try to highlight the problems that electronic industry faces in deploying the currently present counterfeit detection and avoidance techniques.

Chapter 3 describes in detail about the theoretical and practical aspects of REMT or radiated EM based method for the authentication of IC. This chapter focuses on understanding of EM radiation from ICs or FPGAs in this study. Effects of process variation of ICs and how it can be exploited by the use of EM radiation methodology. This chapter also focuses on the detailed investigation of variability aware design and use of inherent physical features to exploit the PV effects that can be used by radiated EM wave to create a fingerprint for each IC user test. The use of post-processing steps along with the detail of the same has also been provided. This chapter focuses on using and measurements steps on two semiconductor devices: FPGA and Microcontrollers. The statistical results which justify the efficiency of the methodology have been discussed in details. The utility of this approach against various counterfeit techniques have also been discussed in the inference and conclusion part of this chapter.

Chapter 4 is the extension of chapter 3. In this chapter we have focused on investigating the effects of the aging on the EM based authentication technique on the transistors and CMOS devices. The normal aging related mechanisms NBTI and HCI have been studied in brief. The measurement setup for the accelerated aging is detailed out. This chapter also summarizes the use of intra-die variability to create fingerprint which is resistant to aging. Different post-processing technique – binary encoding schemes based on the pattern obtained from the intra-die variability - have been implemented which is more adapted to be used in the results obtained in this chapter.

Chapter 5 introduces a novel technique that can also be effectively used to generate fingerprint of each. The technique introduced in this chapter uses guided wave EM approach or GEMT. This chapter first introduces various aspects of GEMT. Important details such as the use case and theoretical explanation explaining the usage of GEMT method for the creation of fingerprints of IC for the authentication
purpose. The physical level details which are used in exploitation of PV effects pertaining to internal physics of each IC under test have been investigated. Together with the understanding of various aspects of GEMT a basic simulation and its results have been discussed. Measurement approaches, development of customized PCB have discussed in detail. The post-processing technique based on cosine similarity and Gray coding schemes have been deployed. Also different techniques to mitigate the aging and systematic errors have been introduced. Lastly with conclusion we have compared the utility and implementation approaches of both REMT and GEMT based approaches.

*Chapter 6* is an example chapter of the customized PCB developed in chapter 6. This chapter introduces the use of the customized RF FPGA PCB for the various RF applications. This chapter is divided into two parts. The first part details about the use of the FPGA as RF device with the measurement and implementation approach explained. For an example, simple RF switch structures have been developed by programing the FPGAs. The results and improvement on the existing performance have been detailed. The second part of this chapter describes about the implementation of wireless RF communication between two FPGA boards. The various aspects of RF communication viz. programming of FPGAs with the modulator and demodulator circuits have also been described. The chapter also discusses the implementation of distributed logic structure of various FPGA using wireless communication.
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2. Counterfeiting of IC: detection, avoidance and preview on EM based authentication techniques

Objectives

The objective of this chapter is to introduce the concept of counterfeit of IC in details and define the various counterfeit techniques. Secondly we have also described the various proposed methods that have been adopted – their highlights and bottlenecks - in order to avoid and detect the counterfeiting techniques. A brief analysis on the highly used PUF approach has been detailed out. Lastly we have introduced in brief about the two electromagnetic (EM) based methods that have been proposed in this study, for the purpose of IC authentications. A brief description and comparison of PUF based approach with the EM based approach is also drawn out.

Preliminaries

Counterfeit ICs which constitutes a significant part of counterfeit products in electronics and semiconductor industry, pose a significant threat to the government and industrial sectors of the economy because they undermine the security and reliability of critical systems and networks. Due to the widespread use of electronic components in our day-to-day lives - both directly and indirectly – counterfeit ICs also pose major threats to the health, safety, and security of the population at large. For example, the failure of a pacemaker due to a counterfeit component can potentially take someone’s life [1][2].

Also discussed briefly in chapter 1, a counterfeit IC cause significant damage to the economy. A semiconductor company invests billions of dollars, time and energy in developing a relevant and important product for an application to perform its best, whereas the counterfeiters spends a minimal cost to just clone or remark or recycle the used component and sell it to the end user. It not only degrades the quality of the products but also undermines the brand of the company under which the counterfeiters sell the fake product [1][2].
Since it’s not the counterfeiter’s responsibility to take blame for the failed or non-functioning counterfeit product, it becomes duty of original component manufacturer (OCM) to take care of the failed component [2].

<table>
<thead>
<tr>
<th>Rank</th>
<th>Component Type</th>
<th>Percent of reported incident</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Analog IC</td>
<td>25.2</td>
</tr>
<tr>
<td>2</td>
<td>Microprocessor IC</td>
<td>13.4</td>
</tr>
<tr>
<td>3</td>
<td>Memory IC</td>
<td>13.1</td>
</tr>
<tr>
<td>4</td>
<td>Programmable logic IC</td>
<td>8.3</td>
</tr>
<tr>
<td>5</td>
<td>Transistors</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Table 2.1: Top-5 Most Counterfeited Semiconductors in year 2011.

With the increased complexity of the devices and competition in the market, the large OCMs share their design and development phases over small assembly and foundries. For example, large foundries located in different countries can offer lower prices to the design houses. Untrusted foundries and assemblies can also be capable of selling extra components outside of the number they were contracted to manufacture. This complex supply chain leads to an illicit market willing to undercut competition with counterfeit parts [3].

Recent reports from [4], have shown that there has been surge in the counterfeit ICs in past decades. Table 2.1 shows the details of the top five counterfeited components of the semiconductor companies. The components are as follows: analog ICs, microprocessor ICs, memory ICs, programmable logic ICs, and transistors. Together, these five types of components make up around 68% (or, slightly more than two-thirds) of all the counterfeit incidents reported in 2011 [5]. The loss incurred due to the counterfeiting of these components have been more 100 $ billions.

2.1 Counterfeit IC: definition and features

A counterfeit component can be defined as the component which can have one or many of the following features [2][3].
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I. It is an unauthorized copy which does not conform to Original Component Manufacturer (OCM) design, and/or standards.

II. It is produced by unauthorized contractors or manufacturers but not by the OCM.

III. It is defective or malfunctioning and an off-specification component.

IV. Or it is an old OCM product sold as “new” or labeled as OCM original component or, has incorrect or false markings and/or certifications.

The above definition may be extended to include much more and diverse aspects of the present scenario of counterfeiting. The present scenarios where an entity in the component supplies chain source electronic components that are authentic and certified by the OCMs. In today’s supply chain, there can be incidents of theft or cloning of designing. An untrusted foundry or assembly may source extra components without disclosing it to the OCMs [2][3]. Thus an illustrative and pictorial definition of the counterfeit IC can also be understood from the Fig. 2.1.

A recycled IC refers to the use of the IC that is discarded by the OCM or users and is being sent to the recyclers. Old and used electronic boards (PCB) instead of being sent to the recycler reaches to the counterfeiters who then scrap out the IC from the PCBs and resell it claiming it to be new [1][2][6].

But as discussed by Kai et al [6] today around 80% of counterfeit ICs or their components are recycled. This proves that the high number of fake and counterfeit ICs and electronic components are coming from old, recycled or scrapped electronics boards. Hence recycled IC is another big concern for the semiconductor industry.
Similar to the recycled counterfeit type, remarked components are also extensively discussed by the government, industry and test labs. Clearly, a component’s markings are very important as they represent component’s origin and, most importantly, determine how the component should be handled and used. Sometimes the counterfeiters modulate the grading of the components, i.e. alter the marking of low grade component to a higher one and sell into market at higher price. Of course a component made to work in low grade condition if remarked and sold to work in harsh condition would fail miserably and hence may collapse the whole hardware system [1][3].

Given this increasing cost and the complexity of foundries and their processes, the semiconductor business has largely shifted to a contract foundry business model (horizontal business model) over the past two decades. The OCM send their contract to other small foundries in this case. The untrusted foundries here can gain access to the original design and start producing the components without the permission of the OCM. The component produced like this is termed in overproduced component. Overproduced components may simply end up being used in critical application like military and space, with minimal or no testing for reliability and functionality. Together with the reliability issues, it imposes threat to the economy of the OCM [1][2][3].

An out-of-spec or defective component as name suggests is the discarded component by OCM. These components do not have proper functionality, fails to meet the required standards and does not conform with the application they are developed for. Hence they should be sent for disposal or should be destructed. However, if they are sold on the open market instead, either knowingly by an untrusted entity or by a third party who has stolen them, there will be an inevitable increase in their risk of failure [1][2].

Cloning is also a major concern for the semiconductor industry. It destroys the intellectual property (IP) rights of the authentic owner of the entity and causes loss of revenues. Cloning can be done by illegal copying of the IP and design netlist [1][2].

A forged component or IC is also synonym to a remarked component. Each component after being manufactured is given a certification by OCMs. By modifying or forging these certificates, a component can be misrepresented and sold even if it is nonconforming or defective.

Lastly, in the categories of the types of the counterfeit IC is tempering of the IC. This is done by adding an extra hardware Trojan. The adversaries can add extra circuitry in the IC, which can be like a silicon time bomb. It alters the functionality and consequently reliability of the IC. The added Trojan can also act as backdoor i.e. create a channel to leak important and secretive information to the non-authorized entity [1][2].
After getting to know in brief about the various types of counterfeit ICs, it is also important to understand the different stages of IC’s life. We see from [7], a typical stage of development of an IC. The counterfeiting IC can start from the design, the manufacturing stage or packaging stage.

### 2.1.1 Counterfeit at different stages of IC lifetime

A typical life cycle of IC starts from the design of netlists and layout on the computer using commercially available software. Once the netlist, design and layout are finalized the manufacturer sends it to the foundry for the fabrication stage. A typical lifecycle is given in Fig. 2.2. After the fabrication, there is assembly and packaging of IC. Once ready, IC is tested by the OCM, to test for its reliability and robustness. Finally, when all the tests are done, IC is sent to the market. Each stage can be subjected to vulnerabilities of counterfeiting. We have discussed in brief about counterfeiting technique that can be applied by adversaries in each stage of IC lifetime [7][8]. An analysis of different stages that can causes counterfeiting of ICs (referring Fig. 2.2 also) is described below.

![Fig. 2.2: Different stages of IC manufacturing and counterfeiting techniques at various stages of manufacturing.](image-url)

LCIS – University of Grenoble

Mushir Ahmed
In the *design stage*, the original OCM IP design and netlists can be stolen and reused by adversary. The adversaries or untrusted foundries can design an IC with the same functionality, without proper testing and standard conformity; the components are packaged with an OCM label and sold to the market. In other ways, attacks on the design stage can be performed when the counterfeiter can tamper with codes to modify the functionality, create backdoors, etc. This creates two major problems: *(i) reliability and standard issue* – the counterfeiters can sell ICs in the market with the same functionality but one of them being an untested and untrusted IC, hence the product sold can degrade the performance of the systems it will be used in, *(ii) economic issue* – the low standard untested IC sold under OCM name by counterfeiter give the negative impact they can have on innovation, and credibility of the OCMs.

Secondly, the counterfeiting can also occur in the *manufacturing stage*. In this stage a malicious or untrusted foundry can gain access to the design or mask of the IC and start production without the permission of actual OCMs or at this stage a foundry could overproduce and sell the ICs with the label of OCM. Adversaries or untrusted foundries can also tamper the design, and source defective and out-of-specification wafers to packaging companies to make finished parts.

Thirdly in a *packaging stage* a no-performing IC can be repackaged under an OCM label and can be sold as new IC in the market. An untrusted assembly can: *(i) build overproduced ICs by hiding the yield information, (ii) sell the defective/out-of- 17 specification ICs, and (iii) remark, forge, or upgrade a component’s marking.*

Finally, when the ICs or electronics part become old and sent for recycling, from there the malicious foundries and adversaries can access the e-waste of the electronics component, recycle it, remark it and sell it back to the market as new. The recycled IC has been one of the biggest concerns in the semiconductor industry. Now we have analyzed the types of counterfeit and different stages of the IC which gets impacted by the counterfeiting techniques. The next section in this chapter aims at understanding the present the techniques that are being employed in different studies, research and industrial scenario to combat and mitigate the problem of IC counterfeiting.

### 2.2 Counterfeit Detection

Over the past several years a specialized service of testing has been created for detecting counterfeit components. The components must be authenticated by these tests before being placed in systems [1][2].
Counterfeit detection has been a big challenge in front of semiconductor industry. Over past several years there has been lots of testing methodologies used in the detection of the counterfeit. The methods are typically classified into three different approaches:

1. Physical Inspection [9]
2. Electrical Inspection [6]
3. Aging Based Fingerprints [6][10]

1. **Physical Inspection**

The study in [9] shows the various types of Physical Inspection methods. Such inspections are based on physical properties of the materials and components. Physical inspections are usually the first set of tests to be conducted on the incoming components to be authenticated. These tests are based on the physical properties of metals, leads, die etc. of the component. In incoming inspection all components are inspected thoroughly. Low Power Visual Inspection (LPVI) is used for the inspection of the external structure while X-Ray imaging is used for the internal inspection. Other exterior testing methods like SEM, SAM, and Blacktop testing and other tests are used to find defects and anomalies present outside the components. To perform the internal tests the component needs to be de-capped and the internal parts are to be exposed. Optical tests, SEM, Wire pull etc. are some of the test used to perform the internal testing.

Material Analysis is used in the analysis of defects in the materials compositions of the package and components. X-Ray Fluorescence (XRF) , Fourier Transform IR Spectroscopy (FTIR) etc. are used for material analysis [11].

In general, physical methods can be applied to all part types. But the drawback of this method is that some of the methods are destructive and take lot of time to test. As a result, sampling is required to certify a batch of parts by observing a small number of parts. Hence in total this is exhaustive and costly method to test with the risk of destroying parts or whole of IC. A summary of various physical inspection methods have been described in Table 2.2.
Table 2.2: Description of physical inspection methods

<table>
<thead>
<tr>
<th>Physical Inspections</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Incoming Inspection</strong></td>
</tr>
<tr>
<td>Low Power Visual Inspection</td>
</tr>
<tr>
<td>Blacktop Testing</td>
</tr>
<tr>
<td>Microblast Testing</td>
</tr>
<tr>
<td>Hermetically Testing</td>
</tr>
</tbody>
</table>

2. Electrical Inspection:

Electrical Inspection is classified into the following broad divisions [6]

1. Parametric Tests
2. Functional Tests
3. Burn-in Tests
4. Structural Tests

These inspections are used to find the shift and defect in the electrical parameters in the IC due to the counterfeit. Parametric Tests are used to verify direct current (DC) and alternating current (AC) of the IC. They can let us know if there is any shift the value due to the over use or out of spec production. Functional analysis can be done using functional test. This test is used to find the defects which impact the functionality of components. Open wire, short circuits, cracks, damaged die etc. can be inspected using functional testing. Burn-In test is used to find the infant mortality failures to assure reliability. In Burn-In test the IC is operated at stressed condition, such as elevated temperature and voltage. In Structural Tests a test pattern is applied through internal scan to find defects in the internal logic, interconnects etc.[12].

Although the conventional electrical test methods are non-destructive as physical inspections are and time efficient, yet they can be very expensive because such techniques are not necessarily designed for
counterfeit detection this adds to one of the biggest drawbacks of the electrical inspection when it comes to detect counterfeit.

3. Aging Based Fingerprint

Aging based technique can be effective against recycled IC detection. An IC goes through aging effects during course of its lifetime. Due to continuous usage over period of time effects like Negative Bias Temperature Instability (NBTI) and Hot Carrier Injection (HCI) degrade the MOSFETs. Recycled ICs brand significantly reduces the functionality and capability of the IC to perform in different conditions [6][10]. There are two methods to detect the aging of IC:

1. Early Failure Rate (EFR) [13]
2. Circuit Path Delay Analysis [14]

Early Failure Rate (EFR) is a statistical approach. It uses a one class classifier training approach. The measurements used to build the classifier are typical results that are obtained from production EFR analysis such as $V_{\text{min}}$ (minimum voltage), $F_{\text{max}}$ (maximum frequency) and $I_{\text{ddq}}$ (current) [20]. Due to aging there is change in the delay of the path due to change in the resistance of the interconnect. This method is particularly useful for the detection of a single type of counterfeit method i.e. the recycled ICs. On similar lines circuit path delay method is used to detect the change in the path delay due to aging effects on IC. Due to aging effects, such as NBTI/PBTI and HCI, the path delays in recovered ICs will be larger than those in fresh ICs [17]. For a device under test (DUT), the larger the path delays are, the higher the probability there is that the DUT has been used and is a recovered IC.

Though these methods are effective in terms of results but their usefulness is limited in addressing only issues related to old IC. Secondly these solutions (e.g. observe from Table 2.3, the ineffectiveness of path based delay method against various counterfeit techniques is not so optimum) may not be adapted to tackle other forms of IC counterfeiting techniques like cloning, remarking, over-production etc. The implementation can be ineffective in terms of: area – sensors require IC area over head and implementation time - not easy to industrialize. Also these methods have to be very appropriate because it is not necessary that every portion of IC is used or aged uniformly.

The effectiveness in detecting various forms of counterfeiting techniques (viz. recycling, cloning, remarking etc.) by the different adopted physical, electrical and aging based methods have been summarized in Table 2.3. The details in Table 2.3 can be really useful in finding which of the present
methods are useful against which counterfeit technique. The summary can be taken as reference which can motivate to probe for further enhanced and robust techniques for the detecting the counterfeit ICs.

Table 2.3: Different methods of counterfeit detection for various counterfeit techniques

<table>
<thead>
<tr>
<th>Detection Methods</th>
<th>Recycled</th>
<th>Remarked</th>
<th>Overproduced</th>
<th>Out of Spec</th>
<th>Cloned</th>
</tr>
</thead>
<tbody>
<tr>
<td>X Ray</td>
<td>Low</td>
<td>Medium</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Scanning Acoustic Microscopy (SAM)</td>
<td>Medium</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Scanning Electron Microscopy (SEM)</td>
<td>Medium</td>
<td>Medium</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Material Analysis</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Parametric Analysis</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Functional Test</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Path Delay Analysis</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

2.3 Counterfeit avoidance techniques

Given the amount of time, cost and risks that present counterfeit detection techniques pose, there are necessitates for the development of innovative avoidance mechanisms to be incorporated in the design [1]. Counterfeit avoidance techniques necessitates the development of innovative avoidance mechanisms to be incorporated in the design [2][15]. For instance, there can be two different approaches to tackle or avoid the counterfeiting, one based on the incorporation of sensors in the IC and another based on the traceability approach. For instance, in recycled IC a sensor based solution can be effective in determining if the IC is used or not. Secondly, the same approach may not be so effective in the other counterfeiting technique such as overproduced IC. In this section, we have briefly discussed various existing anti-counterfeit measures that can be implemented for new, active, and obsolete parts. The various measures that are in place to avoid counterfeit are:

- CDIR Sensor
- PUF approach
- SST Secure Split Test
- Hardware Metering
- Split Manufacturing
- Package ID
CDIR Sensor: The Counterfeit Die and IC Recycling (CDIR) sensors are used to prevent the recycled IC. In this technique a MOSFET based Ring Oscillator (RO) is used as a lightweight sensor inserted in the chip. The sensor is composed of a Stressed RO and a Reference RO. The sensor relies on the aging effect of MOSFET. The difference between stressed RO and reference RO can give an approximation of the age of the chip in the field [16]. The major issue concerning the design of CDIR sensors can be large overheads when implemented on the IC.

PUF approach: PUF or physical unclonable function exploits the inherent physical variation that comes in an IC during its manufacturing process due to manufacturing defects. PUF based solution is based on traceability approach. The various types of PUFs like Arbiter PUF, RO PUF, SRAM PUF etc. PUFs can be used to prevent cloned ICs as they generate unique IDs which result from randomness in the IC manufacturing process that cannot be controlled or cloned. These unique IDs of genuine ICs can be stored in a secured database for future comparison [17] [18]. The bottleneck of PUFs is area overhead, instability due to placements constraints and aging effects. A brief analysis of PUF approach has been explained in sub-section 2.5.

Secure Split Test SST: SST approach is used to prevent out of spec, cloned and overproduced IC. It uses a hardware cryptographic approach, a locking mechanism in which only the legal IP owner of the IC can activate the functionality of the IC. SST helps in avoiding the counterfeit and help design house to protect their IP. In this method a unique cryptographic key is added along with a binary identifier. Through this the IP has the key to unlock and verify the test results. This helps in avoiding cloning, overproduction and out of spec IC threats [15]. The major drawback in this approach is high cost.

Hardware Metering: Hardware metering places a set of security protocols that enable the post fabrication control of the produced ICs. This method helps provide the design house with a unique way to identify the each IC produced from same mask [19]. There are two broad classifications of this method, passive and active types. This method prevents the overproduction of IC. The drawback and bottleneck of this approach is the extra cost and time incurred along with overhead required in the IC area.

Split Manufacturing: In this approach, the layout of design is split into two layers: Front End of Line (FEOL) and Back End of Line (BEOL). This is done in order to mitigate-the-risks–in-manufacturing. These layers are then fabricated separately in different foundries. FEOL consists of transistors and lower metal levels and BEOL consists of top layer metals. Both FEOL and
BEOL wafers are integrated after the fabrication [15][20]. Extra cost is one of the main issues with this approach with the bottleneck of setting up two parallel manufacturing units.

A summarized detail of various counterfeit avoidance schemes and methods have given in Table 2.4. From Table 2.4, the effectiveness of different avoidance methods against different types of counterfeit techniques can be observed. This summary can be useful in an attempt to find out which methods are useful and if not how we can improvise and adopted different or new avoidance methods.

<table>
<thead>
<tr>
<th>Avoidance Methods</th>
<th>Recycled</th>
<th>Remarked</th>
<th>Overproduced</th>
<th>Out of Spec</th>
<th>Cloned</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDIR Sensor</td>
<td>High</td>
<td>High</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>PUF</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Secure Split Test (SST)</td>
<td>NA</td>
<td>NA</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Hardware Metering</td>
<td>NA</td>
<td>NA</td>
<td>Low</td>
<td>NA</td>
<td>Medium</td>
</tr>
<tr>
<td>Split Manufacturing</td>
<td>NA</td>
<td>NA</td>
<td>Low</td>
<td>NA</td>
<td>Low</td>
</tr>
<tr>
<td>IC camouflaging</td>
<td>NA</td>
<td>NA</td>
<td>Low</td>
<td>NA</td>
<td>Low</td>
</tr>
</tbody>
</table>

Among various techniques of counterfeit avoidance, PUF technique is widely adopted for the purpose of security and authentication. Also evident from Table 2.4, it is clearly observed that among various counterfeit avoidance schemes like CDIR sensors, SST, hardware metering etc. PUFs fair better and are more potent in avoiding counterfeit of ICs. They are effective against every highly practiced counterfeit technique like recycling, cloning etc. Extending the usability of PUF against counterfeiting we have detailed out basic principles of PUF and its advantages in the section below.

2.4 PUF based approach – authentication principle and advantages

An outline of widely used physical unclonable function or PUF based technique has been given in this section. Among various techniques discussed here in order to avoid counterfeiting, PUF has been one of the widely adopted techniques and has been area of interests. PUFs find their applications in authentication, generating cryptographic keys and securing important information and data on the chip. PUFs are a promising innovative primitive that are used for authentication and secret key storage without the requirement of secure ROMs and other expensive hardware described above. This is possible, because instead of storing secrets in digital memory, PUFs derive a secret from the physical characteristics of the
integrated circuit (IC) [17] [18]. We will discuss in detail about the manufacturing based PV effects of IC in chapter 3.

Each PUF can be modeled as a black-box challenge–response system. In other words, a PUF is passed with an input challenge ‘c’, and returns a response \( r = f(c) \), where \( f(c) \) describes the input/output relations of the PUF. Depending upon the number or strength of challenge response pair (CRP), PUFs are categorized as strong or weak PUF. Various types of electrical and non-electrical PUFs have been introduced in studies. No-electrical PUFs include – optical PUF, coating PUF etc. Electrical PUF (CMOS based) – arbiter PUF, ring oscillator PUF, LC PUF etc. [21]. In this study we will not go into details of strong / weak or electrical /non-electrical PUFs. We have discussed in brief the functionality on the basic CMOS based PUF. An example of CMOS based PUF is an arbiter PUF (shown in Fig. 2.3(a)) realized using circuits like MUX, flip flop etc. The functionality of an arbiter PUF depends upon manufacturing variability in gate delay as the source of unclonable randomness.

### 2.4.1 PUF for authentication of IC

![PUF schematic](image)

**Fig. 2.3:** (a) A pictorial description of CMOS Arbiter PUF with MUX and Latch. (b) Typical phases of PUF working to combat counterfeiting.
As the PUF output is unique and unpredictable for each IC, provided it is long enough, it is straightforward to identify an IC with the PUF [17][18]. A simple pictorial description of the PUF implementation for the purpose of authentication has been given in Fig. 2.3(b). From Fig. 2.3(b), we can observe that a PUF based authentication is divided into two phases: (i) Enrollment phase – challenge response pair is created by OCM or manufacturers and the values of challenge and corresponding response is stored in secured database. (ii) Authentication phase – in this phase, the user (who wants to authenticate the IC), gives same set of challenge (as given by OCM). The response obtained is compared with the values stored in the database created during enrollment phase. In this way it is possible to find the authenticity of the IC through PUF based approach.

2.4.2 Summary of PUF : Advantages and constraints

As we have observed from basic description of PUF that PUFs utilize inherent manufacturing variations to produce hardware tokens or keys that can be used as building blocks for authentication protocols. PUF derive secrets from complex physical characteristics of ICs rather than storing the secrets in digital memory. For example a secret key can be generated whenever there is need for the authentication of the device, rather than storing it in the memory digitally. This reduces the risk of theft of the key by adversaries. Secondly, PUF keys are function of random process variation effects hence they are very hard to predict by the adversaries [17][18][22].

Along with the many advantages the PUF scheme possesses, they also have few bottlenecks. On the resource constraint devices, it is hard to implement PUFs as they require high area owing to complex on-chip post-processing approaches. Also, in terms of industrialization it is difficult to industrialize PUF on every IC for their purpose of authentication. This stems from fact that area and cost of PUFs are not optimized for the implementation on ICs. A detailed overview and description of few bottlenecks of PUF is also given in section below.

The next section details an outline introduction and preview of the EM based methods that will be present extensively in later chapters in this thesis. In the next section we have highlighted in brief the need for another authentication scheme, outlined the proposed EM authentication approaches and compared it with widely adopted PUF approach.
2.5 Preview on EM based techniques for authentication

2.5.1 Need for other authentication approach – variant of PUF

We have clearly observed from the above sections, the definition and techniques of the counterfeiting of ICs. Various techniques of performing counterfeiting of IC have been studied in this chapter along with the impact they have on the semiconductor and electronics industry – reliability and economy. Together with problems in hand, we have also discussed about the present methods that are adopted in order to avoid and detect counterfeiting of ICs. Each method presents its own objective, advantages and challenges. However, given the advent in the assimilation of IC in every hardware application, and advent of internet of things (IoT) and miniaturization of IC, it has become imperative to explore for newer and effective solutions. The demand and requirement for smaller area and power consumption is a driving force which compels to implement and utilize approaches which are better suited in terms of efficiency, power and area of electronics chips or ICs. A more detailed analysis regarding need and importance of introducing other authentication mechanism has been detailed in chapter 3 and chapter 5.

2.5.2 EM based technique for authentication – an outline

In this study we have proposed an alternate (extended) and novel method that utilizes EM based signature to implement authentication of IC. In this section we have given a preview of the two EM based methods that have been proposed and implemented in order to mitigate the effects of counterfeiting of the IC. The two techniques implemented in this thesis work are:

1) Radiated EM technique (REMT)

2) Guided EM technique (GEMT)

Both the techniques utilize the process variation (PV) effects – like PUF – but the implementation techniques are different to PUFs. The detailed analysis is laid out here and also in chapter 3 and 5 respectively.

Together with the implementation of the techniques, the other very important aspect that is dealt in this work is with regards to the use of mathematical and statistical approaches to post-process the EM based signature that can create distinguishable and unique fingerprints for each IC as depicted in Fig. 2.4. The post-processing steps have been one of the major efforts of this work. The response from the IC can be in different forms or domains. The direct response cannot be easy or efficient to be determined as fingerprint. Hence a mathematical treatment is very important to convert the IC response (see Fig. 2.4)
into a meaningful and understandable fingerprint. To gauge the effects of the aging on the IC and subsequently on the authentication metrics we have performed aging analysis and also developed methodologies that can mitigate the aging effects on the authentication.

![Figure 2.4](image)

**Fig 2.4**: Post-processing steps implemented for converting the IC response into fingerprints / signatures.

1. **REMT – Radiated EM emission technique for authentication of IC**

   In the radiated EM emission technique or REMT, the utilization of emitted EM/RF wave emission when circuit in the IC is switches on and off continuously has been elaborated. This technique is based on tapping EM emission due to switching of transistors [23]. The switching of transistors depends upon many electrical and physical phenomenon like threshold voltage, resistance, capacitance etc. [24]. All the phenomenon regulating the switching of the transistors do get affected by process variation (PV) effects. A detailed description of REMT based technique is given in the chapter 3. The descriptive analysis performed regarding this part of the study is as follows:

   - Understanding the circuits that need to be implemented in the device under test or DUT that is variability aware. This is the first and most important aspect of this part of study. We need a robust, stable, efficient and lightweight circuit that act as our authentication marker to exploit the PV effects.

   - The second part of this study is the measurement. The measurement protocol has to be robust. Each measurement should be reversible and should give same results for same DUT at different points of time in different setups.
• The third part is associated with the analysis of the results. This part is important in order to ensure that the response actually comes from the DUT and not from any external noise source. Subsequently this part of study implements statistical post-processing analysis to create a fingerprint from the obtained response from each DUT.

• The fourth part of this study is the extension of the first three points. This part deals with the effects of aging on the ICs / DUT and how that can affect the authentication. In this respect we have deployed alternated methodologies that can be used to mitigate the aging effects.

2. **GEMT - Guided wave EM technique for authentication of IC**

The second approach in light of non-invasive EM based authentication technique is Guided wave RF approach or GEMT. This approach is novel approach in aspects of IC authentication. This approach also based on utilizing the process variation effects. In this approach we have attempted to use high frequency RF waves. The idea here is to send a guided RF wave in to the IC (not classic RFICs) and observe the effects of IC physics on the output of the wave.

Radio Frequency (RF) is any electromagnetic wave whose frequencies extend from 3 kHz to 300 GHz [25]. The guided RF wave utilizes the manufacturing variation features. Each IC interacts with RF input wave and produces a signature. Each response can be stored in a database and when required it can be used to authenticate an IC. The guided wave traverse in the IC, a part of it reflects back and some part is absorbed or refracted. Based on the physical variations in the IC, amount of reflections, refractions and absorption differs. This difference gives each IC a unique or distinct identification. In the ICs, the amount of reflection, absorption or refraction of the input wave depends on the process variations. The process variation like lithographic defects, variation in gate oxide thickness etc. causes variability in the physics of ICs even from the same mask [26]. This results in a different and unique response for each IC when a guided RF wave interacts with it. This could be further utilized for the purpose of authentication. A detailed description of GEMT based technique is given in the chapter 5.

Of course the implemented circuit to disturb the incoming RF waves is not exactly same as in the radiated EM (REMT) approach. Rather in this technique we have tried to exploit the routing of IC or very small to basic circuit elements that could be possibly utilized. The aim has always been to be non-invasive with cost ad area efficient.
2.5.3. EM based method comparison with PUF

As discussed in section 2.4, that PUF have been one of the most dominant method utilized in the semiconductor industry and is frequently studied in academia also. PUF is based on traceability solution which is dependent upon the intrinsic factor of PV. PUF functions by taking a set of challenge, which owing to the PV effects gives a unique response. For each challenge there is unique response also termed as CRP. For PUFs there is a requirement to have a large number of CRP, which is needed as one challenge cannot be repeated again. Large number of CRP itself can be problematic in certain applications and secondly it is important to safeguard the CRP against eavesdroppers. For the CRP there is need of huge database that has to be maintained which in itself is cumbersome task. Secondly PUF suffers from the problem of large area overhead. The output of PUFs is post-processed in the dedicated circuit in the IC itself. Hence there is need to program or embed the device under test (DUT) with the specialized post-processing technique and circuit. This takes up lot of silicon area and also complicates the implementation. In an era where miniaturization of IC is necessary, the deployment of PUF can be very exhaustive in terms of area and cost. Therefore, even though PUFs do give good results there are always a room for improvement in terms of implementation and methodologies.

Even though these restriction do not completely diminish the importance of PUF in various applications of hardware security, but in this manuscript we have made an effort to extend the elemental PUF based philosophy – PV effects exploitation – to generate fingerprints / signatures of the ICs using the EM based approaches. EM based approaches tend to minimize some of the limitations that traditional PUF solution have in order to generate the fingerprints of ICs. Comparing to the PUF approach, the proposed EM based solutions are highly non-invasive in nature. Even though both the proposed EM based solution also utilizes the PV effects (similar to PUF based techniques), but the exploitation method is completely different. For example in REMT based method, the PV effects are exploited by EM emission when ICs are powered ON. There is no need to give any external challenge to the IC. Similarly in GEMT based approach, the ICs are interrogated by external RF / EM waves. In both the case we do not require any dedicated CRP, as there is no external challenge required in this case. And the output is not dependent upon the input challenge as is in case of PUFs. The EM based response is characteristics of the PV effects which are exploited from IC without any set of input parameters. Secondly in EM based methods do not require any post-processing techniques. Hence there is no need to have a dedicated circuit which processes the data on-chip. This saves a lot of silicon or chip area and makes the design very simple and easy to implement. Hence as a summary, in comparison to PUF, EM based approaches are easy to industrialize, efficient to implement and cost effective. One constraint with the EM based method is that,
due to off-chip post-processing, it is not able to authenticate the chip automatically itself. It depends upon the processing and storing of data outside the IC.

### 2.6 Conclusion

This chapter has discussed in details about the problems related to the counterfeit of ICs and electronics component. Various counterfeiting techniques that are deployed by the counterfeiters that have impacted the semiconductor and electronics industry have been discussed in detail. Different techniques related to the techniques applied for avoidance and detection of counterfeiting of IC have been discussed in detail in this chapter. The highlights, advantages and disadvantages of each technique haven investigated. We have also discussed about the PUF based technique that uses PV effects of ICs and how they can be used for the purpose of creating a unique identification to combat counterfeit.

However, given the advent in the assimilation of IC in every hardware application, and advent of IoT and miniaturization of IC, it has become imperative to explore for newer and effective solutions. Later on we have focused on the introduction or preview of the EM based techniques that have been used in this work. We have given a brief comparison of the existing PUF based approach with our proposed EM based techniques.

The motivations behind the approach to develop new techniques are to cut the extra cost incurred as in approaches discussed above, avoid the use of extra costly hardware, avoid use of any high powered input which can be dangerous for the components and a method which could be easily industrialized. In the following chapters we will discuss in extensive details about the two authentication metric based on EM technique.
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3. Radiated Electromagnetic technique (REMT) for IC authentication

All the methods discussed above for both counterfeit avoidance and detection have their pros and cons. In this manuscript we are going to propose an alternate and new method to detect IC counterfeiting. This approach is based on the measurement of Electromagnetic (EM) signatures. This EM based signature can be used as a parameter to distinguish real and counterfeit IC. We have seen many counterfeit detection and avoidance methods in the last chapter. Our idea is to authenticate the IC, i.e. find a unique parameter for each IC which would serve as its fingerprints or signature. Each IC has its own unique parameters. No two ICs even built on the mask can have same physical characteristics. This differentiation comes due to the manufacturing variations. In this chapter we have first discussed about the effects of PV before going into details of the EM based non-invasive techniques.

3.1 Preliminaries and objectives

The notion of this chapter is about the introduction of the radiated EM technique or REMT based authentication methodology. In this chapter we have discussed in detail about various factors and building blocks that are needed to efficiently implement the REMT based authentication scheme. Before going into the implementation details and results of REMT based authentication methodologies, we have given a brief description of the preliminary background of systems and steps needed to affirm the implantation of REMT based authentication methods. Among other important sub-topics the preliminary information include the introduction and in detail analysis of the factors that effects the selection of REMT based authentication, effects of process variations, post-processing technique steps required etc.

We have discussed in the chapter 2 that there are already many steps and methods to detect the counterfeits. But still there is a need and scope of improvement in the present counterfeit detection and avoidance techniques in terms of – area constraints, power consumption, ease of utilization etc. When compared to some of the present authentication schemes the proposed EM based approach is cost
effective, area efficient and easy to implement. From chapters 1 & 2, we have observed the basic overview of the two EM based techniques that could be used for the authentication purpose.

The first approach – radiated EM technique (REMT), does not need any extra dedicated circuitry. It is relatively cheaper and easier to implement it, compared to the traditional PUF approach or few other approaches if not with all. The PUF for an example requires a lot of silicon area to perform the on-chip post processing which ultimately requires extra cost. But in our EM based approach we aim to perform all the post processing outside the chip, which would reduce the area overhead and thus the cost of implementation. A comparison of REMT and PUF based technique is drawn out in chapter 2 also.

Secondly, along with the low cost of implementation it is relatively easy to industrialize this approach. If we compare it with the PUF approach, we find that PUFs are not so easy to industrialize. As they require a dedicated cost and circuit to implement them. The placement of the PUF circuit is a very important issue. For example if we consider a ring oscillator PUF we find that the placement of ring oscillator inside a PUF is a big issue. If ring oscillator is placed near the power supply the frequency of ring oscillator is affected by the power supply rail and hence results – depends upon the position of the PUF - vary a lot [1] [2]. Also, with the increasing variability in scaled ICs, designing PUFs with consistent outputs is an extremely challenging task. But in EM based approaches that we will discuss we will find that there is no dedicated circuit (or even required it’s very lightweight) required, no on-chip processing (low cost), thus it is very easy to implement them in an industrial scale.

In any of the schemes or techniques be it PUF or any other techniques, the nuance to exploit the fingerprints or signature of an IC is by using the manufacturing based PV. Hence, it is very important for us to understand the origin and effects of PV on the present day IC manufacturing. In next sub-section, a detailed analysis of the PV has been explained.

### 3.2 Process Variations in IC

Variability related to the process parameters can be categorized into two broad areas: 1) spatial and 2) temporal [3][4]. The variation in device characteristics at $t = 0$ is due to spatial process variation. Such variation can be subdivided into inter-die and intra-die process variations. A pictorial classification of PV effects in IC manufacturing is described in Fig. 3.1.
3.2.1 Spatial Variability

Spatial variability is the type of variability that occurs in an IC during its manufacturing time ($t = 0s$) [3]. This type of variation can be subdivided into intra-die and inter-die variation. Spatial variability is depicted pictorially in Fig. 3.1. Parametric variations that come due to variation among different lots (L2L), dies (D2D) or wafers (W2W) are categorized into inter-die variations. Fluctuations in device length (L), oxide thickness ($t_{ox}$), width (W), flat band conduction etc. are the reasons for inter-die variations. Intra-die variation comes due to random variations like line edge roughness (LER), random dopant fluctuations (RDF) etc. Variability (inter and intra) causes variations in electrical properties of transistor such as threshold voltage ($V_{th}$). The variations in $V_{th}$ results in variation in delay, switching and speed of the circuits [5].

![Pictorial depiction of process variation in IC manufacturing](image)

Fig 3.1: Pictorial depiction of process variation in IC manufacturing. Spatial and temporal process variations. The probability density function of chip delay due to temporal degradation has been shown.

3.2.2 Temporal Variability

The temporal variability comes with usage of device over a period of time ranging from a few nanoseconds to a few years depending on its source and applications also shown in Fig. 3.1. From [1][2][3] temporal variability arises due to run-time effects caused due to Negative Bias Thermal Instability (NBTI), Hot Carrier Injection (HCI), Electro-Migration and Time Dependent Dielectric Breakdown (TDDB). NBTI and HCI are of greater interest in this study as they affect the switching speed of transistors and consequently its performance. NBTI has the most effect on the transistor aging among
all other phenomena. It greatly affects the PMOS transistors. NBTI is driven by negative bias voltage, which creates interface traps that leave some permanent defects in the interface region. NBTI increases the Vth of the transistor which lowers the speed. HCI is another aging mechanism that effects the speed and performance of the transistors [6]. It is particularly caused by trap accumulation in the interface which causes increase in Vth resulting in lowering of speed [7].

In this study, the effects of both temporal and spatial variability have been evaluated. The effects of spatial variability are exploited to create fingerprints from devices under test (DUT) and the effect of temporal variability is studied during the phase when aging effects on the fingerprints are evaluated.

A brief observation of the effects and types of process variation (PV) has been detailed in this section. The motivation for the description of PV has already been stated in the initial part of this chapter. After understanding the PV effects and its implications, we now move to describe the methodologies that we have implemented to exploit the underlying PV effects in order to generate signatures for the ICs.

Before going into the authentication process and methodology using REMT based approach, a brief highlight has been given on the EM emission from the IC, its states and nature.

### 3.3 Electromagnetic (EM) emission in IC

Any oscillating circuit or any digital circuit emits an EM radiation. IC current loops are the primary radiation sources behaving as magnetic dipoles to radiate undesired electromagnetic emission (EMEs) of IC [8][9]. The IC pulsed currents are the consequence of transistor simultaneous switching activities of silicon die which driven by a clock signal. These currents are commonly drawn from source terminal and return via ground terminal of IC. Generally, the pulsed currents flowing along a path consists of package leads, wire bonding and interconnections on silicon die as shown in Fig. 3.2. Referring to Fig. 3.2, it illustrates decomposition of the current loop into two auxiliary components of vertical loop and horizontal loop.

Current and voltage transients related to high frequency switching and short rise/fall times of useful signals cause EM emissions of digital ICs. Resulting voltage glitches are proportional to the switching speed, number of gates that switch simultaneously and the effective inductance of the power line. Any
circuit in which some current flows through various shaped wire arrangements radiates electric and magnetic fields.

![Image of EM field in an IC and depiction of coupling mechanisms of electric and magnetic fields in an IC.](image)

**Fig. 3.2:** EM field in an IC and depiction of coupling mechanisms of electric and magnetic fields in an IC.

The depictions in Fig 3.2 show a schematic diagram of the emission mechanisms for both the electric and magnetic fields emerging directly from an IC. From Fig 3.2 it is clear that the due to loop of current generated in the IC there is a magnetic field both in vertical and horizontal direction. This emitted magnetic field has been point of interest for our study. As we have captured the H-field using the H-field probe. The detailed description is given in section of this chapter.

Now, we have detailed the information related to the effects and origin of PV along with the emission of EM from IC. The next part of this study is about the implementation of radiated EM emission from ICs for the purpose of their authentication.

### 3.4 Radiated EM emission for authentication of FPGA-IC

As seen from section 3.3, it is clear that each IC emits a radiated EM emission during flow of current in loop or switching activity of the transistor in the digital logic circuits. We propose a method of authenticating an IC using radiated electromagnetic (EM) or REMT based approach. Thanks to the PV from an IC, each IC has a unique EM signature that can be used as its fingerprint for authentication. This part of study first focuses on field-programmable gate array (FPGA), which is a common target of
counterfeiting. Our method targets to authenticate new FPGAs to prevent theft or counterfeit during the supply from original component maker to the customer.

We have designed and implemented a variability-aware circuit (VAC) in FPGA and attempted to obtain a unique or distinct signature for authentication for each FPGA due to the effect of PV on the variability-aware circuit. A detailed circuit analysis (nature and complexity) of VAC is given in sub-section 3.4.2.

Compared with the existing methods (electrical and physical) to detect counterfeit IC our method is close to being non-intrusive, requires less time and involves no risk of damaging the IC. For the VAC circuit to be efficient it should have some characteristic qualities like:

(i) It should be able to exploit the inherent manufacturing based PV effects of IC. The output of the VAC must be function of underlying PV effects as shown in (1)

\[ VAC(\text{OP}) \alpha f(\text{PVE}) \quad (1) \]

Where, \( VAC(\text{OP}) \) is output of VAC

PVE – Process variation effects

(ii) It should be able to emit an EM radiation i.e. for REMT based authentication it is important that VAC implemented must emit EM radiations.

Since we are using FPGA, we have focused on the logic switching of the transistors. The switching emits an EM radiation. The operational characteristics of VAC are related to device parameters like transistor switching speed and the capacitive load of the next step. The transistor switching speed depends upon the \( V\text{th} \) and geometry (L and W) of the transistor [4]. Capacitive load is affected by geometry and area (L and W) of the transistors [5]. The switching phenomenon which emits EM would be used to characterize the variation in RO frequency. This would create an EM signature for each IC.

### 3.4.1 Evaluation steps for REMT

As for any authentication scheme there is need of two phases of work one is the enrollment phase in which the responses or generated keys are stored in a database. Second is the comparison phase the generated response of an entity is checked against a list of enrolled responses. When an enrolled response
is found whose distance to the presented response is smaller or equal to the identification threshold, then the entity is identified as the matching entry in the list.

Similarly, for the EM based authentication, there needs to be set of steps that are implemented for successful and efficient implementations of the EM based authentication scheme. A use case description of the different stages of implementation of EM based authentication scheme is described in Fig. 3.3. Also referencing from Fig. 3.3, the working methodology for the REMT can be divided into two main categories:

i) **Enrollment stage**

ii) **Authentication / comparison stage.**

In the *enrollment* stage (see Fig. 3.3), a set of measurements is performed on a DUT (by original vendors etc.) which extracts the spectrum of the EM radiation from the DUTs. The major component of the enrollment stage is the identification or recognition of a metric that can be utilized in order to exploit the underlying PV effects. The dependency of such a metric has been function of various electrical parameters like Vth, switching speed, resistance, capacitance etc. of the circuit and interconnects. This part is performed by the use of VAC. The exploited response using VAC is then treated with optimum post-processing solutions which convert the output response to a quantifiable signature.

For example, in a DUT ‘D’, the OCM or original vendor implements a VAC circuit. Then a set of measurement is performed to extract the radiated EM response. The response \( f \) is then treated with post-processing tool which converts it into quantifiable signature and to find a statistical distribution. Hence, in this stage signatures of DUT is generated which is can be stored in a secured database for the purpose of authentication in the future.

The next step in the REMT (EM based authentication) is authentication / signature comparison stage. That is when a user / customer want to check for the authenticity of the DUT. In this stage, the DUT to be authenticated is subjected to same set of measurements and post-processing steps and fingerprint is generated as done by the OCM or original vendor during the *enrollment* stage. Suppose that same DUT D is subjected to same set of measurements as is done by vendor in the *enrollment* stage by the end user. The response generated let say be \( f' \) (there may be some variation owing to process, voltage and temperature change). The signature \( (f') \) obtained is compared with the signature obtained originally in
enrollment stage. The further processing are involved in this step to evaluate the degree of similarity between the signatures \( f \) and \( f' \).

---

Fig. 3.3: A use case showing various steps required to implement radiated EM based authentication schemes. The vendor or OCM generates and stores fingerprints. A user can use same authentication protocol (EM based) to authenticate the DUT.

---

**A. Conditions for efficient authentication using REMT**

For the competent and efficient implementation of the authentication metrics, it is important that the proposed methodology of REMT must have following qualities:

i. Uniqueness of the obtained EM response / signature.

ii. Reproducibility of the obtained EM response / signature.

The uniqueness here refers to the fact that generated EM response from each DUT is unique and pertains to the PV effects from its implemented VAC. This means that with high probability, responses resulting from evaluating the same challenge on different DUTs with same VAC should be dissimilar, i.e. far apart in the considered distance metric. Uniqueness is generally assessed at nominal operating conditions.
Reproducibility is defined with respect to the distribution of the response intra-distance of the entire DUT EM response, i.e. considering evaluations of EM response from same DUT. This means that with high probability, EM responses resulting from the same DUT instance should be similar, i.e. close in the considered distance metric.

After getting the information regarding the evaluations steps and conditions for efficient results, we focus our attention to the detailed description of the implemented VAC and post-processing steps utilized and needed in the efficient implementation of REMT based authentication methodology. Moving forwards we will discuss about VAC, post-processing and measurement steps along with the description of the DUTs used.

3.4.2 Variability Aware Circuit (VAC)

A variability aware circuit (VAC) is used in order to exploit the underlying effects of PV in an IC. Along with the effects of PV the other requirement for our VAC is that it should be able to emit EM emissions. To have VAC that exploits PV effects and as well emit EM emissions, a ring oscillator (RO) circuit is chosen. Indeed RO circuit can be used as a VAC, as it is sensitive to the effect of PV. It is also a viable choice to create EM emission which is function of PV. The implemented RO circuit exploits spatial form of variability. As also discussed in [4], the spatial variability comes due to manufacturing errors, such as random dopant fluctuations, lithographic errors, geometric variation in transistors and interconnects, and so on, which affects the Vth (threshold voltage) and output capacitances of the RO circuit transistors. The voltage Vth and output capacitances affect the switching speed and propagation delay of the transistors of each inverter of RO circuit [10].

The RO typically consists of an odd number of inverters (delay elements) in a cycle. The last stage of the RO is connected to the first stage as a feedback which causes a sustained oscillation by the circuit. For a sustained oscillation, the ring must provide a phase shift of \( 2\pi \), where each inverter stage provides a phase shift of \( \pi/n \) (where \( n \) is number of inverters), the another \( \pi \) phase shift comes from DC inversion and the gain at frequency of operation should be unity [11].

---

1 It is not always necessary that there is need of external circuit to be embedded that works like a VAC but rather internal circuit state or configuration could also be used to exploit the PV. This is validated through our work on MCUs in which there is no external VAC but rather an internal circuit feature is used to exploit PV effects.
A single inverter with the feedback does not provide enough phase shift for a sustained oscillation because of which RO must have minimum of three inverters. From [4][5], the variation in the frequency of oscillation in RO is related to device parameters like transistor switching speed and the capacitive load of the next step. In this work we have implemented a 3 inverter RO with an AND gate as shown in Fig. 3.4(a). The equation for frequency of the RO circuit considering the delay due to inverter and an AND gate, can be given by [11][12]

\[ fn = \frac{1}{2(n \cdot td + \tau)} \]  

(2)

where
\( n \) is the number of inverters;
\( td \) is the propagation delay due to a single inverter;
\( \tau \) is the delay due to the AND gate.

The post-layout response of the timing diagram from RO circuit of Fig. 3.4(a) is given in Fig. 3.4(b) - highlighting the effects of delays of each elements and interconnects.

**A. EM Emission from Ring Oscillator**

A CMOS inverter consists of PMOS and NMOS transistors and its operation depends upon the switching of the transistors from one logic state to another as also shown in Fig. 3.5. The switching from one logic state to another causes change in voltage level of logic which results in current flow (from Vdd to output and output to ground – see Fig. 3.5), this in turn produces magnetic field from the inverter circuit. From Fig. 3.5 an input-output waveform is depicted for an inverter circuit. It is clear from Fig 3.5 that whenever there is switching of the voltage, a current is generated resulting in magnetic field (EM emission). The
frequency of the RO is related to device parameters like transistor switching speed and the capacitive load of the next step.

![CMOS inverter with input-output waveform and output current (Ids).](image)

Fig 3.5: CMOS inverter with input-output waveform and output current (Ids).

The transistor switching speed depends upon the Vth and geometry (L and W) of the transistor [9][10]. Capacitive load is affected by geometry and area (L and W) of the transistors. With the dependency of RO frequency on the device parameters, we aim to observe a variation in the frequency even when RO is implemented in two similar ICs.

From (2), it is clear that the number of inverters is inversely proportional to RO frequency which is also shown in Fig. 3.6. The spectral response in a bandwidth ranging between 100 and 800 MHz, for three different configurations of RO circuit is shown in Fig. 3.6. The peaks seen in Fig. 3.6 corresponds to the switching activity of the RO circuit, it is directly proportional to the frequency of operation of the RO circuit. These responses are an earlier measurement in which an EM emission from the RO circuit is captured using H-field probe. The detailed steps of measurements in given in the section below (section 3.5). In this bandwidth range (100-800 MHz), the spectrum of RO fundamental frequency, the first and second harmonics are shown in Fig. 3.6. As the order of harmonic increases, the magnitude of signal decreases which is also clear from Fig. 3.6. In this study, we have used only the fundamental frequency of the RO circuit.
3.4.3. Post-processing steps for REMT

The post-processing approach is used to quantify the data obtained after the measurements and experimentations. The use of post-processing approach is that it generates signatures from the measured response. This response can be analog in nature and the results may not be able to give required information for the purpose of authentication. Secondly, for the authentication purpose it is important to find a statistical distribution that shows the probability of error. For the authentication purpose, the generated response of an entity is checked against a list of previous enrolled responses. An authentication attempt is respectively expressed as the False Rejection Rate or FRR, and as the False Acceptance Rate or FAR of the system. FAR expresses the security of an authentication system. FRR on the other hand expresses the robustness or usability of a system [13]. For a usable authentication system, both FAR and FRR need to be as small as possible.

There are many techniques to understand and study the similarity between the datasets. Techniques like correlation, Euclidean Distance, Cosine Similarity etc. are used to quantify the similarity of two data sets. Cosine similarity calculates the score between the two data sets, higher the score more similar are the data sets [14][15]. We have used cosine similarity (CS) as our post-processing tool to quantify the similarity in the datasets of two devices under test (DUT) spectral response. From [15], CS gives a score based on the similarity of two vectors in higher dimensional space. Understanding mathematically from (3), suppose

![Diagram](image)

Fig 3.6: Frequency of RO for varying interconnects lengths and no. of stages of inverter (showing fundamental frequency as well as the higher harmonics). (a) A 3-stage inverters RO (b) A 5-stage inverter RO (c) A 3-stage inverters RO with longer interconnect length between logic elements.
X=[x1,x2,...,xn] are the EM response after measurement of one DUT and Y=[y1,y2,...,yn] of another DUT.

From Cosine similarity yields a score calculated by:

CS(X,Y) = \frac{X \cdot Y}{||X|| \cdot ||Y||} \quad (3)

CS based computation uses the comparison between data sets obtained after repetitive measurements on the same DUT and between two different DUTs. The term Intra-Device Variation (IADV) is used here to compute the correlation between datasets obtained from the repeated measurements of one particular DUT. And for the comparison among different DUTs over repetitive measurements, Inter-Device Variation or IEDV is used.

### 3.4.4. Devices under test (DUT) and measurement steps

**A. Devices under test (DUT)**

For the first part of investigation of REMT based approach for authentication FPGAs have been selected as DUT. In later part of the study we have also deployed microcontroller unit (MCU) as DUT. But in this part of chapter we have focused on the description, measurement and results from FPGA. FPGAs are powerful devices in terms of flexibility and programmability.

Before giving more description about interaction of RF and FPGA with RO circuit, we have first highlighted in brief about the FPGA and its internal structure. This is done in order to understand the placement and routing of the programmed circuits. As in this study we are dealing with the effects of physical effects of process variation so it is important to have an understanding of the internal physical and electrical structure of FPGA.

**B. Field Programmable Gate Array (FPGA) - an overview**

Field programmable Gate Arrays (FPGAs) are pre-fabricated silicon devices that can be electrically reprogrammed in the field to function as different circuits or logic elements in various applications [36]. FPGAs provide cheaper solution and faster time to market as compared to Application Specific Integrated Circuits (ASIC) which normally require a lot of resources in terms of time and money to obtain first
Any changes incorporated in the final product can be easily upgraded by downloading a new application bitstream. However, the flexibility of FPGA is also the major cause of its drawback. Flexible nature of FPGAs makes them significantly larger, slower, and more power consuming than their ASIC counterparts. These disadvantages arise largely because of the programmable routing interconnect of FPGAs which comprises of almost 90% of total area of FPGAs. But despite these disadvantages, FPGAs present a compelling alternative for digital system implementation due to their less time to market and low volume cost. Normally FPGAs comprise

- Programmable logic blocks which implement logic functions.
- Programmable routing that connects these logic functions.
- I/O blocks that are connected to logic blocks through routing interconnect and that make off-chip connections.

After understanding the basics of the FPGAs the next subsection here details about the interaction of RF and EM waves with FPGA. The different aspects involved in generating EM responses from FPGA i.e. measurement setup, steps and results from the measurement etc.

### 3.5. EM emission from FPGA – Measurements and Results

It has been shown in [11] that a periodic oscillating RF signal can even be generated inside that component. The signal frequency can be higher (up to 500 MHz) than the ones typically used for classical operations. One way to detect this RF signal is to use a magnetic probe placed just above the FPGA. The idea here is to observe that the RF signal produced by the FPGA can be used for authentication purpose in the RF domain. Indeed, ring oscillator (RO) circuit is a variability-aware circuit because the oscillating signal frequency it generates is sensitive to the manufacturing induced PV in IC. It is one of the commonly used oscillator circuit in RF applications and has the advantages of power efficiency, low area occupancy of chip, and rail to rail voltage swing [10]. The oscillation of RO circuit depends upon switching speed of the transistors of inverter.

In our measurements, two different families (technologies) of FPGAs from Xilinx® are considered: ARTIX-7 (28 nm) and SPARTAN-3E (90 nm). ARTIX-7 from Digilent Nexys 4 and SPARTAN – 3E
from Digilent NEXYS 2 boards has been used. From [8], as the CMOS scales down sub-90-nm technology, the effect of PV is more noticeable. Our aim is to observe the effects of PV on RO in two different families of FPGA and determine which gives a higher degree of uniqueness or distinction in the signatures. Frequency of RO circuit in two families differs because of the difference in switching speed of transistor (28-nm FPGA would switch faster), internal routing structure of each family and other layout difference in the IC. A single RO circuit is placed at the center of FPGA and the probe is moved over several positions.

To extract the EM emission from the FPGA, an H-field near-field RF-U 5–2 probe from Langer EMV Technik GmbH is used (also depicted in Fig. 3.8(a)). The RF-U 5-2 H-field probe is designed for detecting magnetic fields at broad conducting paths, cables, connectors, electronic components and their connections. The probe functions like a coupling clamp. The RF-U 5-2 is a small and handy, passive near-field probe. For best coupling, the probe head should be positioned directly onto the component. Field lines from other sources entering the probe laterally or in a straight line are also detected. It has a current attenuating stealth and its upper side is electrically shielded. It can be connected to a spectrum analyzer or an oscilloscope with a 50 Ω input [17]. The technical parameters of the magnetic probe used are shown in Table 3.1.

<table>
<thead>
<tr>
<th>Table 3.1: Description of the EM probe</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency Range</strong></td>
</tr>
<tr>
<td><strong>Resolution</strong></td>
</tr>
<tr>
<td><strong>Probe head dimension</strong></td>
</tr>
<tr>
<td><strong>Max forward power</strong></td>
</tr>
<tr>
<td><strong>Connector – output</strong></td>
</tr>
</tbody>
</table>

3.5.1 Measurement setups for REMT based approach

A complete flow of the measurement steps is depicted in Fig. 3.7. From the measurements it is observed that we have used two different families of FPGAs – SPARTAN-3E (90nm) and ARTIX-7 (28nm) and performed exactly same measurement steps.
Fig. 3.7: A complete flowchart describing the measurement steps performed for capturing the EM emission from the FPGA DUTs.

Referencing from measurement flowchart in Fig. 3.7 all the FPGAs - devices under test - are programmed with one RO circuit, preferably placed at the center of the FPGA. For programing we have used Xilinx ISE and VIVADO (depends on the FPGA technology). The RO is manually placed (programmed and placed using constraints files) in the FPGA. The input of RO or enable of the AND gate (from Fig. 3.4(a)) is controlled from external switch on the FPGA board.

Also given in Fig. 3.7 the magnetic field probe is oriented horizontally to measure the field emitted vertically from the FPGA IC. In order to get good signal strength the probe is placed as close to the FPGA as possible (touches top of FPGA IC). Measurements are repeated 15 times to see the robustness of the result. The spectrum range is observed up to 2 GHz with 64 points averaging. A movable bench setup is used which allows the near-field H-probe to move in X,Y,Z directions, to find the spot over FPGA where
the signal to noise ratio (SNR) of EM emission due to the RO is maximum. A summarized description of the devices, technology and measurement repetition is given in Table 3.2.

Table 3.2: Description of devices under test used in the EM measurement.

<table>
<thead>
<tr>
<th>DUT description</th>
<th>Number of devices</th>
<th>Technology</th>
<th>VAC used</th>
<th>Measurement repetitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARTAN- 3E</td>
<td>8</td>
<td>90nm</td>
<td>Ring Oscillator (3 stages)</td>
<td>15</td>
</tr>
<tr>
<td>ARTIX - 7</td>
<td>4</td>
<td>28nm</td>
<td>Ring Oscillator (3 stages)</td>
<td>15</td>
</tr>
</tbody>
</table>

A complete schematic of the measurement setup has been depicted in Fig. 3.8(a). From Fig. 3.8(a), a setup for preforming the measurement setup is shown which highlights different equipment and instrument setup required along with the DUT. Different equipment and instruments used are:

**Probe station:** this contains a setup that holds the DUT (fixed up) and an EM H-field probe. The table allows the H-field probe to move in XYZ direction.

**Oscilloscope** – for acquiring the signals from EM emission. In this work we have used Teledyne Lecroy™ oscilloscope which has bandwidth of up to 4 GHz.

**H-field probe** – to capture the EM signals from the DUT and The placements and orientations of the H-field probe placed horizontally over the FPGA has been depicted in Fig. 3.8(b). From Fig. 3.8(b), the placement of RO circuit and the dx, dy area scanned by the H-field probe has also been depicted. All FPGAs of same family were fixed on same spot and the H-field probe was moved in X, Y, Z directions. This is done in order to have homogeneity in measurements.

The same measurement setup has been used in preforming the experiment over both the FPGA devices. The total number of devices for ARTIX- 7 is 4 and for SPARTAN - 3E is 8. All the FPGAs have been new and there is no results biasing due to usage or aging of the device. This method can be efficiently adapted to mitigate or detect the counterfeiting of new FPGA techniques like overproduction, supply chain theft, cloning, remarking etc.
3.5.2 Results: ARTIX-7

As seen from (2), three-stage RO gives maximum frequency of oscillation; taking this into consideration we have implemented a three-stage RO in the FPGA. The same three-stage RO has been implemented on
four different ARTIX-7 FPGAs. To reduce the area overhead, the RO was placed in a single configurable logic block (CLB). Each EM based measurement has been carried out 15 times with the setup shown in Fig. 3.8, following the same experimental protocol. Each device under test has been removed and repositioned between each measurement in order to take into account the systematic errors. With the continuous switching activity of the transistors in the RO circuit, the spectrum of the frequency has been captured.

![RF signals emitted by four different ARTIX-7 FPGAs with the same RO circuit in bandwidth up to 800 MHz and (inset) a zoomed-in view around the fundamental frequency peak (exhibiting the repetitive measurements).](image)

**Fig 3.9:** RF signals emitted by four different ARTIX-7 FPGAs with the same RO circuit in bandwidth up to 800 MHz and (inset) a zoomed-in view around the fundamental frequency peak (exhibiting the repetitive measurements).

The results of EM emission from four ARTIX-7 DUTs repeated over 15 times have been depicted in Fig. 3.9. Although the total bandwidth of the measurement performed is up to 1 GHz but Fig. 3.9 shows only the fundamental frequency of the RO circuit. This is the frequency range of our interest. From Fig. 3.9 we can observe that even the FPGAs are of same family, same manufacturer, and same age but still there is considerable difference in the frequency response of same RO circuit implemented in same spot and measured with the exact same protocol. The variation naturally comes from the effects of process variations. From Fig. 3.9 it is also observed that the difference in the frequency of the FPGA3 is much higher than from those of three other FPGAs. The difference between FPGA2 and FPGA4 are less.
All this non-deterministic variation is due to stochastic and random nature of manufacturing induced PV effects.

Table 3.3: Frequency of ARTIX-7 and SPARTAN-3E FPGAs measured in MHz for different numbers of boards in test.

<table>
<thead>
<tr>
<th>Device</th>
<th>FPGA1</th>
<th>FPGA2</th>
<th>FPGA3</th>
<th>FPGA4</th>
<th>FPGA5</th>
<th>FPGA6</th>
<th>FPGA7</th>
<th>FPGA8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artix-7</td>
<td>366.2</td>
<td>355.2</td>
<td>387</td>
<td>354</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>Spartan-3E</td>
<td>246.6</td>
<td>245.4</td>
<td>242.9</td>
<td>257.6</td>
<td>251.5</td>
<td>247.8</td>
<td>250.2</td>
<td>258.8</td>
</tr>
</tbody>
</table>

3.5.3 Post-processing of ARTIX results

To determine the results obtained in previous section for ARTIX-7 FPGAs into a quantifiable and statistically viable form, we have adopted to utilize cosine similarity as the post-processing tool. In classical PUF based approaches [11][16], mostly the Hamming distance between the obtained binary code is used.

In classical PUF based authentication approach, there is the conversion of analog output or response into binary coded format based on various metrics e.g. In RO PUF the difference between two adjacent ROs is coded as 1 or 0 based on the sign of the difference. However, we are using an RO based approach but we have used only one RO to generate a unique frequency pertaining to each FPGA. So we have not opted to utilize or convert our obtained results into binary or digital format rather we have used the above discussed cosine similarity approach to distinguish the response from various FPGAs. From now on, we use the terms **Intra-Device Variation** (IADV) and **Inter-Device Variation** (IEDV), to refer to the CS computed from two measurements performed on a single DUT, and computed from two different DUTs, respectively.

The CS has been performed on complex part of the signal which also uses phase information of the signal. The total combinations obtained for IADV is 420 and for IEDV is 1350 from 15 measurements on four DUTs. CS is performed in two spectral ranges: 1) entire range (0 to 2 GHz) of spectrum and 2) in the particular range of fundamental frequency (approximately in the window of ≈ 5-MHz centered on fundamental frequency). In both the cases, results of CS are comparable.
Fig 3.10: Cosine Similarity score distribution of inter and intra variability for all measurements of: (a) ARTIX-7, and (b) SPARTAN-3E FPGA.

Fig. 3.11: Error probability curves depicting FAR and FRR for: (a) ARTIX-7, (b) SPARTAN-3E.
The observed CS scores are worst case IEDV ≈ 0.16 and IADV ≈ 0.82 for each measurement of all four DUTs. Although the spectrum of DUT 2 and 4 are closer, the CS computation gives IEDV score under 0.16; this is because of high quality factor (Q-factor) of the signal. The difference between worst case IADV and IEDV distribution is highlighted with ‘da (≈ 0.1)’ in Fig. 3.10(a).

This determines that even the statistical overlapping of the IADV and IEDV values is not forbidden, but due to the high Q-factor of the obtained EM signals from the FPGAs, the overlap in IADV and IEDV values is null in all our measurements. Therefore, the observed error- probability is null, this validates that a single frequency of resonance to compute or extract a fingerprint is sufficient if the Q-factor of signal is high. Low error probability shown in Fig. 3.11(a), justify the fact that overlapping of FAR with FRR is approximately null, thence, the probability of judging the one FPGA with another FPGA is negligible – very efficient distinction between FPGAs of same series, manufacturers, family etc. Also, based on the results from Fig. 3.11(a), Table 3.3, and the CS score distribution in Fig. 3.10, we can interpret that each FPGA has a unique EM emission due to the effect of PV on RO circuit which can be attributed s its signature for the purpose of authentication.

### 3.5.4 Results: SPARTAN-3E

The results from ARTIX-7 show that using only one RO circuit, it is possible to extract signature in form of RO frequency using the H-field EM probe. The results give an encouraging sign. The process has been ultra-lightweight and completely non-invasive. As also described in the above section that we have implemented same non-invasive approach on two different families of FPGAs. The similar measurements steps have been put into the SPARTAN-3E FPGAs. We have 8 SPARTAN – 3E FPGAs as DUT.

The same three-stage RO has been implemented on eight different SPARTAN-3E FPGAs. The spectral responses are shown in Fig. 3.12 over a bandwidth spreading from 100 to 560 MHz, show first harmonics along the fundamental frequencies of each eight DUTs. Table 3.3 shows the unique frequency values of each SPARTAN-3E FPGA. Similar post-processing steps are performed as is done in ARTIX-7 case. The CS score distribution is can be referred from Fig 3.10(b). The results obtained for the CS score is, worst case score for IADV≈ 0.5 and IEDV ≈ 0.6. Fig. 3.10(b) shows the CS score distribution of all eight DUTs, where ds(≈ 0.1) indicates the difference between the worst case of IADV and IEDV scores. Similar to ARTIX-7 case, the observed error- probability is null, this validates that a single frequency of
resonance is sufficient to compute or extract a signature that is unique, if the Q-factor of signal is high. Error probability curve is observed in Fig. 3.11(b) for SPARTAN-3E. Low error probability from Fig. 3.11(b), justify the fact that overlapping of FAR with FRR is approximately null, thence, the probability of judging the one FPGA with another FPGA is negligible – better distinction of each FPGA characteristics based on EM emission. The total combination of IADV is 840 and the total combination of IEDV is 6300 for 15 measurements on eight DUTs.

Fig 3.12: EM signals emitted by eight different SPARTAN-3E FPGAs with the same RO circuit in bandwidth up to 500 MHz and (inset) a zoomed-in view around the fundamental frequency peak (exhibiting the repetitive measurements).

3.5.5 Inferences and discussions from FPGA results

It is clearly evident that by using only one RO circuit (VAC) we are able to exploit signature for each FPGAs of two different families. The proposed methodology does not require any dedicated circuit for post-processing and even the implemented VAC is ultra-lightweight in terms of area, power and cost. By using post-processing techniques we have been able to statistically quantify the spectrum from EM radiation into usable signature for the authentication of FPGAs.
The results in the above section show that signatures can be obtained for each FPGA using EM measurement technique with a very light-weight marker and off-chip post-processing technique. To summarize some of the key features of this approach observed are:

I) Low Area usage of chip - cost effectiveness.

II) Uniqueness in response for each DUT - efficient for authentication.

III) Off chip robust post-processing.

IV) Robustness of response - shown by repeated measurements.

In comparison to the other technique like CDIR sensor or PUF based (discussed in chapter 2), the proposed used method used a very lightweight marker. FPGA is programmed with only one RO circuit and does not require any auxiliary circuit to implement the functionality. The process is non-invasive as no external signal or input has been used to perturb the circuit. There is no need to install or embed any specialized circuit; hence effort needed to implement this approach is very less.

Owing to the lightweight effort and ease of implementation, this approach can be easily used to authenticate circuits and ICs. Secondly with advent of internet of things (IoT) and scaling of IC size it is viable to employ an approach which is non-invasive and light in weight. The REMT based approach can be effective in detecting counterfeit technique like overproduction, supply chain theft, cloning and remarking. This method can be easily integrated on the user side or on the customer side. Hence it is highly possible to implement this approach for mitigating the counterfeiting of IC.

The extension of this part of the work is applied to the other semiconductor family of devices. The next section details about the usage of MCUs as DUT. We have used same principle of radiated EM emission and aim at creating fingerprints for each MCU under test. The next section details the implementation of the authentication method using REMT based technique for MCU devices.

The next section details the following two main descriptions with respect to the MCUs based implementation:

- Study of MCUs- as they have different internal structure than that of FPGAs.
- Identification of the metric / electrical / physical properties of MCU which can be used to exploit its PV effects.
3.6. MCU authentication – EM emission technique

The objective of this part is to extend the work done in FPGA part, and use the same methodology of EM emission to authenticate the Micro-controller (μC/MCU) boards. We have used new μC boards in this work. The idea is to exploit non-intrusively the design, periphery and architecture of μC such that a viable fingerprint can be obtained which can be used for authentication purpose. The term MCU and μC have been interchangeably used in this study they both refer to micro-controllers.

There is major architectural difference between FPGA and μC. Understanding from [16][19], the structure of a μC is comparable to a simple computer placed in a single chip with all of the necessary components like memory and timers embedded inside. It is programmed to do some tasks for other hardware. FPGA on other hand is an integrated circuit that could contain millions of logic gates that can be electrically configured to perform a certain task. The very basic nature of FPGAs allows it to be more flexible than most μC. Owing to the flexibility and re-programmability feature of FPGA, in REMT for FPGA, we have programmed FPGA with a variability aware circuit which exploited its underlying PV to create fingerprints for the authentication. However, μC already have their own circuitry and instruction set that the programmer must follow in order to write code for that μC which restricts it to certain tasks [18].

The main aspect in this part of work is that there has not been any extra circuitry (or marker) implemented or programmed in the μC as has been done with FPGAs in section 3.5. Unlike FPGA, we cannot make modifications of the μC to add a VAC. Instead our idea has been to directly measure the EM signals which are intrinsically emitted by the μC. The non-intrusive nature of the work compels to use only the implemented hardware and peripheral sets of μC, and utilize them such a way that they: 1) generate an EM emission and 2) generated EM emission is unique to each μC. The first part of this work focuses on studying and utilizing the hardware architecture of the μC to interpret a prominent EM emission. In the later part of this work we have performed post-processing of the EM response from μC boards, to get a statistical response for the authentication of the μC. This idea is extension of work done by Ahmed et.al. in [20] that has been elaborated in previous chapter.

3.6.1 Understanding MCU – DUT description
In this study, twelve STM32F103 Nucleo-64 μC boards from ST Microelectronics have been used as DUT. It has ARM Cortex processor with 128k flash memory. Among the different interesting aspects of μCs, in this study our focus is mainly on the working and understanding of clock and reset circuit. The clock of μC plays an important role when EM radiation technique is explored.

The oscillating nature of clocks emits EM radiation on powering up. It is important to distinguish the source of frequency harmonics in the μC. It will be shown later that, external reset circuit in our work plays a role to set the metric that can be used to generate fingerprints for each μC. In the succeeding sections, we will first discuss about the clock schemes and then, we move to discuss about reset, its exploitation to create fingerprints and results.

### A. Clock scheme of STM32F103 μC

Three different clock sources can be used to drive the system clock (SYSCLK): i) High speed internal (HSI) clock. The HSI clock signal is generated from an internal 8 MHz RC oscillator. The HSI RC oscillator has the advantage of providing a clock source at low cost (no external components). ii) High speed external (HSE) oscillator clock generated using HSE ceramic resonator or external user clock. iii) Low speed internal (LSI) clock, generated using on chip RC oscillator [21]. Each clock source can be switched on or off independently when it is not used, to optimize the power consumption. In next subsection, the EM emission from the clock of STM32 is discussed.

### B. Clock and EM emissions from μC

In this work, HSI clock is selected. It is configured to run at 8 MHz to program / configure the clock. The STM32CubeMX tool from ST Microelectronics has been used. STM32CubeMX is a graphical tool that allows an easy configuration of STM32 microcontrollers and generates corresponding initialization C code through a step-by-step process. To capture the EM emission from the μC clock, a magnetic (H-probe – as used with FPGAs in previous cases – section 3.5) from Langer emv. is used, which is also shown in Fig. 3.13. The output is observed in oscilloscope, which has bandwidth of 10 GHz, 75000 number of points, hamming window and spectrum of signal observed from 0 to 100 MHz.
Fig. 3.13: Measurement steps for STM32 µC: Localized EM probe horizontally placed over the IC of µC board.

Fig. 3.14: EM emission due to clock from the different MCUs. The EM emission is captured using H-field probe and observed in oscilloscope / spectrum analyzer.

Given the small size of the IC comparable to the H-probe, there is no need to move the probe in horizontal direction to capture the high SNR value of EM emission. The emission power is reasonable in all part over the IC. So the probe is fixed at one particular place for all the measurements steps for all 12 µC boards. The HSI clock configured at 8 MHz emits EM emission at harmonics of 8 MHz as shown in the Fig. 3.14. The HSI clock is generated using RC oscillator, which do get effected by PV, but on observing Fig. 3.14, it is evident that the distinction in peaks due to HSI clock for the 12 µCs is not very clear or noticeable (all peaks superimpose on each other).
3.6.2 System reset overview for STM32F103 μC

In this part of study, we have explored and utilized external reset as a mean to produce EM emission from μC (apart from clock) and characterize it as a metric to obtain fingerprint for each μCs. Before illustrating the measurement steps and results using external reset as metric, we first discuss about the different aspects of the overall system reset of this STM32 μC family.

A system reset sets all registers to their reset values. The STM32 μC can be reset in several ways. The different ways to generate systems reset for STM32 is : 1) low level on the NRST pin or external reset, 2) window watchdog end-of-count condition (WWDG reset), 3) independent watchdog end-of-count condition (IWDG reset), 4) software reset (SW reset) and 5) low-power management reset [21] [22]. An illustrated diagram of the system reset circuit is shown in Fig. 3.15.

The description in Fig. 3.15 highlights division of the reset circuit into two parts. One part consisting of resistor (Rpu), NMOS transistor, filters and Schmitt trigger are inside the ARM Cortex IC and other part consisting of capacitor, NRST and external switch outside the μP on the μC board. Although we have limited information owing to information constraints from the manufacturers.

The system reset signal provided to the device is output on the NRST pin. The pulse generator guarantees a minimum reset pulse duration of 20 μs for each internal reset source. In the case of an external reset, the reset pulse is generated while the NRST pin is asserted low. The μCs are typically specified with a
minimum reset pulse width $t_{\text{rst}}$; for a general $\mu$C, if the pulse applied does not meet the specification, the reset action may become invalid. However, the STM32 enforces proper reset by holding the reset signal universally for 20 $\mu$s. This means that if a reset is ever initiated, it is always going to do its work. Additionally, there is a Schmitt trigger attached to the input, which allows the signal to have a rather long rise/fall time [22]. After comprehending the overview of system reset that is deployed in our DUT, in the following section we focus on the working of external reset and different current switching that results in EM emission.

### 3.6.3 External RESET: VAC for MCU

Normally a VAC is implemented circuit in an IC which gives prudent information of the PV effects. In case of FPGA also a lightweight marker (RO) is programmed in a FPGA for PV exploitations. But in the case of MCU, no external marker been used rather the attempt has been made to exploit PV effects using the inherent physical features of the MCU itself through the use of external reset switch.

The goal in this section of the chapter is to highlight the hardware (circuit) description of each part of the external resets. This description is essential as it describes how different circuits of external reset can be utilized to generate EM emission. Owing to the PV effects on different circuit elements of reset, the generated EM emission from each DUT is unique but this is described in detail in the next section of measurements and results. External reset is activated by turning on the switch B1 shown in Fig. 3.16.

Switching on the B1 pushes NRST pin to low. EM emission occurs when there is a sudden switching of the current. The following points along with descriptions in Fig. 3.16 outlines a brief summary of the mechanisms and effects of charging / discharging of capacitor (C1) and electrical phenomenon of other circuits on activation of external reset switch B1.

- When B1 is pressed, the capacitor C1 discharges through path B1.
- The Schmitt trigger uses the hysteresis and produces a pulse at the output.
- Pulse generated from the Schmitt trigger is fed back to NMOS transistor through the pulse generator.
- The NMOS transistor when high, pulls the current down through it.
- Consecutively there is a switching of current between Rpu - C1 and C1 - NMOS.
Fig. 3.16. Effects of switch B1 (external reset) on current switching in the different circuit elements of reset circuit (viz. charging discharging of capacitor).

But there could be some other effects from other parts of μC circuits on getting reset pulse, which could also play a role in the EM emission, like clearing out of the registers which could result in sudden voltage drop and hence causing sudden switching of current. The next subsection focuses on measurements steps, which makes it clear if it is possible to use external reset as a metric to generate considerable EM emission that could be used as a prudent metric for authentication.

3.6.4 EM emission results from Microcontrollers

This section details the EM emission from the 12 μCs. All the μCs are of same manufacturer, same series and of same age. Before going into details of the EM emissions and results first we discuss about the procedure to generate and capture the EM emission. The test and measurement is carried out by locally placing the H-probe on μCs and following same measurement protocols as is done when capturing the emission from clock in section 3.6.1(B). The measurement steps are discussed below:

- Program the μC boards under test (or DUT) to run with only HSI clock.
- Measure the peaks (or clock harmonics) using EM probe on spectrum analyzer.
- Press the external reset button. Once the reset button is pressed, it results in extra peaks (harmonics) generation.
• Measure the harmonics coming due to reset, and find out if these harmonics are distinct or unique for each µC.

Fig. 3.17: EM emitted by 12 different MCUs (MC in legend of figure) due to external reset depicted in the bandwidth up to 25 MHz and (inset) a zoomed-in view around the fundamental frequency peak.

The measurement is carried out on 12 µCs using the above mentioned steps and the emission due to the external reset is shown in Fig. 3.17 for all 12 µCs. From Fig. 3.17, it is clear that on using the external reset, switching of currents occurs (detailed in previous section), which gives a considerable EM emission and for each µC. The measurement is repeated five times to account for the measurement and systematic errors.

The spectral responses in Fig. 3.17 are shown over a bandwidth spreading from 0 to 25 MHz. Although the total spectral response of the measurement is up to 100 MHz, Fig. 3.17 highlights the spectral response only up to 25 MHz to show the clarity of the spectrum. In this bandwidth range, first harmonics are observed along the fundamental frequencies of each DUTs. The post-processing (discussed in next subsection) of the signal is done around the fundamental frequency of the spectrum. From the spectral responses of different DUTs in Fig. 3.17, it is evident that the frequency peaks are clearly different for all 12 µCs. Each frequency peak corresponds to a particular µC. The spectral responses for each DUT are
distinct owing to the PV effects on different circuit elements of reset circuit. Owing to non-deterministic behavior of the PV, some µCs like µC1, µC7 and µC12 vary too much while some other of them have overlapping response.

The variation in frequency response of all the 12 µCs, even if they are of same manufacturer, same family and same age justifies that utilizing only external reset, an inherent feature of µC, PV can be exploited for µCs that can be applied for purpose of their authentication. Even though it may be unclear to point out which part of µC board contributes to maximum EM emission, but this does not deter the objective of this study. As even if the large share of EM emission is outside the IC, we are still able to exploit the PV of the circuit elements of the board and use it to authenticate the whole µC board rather than only the IC (processor).

3.6.5 Statistical Analysis of results

To perform the statistical post-processing on data sets (spectral response of µCs), the signal is compared in complex frequency domain where both the magnitude and phase of signal is taken into account. CS is performed in the particular range of fundamental frequency of the reset signal (approximately in the window of 1 MHz centered on fundamental frequency (11-12 MHz range)). Fig. 3.18 shows the CS score distribution, illustrating a histogram with normal distribution fit of intra and inter device variability for all 12 DUTs over repeated measurements.

Table 3.4: Mean and 3 sigma of inter and intra variability.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>3*sigma=(3µ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-Correlation</td>
<td>0.977</td>
<td>0.076</td>
</tr>
<tr>
<td>Cross-Correlation</td>
<td>0.11</td>
<td>0.57</td>
</tr>
</tbody>
</table>
Fig. 3.18: Statistical distribution of the inter and intra variability. (a) Histogram showing distribution of inter and intra variability. (b) Error probability curve to observe the overlap of the FAR and FRR curve.

The statistical values for **Intra Device Variability (IADV)** and **Inter Device Variability (IEDV)** are discussed in Table 3.4. The values from Table 3.4 show that the $3\mu$ value of IADV is up to 0.076 and for IEDV is 0.57. The overlap of curves of IADV-IEDV from Fig. 3.18(a) is beyond $3\mu$ values of IADV and IEDV values. Despite having some overlap in the frequency responses among few $\mu$Cs viz. $\mu$C3 and $\mu$C4, but from Fig. 3.18(b) the overall probability of error between false positive and false negative is observed around $1.7*10^{-3}$. The high quality factor (Q-factor) of the signal is one of the major factors resulting in
low rate of error probability. The low error rate justifies the fact that using only EM emission through the switching of reset circuit, enough distinction among 12 $\mu$Cs can be obtained. This can give them a signature for the purpose of authentication.

3.7 FPGA and MCU: final discussion

The results have shown that using non-invasive REMT based technique it is possible to effectively create a RF DNA or signatures of the semiconductor devices. To validate the methodology, two different families of devices (which are characteristically different from each other) have been used for the measurements.

From the section 3.5 and 3.6 we can clearly observe that EM based technique is a viable option to exploit the PV effects of ICs (viz. FPGA and $\mu$C). The obtained distinction in the frequency spectrum responses when coupled with a qualitative post-processing scheme give signatures uniquely attributed to each DUT. The obtained signatures have been distinct enough to give a very less error probability rate, which provides an efficient method for the authentication of DUTs. We have been effectively able to authenticate two different semiconductor families (FPGAs and microcontrollers) without the need of additional circuit. In both of our work, our focus has been to remain non-invasive and cost efficient. This can prove to be significant for authentication purpose by using non-invasive and low cost methods for other semiconductor products e.g. Analog ICs and other application specific ICs.

A summary of the highlights and effectiveness of the proposed EM based technique is given below:

- The proposed technique has been cost efficient- we have not used any dedicate external circuit or components,
- This technique is most importantly non-invasive in nature. No external signal sent inside the DUT that could damage the DUT.
- This technique has been area efficient as there is not extra dedicated circuit for post-processing technique – hence low silicon occupancy.
- This technique is easy to implement and effective in its operation. We have used all our measurement on the commercially available boards and did not need any extra addition to DUTs.

In the above study we have claimed that all our DUTs are new and of same age. None of them were ever
used before; hence, there are no aging related issues on any of them. However, when ICs go through various applications in the field, they are subjected to electrical and thermal stresses. These effects cause temporary and permanent shifts in the performance of ICs. In section 1 (introduction) we have given a brief introduction about the effects of the aging on the electrical response of IC. This can be detrimental in the realm of authentication.

In comparison to highly used PUF based approach, the REMT based method has advantage of being ultra-lightweight. PUF need large IC area not only for the implementation of marker circuit but also for the post-processing part. The shrinking IC size can be discouraging for OCM and companies to involve PUF as they get area and economic constraints. The PUF based approach is efficient in developing keys for authentication as well as protection of important information; however such large marker may not be optimized in the areas of IoT or lightweight IC applications. REMT based is ultra-lightweight and highly non-invasive in nature. It gives a good perspective to generate fingerprints or signatures for IC without the trouble of extensive development of layout of dedicated circuits.

The only bottleneck with this approach is that it requires specialized measurement setups. Secondly with the off-chip post-processing technique the chip or DUT cannot perform self-authentication. From use case scenario discussed previously in Fig. 3.3, we have already seen that an end user compares the fingerprints of IC with the vendor’s database (authentic database) when he / she wants to authenticate it. If an IC that has undergone thermal or electrical stress (becomes old) then its fingerprint would vary considerably. In this way even an authentic IC, if subjected to authentication after a period of time can be discarded or termed as fake. Hence it has become important to determine a metric that can keep the fingerprint of IC constant throughout its lifetime. In the next chapter we have reviewed and described in detail about an EM based technique that has been adopted to mitigate the aging related effects on ICs.
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4. Effects of aging on authentication of FPGA using REMT based approach

Objectives and Preliminaries

Parameters such as temperature or supply voltage cause variations in delay that are orders of magnitude greater than the manufacturing variations we are interested in. Owing to this fact, in this chapter, we investigate the effects of aging or thermal stress on the FPGA fingerprints or signatures that have been used for the purpose of their authentication. The thermal stress is a part of temporal variability and results in accelerated aging of the device. Thermal stress causes ramifications such as negative bias thermal instability or NBTI and hot carrier injection or HCI that significantly affect the performance of CMOS transistors [1][2]. This chapter is dedicated to the understanding the effects of aging on the CMOS devices (in our case: ARTIX-7, 28nm CMOS). Primarily with this we have also investigated the effects of aging on the REMT based authentication metrics. In order to be useful in practical security applications, the fingerprint or signature generated by the REMT based method should be reliable or stable (i.e., not change over time). It is relatively well known that aging and environmental variations lead to performance degradation. This chapter is committed to study of aging effects and proposing aging resistant mechanism for REMT based technique for authentication. The understanding of the CMOS aging mechanisms is first presented. Then, the effects of aging on the REMT based authentication approach is study and the procedure used to mitigate the aging effects on REMT based authentication metric is finally proposed.

4.1 CMOS Transistor Aging Mechanisms

CMOS devices suffer from the following aging related phenomenon: HCI, BTI, and TDDB stress under standard digital operating conditions. These phenomena happen over a period in which transistors are used in field (for various applications) and get subjected to various form of temporal variability. TDDB or time dependent breakdown is permanent damaging mechanism which can be split up into two stages [3].
The first stage is called soft break down (SBD). With time, traps in the gate oxide are generated and these
traps eventually form a conducting path through the oxide. Once a conducting path has been established,
new traps are generated due to thermal damages. The new traps result in higher currents, the temperature
in the oxide is further increased and even more traps are formed. This condition is called thermal runaway
and finally leads to a hard break down (HBD) and the transistor suddenly fails. The phenomenon that
electrons carry metal atoms along a wire is called electro-migration. Electro-migration causes shorts or
opens in signal wires and especially in supply wires [4]. These phenomena – TDDB and electro-
migrations - are equally effective in disrupting the functionality of IC (transistors). Their detailed analysis
in this thesis is not carried because our aim has been to investigate the effect of drift related aging
phenomenon that are common problem whenever ICs are powered ON or used.

Aging effects that cause a parameter drift or changes degrade the transistor characteristic, which in turn,
leads to a degradation of the gate performance. Hence, it is important to consider the drift-related aging
effects for an aging or temporal analysis. The two dominant effects that cause a parameter drift are the
negative bias temperature instability (NBTI) and the hot carrier injection (HCI). Both effects are
described in detail in the following subsections.

In this thesis, our aim is to describe and investigate the effects of HCI and NBTI related effects on the
authentication methods. However, before divulging into the details about that, we have first highlighted in
brief about the two mechanisms with examples.

4.1.1 Negative Bias Temperature Instability (NBTI)

NBTI is considered as the most severe form of the deterministic effects of the aging on CMOS
technology. NBTI only affects PMOS transistors. The stress mechanism of NBTI is a negatively biased
gate terminal with respect to source and drain. The main impact of NBTI on a PMOS transistor is the
increase of the absolute value of the threshold voltage. A PMOS transistor has a negative threshold
voltage. Due to NBTI the threshold voltage becomes more negative. The convention is to say that NBTI
increases (the absolute value of) the threshold voltage \(|V_{th}|\). NBTI is accelerated by an increased
temperature and an increased supply voltage, but a stronger and faster effect is produced by their
combined action [1][5].

As the operating voltage increases, the negative bias of the PMOS transistors increases, which in turn
increases the NBTI degradation. Scaling of technology node leads to high electric fields at the gate, causing NBTI. Higher operating voltages result in higher electric fields across the device junction resulting in higher stress.

The effect of NBTI worsens at an elevated temperature. Typical stress temperatures range from 80°C to 250°C, encountered during burn-in [6]. During extremely high performance applications, possibly at the highest operating frequencies, the higher toggling activity of signal nets can result in formation of local hot-spots inside the chip’s functioning major parts, resulting in an elevated temperature in some parts of the chips.

### 4.1.2. Hot Carrier Injection (HCI)

![Fig. 4.1: HCI based aging mechanism in a NMOS CMOS based transistor.](image)

HCI has become less prominent with the reduction of operating voltages, but it remains a serious concern due to the large local electric fields in scaled devices [2]. Hot carriers (i.e., those with high kinetic energy) accelerated toward the drain by a lateral electric field across the channel lead to secondary carriers
generated through impact ionization\(^2\) (see Fig.4.1). Either the primary or secondary carriers can gain enough energy to be injected into the gate stack. This creates traps at the silicon substrate/gate dielectric interface, as well as dielectric bulk traps, and hence degrades the device characteristics such as the threshold voltage (Vth). These “traps” are electrically active defects that capture carriers at energy levels within the bandgap. Like NBTI, HCI effects can also be accelerated by increased voltage and temperature. A pictorial depiction of the HCI based mechanism in a NMOS is given in Fig. 4.1.

4.2 Effects of NBTI and HCI on the digital circuit

Static CMOS logic is the primary design style used in digital integrated circuits. Every CMOS logic gate consists of a pull-up and a pull-down network. Those complementary networks represent two switches, with exactly one switch being closed for every input combination. A pictorial depiction of effects of HCI and NBTI on a CMOS based inverter is shown in Fig. 4.2.

---

\(^2\) Impact-ionization is a three-particle generation process. Carriers that gain high energies while traveling through high field regions undergo scattering events with bonded electrons in the valence band. The excess energy is transferred to this electron which is lifted into the conduction band creating a new electron-hole pair. This secondary electron-hole pair can also have a rather high energy. In this case the avalanche effect is triggered and the carrier density increases heavily.
The simplest logic gate is the inverter. Its pull-up and pull-down networks just consist of one transistor. From Fig 4.2 various aspects of the input-output relation and effects of two major aging phenomenon i.e. NBTI and HCI are depicted on a CMOS inverter circuit. The stress time window for NBTI and HCI is illustrated in Fig. 4.2 for an inverter circuit. This stress time window is characterized by the device duty cycle, which is application specific. Furthermore, NBTI degradation has a well-known recovery sub-process when the stress is released [7].

NBTI only affects PMOS transistors, hence, only the pull-up network is degraded. This increases the gate delay just for a falling input transition. In a digital operation, NBTI degrades the output slope as well. The output slope of the preceding stage serves as the input slope for next logic gates. If the input slope degrades, the gate delay increases as well. For HCI, a strong lateral electrical field is needed that accelerates the carriers in the channel. This is true for the NMOS transistor of the inverter (see Fig. 4.2) when a rising transition is applied to the inverter input. When the signal at the input is still logic “0”, the NMOS transistor is in its non-conducting state and the PMOS transistor is in its conducting state. The drain of the PMOS transistor is at VDD, the voltage drop and the electric field across the transistor are maximal. As soon as the NMOS transistor begins to conduct, hot electrons are generated which damage the transistor.

As discussed in previous chapter, a ring oscillator (RO) circuit used as variability aware circuit or VAC in FPGA authentication. A RO circuit is composed of inverter in a feedback loop as discussed in details in previous chapter. From Fig. 4.2, it is clear that a logic circuit composed of logic inverter gates is affected by both NBTI and HCI effects. The electrical phenomenon generated by HCI and NBTI are:

- The defects as created by HCI in turn lead to shifts in the electrical characteristics of the transistor such as a shift of the Vth, the current factor β and the output conductance g_o.

- Vth shift due to the HCI effects follows a power law model.

NBTI is typically observed as a Vth shift after a bias voltage has been applied to a MOS gate at elevated temperature. It is evident from the above three points that the most prominent effected phenomenon due to stress and aging of CMOS is its threshold voltage (Vth). The Vth voltage is primary factor that dictates when a particular transistor switches ON. It is the minimum voltage required to create conducting
channel. From Fig. 4.3, depiction of the increase in the Vth voltage has been shown. This clarifies that the aging effects increases the Vth which in turn can slow down the speed of turning ON the transistors.

![Graph showing Vth vs stress time](image)

Fig. 4.3: Effects on the Vth voltage due to the aging phenomenon such as HCI and NBTI. The effect is modeled with power law time dependence.

The slower speed of conduction or switching speed of transistors can affect the frequency of operation in a RO (CMOS inverter based circuit) circuit. With the aging the transistor switches slowly and that can impact the logic switching in a RO circuit which can ultimately lead to slower operational frequency. This can severely impact the fingerprint creation for the purpose of authentication.

The next sections give an insight on the effects of the aging and elevated stress on the fingerprint creation using REMT method. Furthermore along with the problems that aging causes on the fingerprint creation and ultimately on the authentication metrics.

### 4.3 Effect of aging on the authentication of FPGA using RO

The idea here is to find the effects of aging on the REMT based authentication method (discussed in chapter 3) by accelerated aging the FPGA. The results or response from single RO is examined and it is determined if one RO technique is suitable enough to keep the signature of FPGA stable as it gets older (used in field). After discussing the results from single RO, we have detailed the idea of using multiple
ROs that can be more effective in terms of dealing with the aging effects. A use case scenario describing the effects of aging on the authentication using REMT method is shown in Fig. 4.4.

Fig. 4.4: A use case scenario we have defined explaining the effects of aging on the authentication methodologies. (a) One RO technique is depicted and its subsequent responses with and without aging effects. (b) Multiple ROs technique is depicted along with the responses with and without aging effects.

The use case of Fig. 4.4 is divided into two phases:

- Single RO radiated EM technique for authentication (REMT) method at time $t = 0$ (when FPGA is new – Fig. 4.4(a)) and at time $t = t'$ (when FPGA is old). In this stage, the same measurement is performed on FPGA with one RO in both the conditions – new and old. The signatures are compared of both conditions.

- Multiple RO REMT method at time $t = 0$ (when FPGA is new) and at time $t = t'$ (when FPGA is old – Fig. 4.4(a)). Similar to single RO technique, here also the measurement is carried out in
both conditions – new and old and the signatures are compared. The post-processing technique in this case is different owing to the fact that number of ROs is more.

To highlight the effects of aging on the single RO REMT, an accelerated aging mechanism has been setup. The effects such as HCI and NBTI are the prominent factors that affect any digital IC as they get older. Hence, it is important to understand which parameters or factors can depict or mimic these effects with the growing age of IC.

Before going into details about the use of the multiple REMT approach, the effects and drawbacks of single RO REMT is discussed. From [6], it is stated that with the use of single RO PUF, the effects of the aging can give unwanted impact on the RO frequency.

Understanding from the use case scenario depicted in Fig. 4.4, the scenario of using single and multiple ROs for the authentication when the aging effects are taken into consideration. The measurement, post-processing techniques and results from use of single ROs in FPGAs have already been discussed in chapter 3. The signatures from the single RO (in Fig 4.4(a)) are compared when the FPGA in both cases i.e. when FPGA is new and when the same FPGA gets old. On comparison it is decided if the technique is effective and results have enough confidence to claim that the single RO technique can generate robust signature from FPGA even after it is old.

From Fig. 4.4(b) multiple RO techniques have been described. The FPGA is programmed with multiple ROs and their EM signatures are captured when they are new as well as when they are old. The results are compared and it is determined if the multiple RO technique is effective or not. A detailed understanding of the measurement steps on both single and multiple RO along with the accelerated aging technique is discussed in detail in the following sections.

The next sub-section describes about the single RO based measurement results in both new and old conditions of same FPGA. The sub-section details out the aging related experimental setup and how the results of single RO is effected by the thermal stress (or aging).

### 4.3.1 Single RO REMT and aging effects

As a recap from previous chapter (chapter 3) on REMT, in the initial measurement to capture EM emission from FPGAs, only one RO circuit is programmed in all the FPGAs. The H-field probe is place
horizontally over FPGA and the response is captured in oscilloscope / spectrum analyzer. The RO circuit in all the FPGAs is of same configuration, number of delay elements and interconnect length. The response from a single RO on four FPGAs is depicted in Fig. 4.5. All results are of ARTIX-7 (28nm CMOS) FPGAs.

![RO frequency obtained using radiated EM emission of four ARTIX-7 FPGAs when fresh (no aging effects).](image)

Fig 4.5: RO frequency obtained using radiated EM emission of four ARTIX-7 FPGAs when fresh (no aging effects).

The results of Fig. 4.5 highlight a recap on the results from the four ARTIX-7 FPGAs with single RO using REMT method. This is done in order to review how the single RO frequency shifts with the effects of aging the results in the Fig. 4.5 are from FPGAs which do not have any aging effects (new FPGAs).

The challenge here is will the RO frequency (subsequently fingerprints of FPGAs) of the four FPGAs remain constant, after the FPGAs have been aged or stressed? The temporal variability effects like NBTI, HCI etc. determines the challenges posed on FPGAs fingerprints over the time. To understand the effects on fingerprints when FPGA is in stress conditions, we have performed an analysis in the next section.

To observe the effects of stress on FPGA and subsequently on the fingerprints, we have performed thermal stress on one FPGA. The next subsection describes the measurement steps and the results performed for the accelerated aging of FPGA.

### 4.3.2 Measurement steps of accelerated aging
The aging mechanisms such as HCI and NBTI are majorly caused by two factors such as thermal stress and voltage stress. In this work, the voltage stress has not been applied owing to some constraints (our DUT was not adaptable to change the voltage supply) only elevated thermal stress has been applied on the IC (FPGA). Along with the thermal stress the RO has been left in operational mode. This type of measurement is optimized to track the effects of the HCI and as well as the NBTI effects.

The measurement setup to perform accelerated aging by thermal stressing of the FPGA is shown in Fig. 4.6. The FPGA under stress is subjected to high temperature of 85° C in a hot plate and covered with a lid to have a constant temperature stress over the board. The temperature of the FPGA under stress is monitored using infra-red thermometer. The temperature of FPGA is found to be close to 83-84° C. Total duration of the aging measurement is of two weeks.

Fig. 4.6: Experimental setup adopted to age the FGPA through accelerated thermal stress.

The following points elaborate the steps implemented to do the accelerated aging of FPGA using thermal stress:

I. FPGA to be stressed (aged) is selected.
II. Before the aging process starts, FPGA RO frequency is measured under normal temperature.
III. Put FPGA under the stress condition with the RO powered ON and running.
IV. Keep FPGA under the stress condition for 48 hours continuously.
V. Measure the frequency of the RO; before measurement the FPGA is taken out of stress condition and is allowed to cool down to room temperature.
VI. Keep the FPGA back in stress condition.
VII. The same procedure is repeated for 14 days of time which is approximate to 4 years aging of FPGA [48].

![Graph showing frequency shift with aging](image1.png)

**Fig. 4.7:** Shift in RO frequency with aging. The insert zoom shows a zoom on the RO frequency after accelerated aging.

![Graph showing frequency degradation](image2.png)

**Fig. 4.8:** RO frequency degradation curve of frequency with time.

From Fig. 4.7, we see that the RO frequency shifts with the aging of the FPGA. There is a considerable change in the frequency when the FPGA is new and when it is stressed for the first time. After the subsequent days of aging stress, the frequency degradation becomes constant. A graph showing
degradation rate of frequency versus time of aging has been plotted as shown in Fig. 4.8. Studies in [8] have also discussed that the degradation rate of newer and fresh FPGA is more than that of old and used FPGA.

Observing from Fig. 4.7 we observe the change in the absolute value of RO frequency. Due to the change in the absolute magnitude of the RO frequency with respect to time (aging), absolute magnitude of RO frequency cannot considered as a reliable metric for the purpose of authentication of the FPGA. The RO frequency values of even authentic FPGA or DUT when subjected to PVT effects or aging effects can deviate from its original value (when it was new). This deviation can lead to discard of the authentic FPGA or DUT. Hence we can observe that due to usage of absolute magnitude, the authentication metric may fail to give a robust and stable outcome with respect to process and temporal variations.

To overcome this, we propose to use relative methods based on digital metrics which are quantifiable and do not change with time. Multiple ROs are then stressed/aged by following the same measurement procedures as described in the above sections. The obtained results from the multiple RO approach are then treated with the relative method based encoding schemes which produces a quantifiable data from the EM response from the four FPGAs.

### 4.3.3 Multiple RO REMT and measurement

A multiple ROs technique has been investigated in this sub-section. The idea of multiple ROs is to implement an aging resistant mechanism that can be deployed in order to utilize the REMT based authentication methods even when FPGAs are not new under various process and temperature conditions. The multiple ROs also exploit the intra-die variations (as also studied in [9]) in FPGA, which leads to different characteristic frequencies on the same FPGA for different ROs. Intra-die variability is the spatial variation in the physical characteristics of the same IC or die due to the effects of process variations.

For our measurement and experimentations we have deployed 16 ROs. The number of ROs is not very strict. It depends upon the application, setting of the ROs etc. to increase or decrease the number of ROs. In our case, we have 16 switches (external) on FPGA board; hence it was convenient to control the 16 ROs externally through these switches. Of course with the higher or lower number of ROs, the essence of the, methodology and its results will not be greatly impacted.
Each 16 ROs is of identical length, placed across the FPGA (ARTIX-7: 28nm technology). A pictorial depiction (for better understanding) of the 16 ROs placement is shown in Fig. 4.9. Fig. 4.9 highlights the floor-planning of FPGA that is used while placing the ROs manually. Due to the intra-die variability in the FPGA, no two identical ROs in the same FPGA have exact same RO frequency [9]. We have harnessed this property for the authentication using REMT based method in our published work in [10].

Similar measurement setup is used for the measurements of 16 ROs (multiple ROs) as is done in the initial measurements of REMT based method also briefed in section 4.3.1. To capture the EM response, at a time only one RO is enabled keeping all other ROs in OFF state. To understand the procedure of enabling one RO at a time, we can refer to Fig. 4.10. Suppose RO1 is enabled, then until all the measurement steps are done and results captured in spectrum analyzer for RO1, the other ROs are not enabled. This is done in order to avoid any interference or coupling effects which may arise when multiple ROs are enabled at the same time. The process is then repeated for all the subsequent ROs.
Fig. 4.10: Pattern (response) of 16 RO frequencies for four FPGAs. Each FPGA has distinct pattern due to 16 ROs (intra-die variability).

Measurement results of 16 ROs frequencies from four FPGAs are depicted on Fig. 4.10. We can clearly see that the frequencies of resonance of ROs for each FPGA are different. The difference in the RO frequencies even if they are on the FPGA comes from the effects of intra-die variability. After understanding the response of multiple ROs we have focused on finding its suitability against aging effects in the section below.

### 4.4 Effects of aging on multiple ROs technique

In this section we have subjected one FPGA with multiple ROs subjected with the thermal stress. The exact same measurement steps have been performed as shown in Fig. 4.6. The temperature stress has been around 85°C for the FPGA for two weeks of time. FPGA named as FPGA3 (see Fig 4.10) has been subjected to aging effects. Given the fact that the aging effects degrade the FPGA or IC, we could only perform the accelerated aging with multiple ROs on one FPGA. The study aims at demonstrating the utility of EM based technique when the aging effects are considered. The response after aging is shown in Fig. 4.11.

The result from the Fig. 4.11 shows the effects of aging on the multiple ROs of same FPGA when subjected to thermal stress for around 2 weeks of time.
Fig. 4.11: Shift or change in the pattern of RO frequencies after FPGA (ROs I FPGA) have been subjected to accelerated aging through thermal stress for two weeks of time.

After performing the thermal stress (accelerated aging), the results obtained for the 16 ROs frequency for that particular FPGA shows that the pattern of the RO frequencies have remained intact or constant even after it has been subjected to the thermal stress. From Fig. 4.11 it is clear that for all the ROs, the frequencies shift in the same coherent order (constantly) even after thermal stress. Comparing new and aged FPGA patterns (Fig. 4.11), it is observed that the pattern has remained constant even after the degradation due to the thermal stress. This is due to the fact that effect of thermal stress (aging) on all the ROs has been homogenous or equi-proportional, therefore the shift in frequency of each ROs is coherent.

To encode the response from Fig 4.11, we have deployed two different encoding techniques that convert the responses into binary fingerprints. The detailed description of the two techniques is given in the section below.

### 4.5 Post-processing techniques (Encoding metrics)

The notion here is to propose post-processing or encoding techniques that is utilized in quantifying EM response from multiple ROs into a dataset (fingerprints). The encoding methods used in this manuscript take into account the relative values of the ROs frequencies. The objective of the encoding scheme is to convert the response from the multiple ROs based technique into binary fingerprints. In single RO technique we have used the resonance frequency of one RO and post-processed it into signature (see
chapter 3). However, in multiple ROs we have utilized the relative approach i.e. perform mathematical treatment on the relation between the 16 ROs frequencies and converts the responses into binary fingerprint. Later on, we have also highlighted the effectiveness of the used encoding schemes for the purpose of mitigating the effects of aging from the REMT based authentication scheme.

The measurement results from previous section and subsection have shown that due to the PV effects, each FPGA of the same family have a distinct EM response when programmed with same RO circuits. The two encoding techniques proposed and used in this study quantify the EM responses into a binary vector. The purpose of quantification is to create a dataset to apply mathematical operations and store conveniently in a database for future uses. The other important aspect for an encoding technique is that, it should be reliable and robust. In this subsection we have first introduced the idea of two post-processing techniques we have used and then apply it on the EM response from multiple RO measurement result.

a) Mean based encoding technique

The first proposed encoding schemes is based on finding the mean value of all the implemented ROs frequencies and calculate the deviation of each RO frequency from that mean value. Algorithm 1 represents a pseudo-code for the mean value based encoding scheme. The employed algorithm details a finite sequence of discrete steps.

```
Algorithm 1 mean based encoding vector
1: procedure BINARYVALUEUSINGMEAN(BV)
2: \( P_{m,i} = \{R_1, R_2, ..., R_i\} \)
\( P_{m,i} \) is the \( m \)th FPGA and with \( i \) no. of ROs under test
3: compute \( E(P_{m,i}) \)
\( E(P_{m,i}) \) is the mean value of RO frequencies in \( m \)th FPGA
4: for \( j=1 \) to \( i \) do
5: if \( P_{m,i}(R_j) > E(P_m) \) then
6: assign \( B_{mj} = 1 \), where \( B = \{0, 1\}^n \)
7: else \( B_{mj} = 0 \)
8: end if
9: end for
10: Return \( B_m \)
11: end procedure
```
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Each step is an operation or instruction that can be performed by the DUT expected to carry out the procedure. Thus, the algorithm represents a set of steps for performing mean based encoding. It presents a sufficient precision and detail in an appropriate logical form, which is completely and unambiguously interpretable and executable by the particular DUT intended to perform the procedure.

Algorithm 1 is illustrated here with an example. Consider one FPGA P1, with \( i \) number of ROs, consider \( i=16 \) to represent 16 ROs for the FPGA. For 16 ROs the frequency \( R = \{R_1, R_2...R_{16}\} \) is calculated. Subsequently, the mean (E) value of the 16 ROs, is computed for FPGA P1. Afterwards, each single frequency \( R_1,R_2...R_{16} \) is compared with the value of E, and \( R \) which are greater than that of E is assigned a binary code B as 1 and values of \( R \) less than E are assigned as binary code B of ‘0’. Suppose that E is 100 MHz. The value say \( R_2 \) is 102 MHz, it is assigned as ‘1’ and say \( R_8 \) is 97 MHz then it is assigned as ‘0’. A pictorial illustration of the mean based encoding is also shown in Fig. 4.12. From Fig. 4.12, all the values above the mean is assigned as binary ‘1’ and every value below mean is assigned a ‘0’. Therefore, using this shift from the mean, we create a 16-bit vector, B, which is identified as a fingerprint for that FPGA. Using our proposed encoding methodology described in Algorithm 1, the binary vector generated for the four FPGAs (DUTs) is shown in Table 4.1.

![Mean based encoding scheme](image)

**Fig. 4.12: Mean based encoding scheme illustrated with a pictorial depiction.**

**Table 4.1: Binary vector for each FPGA using Mean deviation methodology**

<table>
<thead>
<tr>
<th>DUT</th>
<th>Binary Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPGA1</td>
<td>1 1 1 0 0 0 0 1 1 0 1 0 0 0 1</td>
</tr>
<tr>
<td>FPGA2</td>
<td>1 0 0 1 1 0 0 0 1 0 0 1 1 1 1 1</td>
</tr>
<tr>
<td>FPGA3</td>
<td>1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>FPGA4</td>
<td>1 0 1 1 0 0 0 1 0 0 0 1 1 0 1 1</td>
</tr>
</tbody>
</table>
From Table 4.1, we can observe that for each FPGA, a binary vector has been created. The binary vectors are discriminated between two FPGAs using Hamming Distance (HD), which eventually computes the bitwise XOR between two binary vectors [11]. In this part of study taking cue from [11][12] we have computed the percentage HD, that gives by how much in percent the bits differ in two binary patterns. This metric is computed over multiple measurements on the same FPGA taking into account the repeatability errors in the measurements setup. Despite the measurement errors, percentage HD between the different measurements on same FPGA remains same (≈ 0%). On the other hand, when the percentage HD is computed between the four FPGAs, the best case obtained is ≈ 62% and worst case is ≈ 32%. Ideally, HD of 50 % is optimal because this is the case; when exactly one half devices generate a bit 0 and the other half devices generate a bit 1. Also, in the security it is important that the device generate equal number of 0 and 1 in order to have high randomness. This also dictates the optimal percentage of HD. Furthermore, as the number of devices increase in the processing optimal HD observed is close to 50 %. Also in terms of biasing, an unbiased bit should have an outcome close to 50 %, which is the case when half of the devices generate the bit as 0 and the other half generate it as 1. An outcome of 0 % (or 100 %) means that the bit was 0 (or 1) on all devices, which is an indicator for poor inter-device uniqueness [13]. Although the values obtained from HD is not close to its optimal value of 50 %, this gets restricted by the fact that the number bits generated is only 16. The HD differentiator used just to highlight the difference among the binary fingerprints between different FPGAs of same family, manufacturer etc.

b) Frequency Pair Encoding

The second encoding scheme that we have used in this work is based on exploiting the frequency pair difference. In this scheme, frequencies of two adjacent ROs are compared and if the succeeding RO has higher frequency than the preceding one then a value of 1 is assigned else 0 is assigned. Similar to the previous encoding scheme, to give a logical and unambiguous understanding of this encoding scheme an algorithm, named Algorithm 2, has been implemented.

A simple illustration of Algorithm 2 can be seen in Fig. 4.13. Using the procedure from Algorithm 2 and illustration shown in Fig. 4.13, it is clear that for n number of ROs used in the FPGA, we get n-1 number of bits. For the four FPGAs used as DUT in this work, the binary vector obtained using frequency pair encoding scheme is given in Table 4.2. To find the weight of difference in the binary vectors, we apply the same percentage HD as differentiator, as is done with the previous metric. For this metric, the best
case percent HD obtained is $\approx 53\%$ and worst case is $\approx 20\%$. The HD of around 53% verifies a high amount of uniqueness among the devices. But given the fact that we have used only 16 bits (16 ROs) it is possible that HD among few devices can be lower than the optimal value of 50%.

![Algorithm 2 frequency pair difference](image)

**Fig. 4.13**: A graphical illustration of frequency pair comparison metric.

**Table 4.2**: Binary vector for each FPGA using frequency pair difference

<table>
<thead>
<tr>
<th>DUT</th>
<th>Binary Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPGA1</td>
<td>010001110100011</td>
</tr>
<tr>
<td>FPGA2</td>
<td>01100010010110</td>
</tr>
<tr>
<td>FPGA3</td>
<td>011000101001101</td>
</tr>
<tr>
<td>FPGA4</td>
<td>010001100110111</td>
</tr>
</tbody>
</table>
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Using the above proposed metrics and applying percent HD as differentiator, we can clearly see that each FPGA has a fingerprint associated with it. This fingerprint can be used for authenticating the FPGAs. The next step is to evaluate the proposed relative method based encoding schemes against aging effects. This is done in order to determine the robustness and stability of the metrics and thus the fingerprints against aging effects on FPGA. The next subsection describes in detail the results obtained on the multiple RO after accelerated aging.

### 4.5.1 Effectiveness of encoding method against aging effects

In this section we have demonstrated how the binary encoding methods – mean based and frequency pair – can be applied on the response of the accelerated aged FPGA. We have applied the encoding metrics on both conditions – without accelerated aging (thermal stress) and with accelerated aging (thermal stress). This way we have been able to justify the effectiveness of the encoding techniques in keeping a fingerprint of FPGA robust over period of time when it is used.

<table>
<thead>
<tr>
<th>Table 4.3: Binary vectors using both metrics after accelerated aging of FPGA3 (FPGA under stress)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPGA3</td>
</tr>
<tr>
<td>Mean Based Metric</td>
</tr>
<tr>
<td>Frequency Pair Comparison</td>
</tr>
</tbody>
</table>

From the Table 4.3 we can clearly observe that the binary fingerprints from both encoding metrics have been same on both the conditions – before and after aging. This validates the fact that with the proper deployed encoding techniques the fingerprints from the FPGAs using multiple RO can be kept constant and stable. This can be very useful in way to mitigate the effects of aging from the authentication using REMT based method. Even genuine FPGAs when subjected to the field or stresses (thermal/electrical) go under aging effects. Using one RO as we have seen from subsection 4.3.2, there is considerable shift in the RO frequency, which can change the EM signature of the FPGA over a period when it is working. Hence using relative based approach – encoding techniques proposed – we can get a stable, robust and aging resistant fingerprint of the FPGAs using radiated EM based authentication technique.
4.5.2 Limitations and Drawbacks of this method

One of the limitations has been that accelerated aging (thermal stress) can disrupt the electrical characteristics of the devices hence; this hampers the number of devices one can use in the measurement. Also, aging experiment is a time taking process, and has to be dealt with proper accuracy as the slight miscalculation can cause big changes in the results. Once the device has been stressed, the probability of its recovery to its original or new state is very low or negligible. Secondly, owing to the fact that all the post-processing has been done outside the chip, it is time taking and may not be optimum for all kind of devices- where auto-authentication is required.

Owing to the constraints of not disrupting the voltage supplies, we got restricted to the use of the temperature based aging effects. Hence, the voltage scaling and its effects on the aging can be an interesting area to work on.

4.6 Inferences from the aging effects on multiple RO

In the light of the results obtained in Fig. 4.13 and Table 4.3, it is validated that with the use of the multiple RO technique there are many folds of benefits:

- The intra-die variability gives a unique pattern for each IC which can be used to generate a binary code.
- The pattern obtained using intra-die variability does not vary after performing the thermal stress (aging effects).
- The fingerprints obtained could be coded into binary scheme which is more convenient to store and treat it mathematically.

With the distribution of the aging effects equally throughout the IC, it has been possible to get a result that is robust and stable with respect to aging. The pattern remaining intact justifies that the applied binary encoded fingerprints remains constant even if the IC or FPGA has been subjected to aging effects. This methodology hence is robust against aging effects and would help in achieving a fingerprint that is uniform throughout its lifetime.
This method can help in reducing the discard of the genuine IC by mistaking them as recycled or old IC. The method has been robust against aging effects, stable over period of time and easy to implement. Using the two proposed encoding metrics, our results show encoding metrics the results show that a stable encoding metrics the results show that a stable and aging resistant fingerprint for FPGAs is obtained by using EM based measurement. In comparison to classic RO PUF, this method uses very less chip area as we did not require any on-chip post-processing technique, hence it is cost effective and easy to implement. This methodology can be extended to authenticate ASICs as part of future work.

4.7 Conclusion from REMT – along with aging effects

The measurement and their associated results from the previous chapter and this chapter concludes that with the use of the REMT methodologies, a lightweight, non-intrusive technique can be used to authenticate IC using radiated EM technique. The proposed technique of utilizing the radiated EM emission can be highly efficient while tackling the common counterfeiting problems like overproduction, supply chain theft, cloning and recycling. The proposed method provides the ease of usage, little area overhead and does not require any extra dedicated post-processing circuit. Hence as also discussed in chapter 3, REMT based method can be easily applied for the authentication of various semiconductor devices commonly used.

Extension of chapter 3 to understand and investigate the aging implications, it has been observed in this chapter that using multiple RO technique, the aging effects can be mitigated. Secondly the post-processing steps have been different than that of chapter 3, this also indicates that during the course of work we have adopted different mathematical treatment mechanisms as per the application requirements. The results from this chapter after subjecting the IC to thermal stress confirms the fact that by using multiple RO in REMT based method the aging effects of the IC can be mitigated. This can be useful in finding and implementing ways to authenticate an IC which has been in the field for some time. Hence, authentic but old IC will not be removed from the operation by the user. This method also creates a fingerprint that remains stable throughout the lifetime of IC making it deterministic.

The work done in chapters 3 and 4 validates the fact that REMT based method is viable option to authenticate ICs with very less area and time consumption. The investigation of aging effects also shows how we can use REMT based method against PVT variations and still have a stable fingerprints.
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5. Guide Electromagnetic based Authentication Techniques for IC

Overview and Objectives

In previous chapters (chapter 1 & 2) we have seen the prevalent effects of IC counterfeiting and various steps taken in order to mitigate its effects. Approaches like embedded sensors, PUF etc. have widely been used. In chapters 3 and 4 we have proposed to use an alternative method of utilizing radiated EM radiation technique (REMT). The REMT based method already has shown a considerable amount of advantages over classical PUF based method. This can be highly effective in analyzing the security of the IC when there is constraint in terms of area and power. The REMT based technique can also be designed to be robust against aging effects also. We have already seen the detailed explanation of the REMT methodology implementation on two semiconductor devices like FPGA and MCUs. The results have shown conclusively that REMT based method is a viable solution in implementing non-invasive technique for authentication.

In recent years there have been upsurge of using active devices (ICs of different technologies to work in high or RF frequency ranges). The RF IC or radio frequency ICs implement several applications in the field of wireless technology that works for high range of frequency up to several GHz. There have been many instances in which RF testing on semiconductor devices and wafers have been carried out. One such example can be observed from [1], in which the membrane probe card is a production test board for high-volume RF wafer testing. Similarly in [2], a membrane probe capable of working in high power capacity have been used with discrete and partially matched transistors at microwave frequencies. Both physically and electrically, the membrane probe resembles the components and packaging of the final product. Die tested using a properly designed membrane probe card should exhibit RF performance comparable to an assembled component. Hence from previous works it has been validated that wafer level of testing using RF input power has been possible.

This chapter proposes to employ a novel technique for obtaining signatures of IC using guided wave EM technique where a guided EM wave is transferred through the RF port of the DUT, and physical
variability of the DUTs are interrogated. The idea of using guided wave EM technique or GEMT also adheres to the fact that it is highly non-invasive in nature, does not need extra post-processing area in the IC. The idea revolves around the fact of bridging the EM and IC interaction, characterizing the physical features of IC based on EM wave perturbation and finding the unique parameters that can be used for the purpose of authentication.

An overview of a setting in which IC can be plugged or placed in the socket of a PCB which is capable of working in RF is depicted in Fig. 5.1. In Fig. 5.1, we can observe that an IC or DUT to be authenticated can be plugged in to a PCB set up with proper input-output (IO) connectors to support the transfer of RF power. This technique can facilitate the usage of various ICs of similar package to be subjected to guided RF waves, and their IO response can be characterized. This characterization can be further extended for the purpose of generating signature.

![Fig. 5.1. An illustration of using IC on a pluggable socket to be characterized with the guided RF waves. In this type of measurement a dedicated PCB is used that incorporates all RF features (RF ports etc.) for the purpose of measurement.](image)

The GEMT based technique discussed in this chapter suffices the use of EM technique i.e. excite the underlying process variation effects through the EM waves. In EM based methodology discussed in this chapter, we have focused on examining the idea that utilizes the incoming EM waves to exploit the underlying the process variation (PV) effects. This method has been applied in this work to characterize...
the interaction of EM waves with IC to generate a setting to employ the security mechanism based on this approach.

When compared to some of the present authentication schemes this approach is non-invasive and area efficient. The PUF based approach for an example requires a lot of silicon area to perform the on-chip post processing which ultimately requires extra time and effort. A detailed discussion on the utilization and drawback of the PUF based approach has been drawn out in chapter 2. As also discussed earlier in our EM based approaches - GEMT or REMT approach - the post-processing technique has been performed off the chip which reduces the area overhead of the implementation. The drawback is that in return a dedicated measurement bench (instrument / device) has to be used.

![Diagram](image)

**Fig. 5.2:** A pictorial depiction of using ICs from same wafer (manufacturer, series) to perform a guided RF wave measurement for the purpose of generating their signature or fingerprint.

The motivation in this study is to maneuver the PV effects of the IC using a guided wave approach. The study focusses on utilizing the basic internal physical features rather than implementing any kind of marker or sensors. The idea is to find out the amount of disruption an internal guided wave experiences when it interacts with the physical inconsistency of the IC. The distinction of each IC (due to PV) can be exploited this way also and could be used for generating a fingerprint distinct for each IC. A pictorial overview is given in Fig 5.2. From Fig. 5.2 we can observe the ICs (IC1 and IC2) from same wafer (same manufacturer) has been used as device under test (DUT). Both the ICs have been subjected to the same guided RF wave as input. Owing to the PV based physical effects, the variation both the ICs even from same manufacturer, series etc. gives a distinction in the RF responses. The RF response from both the ICs
is treated further with post-processing steps in order to obtain a signature or fingerprint that can be used for the purpose of authentication of ICs.

A detailed overview of the proposed GEMT based approach is discussed in section 5.1. In the section 5.1, we have discusses the various issues with respect to the implementation of this approach, such as:

- Guiding the RF signals into the IC - how RF waves can be traversed in an IC.
- Operations that can be performed on the classical RF signal when traversing through the IC (ASIC or FPGA).
- The measurements issues that can come with this kind of setting.

In this approach we have made an endeavor to utilize inherent parametric variations which come during the manufacturing of IC. Each IC has its own manufacturing defects. Even no two ICs from the same die have similar physical characteristics due to inhomogeneity of manufacturing process. Each IC then has unique physical features which can be exploited and used as its fingerprint. The guided RF wave utilizes the manufacturing variation features [8]. Each IC interacts with RF input wave and produces a signature, and we want to show that this signature is unique and can be used for authentication applications.

5.1 GEMT based authentication method – an overview of principle

A high level use case showing a methodology for usage of guided RF signal for IC authentication is given in Fig 5.3.

From Fig. 5.3 we can observe the various steps that need to be involved in developing the proposed GEMT based method for the authentication of IC. The steps require the measurement of IC with the incoming guided RF waves, extracting the response from the IC – transmission and reflection characteristics - and performing the required post-processing techniques. The steps can be divided into stages, viz. enrollment stage and comparison stage. During the enrollment stage, a set of measurements is performed, the obtained RF response is post-processed and the obtained signature is stored in the database. During the comparison stage, the IC or DUT which has to be authenticated is subjected to similar measurement steps (as in enrollment stage). The RF response is post-processed and the obtained
signature is compared with that in the database. The decision is made if the signature of both stages is same of not – IC authentic or not.

Fig. 5.3: Use case showing a methodology for guided RF usage for IC authentication.

Indeed guided RF wave interacts with the physics of IC which can be used for distinguishing the real IC from a counterfeit and recycled IC. Here the inherent variation of the IC which comes due to manufacturing variations has been exploited. Using this information, we have exploited the PV effects of IC using guided RF waves and quantified it in order to generate a signature for the ICs. The generated response can be stored in a database for the future reference when the user wants to authenticate the IC, the values or signature can be compared with the database values (see Fig. 5.3). The methodology and objectives of measurement of GEMT approach is to observe the following few key factors:

I. Excite the IC (in ON state) with a guided RF signal.

II. Measure the amount of transmission and reflection of the RF wave due to interaction with the IC.

III. Measure other non-linear effects coming due to the interaction of IC with RF.
IV. Observe the amount of internal coupling or interactions in the IC.

V. Observe the possibility to configure logic circuit in FPGA depending on the FPGA architecture.

![Proposed hardware model of EM based authentication with a testbench. This testbench is specifically made to use RF signal as excitation to the IC.](image)

The illustration observed in Fig. 5.4 shows the model we have proposed for using guided RF wave to authenticate an IC. For the measurement purpose, we have designed a PCB board. The PCB contains a FPGA (as device under test), regulators, oscillator, LED and SMA connectors for the EM/RF input and output.

The guided wave traverse in the IC and a part of it would be reflected and some absorbed or refracted back. The response of the guided RF wave is linked to the architecture or internal physical structure of the IC (FPGA in Fig. 5.4). The amount of absorption or reflection is dictated by how the internal physical features of IC interact with the incoming guided RF wave. Therefore, based on the physical variations in the IC the amount of reflections, refractions and absorption would differ. This difference would give each IC a distinct identification. This could be further utilized for the purpose of authentication.
In order to have an efficient performance of this GEMT based approach for the authentication purpose of ICs, the setup – measurement condition, choice of DUTs, experimental parameters etc. should adhere to the following points:

I. The obtained RF response should be unique for each IC.

II. The obtained RF response should be stable under all operating conditions.

III. Response should be same even after repeated measurements and not get affected by aging, NBTI, HCI and other measurement related errors.

In other instances, it is possible (also depending upon applications) to characterize several ICs of similar packages on the same PCB enabled with RF capabilities. An example of plug and use system has already been pictorially described in Fig. 5.1. Secondly, if the PCB is customized so that the IC can be removed from the board or PCB, it would be useful to characterize the noise and harmonics of the PCB only. This can ensure in removing the effects of the PCB noise from the final measurement results.

To characterize the systematic error from PCB, a measurement can be setup without the IC or DUT and its response stored or saved. Next, the IC or DUT is plugged in the PCB and the measurement is performed and response is noted. The response from the empty measurement can be subtracted from the response from the measurement involving the DUT or IC. The subtracted response is the response which does not have effects of systematic error. Although in this work, we have not used plug and use PCB. But we have also demonstrated how the PCB based systematic error effects and aging effects can be mitigated from our test-bench. Before, going into the authentication methodologies using GEMT based scheme, we have summarized the overview and principles of the GEMT based authentication methodology.

The idea discussed in this section points towards the principle of interoperability of low cost FPGA – devices used only for digital operations - with the guided RF waves. The use of FPGA with the required PCB board explores the flexibility of FPGA to be used with the RF signals. This adds the usefulness of using FPGA in the RF frequency ranges for various applications. To the best of our knowledge, for the first time, an interaction of RF and FPGA has been established in order to implement the authentication scheme of the IC among various other applications.

The next section discusses about the implementation of the GEMT based authentication measurement and implementation in details.
5.2 GEMT based authentication – objective

After understanding the proceedings and factors that attribute to the utilization of guided RF waves in order to generate the distinct signature of ICs, the next important aspect to discuss is the objective that we need to set before performing any experimental setup. The objective of using this technique where RF wave interacts with the ICs – FPGA in our study – is to validate the fact that it is possible to have an IC interact with RF wave and produce a distinct response.

I. To find the optimized mechanism (technique) that could optimize the interaction of RF with IC or DUT.

II. To show interaction of IC with external RF excitation when IC is in operating mode.

III. To obtain a fingerprint from each IC this would serve as its unique identifier.

The primary objective is to find the amount of interaction an IC can have with the guided incoming RF waves. Secondly it is also important to find out the amount of difference when the IC is switched ON and when it is switched OFF. It is important to see how the electrical functionality (electrical non-linear effects due to active and passive components of IC) of IC would alter the RF waves. After the first two objectives are achieved the focus on the third objective is shifted that could aid in extracting a meaningful signature for authentication purpose could be fulfilled.

With the utilization of FPGA as DUT, there is a large extent of possibility with it. FPGA offers the flexibility with respect to the re-configurability when compared to application specific integrated circuits [3]. As FPGAs are re-programmable device, and many of its internal physical features can be exploited using different circuit configurations – routing architecture, digital logic implementations etc. Therefore, there is always a possibility to improve the interaction of device (FPGA) with the external guided RF waves. This can give a better and prudent response that can be utilized effectively for the authenticating purpose.

Elaborating the three objective points first it is important to find and show that the EM wave can be altered by internal structures of IC (FPGA, Analog). Secondly it is important to find a metric which could be used for the measurement and differentiation. Metric could be a physical parameter as also discussed in chapter 3 that can be used as a reference to check the behavior of two similar ICs to a same input. In the sections below we have explained each aspect that is related to the implementation and performance of this novel technique. For the measurement purpose we have taken an FPGA into consideration which
are one of the most prominent targets for the counterfeiter as they find their applications in various important semiconductor applications. Before detailing about the measurement steps with the developed RF-PCB on several FPGAs, we have performed a basic simulation in CST software, with an IC model. The idea of this simulation is to establish a state of art about the effects guided RF wave on the IC.

**5.3 Simulation model of IC in CST**

The simulation steps in CST simulation tool are done in order to validate the fact that the physical variations in the IC can cause a significant amount of change in the output response of the injected EM wave. The RF wave is guided using the micro-strip line on the Printed Circuit Board (PCB) shown in Fig. 5.5. The wave enters the IC and based on its encounter with the components inside IC it will either reflect, refract or get absorbed by the IC components. The parameter that is used to quantify the amount of reflection or absorption of the guided is the S-Parameter.

![Fig. 5.5: Physical model and structure of IC. (a) CST model of a 56 pin IC. (b) A physical model of IC.](image)

In Fig. 5.6 a 56 lead package mounted on a Roger RO3003 substrate has been depicted. The pins connecting the die to the external IO are made of lead and wire bonds are made of copper. The dimension of the IC package used as depicted in Fig. 5.6(a) and (b) is: width = 8.77 mm and length = 9.78 mm. The model uses discrete port on each lead which would input the RF wave inside the IC package. The package is a CST based IC package and we have used it for the simulation purpose. The simulation has been
carried out in the frequency range up to 20 GHz. Fig. 5.6(b) shows the different IO ports used to inject RF waves. Two lead pins are chosen and an interconnect is implemented between these two lead pins / ports and S-Parameter response is simulated between these two leads/ports.

Fig. 5.6: CST chip model description: (a) CST Chip Model of package with dimensions. (b) Discrete port used for S parameter.

This simulation is done in order to verify that guided wave when enters the chip get disturbed or perturbed by the internal physical characteristics of the chip. The discrete port is used in two lead pins of the chip. In this simulation different cases are used:

I. When there is no interconnect between the pins/ports.

II. When there are interconnects of different lengths between the pins /ports.

The trace in Fig. 5.7 (no interconnect between the ports) is for the S21 parameter i.e. transmission coefficient between the ports of electronic device as shown in Fig. 5.6(b). We can observe a very low transmission coefficient of about -30 dB. Note that there is no interconnect or path between IO ports (for IO port refer Fig. 5.6(b)). Next, we observe how the S-Parameters vary with the presence of the interconnect between the ports. Similarly another interconnect of different length is made and we could
observe a clear difference in the S21. The shift in length of interconnects in IC (in CST model) in shown in Fig. 5.8. The shorter length shown in Fig. 5.8 has been named as Length 2 and longer one as Length 1.

Fig. 5.7: S21 response without any interconnect, amount of power transmitted is very low around -30dB.

A simulation on the two interconnect lengths (Length 1 and 2) to obtain S21 parameter have been performed. We can see the result (S21 response) in the Fig. 5.9. From Fig. 5.9 it is clear that resonance occurs at around 9 GHz and lowest S21 magnitude is around 6 GHz. From Fig. 5.10, we can infer a pictorial description of surface current at two frequencies viz. at 6 GHz and 9 GHz.

Fig. 5.8: Shift in the length of interconnects in the IC model in CST simulation. The difference between Length1 and Length2 is around 0.05mm.
The Fig. 5.9 also shows the variation in the length and its effect on the S21 parameter. Hence the routing length or to that matter any physical variations does effect the RF / EM waves. Because, when the signal includes frequency component then the length of interconnect becomes an important factor.

![Graph showing S21 (transmission coefficient) difference due to change in route inside IC.](image)

**Fig. 5.9:** S21 (transmission coefficient) difference due to change in route inside IC, observe the shift in the frequency of S21 due to routing lengths differences.

![Surface current on the route established between input-output port in CST simulation of an IC at two frequencies.](image)

**Fig. 5.10:** Surface current on the route established between input-output port in CST simulation of an IC at two frequencies (a) at 6 GHz and (b) 9 GHz.
The surface current at two frequencies is shown in Fig. 5.10. This is shown in order to demonstrate and highlight the difference in the current when the resonance occurs (at around 9 GHz) and when the output magnitude is very low (outside the resonance, at around 6 GHz).

The results from Fig. 5.9 and 5.10, clearly show that the guided wave does get disturbed by the physical variation inside the IC. This method can be applied further for the authentication. In real IC application, the physical variations can be very small; also that there can be lots of circuit elements (active or passive) inside an IC between the IO ports. Hence it is interesting to observe if the guided EM waves are able to generate a response pertaining to the physical variability of each IC.

Based on the simulation results obtained in this section, we attempt to setup a measurement where we could exploit the routing changes inside an FPGA and then observe the difference in the S-parameters due to change in the routes. This measurement is described in details in the next section. The difference with the simulation and actual implementation in FPGA is the presence of buffer logic (active block) in FPGA, which needs a biasing voltage to turn ON and conduct.

In this study, only one configuration has been implemented utilizing buffer along the IO ports. However, with FPGAs there can be several other more complex configurations (circuits) that can be implemented for further utilizations.

### 5.4 Hardware Design and Measurement for GEMT method

We have designed a FPGA PCB board for the measurement purpose. FPGA is low cost device mostly used for the purpose of digital applications clocked by internal clock system for synchronous applications. FPGA has the features of being re-programmable.

The PCB contains a SPARTAN-3A FPGA (90nm CMOS), SMA connectors with RF IO and other external circuits. The PCB is equipped to provide adequate systems that would assist in programming FPGA – using JTAG pins - and as well in providing in the external RF signals. From our best of knowledge, this type of configuration to establish the direct connection between FPGA and RF wave has not been devised earlier. Like most of digital circuits, the FPGA has high impedance input-output (IO) pins. In order to allow the RF signals to traverse through the component - FPGA (re-programmable) - the
simplest way, we have added a 50Ω resistor parallel with the component. The Fig 5.11 shows a pictorial depiction of PCB used in the measurement.

![PCB Diagram](image)

**Fig. 5.11:** PCB Board for the measurement for SPARTAN 3A FPGA. The detailed illustration shows the various circuit components used along with the SPARTAN-3A FPGA. For RF IO connection SMA connectors are used.

### 5.4.1 Measurement setup for GEMT based methodology

As previously explained, to perform the testing and measurement, a customized 4 layer RF PCB is developed, which has SPARTAN-3A FPGA from Xilinx as device under test (DUT). For programming, placement and routing of the logic elements in the DUT, Xilinx ISE tool is used. Along the FPGA, there are auxiliary regulator circuits for power management.

A pictorial depiction of the FPGA PCB with the RF auxiliary components and measurement setup is shown in Fig. 5.12. This is the customized PCB that has been designed by commercial KICAD® tool. For the fabrication of the PCB we have sent the design and layout to an external vendor.
As evident from Fig. 5.12, for the measurement purpose, a vector network analyzer (VNA) is used, which measures the S-parameter from multiple IO to the FPGA. For injecting DC bias, voltage along the RF input into the FPGA input port, a bias tee is used. Input DC bias for the circuit programmed in FPGA is set at 1.5V. At DC bias of 1.5V a proper operating condition is established which supplies a steady voltage for device to operate. The RF input power level generated from VNA is set at 10 dBm. The discussion about the DC bias interaction with the RF wave continues in chapter 6 also.

To realize it, a PCB has been designed to allow the FPGA to be connected to external as RF equipment where 50Ω transmission lines and SMA connectors are used. Like most of digital circuits, the FPGA has high impedance Input - Output (IO) pins. In order to allow the RF signals to penetrate through the component - FPGA - the simplest way, we have added a 50Ω resistor parallel with the component. A detailed understanding and discussion about the matching and its utility with the FPGA has been given in chapter 6.

5.4.2 Exploitation of PV effects – GEMT based approach
The main aspect in creating the fingerprints or signatures is to exploit the underlying manufacturing based PV effects of IC. Similarly in this study also, we have made an attempt to exploit the PV effects by injecting RF waves in the FPGA under test. All known methodologies against IC counterfeiting like PUF etc. rely on intrinsic PV occurring during the manufacturing process of silicon chips. Going down in nano-scale technologies, there are increased effects of PV due to lithographic error and dopant fluctuation etc. This intrinsic and stochastic nature of PV effects cause a difference in the electrical functionalities (like Vth, switching speed, cut off frequency etc.) of ICs even if they are of same mask [6]. In other studies i.e. using REMT based techniques [7] or in PUF based approaches [8], the authors have deployed variability aware circuits (VAC) that exploits the underlying PV effects of the IC.

In this work we have not opted for any VAC, but rather our objective has been to exploit the PV effects from regular circuit elements like a basic logic block (configurable logic block in FPGA) and input-output routing (interconnect). The FPGAs in this work have been programmed with a single buffer. The injected RF wave gets perturbed by interconnect and buffer circuit it finds in its traversing path. This issue can also be linked with the signal integrity.

Because we have utilized a digital design, we know that such a device can suffer by issues associated with transmission line effects. At lower frequencies the signals remain within data characterization and the system performs as designed. But as system speeds increase, the higher frequency impact on the system means that not only the digital properties, but also the analog effects within the system must be considered [9]. These problems are likely to come to the forefront with increasing data rates for both I/O interfaces and memory interfaces, but particularly with the high-speed system (RF system in this study) being embedded into FPGAs. Transmission line effects can have a significant effect on the data being sent. At low speeds, the frequency response has little influence on the signal, unless the transmission medium is particularly long. However, as speed increases, high-frequency effects take over and even the shortest lines can suffer from problems such as ringing, crosstalk, reflections, and ground bounce, seriously hampering the integrity (response) of the signal [10].

The interconnects established in the FPGA can be defined as a conductive connection between an input and output port capable of carrying a signal. At low frequencies a wire or an interconnect track may be considered to be an ideal circuit without resistance, capacitance, or inductance. But at high frequencies, AC circuit characteristics dominate, causing impedances, inductances, and capacitances to become
prevalent in the wire [11] also shown in Fig. 5.13. The length and width etc. physical features are not
same on two ICs of same batch, configuration, mask etc.

Fig. 5.13: Equivalent models. (a) An equivalent circuit model for a wire. (b) An equivalent capacitive
load for the buffer circuit.

In terms of the physical layout, the effects like line edge roughness (LER) can effectively cause variations
in the R, L, C dimensions even if the same exact protocols and layout masks have been used. The
incoming RF wave can get disturbed by the effects of the physical features of interconnect and hence the
response of two similar ICs can be distinguished by only the use of interconnects [12]. An equivalent
model of wire and buffer circuits is shown in Fig. 5.13(a). This shows the electrical break up of a higher
level circuit and the physical features that an incoming RF wave encounter when it meet wires and buffer
circuits [13].

The output of the buffer circuit contains mostly the capacitive load (see Fig.5.13 (b)). The non-linear
effects from the buffer circuit – consisting of various RC parasitic on its transistor level modeling –
causes a considerable effects and perturbation to the incoming RF wave along with the interconnects [12]
[14]. Hence owing to the PV effects the buffer circuit along with interconnects can have a unique cut off
frequency for each DUT or FPGA. The results are dealt in detail in the section below.
5.5 Results from GEMT measurements

In order to exploit the PV effects and henceforth generate fingerprints from the IC or FPGA, the FPGAs are programmed with a single buffer circuit. The concept is to investigate the amount of the effect the underlying PV effects of routing (wire) and transistors of buffer circuit can have. In this sub section, we have investigated and detailed the measurements results of GEMT approach on the FPGA and subsequently generated the fingerprints which can be used for the purpose of the authentication. All measurement results are observed in VNA.

5.5.1 Measurement results

The FPGA under test have been programmed with a buffer circuit. Taking reference from Fig. 5.12, the input port is ‘A’ and the output port is ‘D’. The buffer ‘B’ is programmed in the one FPGA with two different routing lengths between IO ports. For example a buffer ‘B’ is programmed in FPGA ‘X’. Say the length of interconnect is ‘L’ between IO ports. Again, the same FPGA ‘X’ is programmed with ‘B’ but this time the interconnect length is ‘L1’ between the IO ports. Hence on same FPGA on two instances same buffer circuit ‘B’ is programmed with the varying interconnects lengths (L and L1). A pictorial depiction of this is shown in Fig. 5.14. It is clear that in Fig. 5.14(a) the length of interconnect from ‘A’ to ‘D’ (through buffer ‘B’) is shorter in comparison to that in Fig. 5.14(b). The measurement steps on both the varying length of route / interconnects have been done separately.

![Diagram](image)

**Fig. 5.14:** Two different routes implemented for same buffer “B” on same input-output ports (A and D). (a) Shorter interconnect(route) between IO ‘A’ and ‘D’. (b) Longer interconnect (route) between IO ‘A’ and ‘D’.
The S21 response is shown in Fig. 5.15 for the two different routes for the 11 FPGAs. Each FPGA has been measured 10 times with the setup shown in Fig. 5.12, following the same experimental protocol. The graphs from Fig. 5.15 clearly depict that the S21 curves for 11 FPGAs have been different in both of the routes – route 1 (shorter route) and route 2 (longer route). This difference in S21 response for each FPGA can be utilized to differentiate them.

Fig. 5.15: S21 response from the 11 FPGA for two different routes with each measurement done 10 times. Inset zoom on one of FPGA response to show the repeatability of measurement for 10 times.

Fig. 5.16: Magnitude of the S21 response when FPGA is not powered or biased.

As even FPGA is not biased or OFF as suggested from Fig. 5.16, the S21 value is below -20 dB which suggests that beyond -20 dB the response is not due to the internal circuit (buffer and routing) but rather it is due to external factors like coupling between 50 Ω lines for instance.
From Fig. 5.15 it is observed that each FPGA of same family etc. with same buffer circuits and routing gives a different S21 response. The cut off frequency is determined by sort of filter behavior of the buffer and R, L, C components of the wire / interconnect / routing. This determines even if the devices are of same family and configuration; their PV effects can be exploited by the guided EM waves that can accentuate a difference in the response from each device. As stated in this section, S21 parameters are different for same family FPGAs when subjected to exact similar measurement (RF wave etc.). These differences in the S21 have been utilized in the further part of the study to determine a sort of identification for each FPGA. The illustration has been described in the following part of the chapter.

The next sub-sections demonstrate about using two post-processing techniques that have been applied on the S21 response from the measurements shown in this section. Indeed, in GEMT based technique for authentication, we have implemented two post-processing techniques. One technique is cosine similarity (CS) based that is more towards finding the amount of overlap between inter and intra device scores. The other approach is implementing a binary fingerprint from the same measurement responses.

5.5.2 Cosine Similarity based post-processing

Similar to the post-processing technique of the REMT based authentication as discussed in chapter 3, we have utilized Cosine similarity (CS) with this approach also. The detail description about the CS has already been done in chapter 3. For the cosine similarity, we have used the complex domain taking into account both the frequency and phase information. CS is calculated in the bandwidth of approx. 550 MHz to 750 MHz, where the distinction is highest among all the response (see Fig. 5.15). For an authentication, the entity is checked with the previously stored values of database. An authentication attempt is respectively expressed as the false rejection rate or FRR, and as the false acceptance rate or FAR of the system. FAR expresses the security of an authentication system. A detailed description of FAR and FRR has already been discussed in chapter 3.
Fig. 5.17: The error probability curves showing the distinction and overlap between FAR and FRR with inset zoom on overlap of FAR and FRR. (a) Error probability curve for route 1. (b) Error probability curve for route 2. (c) CS score distribution of inter and intra variability for route 1. (d) CS score distribution of inter and intra variability for route 2.

From the results of Fig. 5.17, it is clear that the overlap error or error probability between the inter device and intra device variability for all the FPGAs have been very less. The distribution of CS score of all measurements of both routes highlighting inter and intra device variability is depicted in Fig. 5.17 (c) and (d). For route 1 (shorter route) in Fig. 5.17 (a) it is observed to be around $2 \times 10^{-3}$ and similar for route 2 (longer route) in Fig. 5.17(b) it is round $6 \times 10^{-4}$. Such low values of error probability (for both route) validates that it is possible to implement such an approach to distinct devices (FPGAs) based on their RF characteristics. This can be effective for the purpose of authentication of FPGAs using guided RF waves. Hence based on the S21 responses, we have been able to find a good distinction between two FPGAs even if they are of same family, series or manufacturers.
5.5.3 Concatenation (combination) of responses from two routes – post-processing

In the above part, we have used the results from the routes individually. The other approach that can be applied is the concatenation or combination of two routes to generate a combined signature. The idea of concatenation of the routes is to increase the effects of PV the FPGA (DUT) by increasing the physical randomness. The combined response from two routes can be assigned as one signature for that FPGA and using that (signature from combined route) the error probability can be calculated. An illustrative description is given in Fig. 5.18. From Fig. 5.18 we can observe that individual responses from FPGA 1 - ‘R1’ and ‘R2’ - can be used together to create a combined response ‘R’ for same FPGA. The concatenated response ‘R’ can be attributed as a response of the FPGA, which can be used further for authentication of the FPGA1. This procedure has been adopted on the response of all the 11 FPGAs.

![Diagram showing concatenation of two routes response for one FPGA.](image)

Fig. 5.18: A use case showing the concatenation of two routes response for one FPGA.

To find the effect or usability of the concatenation of the response of the two routes, we have evaluated the error probability of the concatenated response. We can observe the error probability from Fig. 5.19(a). From error probability curve shown in Fig. 5.19(a), we can observe that error rate is around $5\times10^{-8}$. This error probability is much lower than that observed by doing CS based post-processing on the response from the routes separately. Secondly, the observed error probability (in Fig. 5.19(a)) with concatenated routes is approximately equal to the multiples of the error probabilities of the two routes separately.
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Fig. 5.19: Results after concatenating the routes. (a) The error probability curves showing the distinction and overlap between FAR and FRR when the processing is done with the combined or concatenated routes for all the FPGAs. Inset zoom of overlap of FAR and FRR. (b) Change (decreasing trend) in error probability between separate and concatenated routes.

From Fig. 5.19(b), a decreasing trend of error probability when single route (separately) is used and when two combined or concatenated routes are used. Also, when separate route are used the error probability is about $10^{-2} \sim 10^{-4}$ and for the concatenated routes it is around $10^{-8}$ (refer Fig. 5.19(b) also). The results from concatenated routes (see Fig. 5.19(b)) points to the fact that using more than one routes on the same FPGA (on same IO ports), we can obtain a lower error probability than using only one route. This result justifies that we can use multiple routes (increase the PV effects) on same FPGA on the same IO ports in order to increase the distinction in the response between two FPGAs of same family, manufacturer etc. Furthermore, the multiple routes (two routes in the case here) can also be utilized to counter for the
systematic error from the PCB and aging related effects. The detailed analysis of mitigation of systematic errors and aging related issues has been given in section 5.7.

Extending the post-processing approaches in this chapter we have also opted to convert the response from the S21 parameter into binary fingerprint and compute the error probability between the inter and intra FPGA distribution.

5.6 Binary fingerprint generation

Along with the signatures generated in the preceding part of this chapter, it would be advantageous if we can also generate binary fingerprints from the same measurement and results of two routes. The usefulness of binary fingerprints is that it is easy to store them digitally. The response from Fig. 5.15 (section 5.5.1) is utilized for these steps.

As observed from the above part, S-parameters are used to characterize electrical networks using matched impedances. S-parameters allow a device to be treated as a black box with inputs and resulting outputs [7]. Note that S-parameter is an analog complex signal. To quantify the output responses into binary fingerprint, we have converted the analog response into binary streams using Gray coding scheme.

5.6.1 Converting S21 response into binary

The idea in this part of manuscript is to convert the S21 response into binary fingerprint. To do so, for a particular chosen magnitude level of S21 response, its corresponding frequency value (magnitude) is selected. The magnitude of the frequency value is converted into binary form by using Gray coding scheme. The utility and advantages of Gray code has been discussed in the next sub-section.

In order to utilize the S21 curve into generating the binary fingerprints, the steps adopted is shown in the Fig. 5.20. Applying the procedure from Fig. 5.20, we can utilize the frequency and forward transmission coefficient (FTC) relationship. This relationship determines the selection of few points over the curve which can give frequency values, which are further encoded into binary fingerprints. In order to generate...
the binary fingerprints from the response, the results from the two curves have been concatenated or combined together. A detailed procedure is given below in next sub-section.

![Diagram](image)

Fig. 5.20: Generating binary coded fingerprints using binary encoding technique code from S21 curves response from two routes. The relation between power and frequency is used as a metric.

The idea has been to extract the information between FTC and frequency of the S21 curve as shown in Fig. 5.20. We have only considered the magnitude of the S21 response in order to perform the post-processing technique using binary encoding method.

### 5.6.2 Procedure for conversion of FTC into binary code

A systematic approach that has been used in this manuscript for getting a binary response from the S21 response has been detailed out in this sub-section.

Let us say at FTC level ‘-X’ dB, for an nth FPGA, we get a frequency value of $f_n$, this value of $f_n$ is converted into binary stream using Gray code. The choice of the FTC levels depends upon following factors. The S21 magnitude should be above -20 dB value. Following the above three points, the magnitude level selected in this study are -8 dB, -10dB, -12dB and -15dB. In this study the response of two routes are concatenated as shown in (1):
Routes \( R = \{ R_1, R_2 \} \)

\[ \text{Magnitude level } (P) = \{-8,-10,-12,-15\} dB \]

Fingerprint \( FR_1 = R_1\{P\} \) i.e. \( R_1\{-8\}R_1\{-10\} \) so on

Fingerprint \( FR_2 = R_2\{P\} \) i.e. \( R_2\{-8\}R_2\{-10\} \) so on

Fingerprint from two responses \( F_{tot} = [R_1\{P\}, R_2\{P\}] \)

Concatenated Fingerprint \( F_{tot} = [f_{n1}, f_{n2}, f_{n3}, \ldots, f_{n+1}, f_{n+2}, f_{n+3}] \) \[\text{---------------------------------------- (1)}\]

The theoretical description to get a binary fingerprint from the S21 curve has been given in (1). In the implementation, we have opted to use a small range of S21 magnitude - (small range of \(-0.0006 \) dB). For the varying range of S21 magnitude in that small range, there are different frequency values. Finally, the mean or average of the different frequency values is calculated. A pictorial description has been given in Fig. 5.21. We can observe from Fig. 5.21 that for magnitude level between \(-10 \) dB to \(-10.0006 \) dB, several frequency values (in ranges of 689.9255 to 689.9231 MHz) are obtained. In Fig. 5.21, we have named the frequency values as ‘\( f \)’. The mean value of \( f \) is calculated. The obtained mean value is subjected to conversion to the binary fingerprint using Gray coding scheme.

![Graph](image.png)

Fig. 5.21: An illustration to highlight the steps used in using the FTC response in order to convert the frequency values into binary fingerprints. Inset zoom on the small range of S21 magnitude used.

The obtained fingerprint values from particular FTC and frequency curve are adaptable to be in 10 bits range. The total number of bits is concatenated from two routes and finally 80 bits fingerprint is generated for one FPGA. Fingerprints obtained in above section can be effectively used for the authentication of
FPGAs. To determine the authenticity and randomness, the obtained hamming distance and entropy has been used as metric.

### 5.6.3 Advantages of using Gray code for binary encoding

Since we have utilized Gray coding technique for binary encoding, hence we have given a small description of the uses and advantages of Gray coding technique over conventional decimal to binary conversion. A Gray Code represents numbers using a binary encoding scheme that groups a sequence of bits so that only one bit in the group changes from the number before and after. The Gray code scheme is used because there is only one bit difference between two successive numbers. We chose the Gray code because difference between two consecutive numbers in Gray code is always equal to 1. This property makes this code very useful for the steadiness of the responses. Conversely, the binary code can lead to errors in the analysis of steadiness [15].

A simple example stating the difference in the Gray and binary code has been depicted in Table 5.1. It is detrimental from Table 5.1 that the use of binary code when there is change around $2^n$ value, there can be difference of more than 1 bit even if the decimal difference is 1. For example the difference between 31 and 32 in decimal is 1 however in binary digit there is difference of 6 bits. However in Gray code there is difference of only 1 bit which is more in coherence with the decimal value difference [8].

<table>
<thead>
<tr>
<th>Decimal Value</th>
<th>Binary Value</th>
<th>Gray code</th>
</tr>
</thead>
<tbody>
<tr>
<td>$31 = 2^5 - 1$</td>
<td>00011111</td>
<td>00100000</td>
</tr>
<tr>
<td>$32 = 2^5$</td>
<td>00100000</td>
<td>01100000</td>
</tr>
<tr>
<td>Hamming Distance (31,32)</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5.6.4 Results from binary encoding technique

After performing the conversion of S21 response to binary using Gray coding technique, we have opted to find the error probability and statistical distribution to determine the difference between an inter and intra device variations.
The determination of the FAR and FRR based on the overlap of the inter- and intra-Hamming-distance (HD) histograms are shown in Fig. 5.22(a). The inter HD which quantifies the uniqueness of the response is around 38% (which is slightly less than optimal value of 50%). HD of 50% is optimal because this is the case, when exactly one half devices generate a bit 0 and the other half devices generate a bit 1. Also, in the security it is important that the device generate equal number of 0 and 1 in order to have high randomness. This also dictates the optimal percentage of HD. Furthermore, as the number of devices increase in the processing the optimal HD observed is close to 50%. Also in terms of biasing, an unbiased bit should have an outcome close to 50%, which is the case when half of the devices generate the bit as 0 and the other half generate it as 1. An outcome of 0% (or 100%) means that the bit was 0 (or 1) on all devices, which is an indicator for poor inter-device uniqueness [18].

Fig. 5.22: Hamming Distance and error probability curves. (a) Hamming distance between inter and intra devices. (b) Error probability curves between FAR and FRR. Inset zoom on overlap of FAR and FRR.
The error probability or overlap between FAR and FRR as depicted in Fig. 5.22(b) is very less and is less than $10^{-4}$. The lower error probability shows that using this methodology and post-processing technique it is efficient to find distinction or separation among the various devices (FPGAs) of same family, series, manufacturer etc. This can be effective for the purpose of authentication of FPGAs using guided RF waves. The maximum bit entropy (metric of randomness of bits) is 0.98 and minimum is around 0.92 for all the 11 FPGAs over 10 repeated measurements.

The results observed from Fig. 5.22 justifies that with 80 bits signature obtained using non-invasive guided wave RF approach it is possible to find an optimal HD and error probability to determine the inter and intra device variation for 11 FPGAs. The threshold is used to decide on a positive identification depends on the separation between the intra-distance and the inter-distance histograms. If both histograms do not overlap, an errorless identification can be made by placing the threshold somewhere in the gap between both histograms. From Fig. 5.22(a) we can observe the intra and inter HD for different measurements done on 11 FPGAs. Also, from Fig. 5.22(b), an error probability of around $10^{-4}$ has been observed. The result from Fig. 5.22 validates the fact that using binary fingerprint also we can clearly find the distinction between 11 FPGAs of same family, manufacturer etc. This can be used for the authentication of FPGAs.

Before, going into the next section, we would like to summarize the results obtained from two post-processing techniques. Using CS based, the error rate observed for both the routes are in the range of $10^{-3}$ to $10^{-4}$ - fairly low. Secondly, in the binary generation schemes the overlap of inter and intra HD has been low of around $10^{-4}$. Of course, the mathematical treatment using CS is different than that of the binary fingerprint technique.

In CS based technique, we have used both the magnitude and phase response of the response. However, in the binary fingerprint technique, the frequency magnitude has been encoded into binary format. Even though both the post-processing techniques have been different, both the results give a fairly high confidence in using the GEMT based setting in order to find distinct signature and fingerprints for the authentication purpose from FPGAs of same family, manufacturer, series etc.

The next sections are dedicated to investigate the methodology to mitigate the effects of systematic error coming from external source such as PCB, power line etc. Along with this we have also detailed a technique which can be used with GEMT method in order to overcome the aging effects on this authentication methodology.
5.7 Multi-route implementations in GEMT based method

After obtaining the results from both the post-processing techniques we have extended our approaches to implement a setting that can mitigate the effects of systematic errors and other external disturbances. On the PCB, the signal propagates not only into the DUT but also on transmission line of the PCB. Difference in realization of this line (but also soldering effects) can affect the signal, so the difference observed previously are also affected by the PCB effects but not only linked to the DUT. In other application, where a plug and use setting can be done, in that case we do not need any technique (described below) to counter for the systematic error.

One of the methods to do is to implement a multi-route structure. The multi-route setting can be used to remove the effects of systematic error coming from the PCB [16] and other external errors. In the multi-route structure we have implanted two routes on same or different IO ports and calculated the difference between the responses of two routes. This way we have made an endeavor to suppress the effects of systematic error and aging related issues which FPGA or DUT faces. We have already studied and implemented in detail about the effects of aging based stress on the ICs in chapter 4. Here we want to use the same principle i.e. compare to route after aging effects. The results should be independent from aging. The other aspect using more than one routes also points to that fact that we are not restricted to use only one route between IO ports but rather multiple routes can be involved in this study. The different techniques (routing techniques etc.) that can be applied for the purpose of countering the systematic errors have been discussed in the sub-section below.

5.7.1 Two routes on same IO ports

Using single buffer on one route can be easily impacted by the aging effects, systematic error etc. This can of course cause adverse effects on the authentication protocols. Therefore, if the device gets old it can become complicated and inefficient to utilize this methodology.

This technique is aimed at calculating the difference between the S21 responses on multiple routes. One of the factors that can effects the response and measurement is systematic error and aging effects coming from the PCB. This can have huge implications on the results. In order to determine the effects coming from the PCB and aging effects, we have implemented a methodology that can mitigate its effects. To do so, we have implemented two routes on the same IO ports. The two different routes have been established
on the same IO ports. The setting in Fig. 5.23 is similar to the one that we have used in section for the purpose of generating signatures for authentication purpose (see section 5.5). The same approach is utilized here in order to understand its utility in countering the systematic errors. The effects of PCB systematic error and aging effects act upon the two routes uniformly or equi-proportionally. Therefore, if we chose to use the difference between two routes, the effects of systematic error and aging effects on both the routes can be reduced.

![Fig. 5.23. Multi-route technique adopted in order to mitigate error and aging effects.](image)

Fig. 5.23. Multi-route technique adopted in order to mitigate error and aging effects. (a) Depiction showing the two or multiple routes on same IO ports. (b) Both the routes have been separately shown for clarity.

![Fig. 5.24: S21 response from the two routes and the differences between the responses from two routes on two FPGAs.](image)

Fig. 5.24: S21 response from the two routes and the differences between the responses from two routes on two FPGAs.

This way it is possible to mitigate any disturbance or error coming from the PCB itself. A pictorial depiction is given in Fig. 5.23(a) and (b) which highlights the two routes being implemented between same IO ports viz. ‘A’ and ‘D’. From Fig. 5.23, we can observe that a buffer circuit has been implemented across different routing on same IO port.

1. **Difference in frequency values at particular S21:**

137
One approach to process (mathematically) on the two routes technique (multi-route) is to find the difference in frequency values of the particular S21 magnitude. This treatment method can be applied in cases where the effects of aging are encountered. Taking reference from chapter 4, which shows that aging based variation affects the FPGA homogeneously, similarly here also the two routes would get effected equally with the effect of aging on the FPGA – their difference remains constant with time (or aging). The results from the implementation depicted in Fig. 5.23 have been shown in Fig. 5.24. In Fig. 5.24, we have highlighted the frequency difference at around -10 dB of S21 magnitude. This difference is calculated multiple times (for multiple measurements) to have robustness of results. The results in Fig. 5.24 uses the difference between the frequency values at particular magnitude of S21 can be used to mitigate the aging related effects.

II. Difference between two routes S21 responses:

Another approach is to find the difference in the S21 response from the two routes. This approach also encounters for the systematic and aging related error that FPGA can encounter when subjected to the measurement, considering that systematic errors and aging effects are equi-proportional and affects the two routes homogeneously.

From Fig. 5.25 we can observe the difference in the magnitude of the S21 responses from the two routes. Observing from Fig. 5.25(b) the difference in relation with the external part of the FPGA (or IC) is the same for the two routes, so by doing the difference, this variation which is not linked to the FPGA can be easily removed. In Fig. 5.25(b) the results for difference of some FPGAs have been shown in magnitude only. However, while calculating the error probability, we have used the complex domain.

The error probability observed for 11 FPGAs over repetitive measurements is depicted in Fig. 5.25(c). In this case error probability is around 1.82 *10^{-2}. This is slight higher than what we obtained for previous cases (separate routes and concatenated routes cases in section 5.5) but with the difference we are able to remove the systematic errors. Also, by increasing the number of routes, and calculating difference by taking one route as reference, we would be able to reduce the error probability further and simultaneously reduce the systematic errors also.
Fig. 5.25: Difference in the magnitude of S21 response to mitigate the effects for systematic and aging related error. (a) S21 response from the two routes. (b) Difference in magnitude of the S21 response for various FPGAs. (c) The error probability curves showing the distinction and overlap between FAR and FRR when the processing is done with the difference of the routes for all the FPGAs. Inset zoom of overlap of FAR and FRR.

Therefore, multiple route technique along with the calculation of the difference between routes is a suitable choice because it can remove the error from measurements (systematic), so the final signal after difference is directly linked to the FPGAs (IC) not to any other components.

This technique can also be useful in mitigating aging effects; however this part of study has not been done here.

### 5.7.2 XOR Gate based approach – two routes with XOR

Another approach to find difference between two routes in a FPGA is by implementing a XOR gate between the two inputs. The XOR gate can work like a phase detector [17]. Hence based on the difference
of the phase between the two guided waves on two input ports, it is possible to find the difference using XOR gate. An implementation example for XOR with the input-output wave from is shown in Fig. 5.26.

From Fig. 5.26, it clear that as the response or phase of the two input signals are same the output is zero and if the two input waves have difference in the phase the output is high. This technique can be applied on multiple routes, where in the phase of same incoming RF wave can vary when traversing through the FPGA, based on the length of the route. This technique can be used in generating a signature and identity of the FPGA also. Along with this differential approach, aging and systematic error can also be mitigated. An illustrative implementation is shown in Fig. 5.26.

Fig. 5.26: Implementation of XOR gate to find the difference between two routes – based on phase difference between RF waves on two routes.

Fig. 5.27: The response from the XOR based implementation on 5 FPGAs. The peak frequencies have also been shown in legend.
For implementing the structure shown in Fig. 5.26, we have programmed the FPGA with a XOR gate between IO ports. Owing to slight differences between the routing lengths from input port A to the output port through two paths of the XOR gate, there is a phase difference between the incoming RF waves. This difference is detected by the XOR gate. The output for the few FPGAs tested with this approach has been shown in Fig. 5.27. The response from Fig. 5.27 can also be used to generate the signature of FPGA for the purpose of authentication.

The response from Fig. 5.27 shows a distinction which points for the fact that FPGAs can be distinguished using this technique also. The authentication part of the study using the XOR based technique can be one of the interesting aspects for the future work.

From the multi-route based implementation we have shown that it is possible to implement multiple logics or settings in the FPGA and perform RF guided wave measurements. The multi-route technique can be used in many aspects viz. mitigating systematic error and aging effects, generate signature from FPGA etc. Many of the aspect can be broadly studied and has been part of ongoing and future work.

### 5.8 Limitations and drawbacks of GEMT based technique

Given the novelty of this approach, there can be few aspects that may need to improve in the future works to make the methodology more robust and efficient in implementation. As a proof-of-concept this study shows that a new methodology to investigate the authenticity of IC can be implemented without the need of extensive VAC implementation or post-processing circuit.

Some of the drawbacks or the areas to be worked upon are:

I. For a real implementation, characterization with a higher number of DUT has first to be done

II. The measurement setup can be cumbersome and specialized. It requires the incorporation of various tools and instrument settings. Hence for a non-industrial set up this method can be too heavy to be executed.

III. The DUT requires a customized special PCB. Hence it can be time taking and may not be easily adapted to some of the IC package. However, given the advancement in technology, there are many PCB which can allow plug and play situation. So several ICs of same package can be
embedded on the same PCB and the measurements can be performed. Hence, this can mitigate the need to develop a customized PCB.

IV. The post-processing part in this study can always be improvised upon. In this work however a proof-of-concept of different fingerprint creation mechanism has been detailed. Therefore post-processing scheme can be made robust.

Even if improvement can be done on the present method, the results obtained can be a very positive sign. It shows that even without using any specialized circuit or markers in the DUT (FPGA) it is possible to generate signatures and binary fingerprints which are distinct in nature for each FPGA. Of course there can few aspects which may need improvement; the present concept can be used as a backbone going forward.

In the REMT technique also we have seen that aging can play a vital role in the determining the robustness of the authenticity of the IC. ICs do get affected by variations from external factors or from their own usage over period of time. In GEMT based method, we have however not performed the aging measurement (thermal stress etc.), rather this can become an interesting work for the future use. Even if there is no measurement results for aging in GEMT based scheme, we have made an effort to optimize our implementations which can be used to mitigate the aging effects in the future work.

5.9 Conclusion and discussion of GEMT based approach

This chapter has given an overview of utilizing the guided EM wave as a mean to interrogate the underlying PV effects of the IC. The idea is to generate signature and fingerprints of ICs by being non-intrusive in our effort. There is no requirement to dedicate a particular area of IC for the implementation of any variability aware circuit (VAC) or post-processing circuit. With the size of IC shrinking it is very important that the vendors or manufacturers investigate on approaches that are non-intrusive, low area consuming and easy to implement.

The proposed novel method of GEMT based approach; along with CS based signature generation also has been effectively used to generate binary key pertaining to each DUT by using very basic circuit elements. There is no stringent requirement to implement a particular type of circuit to exploit the PV effects. The obtained fingerprints and signatures after post-processing has been subjected to mathematical treatment to
observe the error probability, entropy rate, uniqueness and robustness parameters. The results have shown that it is possible to extract signatures and binary fingerprints that have enough randomness to be unpredictable, fairly unique and robust. The error probability obtained using CS based technique has been fairly low. We have also shown that using more than one routes in a FPGA, error probability can be decreased further hence enhancing the distinction between the FPGAs.

The strength of key generated in binary fingerprint technique can be further increased given the fact that S21 parameters or curve provides enough information to generate fairly large number of key length. The study conducted has shown a proof-of-concept that even without the implementation of the dedicated circuit, the PV effects of an IC can be exploited. Through the study we have focused only on using the basic buffer circuit (as logic element of FPGA) and interconnect (or wire). These two circuit elements have provided electrical and physical variability enough to be exploited by the incoming EM waves.

As a summary we can conclude this chapter by highlighting few points:

I. The EM waves have been used as viable option to interrogate the underlying PV effects of IC. The response from EM waves for each IC has been used to generate a set of fingerprints that can be used for the authentication purpose.

II. Physical implementation shows that the area overhead involved is minimal. As we have only used basic circuit elements of buffer and interconnects or wires.

III. The methodology along with the post-processing technique has shown that PV effects interrogated with the EM waves have been able to generate a strong key which can serve as ID or fingerprint for each FPGA or DUT.

The study so far conducted validates that GEMT based method can be efficiently used to mitigate counterfeiting techniques applied on new ICs. The counterfeiting techniques such as overproduction, supply chain theft, cloning etc. which are performed on newly manufactured ICs can be thawed by using GEMT based approach. The effects of PVT variations has not been taken into account when conducting the study of GEMT approach but it has been shown that extending the adopted technique further, in future effects of PVT variations can be taken in account along with the techniques that can mitigate the effects of aging or other anomalies. Through multi-route approach, it has been shown that systematic error from PCB etc. can be mitigated.
5.10 Overall summary of authentication mechanism

5.10.1 Comparison of REMT and GEMT

This section summarizes both the REMT and GEMT based techniques. Here we have made a final summary of both REMT and GEMT based authentication techniques. The next chapter (chapter 6) highlights the application of RF FPGA PCB for the purpose of RF and wireless applications. Hence we have summarized the work, results and conclusion related to authentication in this section.

On the lines of EM based techniques we have also adopted two methods: one based on EM emission and other one is based upon the use of the guided EM waves or GEMT. The GEMT based technique has one limitation that it requires a customized PCB. Secondly, the idea of GEMT is based on interrogating the physical variability of the FPGAs using an incoming EM wave. Indeed, the effects of variation due to the input power can be taken into account. However, in this study we have used only one power level but in future work this parameter can be studied. A comparison between GEMT and REMT is detailed out in Table 5.2.

<table>
<thead>
<tr>
<th></th>
<th>REMT</th>
<th>GEMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-intrusive</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dedicated circuit or VAC</td>
<td>Somewhat</td>
<td>Not exactly</td>
</tr>
<tr>
<td>Ease of implementation</td>
<td>Yes</td>
<td>Somewhat</td>
</tr>
<tr>
<td>Dedicated setup required</td>
<td>Somewhat</td>
<td>Yes</td>
</tr>
<tr>
<td>Efficiency of method</td>
<td>High</td>
<td>Not so high</td>
</tr>
</tbody>
</table>

Both the approaches however can be used in mitigating counterfeiting of components. The implementation of the REMT can be done with the end user more practically, but in case of GEMT, it is more viable choice for an end user which is an industrial setup. REMT can be applied in business to customer forefront but GEMT is better choice for the business to business scenario.
5.10.2 Discussion – Overall authentication based on EM approaches

This work (up to chapter 5) has been based upon finding unique fingerprint for an IC which can be further used for the purpose of authentication. The study has focused on using non-invasive methods that can be implemented by using EM based approaches. An IC emits considerable amount of EM emission during its switching states. This EM emission itself is a function of various PV effects of the IC hence emitted EM from each IC has been processed for the purpose of generating unique signature for each IC.

To validate the approach we have implemented the measurement across various FPGAs of different families and MCUs respectively. The response has been treated by off the chip post-processing evaluation methods which have been able to find a statistical distinction among the fingerprints of various DUTs. The results have clearly shown that a lightweight non-invasive technique can be easily used that can generate response for each DUT. Also with REMT based method in chapter 3, we have shown that even if dedicated variability aware circuits not expendable to be implemented in a device (like in microcontrollers - MCU), still exploiting EM signature is a viable option. Especially in case of MCU we can observe that without using any external implantation we have been able to authenticate 12 of MCU boards. Of course going forwards more enhanced techniques can be implemented but the current study validates the fact that it is very much possible to authenticate an IC without using expensive external implementations in the IC. Also with REMT, there is no need to perform any kind of changes to the PCB design etc.

The GEMT based method has been also utilized which also offers a highly efficient solution pertaining to non-invasive method using EM approaches. The idea as described in above parts of this chapter uses the fact that incoming guided EM wave can be disturbed by nano-scale related physical variability of the IC. This has been used to generate fingerprints and signatures using a post-processing technique.
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6. Application of RF-FPGA PCB: Reconfigurable RF platform and RF wireless communication

Preliminaries and Objectives:

As understood from the previous chapter, for the purpose of guided wave IC authentication, a customized RF PCB board has been developed. Furthermore owing to the fact that guided wave or GEMT based authentication requires an external RF instruments and measurement setups. The objective in this chapter is to investigate that if the customized RF-FPGA PCB can be utilized to implement a reconfigurable RF platform using FPGA. From chapter 3 we have observed that FPGAs generate electromagnetic (EM) emissions that have been used in order to generate their signature for authentication purpose. One of the applications that can be realized using RF-FPGA PCB is the transmission of the EM signatures (discussed in chapter 3) through RF communication, from different FPGAs to a single or a master FPGA where all the mathematical post-processing is carried out. This type of authentication scheme (distributed) can be useful in industrial applications, internet-of-things (IoT) and applications, where devices have restricted computational capabilities and they can communicate through RF communication to a master device or server for further computation of the data / signal. For an efficient realization of the RF wireless communication, it is also important to equip the FPGAs with some RF devices to carry out basic tasks like signal transmission, isolation, switching, power division etc.

In this work, we have shown that the reconfigurable or re-programmable feature of a FPGA can be exploited to make a single FPGA function as basic RF devices like isolator, switches etc. Furthermore the same re-configurability feature has been used to deploy the RF wireless communication between multiple FPGA boards. The motivation behind these approaches is to reduce the gap between RF and digital system.

In this chapter, the first part focuses mainly on the realization and implementation of basic RF devices such as isolator, switches and power divider in the FPGA using only the digital blocks and interconnects of FPGA. In the second part, we have implemented a RF wireless communication between two FPGAs by implementation of the On-Off key modulation scheme. Of course, this is a basic implementation of applying RF-FPGA PCB, there can be room for improvement in the future works. Also our work has been mainly towards implementation of a proof-of-concept.
6.1 Motivation: FPGA based RF devices

FPGA devices are very powerful devices in terms of their flexibility and re-programmability. They are being used in many applications like digital design, memory applications etc. However, owing to their re-programmability feature, FPGA devices have been widely adopted in the applications of RF and DSP [1] [2]. In RF and DSP applications, FPGA devices are typically used for the technology of software defined radios (SDR) due to their re-configurability and programmability. However, FPGA devices are mostly applied to perform the precise operations in the RF or DSP tool chains. By precise, we mean to highlight that FPGAs in DSP or RF chain have been used primarily to perform the mathematical and logical computation after the signals are converted into digital format. Hence, significant analog and RF components are still needed to fulfill the radio communication requirements [3]. Predominantly, the RF components are designed as application specific integrated circuit (ASICs) and Monolithic Microwave Integrated Circuit (MMIC), e.g. for the realization of RF switches field effect transistor based switches [4]. The bottleneck with ASICs and MMICs is that, they are full custom therefore they require higher development costs in order to design and implement. Moreover, unlike the FPGAs chips, they are not re-programmable and therefore a change requires again cost and time [5].

In this study we have developed a proof-of-concept to make FPGA - not a RF device - analogous to a RF device to work in UHF range. For the first time, the programmable logic and interconnections present in a FPGA, typically utilized in digital electronic circuits, is used to route, and to guide an RF signal. FPGA of limited clock speed of 50 MHz is made to function as a RF device in frequency range of up to 800 MHz. Here no data sampling is used, FPGA clock is not used at all, and the RF functionalities are implemented asynchronously. Furthermore, since we do not use only digital signal or clock signal (no sampling), hence it is not a simple use of higher harmonics or overclocking. But the idea has been to realize RF system-on-chip (SoC) that can function like RF generator, mixer amplifier, transceiver and transmitter circuit.

Our focus is on using FPGA as a RF device, wherein the RF input-output (IO) is directly connected to the FPGA IO ports. RF IO ports can be used with an antenna that is useful in communication purpose. In comparison to [1][3], no external clock is used to sample the data on IO ports. Secondly, our focus is not only on digitizing the RF and DSP components as shown in [2] [3], but instead we have utilized FPGA as a reconfigurable RF device compatible with basic transmission functions. By re-configurability of FPGA, we mean to say that FPGA has the ability to repeatedly change and rearrange the programmable logic and interconnections to implement a basic RF functionality in a cost-effective way. In order to validate our
proposed model, we have first described the transfer of RF power from input to the output pins and then extended the approach to implement the FPGA in switch configurations.

### 6.2 Motivation: FPGA based RF wireless communication

Over past two decades, wireless communication has witnessed a phenomenal growth in terms of users, mobile devices, and throughput requirements to drive multimedia services. This has led to increase in the implementation of new techniques to be adopted in order to meet the future demands in wireless communication. A number of new ideas and concepts are being suggested and evaluated by the industry and academia for evolution of communication technologies, such as massive MIMO, exploitation of higher RF bands, such as millimeter wave band, and centralized radio access networks for highly digital radio access networks [6][7]. However with increase in the number of device connected to the wireless communication in various applications, the density of network will increase in the future. This demand for more flexible, heterogeneous and reconfigurable architecture to implement the wireless communication.

In this study, we have explored the re-configurability and re-programmability feature of FPGA to implement an end-to-end RF communication between FPGAs. As already explained in the beginning of this chapter, our idea to implement RF communication has been mainly motivated by the fact of communicating the signatures (for authentication) from devices through RF communication. We have made an endeavor to keep the end-to-end communication scheme as simple as possible. With regards to all FPGA based RF communication, there have been similar studies as done in which have implemented all digital RF communication on FPGAs as discussed in [1] and [3]. But in comparison to [3], we have not used any external clock for synchronization. Likewise in [1] authors have used external clock generation, to digitize their transceiver architecture using FPGA. A typical way to generate a digitized RF implementation has been through implementation of software defined radio (SDR). In SDR from [3][8], all the RF functionalities are realized using software installed on computer or processors. However as also stated in [3], current SDR implementations still require significant amount of analog components. For example a significant portion of data conversion is not part of SDR architecture.

In comparisons to existing approaches of software defined radio (SDR) in [1][3][8][9], the architecture we have proposed is fully implemented in FPGA. All the signals are generated using logic blocks of
FPGAs only (even if it is analog sine wave); no external device or signals are used. Hence it has provided a solution of complete FPGA based re-configurable architecture that implements a RF wireless communication. The advantages of FPGA are that we can re-configure the architecture (on-fly) as per our requirement. The architecture is realized on customized RF-FPGA PCB (ref. Fig. 6.1(a)). This allow the FPGA to operate in a 50 Ohms environment like a RF or communication device [10]. The realization of customized PCB has mitigated the need to integrate external analog or RF devices, to connect antenna for communication [11].

This chapter details the implementation and development of FPGA into a re-configurable RF platform. The first part of this chapter details out the theoretical as well as the measurements setup for the implementation of the basic RF circuits like transmitter, switches etc. using FPGA. The next part details the analysis and theory related to the wireless communication - modulation and demodulation techniques, implementation of the wireless systems etc. A detailed analysis of implementation of FPGA in RF communication (with pictorial description) is given from section 6.4.

### 6.3 FPGA as RF devices – implementation and results

First we have discussed about utilizing the FPGA as RF device. This involves the possibility of exciting FPGA with RF input for transmission through FPGA and also for implementing a switch structure, power splitter etc. highlighting the usability of FPGA in different RF applications. In previous chapter (chapter 5) we have introduced the concept of utilizing the FPGA on a RF PCB. From chapter 5, we have shown how the FPGA (and its logic blocks – buffers etc.) interacts when excited with an external RF signal. Extension of that principle has been applied here in this section. We have exploited the same concept of exciting the FPGA with guided RF waves and characterizing its output for realization of various RF devices. In this realm we have realized basic RF devices like transmitter, isolator, switches and power splitters on FPGA without the use of any external RF components.

#### 6.3.1 Measurement overview

To realize FPGA as RF device, a PCB has been designed (already shown in chapter 5, but discussed again in section below) to allow the FPGA to interact with external RF signal that can optimize it to work as a RF device. The input-output (IO) transmission lines has 50 Ohms load which connect FPGA with other
RF equipment viz. SMA connectors. Like most of digital circuits, the FPGA has high impedance pins. In order to allow the RF signals to enter the component - FPGA (re-programmable) - the simplest way, we have added a 50Ω resistor parallel with the component. A complete description of the realized PCB design (test-bench) viz. details of measurement instruments, IO ports on PCB, DC bias power supply etc. is shown in Fig. 6.1(a).

The methodology to perform RF functionalities with the PCB is divided mainly into few steps:

a. Create data bit-streams (BS) for different RF functionalities, viz. switches and isolator etc. in this work.

b. Program FPGA with BS.

c. Perform testing and measurements.

The created BS contains information pertaining to placements and routing of logic block and IO ports, respectively. The placements and routings of logic blocks and IO routes play the most significant role in achieving the desired output; the RF functionality is build based on that, viz. in using FPGA in classical non RF functions. On the IO pins of FPGA, there are IO buffers. Hence an incoming RF wave encounters an IO buffer, when traversing through FPGA. The logic blocks in the FPGA are placed in look up tables or LUTs. A brief detail of FPGA has been given in chapter 3.

As already mentioned, to perform the testing and measurement, a customized 4 layer RF PCB (see Fig. 6.1(a)) is developed, which has SPARTAN-3A FPGA from Xilinx as device under test (DUT). For implementing a proof-of-concept only few of the input pins of FPGA have been used. For programming, placement and routing of the logic elements in the DUT, Xilinx ISE tool is used. Along the FPGA, there are auxiliary regulator circuits for power management.

As evident from Fig. 6.1(a), for the measurement purpose, a vector network analyzer (VNA) is used, which measures the $S$-parameter from multiple IO to the FPGA. Also evident from Fig. 6.1(a) that a bias tee is in place along with the VNA and DC power supply. This is useful for injecting DC bias voltage along the RF input into the FPGA input port. The DC biasing is done to bias the buffer circuits at FPGA IO ports to provide proper voltage for its operation. Input DC bias for the circuit programmed in FPGA is set at 1.5V. While calibrating the VNA, the bias tee is not connected to the VNA cables. The bias tee is added in the measurement after the calibration is performed for the ports.
Fig. 6.1: (a) Measurement setup on the customized FPGA PCB to perform the RF test. Inset zoom shows an enlarge description of 50Ω resistors used with the transmission for proper matching. Input-Output (IO) ports naming is described which is used throughout this letter. (b) Proposed methodology to make a FPGA work as RF device by generating different bit streams e.g. Switches depending on the input output chosen.

To highlight the validity of this scheme, we have implemented few basic RF devices using FPGAs. In the sections below we have given an elaborated description of each RF devices implemented in FPGA.

### 6.3.2 RF transmission through FPGA

The first idea investigated in this work is to show that FPGA can be excited by an external RF signal. To obtain that, an input DC bias of 1.5 V is set for the circuit programmed in FPGA. At DC bias of 1.5V, a
proper operating conditions is established which supplies a steady voltage for device to operate. Indeed the IO operations of FPGA are designed for digital signal, and the first internal component after the pin is a buffer. So the incoming RF wave encounters a buffer circuit in a FPGA, which requires proper DC to switch ON. This is why to be compatible with this digital component; a DC voltage of 1.5 V is added along the RF signal. So during the positive cycle of RF input, the buffer corresponds to one state and vice-versa during negative cycle. As no clock signal is used in the FPGA (asynchronous implementation), the periodicity of signal going through the FPGA is directly linked to the RF input signal. Hence, if there is no DC biasing, the transmission through FPGA is not possible. The RF input power level generated from VNA has been varied in the bandwidth of 10 MHz to 3 GHz. Also to investigate the effect of the power, the RF input signal has been varied from 0 dBm to 12 dBm in steps of 2 dBm.

To determine the transfer of RF wave, the FPGA has been programmed with a route or interconnect. The route establishes connection between the IO pins of FPGA (or IO SMAs of PCB). An equivalence of programmed interconnect circuit has been shown in Fig. 6.1(b). The input RF signal is sent through port ‘C’ and output through port ‘Y’ as described in Fig. 6.1(b). This establishes a connection from the input to output SMA port of the PCB, through interconnect of the FPGA. The results that validate the proposed setup of utilizing the FPGA with a RF signal are shown in Fig. 6.2. The result from Fig. 6.2 shows the S21 response. This result infers two main aspects: (I) amplification behavior of the FPGA and (II) bandwidth of operation.

1. **Amplification behavior of FPGA**: It is clear from Fig. 6.2(a) that in such configuration, the FPGA allows propagation of a RF signal but also plays the role of an amplifier. Thus, an amplification of more than 10 dB can be obtained when the input power is 0 dBm. The relationship between input power and output power (as also described in (1)) has been depicted in Fig. 6.2(b) at two different frequencies, 100 MHz and 500 MHz. The amplification can be explained by the fact that FPGAs are active components, where input and output buffer (directly connected to its pins) power up the signal in a specific range. The forward, S21 depicted in Fig. 6.2(a), and the reverse transmission, S12 shown in Fig. 6.3, are different as the DC bias is injected only on input port ‘C’. In such configuration the FPGA can be used as an isolator [12] with more than -20 dB of isolation on the entire frequency range considered here. To obtain a symmetric scattering matrix two DC bias have to be used (not shown here).
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Fig. 6.2: Transmission characteristics and input-output power relationship. (a) Transmission characteristics (S21) for different power levels. The input RF signal is sent through port ‘C’ and output through port ‘Y’ as described in Fig. 6.1(b). (b) Relationship between input and output power at frequency 100 MHz and 500 MHz.

The relationship between input and output power at 100 MHz and 500 MHz frequencies (shown in Fig. 6.2(b)) has been calculated using (1)

\[ P_{out} = P_{in} + |S21|^2 \]  \hspace{1cm} (1)

\( P_{out} \) is the output power in dBm.
\( P_{in} \) is the input power applied in dBm.

From Fig. 6.2(b) also we can observe that as the input power increases, there is decrement in the output. This stems from the fact that the buffers circuit of FPGA has limited output handling, therefore due to the limited output handling capacity of the buffer output power level decreases with increase of input power.

II. **Bandwidth of operation:** From Fig. 6.2(a) it is also clear that the bandwidth of operation is approximately up to range of 500-800 MHz Owing to the fact that as the device gain increases bandwidth decreases. Maximum bandwidth that we have been able to achieve is in range of up to
800 MHz with a compromise on the gain. Thus, the input power level can be set as per the requirement and application.

With only the use of a simple parallel 50Ω resistance, as seen in Fig. 6.3(a) a poor matching is obtained for frequencies higher than 200 MHz. But due to the active behavior of the FPGA observed in Fig. 6.2, this poor matching does not have significant impact on the RF transmission. To quantify more clearly this impact, a better matching circuit on a narrow range around 300 MHz (based on R,L,C elements) has been implemented. In Fig. 6.3(a), we can clearly see S11 for the two cases - without proper matching and with RLC matching network. With the RLC circuit, a good matching is obtained on a narrow band frequency around 300 MHz. However, the S21 value for both matched and un-matched cases have been equal - approx. around 10 dB for 0 dBm input power (not shown here). This justifies the fact that due to the presence of buffer, similar S21 are observed which mitigates the necessity to better match the device for our expected applications.

![Graph](image)

**Fig. 6.3**: Characteristics of S-parameter with and without matching and S21 characteristics for lower input power range. (a) S11 parameter response measured without DC bias - direct transmission lines with 50 Ohms resistors and with RLC network. Also shown is S12 parameter (without DC bias on port 2). (b) S21 characteristics for very low input power level up to frequency of 1 GHz.

Although from the Fig. 6.2(a), we have observed that there is clear amplification at 0 dBm input power due to the FPGA (buffer circuit of FPGA). We get maximum output power at 0 dBm input power. Also, another important aspect is to observe the S21 response for the input power level of below 0 dBm. The response for the input power below 0 dBm is shown in Fig. 6.3(b). It is clear from Fig. 6.3(b) that for lower power levels like -8 dBm and -10 dBm, there is insignificant output (close to -20 dB |S21|). Even as
power increase to -4 dBm and -2 dBm, the output is highly unstable and cannot be useful for any application or characterization.

A. Time Domain response

The time domain results from Fig. 6.5, shows the time response at around 200 MHz (better amplitude response) and 700 MHz (lower amplitude, close to cut off frequency) together with their associated fast Fourier transform (FFT). The time domain response is obtained by injecting the RF signal through RF generator at 0 dBm input power with the DC bias tee. The output is observed on the oscilloscope. The complete pictorial depiction of the time domain measurement is shown in Fig. 6.4.

Fig. 6.4: A time domain measurement setup. The instruments used are: RF signal generator to inset RF signal. DC bias tee for the voltage biasing. Oscilloscope is used to observe the output.

As also discussed earlier, that the IO pin of FPGA consists of buffer. From Fig. 6.5, we can observe that at low frequency a rectangular pulse with sharp rise/fall time is observed. We can also observe that at low frequency the buffer switches its state from high to low and that gives a pulse like waveform.

At higher frequency (up to 800 MHz), the behaviors is different. The variation of the RF signal (period of the signal) is higher, and the buffer still can follow these variations but as the buffer has limited capability to switch between its states, the transition from high to low and vice versa is not linear. Note that by using a more recent FPGA, a significant improvement in the rise time / fall time of the buffer can be obtained, and so a higher frequency band of operation is expected.
6.3.3 FPGA as RF switch

This section describes the implementation of two RF switches (i) Single pole single throw (SPST) and (ii) Single pole double throw (SPDT) in the FPGA, together with the measurement results. Before going into the detailed analysis of the FPGA based implementations, we have given an overview of the different configurations of switches i.e. SPST and SPDT switches respectively. RF switches are ideal for instrumentation, communications, military and aerospace applications [13]. RF switches feature higher power handling, better linearity and wider frequency band of operation compared to their digital CMOS counterparts.

\textit{a) SPST or single pole single throw switch :}

A SPST or single pole single throw switch is a simple switch configuration. It has got one input and one output, which means two terminals [14]. A basic implementation of SPST is shown in Fig 6.6(a).

The switch will either be closed or completely disconnected. SPSTs are perfect for on-off switching. They’re also a very common form of momentary switches. The activation of the switch is generally
obtained by using two more wires - 4 port structure in such a case: 2 are control by DC signals – not shown on the Fig. 6.6(a).

![Diagram of RF switches](image)

Fig. 6.6: Classical RF switches schematics. (a) Single pole single throw (SPST) switch. (b) Single pole double throw (SPDT) switch.

### b) SPDT or single pole double throw switch:

Another common switch-type is the SPDT. SPDTs have three terminals: one common pin and two pins which vie for connection to the common. SPDTs are great for selecting between two power sources, swapping inputs, or whatever it is you do with two circuits trying to go one place. A typical description of SPDT switch is given in Fig. 6.6(b).

#### 6.3.4 FPGA implementation of SPST switches

In our study, we have implemented a logic structure in FPGA which acts as a RF SPST switch structure. To implement FPGA as a RF switch, AND gate logic circuit has been used. An AND gate works in logic conjunction. This means that its output will be high only when both the inputs are in high (’1’) state. To make it work like a switch (SPST/SPDT), we have used one of the two input pins of the AND gate as a control input. Note that an AND gate is implemented in FPGA as a look up table (LUT). For the simplicity we have shown an equivalent AND gate schematic in Fig. 6.7.
Fig. 6.7: FPGA programmed with AND gate to realize a RF SPST switch. Port ‘A’ is used as input and port X as output. Ports ‘A’ and ‘X’ are connected to port 1 and 2 of the vector network analyzer (VNA), respectively. In FPGA internally, an AND gate is implemented as look up table. For simplicity an equivalent AND gate schematic is shown here.

The control input of the AND gate in this work is configured internally and does not have an external port connection. The switch configuration between IO and control ports is shown in Fig. 6.7. As seen in Fig. 6.7, ‘A’ is configured as the input port, ‘X’ as output port and an internal logic setup is made which configures the control port (CN) to high or low state. Similar to AND gate, a multiplexer circuit (MUX) can also be used.

Fig. 6.8: Response from FPGA with a buffer configured between port A(input) & port X (output) for input power of 10 dBm : Transmission (S21), reverse transmission (S12), reflection (S11) and isolation (switch OFF) curves.
The idea of using MUX has also been tested in this work and it gives an identical result to that of AND gate. The results with the MUX have not been shown in this manuscript. The frequency domain responses are depicted in Fig. 6.8. The measurement is performed with the setup described in Fig. 6.1(a).

In Fig. 6.8, the S-parameter response is observed for the switch implemented in Fig. 6.7. These responses depict three important parameter pertaining to the characteristics of the switch: (i) frequency range, (ii) isolation, and (iii) return loss of in frequency domain.

These three parameters can be used to characterize the figure of merit (FOM) of the configured switch. The forward (S21) and the reverse transmission (S12) are different as FPGA is an active device and also the fact that only the DC bias is injected on input port ‘A’. The isolation is around -40 dB when the switch is in non-conducting state. The cut off frequency defined at -10 dB from maximum S21 value of 0 dB is observed at around 700 MHz.

The results demonstrate that with a FPGA of limited clock frequency, not designed to operate in RF range, it is viable to make it function as RF device working in frequency range of around 800 MHz by just reconfiguring the routing structure. Even though the responses from Fig 6.8 may not be so optimized as other existing RF devices but the idea of re-programmable or re-configurable RF device is totally novel. In future, much work can be done in this area and better results are expected.

6.3.5 FPGA implementation of SPDT switches

For utilizing the FPGA in single input multiple output configuration, two AND gates are programmed with one input of both the AND gates connected to the input RF port and the other inputs to control ports. From Fig. 6.9, we can observe that this obtained behavior of the device is analogous to a SPDT switch configurations. The IO ports for this configuration is: ‘B’ as input, and ‘C’ and ‘E’ as output. The selection of IO ports is arbitrary and does not change the aspect of results. Fig 6.9(a) shows the configuration when connection is made from ‘B’ to ‘E’ with its corresponding frequency domain responses. Similarly, Fig. 6.9(b) shows the results for connection from ‘B’ to ‘C’. The control port, ‘CN’ is internally connected to voltage high or ground as per the required configuration. The ‘CN’ port is used in order to configure the state of switch. If ‘CN’ port is connected to a high one port-throw combination works and vice versa.
The S-parameter results from Fig. 6.9(a) & (b) establish that for SPDT switch configurations, the working frequency of the FPGA reaches up to 750 MHz (approx.), with isolation power of up to -40 dB in the non-conducting state. This justifies our approach to utilize FPGA as a RF device, i.e. like a RF switch in the above cases. The results for different configurations of switch validates that a FPGA with proper RF PCB layout and terminations can function like a RF device close to UHF frequency range.

Fig. 6.9: (a) Switch configuration analogous to a SPDT switch implemented in FPGA. Port B as input and E as output and its S-parameter response, similarly in (b) Port B as input and port C as output and it S-parameter response. In FPGA internally, an AND gate is implemented as look up table. For simplicity an equivalent AND gate schematic is shown here.

### 6.3.6 FPGA as power splitter

Power splitter is another extension of the applications that have been realized using FPGA. In communication system, we often need to split an input power into some load circuits, which could be actualized by power splitter [15]. In this section a power splitter circuit is implemented in the same FPGA DUT, by reconfiguring the routing in the FPGA, as is done in case of switches. Using FPGA as power
splitter gives the flexibility to change the IO ports and number of outputs (say 1X2, 1X4 etc.). In this part of the study we have established a 1X2 power splitter on same FPGA devices. In order to have a better phase response of the output port, for power splitter we have used buffer circuit, to establish a connection between two ports. The IO ports used are: ‘B’ as input and ‘C’ and ‘E’ as output as in Fig. 6.10(a). From Fig. 6.10(b) it is clearly observed that power on the two output ports (‘C’ and ‘E’) is equally divided up to 600 MHz. The isolation observed between the two output ports is approximately around -22 dBm. Although there is a small phase difference as seen from Fig. 6.10(c) but that can be adjusted by re-ordering the route length. Hence, using FPGA as power splitter we have achieved a good isolation, considerable wide bandwidth with cost efficiency and reconfigurable design.

Fig. 6.10: Power splitter and its responses. (a) FPGA configured as a power splitter using two buffers circuit. (b) S-parameter responses of the power splitter. (c) Phase difference between two routes.

6.3.7 Inference from RF FPGA devices

The results obtained from the implementation of the basic RF functionalities have been adopted in this part of study. From the results we can observe clearly that by utilizing the re-programmability feature of FPGA, it can be made to work like a RF switch or device. The S11 parameters need few improvements, but the idea is very novel and its implementation can always be improved upon in the future work. But the results from the S21 parameters can be very useful metric in understanding the cut off frequency of the switch structure. The approximate presented by the buffer circuit and interconnect of FPGA has been around 800 MHz this confirms the useful of this re-configurable platform in the range of UHF bandwidth.
Secondly the re-configurability feature of FPGA also shows that same FPGA device has been used to implement the two kinds of switch configurations and power splitters.

From this study it has been shown that using FPGA, we are able to transfer the RF power through the FPGA device which is meant to function for low frequency digital applications. Also, owing to dependency of the DC polarization, we can use the FPGA as a non-reciprocal device like an isolator. In this work, frequency of up to 800 MHz is achieved for different implementations. The work proposed here can be significant in going forward to have more adaptable and reconfigurable circuits which can work in RF and high frequency range. This work highlights a proof of concept.

### 6.4 RF wireless communication between FPGA boards

In this part of manuscript, we have detailed about the implementation of a complete RF wireless communication architecture, only using logic gates in FPGA. The entire signal except the use of antenna, processing from the baseband up to the RF stage for the transmitter, and the opposite for the receiver, is completely performed in the digital domain. The architecture is realized on the customized RF FPGA PCB already presented. A complete end-to-end communication architecture between two FPGAs, together with description of PCB, has been detailed in Fig. 6.11.

![Diagram of FPGA wireless communication system](image)

**Fig. 6.11:** Description of PCB for communication system, the programming scheme of the FPGA to generate bitstream, and an end-to-end wireless communication between two FPGAs.
The modulation technique is based upon off keying (OOK) modulation scheme that is implemented using circuit blocks consisting of signal generator or oscillator, switch (detailed description in next section). For the demodulation, a basic detector technique (envelope detection) is used which filters out the carrier wave (CW) signal and baseband signal is recovered at the receiver side. Furthermore, in the study we have highlighted the idea of using XOR gate phase detection to increase the CW frequency without the use of any external synchronization circuit.

Before concluding, in this manuscript we have also implemented a basic logic operation over wireless communication, in order to substantiate the utility of this approach for distributed logic and digital operations over wireless medium. A very practical application of such an implementation (distributed network) can be the development of a complete system-on-chip which houses a receiver and transmitter as well logic blocks for the further computation. Also, this can be useful in developing a complete RF system on digital platforms where computer and mobile devices can be connected with the RF peripherals and communicate and utilize the FPGA based RF devices like switches, isolators etc. for sending and processing the digital data.

6.4.1 Implementation of modulator and demodulator in FPGA

In this section, a detailed description is given about the implementation of different logic blocks in a FPGA, such that they work equivalent to transmitter and receiver circuit respectively. Like previously, the whole end-to-end RF transmission chain is realized on Xilinx SPARTAN-3A FPGA (90nm CMOS). This is a low end FPGA, which has clock frequency of 50 MHz. Before going into the implementation in FPGA, we have discussed in brief about OOK modulation and demodulation technique. Before we go in details about implementation in FPGA, a brief highlight on the fundamental of OOK modulation is given below.

A. Fundamentals of On-Off Keying (OOK) – classic techniques

Understanding the basics from [16], OOK is a variant of Amplitude Shift Keying (ASK). It is a type of digital modulation scheme which represents digital data as variation of the amplitude of the carrier wave (CW). This type of modulation scheme is more often used with digital communication. In OOK, if there is a binary 1 (or signal is high) at the baseband signal then CW is transmitted else at 0 (signal is low), CW is absent.
Classically, for an OOK modulation the simplest technique is based on a switch which uses the presence of a CW to indicate a binary 1 and its absence to indicate a binary 0 [16]. A simplest form of OOK modulator is described in Fig. 6.12.

From Fig. 6.12(a), it can be observed that in a simple OOK based transmitter requires a signal generator which generates CW signal of high frequency. The next block is a switch, which is controlled by baseband signal. When baseband signal is high it switches CW to high values else there is no signal at the output. Similarly, on the receiver side as depicted in Fig. 6.12(b), the simple idea is to implement a detector. Taking the reference from Fig. 6.12, we have programmed the FPGA such that the logic functionality of FPGA is analogous to that of an impulse generator and switch for the transmitter circuit; and on the receiver side a detector circuit - envelope detector. Before we go into analysis and implementation of modulator and demodulator circuits, we have given a little insight on the impact of IO buffers of FPGA that have on the incoming and outgoing signals from FPGAs.

As we have also discussed in previous part of this chapter that IO pin of FPGA consists of buffers, hence any incoming or outgoing signal (be it RF or digital) encounter a buffer in their path. The generated signal inside the FPGA also gets passes through IO; hence there is an added effect of buffer on the incoming or outgoing signals in FPGA. Understanding the effects from buffer to incoming signal we can refer to Fig. 6.2, where only an interconnect (with IO buffers) establishes connection between IO ports. We can observe from Fig. 6.2, that with only interconnect between IO ports and intrinsic IO buffers at the IO ports, the FPGA is able to transmit up to 800 MHz of frequency. Also, the results of buffer in time domain from Fig. 6.5, the rate of switching from 0 to peak voltage are determined by the frequency of operation. Therefore, along with the circuit elements that realizes RF modulator or demodulator circuit
there are also effects of IO buffers on the incoming and outgoing signals. Hence, the presence of IO buffers can be determining factor in achieving the maximum frequency range.

6.4.2 Transmitter circuit implementation in FPGA

This section presents and explains the proposed architecture for the transmitter (Tx) implemented digitally in the FPGA. A pictorial depiction of the entire modulator block implemented in FPGA has been described in Fig. 6.13. The components or logic blocks shown in Fig. 6.13 are used to implement an OOK modulation scheme in FPGA. The different OOK blocks in classical implementation and its FPGA counterpart have been described as follows:

1. **Impulse Generator**: An impulse generator is used to generate high frequency signal that generates CW wave. In FPGA, for the CW generation i.e. analogous of impulse generator, a ring oscillator circuit of 3 stage inverters and AND gate for enable is used. The three stage RO circuit generates a CW signal of around 245 MHz. The analogous modulator scheme implemented in FPGA is shown in Fig. 6.13.

2. **Switch**: The second block on the transmitter side is that of a switch. The switch is implemented in the transmitter FPGA using multiplexer circuit or MUX (see Fig. 6.13). The output of RO is fed to the one input of multiplexer (MUX) which works like a switch circuit. The control input of MUX is connected to the baseband signal.

![Figure 6.13: OOK modulator circuit implemented in FPGA using RO and MUX circuit. RO circuit is used in order to generate a CW signal of high frequency. MUX is used as a switch where baseband signal of low frequency is externally fed which controls the state of MUX output.](image-url)
A. Modulation of baseband signal in FPGA: working overview

The maximum frequency of operation for the RO circuit obtained has been around 245 MHz even though the routing length was minimum and number of stages of inverter used is only 3 shown in Fig. 6.13. The RO circuit has been placed in the FPGA manually. The baseband signal is a square wave of 500 kHz, generated from an external frequency generator. The baseband signal can also be generated internally from clock also or externally depending upon the type of application and frequency of operation. There is no restriction of the origin of the baseband signal. The control input (CN) of multiplexer (MUX) is connected to the baseband signal of 500 kHz (see Fig. 6.13). In previous part of this chapter we have used an AND gate in the switch configuration. Of course same implementation (AND gate) can also be used here. It does not change the functionality and result of the implementation. Furthermore, it depends upon the designer to choose between logic gates that can be implemented in order to suffice the implementation.

Referring from Fig. 6.13, that implements the OOK modulation scheme in FPGA, for the MUX, one of its input, (IP1), is connected to the output of RO (CW signal), and the second input of MUX (IP2) is connected to the ground state. Based on the state of baseband signal (high or low), the output of MUX works. If baseband is in high state, then CW signal from RO is the output of MUX and vice-versa.

B. Modulation of baseband signal in FPGA: Results

After the complete implementation of the modulation scheme, we evaluate how efficient are the modulation results. The results of the modulation are shown in Fig. 6.14. The results in Fig. 6.14 cover both the frequency domain as well as time domain aspects. For frequency domain, we have observed the results in spectrum analyzer or VNA and for time domain the results are obtained in oscilloscope. From Fig. 6.14 (b) we can observe that the peak to peak voltage is from 0 to 1.2 V for CW. Of course this shift is due to the fact that FPGA circuits are designed to operate from 0 to +Vpeak. They do not have any capability to operate on negative voltage level. The results from Fig. 6.14(a) highlight the frequency peaks of the baseband and well as CW signals.
The waveforms from Fig. 6.14, it can be clearly seen that CW of 245 MHz is modulated as per OOK modulation scheme, by baseband signal of 500 kHz. Hence, by programming FPGA with a RO and MUX circuit, we are able to modulate a very high frequency signal (VHF) with a low frequency baseband signal. The RO frequency limits the frequency of CW signal. Now we shift our focus on understanding and implementation of receiver circuit in FPGA.

6.4.3 Receiver circuit implementation in FPGA

In this section, the receiver (Rx) architecture is described, considering an OOK modulation scheme, which has CW frequency of about 245 MHz. The implementation of OOK demodulator is done by using envelope detection technique, i.e. use diode with a low pass filter to filter out the CW frequency.

For demodulation circuit, we can refer from Fig. 6.12(b). From Fig. 6.12(b), classically, the envelope detector is realized using diodes and a few other components and as a result it is a very low cost circuit block within an overall receiver [16][17]. The envelope detector is the combination of a half wave rectifier and low pass filter [18]. In this work, to implement a circuit analogous to an envelope detector, we have used series of buffers. Before the description of envelope detector implementation in FPGA
using logic gates (buffers), we first discuss the effects buffers when a RF high frequency signal is sent to them as an input.

A. Buffer as demodulator – theory and simulation

In our study, we have programmed a series of buffers that has been used for to perform demodulation. The idea of using buffers stems from the fact that buffer can act as an envelope detector. Because, buffer based on CMOS technology has limited switching speed - rise time and fall time. This is affected by its physical and electrical characteristics as well as its resistance and capacitance (RC) parasitic and load referenced also in Fig. 6.15(a). In terms of the capacitive load only, each buffer has to charge/discharge its capacitive load, and as the frequency of input signal goes higher, the capacitor does not get charged / discharged at same frequency.

As high input CW modulated by low frequency baseband signal is sent to buffer, due to the limited the switching speed of the buffers it is not able to charge discharge at high frequency (245 MHz) of CW input. Hence it follows only the low frequency baseband signal which is at 500 kHz. An equivalent approximate simulation using Ltspice® tool has been carried out. In this simulation, the frequency of the CW wave is around 1MHz and baseband signal around 500 kHz. The simulation uses an approximated buffer model (using CMOS technology). The output capacitive load of 10nF and parasitic load resistor of 100k has been used. The results in Fig. 6.15(b) shows that using number of buffers in series, equivalent envelope detection is achieved which can be used for demodulation. The simulation is done just to justify the utility of buffers for demodulator of OOK signal. From Fig. 6.15(b), it can be observe that envelope of the baseband square has been recovered and the high frequency CW signal is removed by series of buffers. Of course, the model and technology of buffers used in FPGA is not same as that we have used in simulation but the approach and theory is same. The number of buffers is determined by the frequency of CW signal that should be removed in order to recover the baseband signal. Increasing number of buffers in series increases the capacitive effects and hence a higher frequency signal or CW wave can be removed.

The frequency domain results (S21 response) obtained in VNA for different numbers of buffers is shown in Fig. 6.15(c). The measurement for frequency response is done at around 10 dBm of input power. It is clear from Fig. 6.15(c) that as the number of buffers in series increase the cut off frequency decreases and vice versa. The number of buffers can be adjusted as per the CW frequency.
Fig. 6.15: Buffers used for the OOK demodulation. (a) Series of buffers that can be depicted as envelope detector for demodulation of OOK signal. (b) Simulation results of implementing series of buffers as OOK demodulator in LTSpice®. (c) Frequency domain response by varying the number of buffers in series.

B. Envelope detection using buffers—practical implementation

Taking cue from the simulation results of Fig. 6.15 (b), we have implemented series of buffers in FPGA to test for their utility as envelope detector for demodulation of OOK signal. To test for the implementation of the series of buffers as an envelope detector in FPGAs, we have used a pulse width modulated (PWM) input signal with amplitude ranging from \(-V_{peak}\) to \(+V_{peak}\). In order to check for the equivalency of the buffers as envelope detection, we have used a \(-V_{peak}\) to \(+V_{peak}\) voltage signal (no DC offset).

The measurement is carried out by injection a modulated PWM signal of from the external RF generator. The modulated PWM signal is sent through series of buffers and the output is observed in the oscilloscope. The result is observed in Fig. 6.16. From Fig. 6.16 the response also confirms that buffers can act like an envelope detector to demodulate OOK signal. The theoretical analysis has already been discussed pertaining to the reasons why buffers can be an optimum choice for the demodulation of OOK signal. Of course there can be enhancement and improvement in future with regards to the implementation of demodulator circuit, but in this study as per our applications and requirement we found buffers as optimum choice for the demodulator circuit. As a summary of simulation and measurement test
results, buffers in the FPGA performs half wave rectification (like diode) as well as low pass filter action. This has been implemented in this study for the purpose of demodulation of OOK signal.

![Measurement results - buffers as demodulator with PWM modulated input. The response is observed using oscilloscope.](image)

After basic simulation, implementation and comprehension of the working of modulator and demodulator circuits in FPGAs, the next task is to establish a wireless communication between the two FPGAs. In the next subsection, we have given a detailed description of the wireless communication between the FPGAs using a customized half wave dipole antenna.

### 6.4.4 Antenna for wireless communication

To establish a wireless communication between two FPGAs, we have developed a customized half wave dipole antenna of copper wire that operates in the frequency band between 240 to 270 MHz.

Half-wave dipole is the most basic and popular antenna. A dipole antenna can be of any length, but it most commonly is just under 1/2 wavelength long [11]. A dipole with this length, known as a resonant or half wave dipole, has (at the resonance frequency) an input impedance that is purely resistive and is approximately equal to 73Ω, which provides a good match to commercially available 50Ω coaxial cables as well as commercial transmitters and receivers [19]. A typical structure of a half wave dipole antenna is shown in Fig. 6.17(a).
Fig. 6.17: Description of the customized dipole antenna used. (a) Structure of the half wave dipole antenna. (b) Frequency response (S11) and phase response of the antenna.

The S-parameters response (frequency domain response) and phase response of the two customized antenna (one made for the emitter, the other one for the receiver) is shown in the Fig. 6.17(b). From the S11 response of the two antennas it can be clearly inferred that the resonant frequency of the antenna is around 250 MHz with a narrow bandwidth ranging from 240 MHz to 260 MHz.

**6.4.5 FPGA Communication results**

To implement a complete wireless communication between transmitter and receiver FPGAs, we have used an in-house developed dipole antenna that has been discussed in the previous sub-section. The measurement (wireless communication experiment) has been carried out in real environment, not in anechoic chamber.

The complete experimental setup used in the wireless communication is shown in the Fig. 6.18. The pictorial depiction in Fig. 6.18(a) gives a basic block diagram of the communication between transmitter and receiver FPGAs using the in-house developed dipole antenna.
Fig. 6.18: Measurement setups. (a) Measurement setup used in transmission of wireless data between two FPGAs using customized dipole antenna. After the antenna on the Rx side, we have the option to use PA. (b) Actual measurement setup used in experimentation in real environment. (Inset) the half wave dipole antenna developed in-house for bandwidth of around 240 MHz.

The distance covered for the communication is around 6 meters. From Fig. 6.18(b), we can observe the real measurement picture for the communication between the transmitter and receiver. The output signal is observed using oscilloscope and spectrum analyzer. During the measurement steps prescribed in Fig. 6.18, the use of pre-amplifier (PA) after antenna is optional (receiver part). The PA affects the range of communication that can be covered. With PA we have achieved a larger distance of communication than that without PA. On the receiver side there is also use of bias tee in order to give proper DC bias to the buffers of the demodulator circuit.

The results of the communication are shown in Fig. 6.19, shows the baseband (transmitted) and demodulated signal (received) after the wireless transmission using PA on the receiver side.
The baseband signal as also discussed in the above sections is around 500 kHz and CW signal is around 245 MHz. The modulated signal is sent through wireless communication and demodulated using the series of buffers (envelop detection) on the receiver side. The results in time domain as well as its frequency domain after communication between the Tx and Rx part is shown in Fig. 6.19. The results from Fig. 6.19 have been observed in oscilloscope (for time domain- Fig. 6.19(a)) and spectrum analyzer (for frequency domain- Fig. 6.19(a)). From Fig. 6.19(a), the received or demodulated signal has few glitches on the edges of the signal. This stems from the fact that there can be effects of environmental noise as all the measurement is carried out in real environment.
From waveform of Fig. 6.19, it is clear that the demodulator circuit implemented in FPGA using chain of buffers in series is able to detect the baseband signal by filtering out the CW signal communication range established is around 6 meters between Rx and Tx FPGA. The noise in the receiver side (from Fig. 6.19(b)) can be corrected by using a Schmitt trigger circuit [20]. This circuit or its analogous has to be implemented digitally in FPGA. Although this has not been implemented in this study but it is part of future work.

The results in Fig. 6.19 justify that FPGAs can be effectively used in deploying the RF wireless communication by programming the FPGA with the required logic blocks. The work done in this study does not require any external synchronization clock or any external ASIC to assist in deploying the RF wireless communication. Hence this is an effective way to establish basic RF communication between digital circuits without use of external circuit elements. In future work it is clear that more complex architecture could be implemented with more robust modulation scheme using FPGAs (all digital circuit). The effort made here has been mainly to implement a proof-of-concept

6.4.6 An applications of wireless communication in distributed network

The efficient implementation of wireless communication can be very instrumental in implementing different logic operations which involves various FPGAs. Hence this strategy can be effectively utilized in the areas of short communication viz. internet of things (IoT) applications etc. Secondly, increase in the digitization of the communication systems, implementing an all FPGA wireless communication can be very suitable solution. FPGA do provide the ease of re-programmability therefore this adds an advantage to create a prototype of the design for purpose of verification and accurate results.

An application of this digitizing the wireless communication scheme on the FPGA is to distribute a logic operation. This is equivalent to divide a large logic or mathematical operation into several FPGAs also depicted in Fig. 6.20. From Fig. 6.20, we can see a graphical illustration of distributing a large task ‘T’ into sets of smaller tasks ‘T1’, ‘T2’ so on. The smaller sets of tasks are distributed to every FPGA devices which they perform in order to complete the original complex task ‘T’. The distributed approach can be used in IoT applications, cryptographic systems etc. [21]. The distributed operation is more cost-efficient to obtain the desired level of performance by using a cluster of several low-end devices, in comparison with a single high-end FPGA. A distributed system can provide more reliability than a non-distributed system, as there is no single point of failure [15]. In this order to demonstrate the effectiveness of this
implementation to perform distributed logical applications, we have performed a basic digital operation of addition of two signals. The procedure of this part of implementation is detailed in the section below.

Fig. 6.20: Distribution of small sets of a big task to different FPGA devices. Each device contributes its time and resource to collectively complete the task.

**A. Logic operation in wireless transmission**

This section gives detail an example about the implementations of a logic operation using wireless communication between two FPGAs. As a proof-of-concept of implementing a distributed logic operation we have used an adder circuit. This type of operation can be deployed in applications where RF communication as well as logical operation is needed to be performed. For one example, we can use it in communicating the EM signatures; divide any security mechanism in distributed chain rather than on one single device in order to avoid the various types of attacks like modeling attack etc. Also such type of applications can be used in scenario such as industrial and medical IoT etc. The concept shown in this study is a basic one but in future aspects better and more complicated tasks can be implemented using similar approach.
B. Half Adder implementation

Fig. 6.21: An example of distributed task over two FPGAs. (a) A half adder implementation implemented on two FPGAs. Signal ‘A’ on transmitter FPGA is added with signal ‘B’ on the receiver FPGA. (b) Waveform of the input ‘A’ and ‘B’ and their sum and carry is shown.

As basic implementation to justify the distributed setup using FPGA based RF communication, we have implemented a basic half adder circuit. The signal from transmitter (Tx) side is added to one of the signal on the receiver (Rx) side.

The adder circuit is implemented at the receiver FPGA, wherein the signals - one from the Tx FPGA is sent over wireless communication is added to another signal on Rx FPGA. Fig. 6.21(a) shows the schematic and measurements used to perform the addition of two signals. One signal ‘A’ is transmitted from the Tx side through the implemented modulation scheme as described in the above sections.
(modulator/demodulator implantation). The second signal ‘B’ is externally fed to the receiver FPGA. The receiver (demodulation part) FPGA is programmed with a half adder (HA) circuit.

On the Rx side, the base signal ‘A’ is demodulated, and it is fed to one input of the half adder (HA) circuit as also depicted in Fig. 6.21(a). The other input to HA is ‘B’ which is fed directly to Rx FPGA. The final output from the HA circuit on the receiver FPGA is sum (S) and carry (C) of the inputs ‘A’ and ‘B’. The results of addition of two signals, is shown in Fig 6.21(b). It is clear from Fig. 6.21(b) that signals ‘A’ and ‘B’ are efficiently added and final sum and carry are obtained. This shows that with the implementation of a wireless digital communication, it is possible to implement various logical and mathematical operations distributed over several FPGA devices.

The carrier frequency is low in our case and we have focused on improving the carrier frequency by various means such as using mixer (XOR gate – phase detector) etc. which could double the carrier frequency.

6.4.7 Increasing the carrier frequency in FPGA

After the successful implementation of OOK modulation using RO circuits in the FPGA, we have made an attempt to mitigate the bottleneck of having a low CW frequency due to limitations of the FPGA.

To have a higher CW frequency we have implemented an XOR gate with the ring oscillator (RO). An XOR gate works like a phase detector mixer circuit. It detects the phase difference between the two inputs and gives the output which is the difference of the two input phases as shown in the Fig. 6.22(a). We have used the property of XOR gate to produce a phase detection based output. This can be used for the purpose of frequency doubler.

For the implementation, the output of RO (used as a RF generator) is divided into two parts:

(a) One output is directly fed to the input ‘A’ of the XOR gate,

(b) Other output from the RO circuit is passed through two buffers, which give it a 90 degree phase shift by adding delay to the output.

Then it is fed to input ‘B’ of the XOR gate. The whole scheme is described clearly in Fig. 6.22(b). Using the scheme described in Fig. 6.22 on same RO circuit (as discussed in OOK implementation of FPGA earlier in this chapter - section 6.4.1), we are able to double the CW frequency. The RO frequency in the
earlier modulator circuit implemented in above section 6.4.1 is around 245 MHz. The output of RO is divided into two parts (see Fig. 6.22(b)), out of which one is given to one input XOR gate and the other part of the divided RO output is sent through two buffers. The number of buffers used is arbitrary. It depends upon how many buffers are needed to generate the required phase shift. In order to have a correct and required phase shift of 90 degrees, we have implemented buffers that give required phase shift. However, if this phase shift of 90 degrees is not achieved, then the output frequency cannot be twice or what we expect. Hence, we have carefully programmed, and placed buffers that give the required 90 degrees phase shift between the two inputs ‘A’ and ‘B’ (see Fig. 6.22(b)).

![Figure 6.22](image.png)

Fig. 6.22: Description of increasing CW frequency by using XOR gate. (a) General description of XOR gate and its input-output waveform. (b) Scheme incorporated to enhance the CW frequency of modulator on FPGA.

The results of the response are given in Fig. 6.23. From Fig. 6.23(a), it can be observed that the output through the use of XOR gate is almost doubled (245*2 = 490 MHz) for same RO which is used in implementation of signal generator (section 6.4.1). If phase shift between ‘A’ and ‘B’ is 0 degrees, the output frequency does not change, same is the case if the phase difference between ‘A” and ‘B’ to 180 degrees. Also evident from Fig. 6.23(b), the power level for both (RO and RO+ π/2) is same; however, this can vary based on the phase shift also because change in phase other than 90 degrees gives an uneven duty cycle.

Hence, by using only one RO, few buffers and an XOR gate we are able generate a higher CW frequency. This would of course reduce the length of dipole antenna in order to implement a wireless communication between the FPGAs.
6.4.8 Inference from FPGA based RF wireless communication

In this study we have shown that how FPGAs can be utilized to implement digital communication. By utilizing the re-programmability feature of FPGA we are able to equip FPGA with circuits used in RF, DSP and communication applications. Throughout the study we have not used any external clock generation feature or any circuit element to aid in our application implementation. The transmitter Tx chain implements OOK modulator using simple RO circuit. On the receiver side Rx, we have implemented a chain of buffers in order to detect the envelope of the original baseband signal. Using a customized dipole antenna tuned to work at the given modulator frequency, it has been made possible to implement a communication channel between different FPGA boards. Furthermore the implementation of logic application (adder in this study) using distributed paradigm also makes it a useful application going
forward.

Also the use of XOR based phase shifting has mitigated the problem related to the low carrier frequency. From the detailed and careful implementation we have been able to achieve double the carrier frequency using same RO that we have used in earlier part of OOK implementation in this chapter.

Furthermore, as also discussed in the beginning of this chapter that the main aim of this implementation has been to show if there is possibility of implementing a RF configuration and communication between FPGAs in order to implement an authentication scheme that can distributed over wireless configuration. This type of configuration can be effective with the aid of RF circuits, switch, mixers etc.

### 6.5 Conclusion

This chapter highlights the fact that even FPGAs –used mostly for digital operation on low frequency range - can be effectively used as RF devices for different RF and wireless applications. The idea of this implementation is to bridge the gap between the RF and digital side of electronics. With the rise of mixed mode devices in various applications like health and home scale IoT, it is utter important that the implemented devices and circuits have processing capabilities to tackle problems of various domains.

The first part of this chapter has been dedicated to the implementation of RF devices in a FPGA – low end with limited clock frequency of 50 MHz. Same FPGA has been used to implement multiple RF devices such as isolator, transmitter and switches. Also the working frequency of all these RF implementation has been up to 800 MHz. All the implementations have been asynchronous and do not need any external circuit to aid in the implementation.

The second part of this chapter has efficiently implemented a RF wireless communication between FPGAs. This has been achieved by programming FPGA such that they can be used to implement an OOK based modulation on Tx side and an envelope detection at Rx side. Furthermore, the XOR based phase shifter has been used which increases the carrier frequency of the modulator. Also we have been able to implement a distributed logic system using different FPGAs to distribute a big task through wireless communication among various FPGAs in the network.

Of course the results and performance can be enhanced and made more efficient but this work shows a proof-of-concept to utilize a FPGA for applications other than digital operations. Secondly the
implementation of FPGAs as RF switch is a stepping stone towards using FPGA as RF devices. This will be highly useful because of re-programmability feature of FPGAs. ASIC or MMIC based device suffer from higher NRE and once they fail to meet certain application specifies they cannot be re-configured according to the need of applications. With FPGA it is possible to put in multiple RF devices on same board as per the requirement and also change the characteristics of the logic implementation on fly.
6.6 Overall Conclusion

In this study our main focus has been to implement a non-invasive, lightweight authentication scheme that uses RF and EM techniques. These techniques can be effective against various commonly used counterfeiting mechanisms like recycling, overproduction, remarking and cloning. We have performed a comparative analysis with the other authentication schemes mainly with the highly used PUF. The main highlight of our work has been towards the implementation of a technique that does not involve lot of chip area, is easy to implement and does not have danger of destroying the chip / IC.

We have shown in this work that two different schemes related to the utilization of RF and EM techniques that can be used for the purpose of authentication of IC. Both the techniques have been such that they effectively exploit the underlying manufacturing based process variation effects to generate signatures of the ICs. In chapter 3, from EM radiated scheme, using a single ring oscillator (RO) marker, we have been successfully able to generate EM signatures for Xilinx FPGAs of two different technologies – 28nm and 90nm. FPGAs of same family, series and age have been used in measurement. Also, REMT based approach has been efficiently implemented to authenticate microcontrollers of STM32 family. In microcontrollers we have utilized only its internal peripheral circuit (RESET circuit in our case) no marker have been involved with microcontrollers case. The EM responses from FPGAs and microcontrollers by implementing REMT based techniques have been treated with the post-processing techniques. In the REMT based authentication approach, we have adopted majorly the cosine similarity approach. The overall statistical distribution has been generated that gives the rate of error probability between false positive and false negative. The error probability have been low to which have been able to distinguish FPGAs and microcontrollers of same family, series etc. Of course going forwards more enhanced techniques can be implemented but the current study validates the fact that it is very much possible to authenticate an IC without using expensive external implementations in the IC. Also with REMT, there is no need to perform any kind of changes to the PCB design etc.

Extension of the REMT approach has been done in chapter 4, where we have detailed about the effects of aging or thermal stress on the reliability of REMT based authentication scheme. In chapter 4, a detailed analysis and experimentation have been carried out using thermal stress of FPGA of 28nm technology. Also, the use of intra-die variability has been proposed that exploits the unique pattern of each FPGA to generate fingerprints. Based on the results we have focused to use different and alternate post-processing schemes that can keep the fingerprints of FPGA valid throughout its lifetime.
In chapter 5, we have shifted our focus to use guided wave approach or GEMT. In the GEMT based approach also, we have used FPGA from Xilinx but in this part of study we have developed a customized 4 layer RF-PCB. The RF wave is sent through the guided transmission line and it traverses through the FPGA or device under test. The idea here has been to exploit the process variation effects of FPGA by just implementing the interconnect between the input and output ports that guides the external RF signal from input to output ports. The results (S21 response) have shown that there is considerable difference among the response of S21 from FPGAs even if they are of same family, series etc. The post-processing techniques in this chapter adopt two schemes, one that uses cosine similarity and another that is based on the binary technique. The error probability and Hamming distance have been metrics that statistically justify the differentiation in the response from each FPGA. In the end of this chapter, we have shown how the PCB systematic errors and aging effects can be mitigated using two routes (multi route approaches).

To sum up we have been efficiently able to exploit the process variation effects of FPGAs and microcontrollers using REMT and GEMT based schemes respectively. This process variation exploitation has been effectively applied for the purpose of generating signatures for authentication of the devices. The post-processing tools like cosine similarity, Hamming distance analysis have been effectively applied that highlights the differentiation among the response from the different devices of same family, series, age etc. Also, we have given consideration to the fact that with the aging of the device, its electrical and physical mechanisms vary. Hence, aging related studies and techniques been adopted which could mitigate the aging effects on EM based authentication approaches.

As part of future work, we will focus on making the post-processing available on-chip. Also, along with the authentication, these schemes will used for other hardware security issues like Trojan detection, EM based Side channel analysis etc. Also, different other devices like analog ASIC circuit can be brought under such kind of EM measurement scheme to determine if the proposed method is efficient enough to generate signatures from the ASIC devices also.

The last chapter, chapter 6 has been an added chapter which gives proof-of-concept to use FPGAs as RF devise for RF applications. The idea in this chapter has been to facilitate the use of RF signal with the digital operations. As the boundary between RF and digital systems is getting thinner it is inevitable to introduce the concept that can interface both. In chapter 6, we have been able to realize RF basic devices like isolator, switches and power splitter. Also the later part of the chapter focused on the implementation of basic RF wireless communication using OOK based modulation scheme. The communication setup facilities the development of distributed systems that can be used in several industrial and low power applications.
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