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Abstract

Deep neural networks have shown dramatic improvements in a lot of supervised classification tasks. Such models are usually trained with the objective to ultimately minimize the top-1 error rate. Although this approach is very powerful, it averages out the uncertainty of individual samples and does not capture if on a given data point this prediction is reliable or not and why.

In real-world scenarios, it can actually be impossible – even for an oracle – to determine the exact label of a given data item because it does not, by itself, contain sufficient evidence to decide between several similar classes. Unlike multi-task classification where each data sample is associated with several labels, here, each item corresponds to exactly one label but this latter is uncertain. For instance, an image of a plant leaf might not be enough to distinguish between several possible species sharing the same leaf morphology. In fine-grained classification problems, most data samples intrinsically contain a certain amount of such label ambiguity even if they are associated with a single hard label. Furthermore, the model itself introduces additional uncertainty in the prediction because it is learned using a finite training dataset. This uncertainty is expected to be progressively reduced by increasing the training set size contrary to the intrinsic ambiguity of the data items which is theoretically irreducible.

The goal of this PhD is to study these two types of uncertainties in a decision-theoretic framework. To do so, we propose to move away from the classic top-1 prediction error rate which solely requires to estimate the most probable class. Instead, we pick decision frameworks that force the model to learn more structure about the existing uncertainty. In particular, we focus on two frameworks: (i) adding the opportunity for the classifier to refuse to answer, usually referred to as classification with reject option, and (ii) allowing the classifier to output a set of possible labels rather than a single one, which is known as set-valued classification.

We first study how uncertainty information can be exploited to tackle classification with reject option. In this framework, the predictor is a pair containing a classifier and a rejector. By fixing the classifier and focusing on the rejector, we can study how uncertainty information about the classifier can be leveraged to hopefully build a better rejection criterion. Unfortunately, we empirically show that it is difficult to separate both forms of uncertainty and recombine them properly. Based on this observation, we then focus on the first form of uncertainty, task ambiguity, and study natural frameworks to handle it: set-valued classification. There are several ways to predict sets. The most naive approach is to predict the $K$ most probable classes. However, this assumes that all the samples have the same level of ambiguity which is known to be wrong in most cases. Instead, we propose to use average-$K$: the predictor can output sets of different sizes but on average their size must be equal to $K$. We then generalize to other adaptive set-valued classification approaches and propose a framework unifying most of them. In particular, we show several ways to construct such classifiers depending on the constraints on the error rate and on the set size and study their relative advantages and weaknesses.
Résumé en français

Les réseaux neuronaux profonds ont permis des améliorations spectaculaires dans de nombreuses tâches de classification supervisées. Ces modèles sont généralement entrainés avec pour objectif final de minimiser le taux d’erreur en top 1. Bien que cette approche soit très puissante, elle moyenne l’incertitude des échantillons individuels et ne permet pas de savoir si, sur un point de données donné, cette prévision est fiable ou non et pourquoi.

Dans des cas réels, il peut être impossible (même pour un oracle) de déterminer l’étiquette exacte d’un échantillon donné car il ne contient pas, en soi, de preuves suffisantes pour trancher entre plusieurs classes similaires. Contrairement à la classification multitâche où chaque échantillon de données est associé à plusieurs étiquettes, ici, chaque donnée correspond exactement à une classe, mais cette dernière est incertaine. Par exemple, une image d’une feuille de plante peut ne pas suffire à distinguer plusieurs espèces possibles partageant la même morphologie de feuille. Dans les problèmes de classification à grain fin, la plupart des échantillons de données contiennent intrinsèquement un certain niveau de cette ambiguïté sur l’étiquette, même s’ils sont associés à une seule vraie étiquette. En outre, le modèle lui-même introduit une incertitude supplémentaire dans ses prédicitions car il est entraîné à l’aide d’un jeu de données d’apprentissage fini. Cette incertitude devrait être progressivement réduite en augmentant la taille de cette ensemble d’apprentissage, contrairement à l’ambiguïté intrinsèque des données qui est théoriquement irréductible.

L’objectif de ce doctorat est d’étudier ces deux types d’incertitudes dans le cadre de la théorie de la décision. Pour ce faire, nous proposons de mettre de côté le taux d’erreur de prédiction en top 1 classique qui ne nécessite que l’estimation de la classe la plus probable. Nous proposons plutôt de nous intéresser à des cadres décisionnels qui forcent le modèle à mieux apprendre la structure de l’incertitude existante. En particulier, nous nous concentrerons sur deux cadres : (i) ajouter la possibilité pour le classifieur de refuser de répondre, généralement appelé classification avec option de rejet, et (ii) en autorisant au classifieur de produire un ensemble d’étiquettes possibles plutôt qu’une seule, ce qui est connu sous le nom de prédiction d’ensembles.

Nous étudions d’abord comment l’information d’incertitude peut être exploitée pour traiter la classification avec option de rejet. Dans cette configuration, le prédicteur est une paire comprenant un classifieur et un rejeteur. En fixant le classifieur et en étudiant le rejeteur, nous pouvons étudier comment l’information d’incertitude concernant le classifieur peut être exploitée pour éventuellement construire un meilleur critère de rejet. Malheureusement, nous montrons empiriquement qu’il est difficile de séparer les deux formes d’incertitude et de les recombiner correctement. Sur la base de cette observation, nous nous concentrerons ensuite sur la première forme d’incertitude, l’ambiguïté de la tâche, et étudions un cadre naturel pour la gérer : la prédiction d’ensemble. Il existe plusieurs façons de prédire des ensembles. L’approche la plus naïve consiste à prédire les K classes les plus probables. Toutefois, cela suppose que tous les échantillons présentent le même niveau d’ambiguïté, ce qui est connu pour être faux dans
la plupart des cas. Nous proposons plutôt d’utiliser une approche moyenne-$K$: le prédicteur peut produire des ensembles de taille différente, mais en moyenne leur taille doit être égale à $K$. Nous généralisons ensuite à d’autres approches adaptatives de prédiction d’ensembles et proposons un cadre unifiant la plupart d’entre elles. En particulier, nous montrons plusieurs façons de construire de tels classifières en fonction des contraintes sur le taux d’erreur et sur la taille de l’ensemble et étudions leurs avantages et faiblesses relatifs.
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Notation

:= Equal by definition
1_P Indicator function, equals to 1 if proposition P is true and 0 otherwise
\mathbb{N} Set of natural numbers
\mathbb{R} Set of real numbers
(x)^+ = \max(x, 0), the positive part of scalar x
\|\mathbf{x}\|_1 = \sum_i |x_i|, the \ell_1\text{-norm of vector } \mathbf{x}
\|\mathbf{x}\|_2 = \sqrt{\sum_i x_i^2}, the \ell_2\text{-norm of vector } \mathbf{x}
|A| Cardinality of set A
\mathcal{P}(A) Power set (set of all subsets) of A
A \times B Cartesian product of sets A and B
A \triangle B = (A \setminus B) \cup (B \setminus A), symmetric difference of sets A and B
\mathcal{X} Input/instance set
\mathcal{Y} Output/label set
\mathcal{X}^{\mathcal{Y}} Set of functions mapping \mathcal{X} to \mathcal{Y}
\mathcal{f}[A] Image of set A under function \mathcal{f}
\mathcal{f}^{-1}[A] Preimage (or inverse image) of set A under function \mathcal{f}
\mathcal{f}^{-1} (Generalized) inverse of function \mathcal{f}
\triangle_C Probability simplex of dimension C
\mathbb{P} Probability of a random variable
\mathbb{E} Expectation of a random variable

Scalars are denoted with lowercase letters (e.g. x) while vectors are written in bold case (e.g. x). The ith element of a vector x is denoted x_i. Uppercase is used to denote random variable, e.g. X, while bold uppercase is used for random vectors, e.g. X. The probability of a random variable X is denoted \mathbb{P}_X, the subscript can be dropped if there is no ambiguity on which random variable is concerned and the previous probability is then denoted \mathbb{P}. The expected value of a function f of a random variable X is denoted \mathbb{E}_X[f(X)]. Here again, the subscript might be dropped if the context is explicit. Finally, throughout this manuscript, we will use the following generalized inverse of a right-continuous non-increasing function f denoted f^{-1} defined as

f^{-1}(t) := \inf \{ x \in \mathbb{R} : f(x) \leq t \}.

This notation must not be confused with the preimage of a set A under f denoted f^{-1}[A].
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Artificial neural networks, predictive models inspired by biological neural systems, have been studied since the first half of the 20th century. One of the highlights of this period was the discovery of the perceptron algorithm by Rosenblatt (1957). Despite these first successes, they faced criticism due to major theoretical limitations of the proposed methods which were thought by many at the time to be insuperable. Among those critiques, one of the most prominent and influential was the one by Minsky and Papert (1969). Eventually, these methods were superseded by symbolic approaches like expert systems during the second half of the 20th century (Cardon et al., 2018, see Figure 1.1). Although progress was made at the end of the century, it is only in 2012 with AlexNet winning ImageNet visual classification challenge (Krizhevsky et al., 2012) that neural networks came back to the forefront. Nowadays usually referred to under the name of deep learning (LeCun et al., 2015), these approaches predominate the wider field of machine learning (Jordan and Mitchell, 2015) to which they belong. They have even taken their revenge on symbolic methods by “stealing” their terminology: the use of the term artificial intelligence in a broad audience these days usually refers to the successes of deep learning methods.

Their success is largely due to the approach taken by machine learning, i.e. learning to perform a task by generalizing from a set of examples. Learning is formalized in a very pragmatic way: the machine does not need to understand what is relevant for this task but is required to perform correct predictions as often as possible. Some simple models in machine learning are interpretable and allow to explain how they made their predictions. However, deep
learning models, by combining numerous layers of neurons more or less connected with each other, are much harder to interpret. By trading explicability for predictive power, these models have been shown to be very effective for tackling tasks which were out of reach before. For these reasons, their usage spreads to an ever-increasing range of fields.

Nowadays, deep learning models are used in medicine where they are helpful for medical diagnosis (Kononenko, 2001) and medical image analysis (Greenspan et al., 2016; Shen et al., 2017). They are also employed in chemistry for drug design, material property prediction, protein structure prediction, and numerous other use cases (Goh et al., 2017; Mater and Coote, 2019). In physics, among others, they enable the discovery of new particles in high-energy particle colliders (Baldi et al., 2014). In geophysics, they permit the exploitation of increasingly large datasets and they accelerate simulations useful to study Earth geoscience (Bergen et al., 2019). In Earth system science, they are being integrated and coupled with physical modeling to gain further understanding of these complex systems (Reichstein et al., 2019; de Bezenac et al., 2019). In computational biology, they allow to analyze vast volumes of cell images and to extract knowledge from complex data in regulatory genomics (Angermueller et al., 2016). In ecology, they are useful to estimate biodiversity from a wide array of sources which is interesting for scientific purposes but also helps for decision-making in managing and conserving natural resources (Christin et al., 2019).

This list seems dizzyingly endless... It highlights the wide variety of usages of machine learning ranging from data collection and annotation to scientific knowledge extraction by way of modeling complex systems and computer-assisted decision-making. Several of these usages can be found in the project within which this PhD took place, the Pl@ntNet project, which we present next.

1.1 Illustrative use case: Pl@ntNet project, citizen science for biodiversity monitoring

This PhD has been carried out within the Pl@ntNet project which we describe here. The contributions of this thesis are not specific to this project and have broader applications. This project serves as a motivating use case and illustrates which were the main questions related to
1.1. Illustrative use case: Pl@ntNet project, citizen science for biodiversity monitoring

1.1.1 General presentation

The goal of the Pl@ntNet project\(^1\) is to monitor the biodiversity (Joly et al., 2016). Its general pipeline is shown in Figure 1.2. We briefly describe its three main components.

**Pl@ntNet app** The main component is a plant recognition application for smartphones which is freely available for download. It allows anyone to take a picture of a plant and to send it to a server for recognition. This recognition is performed by a neural network (Affouard et al., 2017). The user then gets in return a list of candidate species each of them associated with a confidence score and an adapted illustrative picture to help the user make his decision. The user can then validate a species and share his observation if he desires to. Users of the app have a wide variety of profiles. It is used as an educational tool but it also finds a practical utility for professionals as it can help decision-making. For instance, some farmers use it to identify a plant in their field unknown to them. They can then take a more informed decision on how to deal with it – e.g. leave it, remove it, apply a treatment, etc.

**Crowdsourcing platform** The second component is a human-in-the-loop module. It aims at improving the collected annotations gathered from the queries sent by the users. This dataset is (i) used to enhance the model by re-training it on a bigger and more complete dataset, and, (ii) it is made available for the needs of stakeholders such as researchers and natural reserve managers. Because of the huge volume of data (over two million observations were shared in 2019\(^2\)), this annotation can not be done solely by expert botanists. At first, the data is filtered and only images for which the model is uncertain goes through the human annotation process, the rest is automatically annotated by the model. Even after this step, the volume of data selected for manual annotation remains too large. To overcome this issue, a crowdsourcing platform

\(^1\)https://plantnet.org/en/
\(^2\)https://identify.plantnet.org/stats
called *ThePlantGame*\(^3\) allows users with all levels of expertise to participate in the annotation effort through a serious game (Servajean et al., 2016). Once sufficiently many votes are gathered for an observation and a consensus emerges on the species name, the annotation is considered to be trust-worthy and enriches the global database.

**Data sharing** Finally, the last component is the sharing of the collected database. Because of its volume and its richness, this data is valuable for a lot of different stakeholders and partners. For instance, researchers in botany and ecology are interested in modeling and monitoring the species distribution through time (Botella et al., 2018). To do so, they typically want to query the dataset in order, for instance, to retrieve all the observations of species from a given list. Other stakeholders, such as natural reserve managers use this data as an aid for decision-making in conservation policy via species inventory (Bonnet et al., 2020). Finally, part of this data is shared via the Global Biodiversity Information Facility (GBIF)\(^4\). This international network aims at providing open access to time and localization data of observed species from all forms of life all around the world. This data is available for researchers and policymakers. Pushing data to GBIF requires to meet their standards, in particular, only the most confident annotations must be sent.

### 1.1.2 Forms of uncertainty in the different components

We now dive into the different components. We highlight the natural questions related to uncertainty that emerges in those blocks and list some related approaches which allow to handle them.

**Plant recognition model**

Q1.1: How to predict the list of candidate species for a given query which would help the user to make his final decision?  
 ➡️ *Set-valued classification* provides principled ways to predict sets instead of a single species depending on the wished properties of the produced sets.

Q1.2: Could we provide additional feedback to the user to help him reduce the list?  
 ➡️ *Knowledge extraction* could be used to learn the visual confusions between the proposed species from which it would be possible to determine what is the most discriminating organ – for the given list of species – that a user should send a photo of.

Q1.3: Should an answer always be returned?  
 ➡️ *Classification with reject option* could be used to refuse to answer if the model is likely to commit an error;  
 ➡️ *Out-of-distribution detection* could permit to reject irrelevant queries (e.g. do not contain plants, too noisy, etc.) and those different from the training data which would corrupt the quality of the database;  
 ➡️ *Open set classification* could allow treating separately queries containing plants representing species not (yet) recognized by the model, these observations could be useful to increase the list of species covered by the model.

**Human re-annotation**

\(^3\)http://theplantgame.com  
\(^4\)https://www.gbif.org/what-is-gbif
1.2 Predictive uncertainty in classification

We have illustrated in the previous section the importance of properly handling uncertainty in practical scenarios. We now more concretely and formally present what are the different forms of uncertainty occurring in classification and how to deal with it.

1.2.1 Multi-class classification framework

In multi-class classification setting (Shalev-Shwartz and Ben-David, 2014), we are given data samples \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) called the training data where each pair \((x_i, y_i)\) is composed of an input \(x\) and a label \(y\). Typically, in our case, \(x\) is a picture of a plant while \(y\) is the species.
name. The pairs \((x_i, y_i)\) are supposed to be independently sampled from a probability measure \(P_{X,Y}\).

The aim of classification is to learn a classifier – a function taking new inputs \(x\) and outputting labels \(y\) – which generalizes well on unseen data. This is formalized by measuring the expected error rate:

\[
R(h) := \mathbb{E}_{X,Y} \left[ 1_{Y \neq h(X)} \right] = P_{X,Y} \left[ Y \neq h(X) \right].
\]

This quantity is referred to as a risk and captures how often we are likely to make a wrong prediction in the future. It can be minimized for every input \(x\), in which case the resulting optimal classifier predicts the most probable class for every \(x\):

\[
h^*(x) := \arg \max_k P_{X,Y} \left[ Y = k \mid X = x \right].
\]

This probability is the conditional distribution of labels \(Y\) given an input \(x\) denoted \(\eta(x)\),

\[
\eta_k(x) := P_{X,Y} \left[ Y = k \mid X = x \right].
\]

In practice this conditional probability \(\eta(x)\) is unknown. Instead, we have to use the training data to build an estimator \(\hat{h}\) of the optimal predictor \(h^*\).

In its formulation, the classification problem does not explicitly refer to uncertainty but rather formalizes the idea of learning a function which makes good predictions on average. It thus only refers to a risk which is an expected error rate on new unseen samples: the uncertainty is only seen as an averaged quantity. On the contrary, in our case, we are interested in predictive uncertainty (Hüllermeier and Waegeman, 2019): we want to estimate the uncertainty of our prediction \(\hat{h}(x)\) for every given input \(x\) and not solely on average. This requires redefining the task we want to solve.

### 1.2.2 Different types of uncertainties in classification

In general, uncertainty is categorized into two forms (Der Kiureghian and Ditlevsen, 2009):

- **aleatoric uncertainty**: uncertainty arising from the intrinsic randomness of the underlying process, it is considered to be irreducible;
- **epistemic uncertainty**: uncertainty caused by a lack of knowledge, it is considered to be reducible given additional information.

As noted by Der Kiureghian and Ditlevsen (2009), this distinction without context is quite arbitrary. It is the context which determines which part of the uncertainty can be reduced and which one can not. In the supervised classification setting, we can reformulate these as respectively:

- **task ambiguity**: uncertainty intrinsic to the task due to the ambiguity between classes – it is independent of the model’s choice and estimation, in particular, it can not be reduced by collecting more data;
- **model uncertainty**: uncertainty arising from the model’s choice and estimation – due to the finite size of the available training data, the model class has to be constrained and it can only be approximately fitted – collecting more data can reduce this uncertainty.

In the case of Pl@ntNet, looking at the way the data is collected helps us understand how task ambiguity emerges. This latent data-acquisition process is shown in Figure 1.3. Typically, a
1.2. Predictive uncertainty in classification

![Diagram of uncertainty process]

**Figure 1.3:** Latent data-acquisition process in Pl@ntNet application: a plant is observed in the field but only a picture of it is sent to the classification model. This introduces some uncertainty which propagates to the determination of the species name only from the picture.

A plant specimen is observed in the field. This plant has a single correct label – its species name – associated to it. If an expert could observe this specimen, he could give the exact species name with very high confidence. However, by taking a photo of an organ of the plant, some discriminative information is destroyed and it might be hard to recover the exact species name, even for an expert. To summarize, an object $o$ – in our case the plant on the field – is observed, however, the input data collected $x$ actually comes from measurements of this object – a picture of this plant – which introduces uncertainty on the true label $y$ – the species name.

We illustrate this with a simple example in the case of plant species recognition shown in Figure 1.4. Here, we compare two species: *Sorbus aria* and *Sorbus aucuparia*. If we look solely at the flowers, the two species seem very close visually. However, the leaves have very different structures: the first one has simple leaves whereas the other has compound leaves. This difference makes it very easy to discriminate between these two species by looking at the leaves. The two concepts – *Sorbus aria* and *Sorbus aucuparia* – are thus very well defined, there is no ambiguity between them, and they are easily distinguishable if we could observe the specimen on the field. However, given solely an image of an organ, we might not always be able to determine the exact species. The image acquisition procedure has injected some ambiguity in the problem which cannot be removed without additional information.

On the other hand, model uncertainty mainly comes from the fact that the model is learned using a training dataset. This data is limited in size and, for some species, there is not enough images for the model to correctly and reliably recognize them. While this uncertainty is reduced by enriching the dataset with new annotated images, in practice, it is important to detect its presence to identify when the output of the model should not be trusted.

### 1.2.3 What to do with this information?

If we assume we have a perfect knowledge of the problem and of the existing uncertainties, what should we do with this information? What type of decisions should we take depending on the uncertainty? Actually, the first question hidden in the previous one is: how do we represent these different types of uncertainties? This is a broad question, we will not cover it here as a lot
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Figure 1.4: In the case of plants, different organs might have different levels of ambiguity. Here, we compare flowers and leaves from Sorbus aria (left column) and Sorbus aucuparia (right column). If we could observe these specimens on the field, there would not be any uncertainty. However, the image acquisition procedure can introduce some ambiguity.

of alternatives exists (Hüllermeier and Waegeman, 2019). But as we are interested in the final decision, we will focus on the uncertainty in the predictions.

An omniscient knowledge of the problem means that one knows exactly the data-generating process modeled as $P_{X,Y}$ which can be decomposed as the marginal probability of the input space, $P_X$, and the conditional probability of the class given the input

$$
\eta_k(x) := P_{X,Y}[Y = k \mid X = x].
$$

This last probability is actually tied to the irreducible error, indeed the minimum error rate of a classifier – which is achieved by the classifier always predicting the most probable class – is equal to

$$
\inf_h R(h) = 1 - E_X \left[ \max_k \eta_k(X) \right].
$$

This quantity, $\eta(x)$, thus captures the task ambiguity. When we try to estimate it using an estimator $\hat{\eta}(x)$, we are uncertain of the exact value of $\eta(x)$. This epistemic uncertainty can be modeled as a probability distribution over the possible values taken by this quantity. In the classification setting, $\eta(x)$ is a categorical distribution, i.e. $\forall k, \eta_k(x) \in [0, 1]$ and $\sum_k \eta_k(x) = 1$. Therefore, it is a point on the probability simplex and epistemic uncertainty is represented as a probability distribution over this space. The resulting representation is illustrated in Figure 1.5.

Figure 1.6 shows different examples illustrating the main forms of uncertainty which can occur in classification. In some cases, we can be very confident that there is no ambiguity about the class (Figure 1.6a): we can thus trustfully predict this class. In other cases, we are very confident that there is an ambiguity (Figure 1.6b): we are sure that predicting a single class – even if it is the most probable one – will induce a high error rate. Finally, we can also be unsure about the value of the ambiguity (Figure 1.6c). In which case, it is hard to tell which is the correct class to predict and how much error this prediction will induce.
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η(x) = (0.15, 0.6, 0.25)

Figure 1.5: Uncertainty representation we use here. In this case, we have 3 classes: A, B and C. A point on the probability simplex, shown as a triangle, represents a value of the aleatoric uncertainty η(x). Its exact value is not known in practice. The uncertainty over its value is represented as a distribution over the simplex.

(a) Single point on probability simplex.  
(b) Distribution over probability simplex.

Figure 1.6: Examples of different possibilities uncertainty over the simplex.

(a) Certainly unambiguous.  
(b) Certainly ambiguous.  
(c) Uncertainly unambiguous.

Being able to quantify and estimate the uncertainty as in the examples above is interesting, but, in practice, this raises a question: how can we know that we are correctly estimating this uncertainty information? It is hard to tell in practice if one does a good job at estimating and separating the different forms of uncertainties without a good metric. Unfortunately, as we will see, finding such a measure of performance assessing the quality of our estimators is hard to find in practice.

This brings us to another question: even if we could accurately capture and measure the uncertainty, what should we do with this information? As illustrated with the Pl@ntNet use case, plenty of different decisions can be taken with this additional information. In this PhD, we will focus on two main categories of such decisions which encapsulate a lot of them. The first one consists of refusing to answer in presence of uncertainty, while the second one predicts sets of candidate labels instead of taking a bet and predicting a single class. They are illustrated in Figure 1.7. As we will see, there exist several possible formalizations for each of these problems depending on the scenario considered and its constraints. Interestingly, some of these formulations are associated with a measure of performance which can be used as an indirect way to assess the quality of uncertainty estimators. They can thus be exploited to tackle the issue of measuring the performance of estimators of uncertainty.
1.3 Summary of contributions

This manuscript studies the two previously stated problems and their relationship with uncertainty information. We will keep in mind that the methods we are interested in should be compatible with the constraints of the Pl@ntNet project. These constraints are not specific to this project and the methods proposed can be applied to a much broader scope of use cases.

In particular, we focus on image classification which requires the usage of deep learning models to achieve state-of-the-art performance. As we will see, these methods are not well understood theoretically. We will thus use them mainly as black boxes which we will not try to open and investigate. On the contrary, we will rather use them in their standard settings without trying to play with their architectures, the learning procedure, etc.

Another constraint comes from the fact that we need to deal with these different uncertainty problems in a single pipeline. We can not afford to have specialized models trained entirely for each of them, not solely for computational concerns, but rather because the requirements can change through time and the exact specifications are not known beforehand. We thus need a flexible system that allows handling all of them at the same time. This is in accordance with the previous constraint as we will focus on methods that are built around those models once the training was performed.

The manuscript is organized as follows:

- In Chapter 2, we complete this introduction by providing a general positioning and state-of-the-art related to uncertainty estimation which completes this introduction. We briefly recall the statistical learning framework and present how neural networks have become the standard method for image classification. We then detail what are the current limits of our theoretical understanding of these models and why we will essentially consider them as black boxes in this thesis. Next, we develop the previous discussion of Section 1.2.2 on the different sources of task ambiguity to stress out that this uncertainty occurs more often than expected thus highlighting the need to explicitly handle it in practice. Finally, we present in more detail the different scenarios of Section 1.1.2 and elaborate on how they differ from the settings we focus on in this manuscript.

- In Chapter 3, we study how uncertainty information can be exploited to tackle classification
with reject option. In this framework, the predictor is a pair containing a classifier and a rejector. We focus on a specific instance of this framework in which the classifier is already trained and we solely need to learn the rejector to filter its decisions. We first study this setting and show that it is connected to binary cost-sensitive classification and bipartite ranking tasks in which the label corresponds to whether the classifier has made an error for a given input or not. This essentially means that an efficient rejector needs to learn the ordering of the point-wise error rate of the classifier. We then analyze what uncertainty information is useful for rejection and show that, actually, both task ambiguity and model uncertainty are important. We show why some (but not all) confidence-based criterion – exploiting the scoring function used by the classifier to make its decision – are consistent for rejection. In particular, this is the case of scoring functions learned using negative log-likelihood, highlighting the usefulness of probability calibration approaches based on this loss. Furthermore, our analysis shows that dispersion-based criteria, although commonly used in practice, are not consistent for rejection when in presence of task ambiguity. If confidence-based and dispersion-based criteria essentially capture, respectively, task ambiguity and model uncertainty, it would seem reasonable to combine them to build a better rejector. Unfortunately, we empirically show that it is difficult to separate both forms of uncertainty and recombine them properly.

• In Chapter 4, we focus on the first form of uncertainty, task ambiguity, and study natural frameworks to handle it: set-valued classification. There are several ways to predict sets, the most naive approach being to predict the $K$ most probable classes. This method, known as top-$K$ classification, however, assumes that all the samples have the same level of ambiguity which is known to be wrong in most cases. Instead, we propose to use average-$K$: the predictor can output sets of different sizes but on average their size must be equal to $K$. We study when average-$K$ is most beneficial compared to top-$K$. In particular, we introduce and illustrate a notion of heterogeneity of ambiguity, different from the variance, which quantifies this gain. We then propose natural estimation procedures based on strongly proper losses for top-$K$ and average-$K$ and show that they are in fact consistent. These results imply that such set-valued classifiers can be directly built from the scores predicted by neural networks without modifying and adapting their training process which we verify empirically. Finally, we carry out experiments on a variety of real-world datasets that show that average-$K$ classification always gives better results than top-$K$ in practice.

• In Chapter 5, we study other adaptive set-valued classification formulations proposed in the literature. Because there exists a wide variety of such formulations, we introduce a general framework unifying most of them and allowing their joint analysis. These approaches are characterized by a trade-off between two quantities: error rate and set size, which can be measured either point-wisely or on average. We propose to set this trade-off by formulating set-valued classification as a constrained optimization problem enforcing constraints on one of this quantity and minimizing the other. There is not a good or a bad way to set this trade-off, we show that it actually depends on the scenario considered. For each of these formulations, we give their optimal set-valued predictor which can be expressed either as a thresholding strategy on the conditional probability or as a (potentially) adaptive top-$K$. We show how to estimate them and analyze empirically how their constraints are satisfied in practice. We then study their relative advantages and weaknesses on real-world data. Finally, we introduce hybrid approaches mixing several of the previous constraints in order to mitigate the weaknesses of the different formulations.
1.4 Publications

The work presented in this manuscript resulted in the following papers which were submitted to journals:

- Lorieul, T. and Joly, A. (2020). Leveraging uncertainty information to reject predictions made by a previously trained classifier

Other works published during this PhD which are not included in this manuscript are listed here:
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2.1 Supervised image classification

The aim of this section is to provide a brief overview of supervised image classification and to present the limitations of the current state-of-the-art methods, i.e. of neural networks. It is not meant to be exhaustive but rather to set the global framework in which we place ourselves in the thesis.

2.1.1 Statistical learning theory: supervised classification setting

In this manuscript, we use the theoretical framework provided by the statistical learning theory (Shalev-Shwartz and Ben-David, 2014) and we focus on the multi-class classification setting. In this framework, we are given data samples $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$. Each pair $(x_i, y_i)$ is composed of an input or instance $x_i$ and a label $y_i$. Each input $x_i$ comes from an input set $\mathcal{X}$ and each label $y_i$ from an output set $\mathcal{Y}$, i.e. $(x_i, y_i) \in \mathcal{X} \times \mathcal{Y}$. Typically, in our case, $\mathcal{X} \subset \mathbb{R}^d$ is the set of images while $\mathcal{Y} = \{1, \ldots, C\}$, where $C$ the number of classes, is the set of species we want to
Chapter 2. Positioning and state-of-the-art

classify. The joint space $\mathcal{X} \times \mathcal{Y}$ is supposed to be a probabilistic space with probability measure $\mathbb{P}_{X,Y}$ and the data is sampled from it, i.e. $(x_i, y_i) \sim \mathbb{P}_{X,Y}$. This joint measure can be decomposed into the marginal distribution measure over $\mathcal{X}$, $\mathbb{P}_X$, and the conditional distribution of $Y$ given an input $x$ denoted $\eta(x) = (\eta_1(x), \ldots, \eta_C(x))$ and equal to

$$\forall k \in \mathcal{Y}, \quad \eta_k(x) := \mathbb{P}_{X,Y}[Y = k | X = x].$$

The set $(x_1, y_1), \ldots, (x_n, y_n)$ is called the training data. The aim is to learn a classifier – a function $f$ of the form $f : \mathcal{X} \rightarrow \mathcal{Y}$ – which generalizes well on unseen data. This is formalized by minimizing the 0/1-risk defined as follows,

$$R(f) := \mathbb{E}_{X,Y} \left[ 1_{Y \neq f(X)} \right] = \mathbb{P}_{X,Y}[Y \neq f(X)].$$

This risk can be minimized for every input $x \in \mathcal{X}$, in which case the resulting minimizer is called the Bayes classifier and is equal to

$$f^*(x) \in \arg \max_k \eta_k(x). \quad (2.1)$$

Thus, minimizing the risk implies predicting the most probable class for every instance $x$. The minimal risk is equal to

$$\inf_{f \in \mathcal{F}} R(f) = R(f^*) = 1 - \mathbb{E}_X \left[ \max_k \eta_k(X) \right].$$

In practice the conditional probability $\eta(x)$ is unknown and, in general, minimizing the previous risk over all the functions $f \in \mathcal{F} = \mathcal{X}^\mathcal{Y}$ is hard without any prior knowledge. This is known as the no-free-lunch theorem (Wolpert, 1996; Shalev-Shwartz and Ben-David, 2014). To overcome this difficulty, it is necessary to introduce some bias (Mitchell, 1980), this bias is often referred to as inductive bias or learning bias. One way to do so is to restrict the set of functions to a hypothesis class $\mathcal{H} \subset \mathcal{F}$ and the aim is to find the classifier $h \in \mathcal{H}$ which minimizes the risk. As we do not have complete knowledge of the data-generating process $\mathbb{P}_{X,Y}$, we can build an estimator $\hat{h}$ of the minimizer using the training data. The risk of this estimator $\hat{h}$ can then be decomposed as:

$$R(\hat{h}) = \inf_{f \in \mathcal{F}} R(f) + \left( \inf_{h \in \mathcal{H}} R(h) - \inf_{f \in \mathcal{F}} R(f) \right) + \left( R(\hat{h}) - \inf_{h \in \mathcal{H}} R(h) \right). \quad (2.2)$$

- The irreducible error is the minimum risk achievable by any classifier, it is due to the intrinsic noise of the problem;
- The approximation error quantifies if the choice of the hypothesis $\mathcal{H}$ allows to correctly approximate the true risk minimizer $f^*$;
- The estimation error measures how well the optimal hypothesis from $\mathcal{H}$ is estimated from the learning algorithm using only the training data.

The control of the two last terms has been extensively studied in the literature. In particular, there exists a trade-off between those two which is often referred to as the complexity trade-off. Intuitively, the more complex a hypothesis class, the wider variety of the functions it can approximate well, and the lower the approximate error. On the other hand, a complex hypothesis class requires more training samples for a learning algorithm to find its risk minimizer, thus
increasing the estimation error. A lot of different mathematical complexity measures tied to this notion of learnability have been proposed in the literature. For instance, one of the earliest measures was VC-dimension which is purely combinatorial and independent of the data (Vapnik and Chervonenkis, 1971). Another important and finer measure is Rademacher complexity which, on the contrary, is data-dependent (Bartlett and Mendelson, 2002; Koltchinskii and Panchenko, 2002). We will not describe in detail these notions here but they are important tools to study the generability of learning algorithms.

2.1.2 Image classification: from hand-crafted features to neural networks

In image classification, the structure of the data is particular. Indeed, images typically have a high dimensionality: for instance, $256 \times 256$ color images have a dimension of $3 \times 256 \times 256 \approx 2 \times 10^5$. However, this high dimensionality hides the fact that neighbor pixels are highly correlated. Images thus typically require to use an adapted representation space.

Historically, hand-crafted features such as histograms of oriented gradients (HOG) (Dalal and Triggs, 2005), scale-invariant feature transform (SIFT) (Lowe, 1999), local binary patterns (LBP) (Ojala et al., 1994), and others were first proposed. These features attempted to use prior knowledge to reduce the dimensionality of the images while keeping as much discriminative information as possible. Supervised classifiers such as support vector machines (SVM) (Cristianini et al., 2000) were then learned from this representation space.

The second wave of image classification algorithms used mid-level representation approaches. They consisted of the dense extraction of the previous hand-crafted features on local patches of the images. A global representation was then learned from these features using unsupervised learning techniques such as K-means clustering (Lloyd, 1982) or Gaussian mixture models (GMM). These led to representations such as bag of visual words (BoVW) (Csurka et al., 2004) and Fisher vectors (FV) (Sánchez et al., 2013) among others. A classifier is then applied on top of this learned representation.

From this point, research has gone towards increasing the supervision of the representation learning and jointly learning the whole classification pipeline. Eventually, this led to using deep learning models (LeCun et al., 2015). The first success of neural networks in image classification occurred in 2012 when Krizhevsky et al. (2012) won the ImageNet visual classification challenge (Russakovsky et al., 2015). Since then, deeper and deeper models were developed lowering the state-of-the-art error rate on this challenge with models such as VGG (Simonyan and Zisserman, 2015), Inception (Szegedy et al., 2015), ResNet (He et al., 2016), and more.

We will not detail here how such models work as it is in constant evolution and a lot of resources providing introductions to such methods already exist such as LeCun et al. (2015); Goodfellow et al. (2016). Instead, in the next section, we present the main limitations of our understanding of those models from a theoretical point-of-view.

2.1.3 Limits of our theoretical understanding of neural networks

From a theoretical point-of-view, little is known about why neural networks work so well in practice. This comes from the fact that the generic theoretical tools developed to analyze classical machine learning algorithms are not directly applicable to neural networks. In this section, we describe the limits of our understanding of this type of model which we split into three main
categories: optimization, approximation, and generability.

**Optimization**  Before learnability considerations, the first difficulty raised by neural networks is the optimization procedure used. The optimization algorithm used, stochastic gradient descent (SGD), is known to find the optimal solution for convex optimization problems (Robbins and Monro, 1951; Bottou et al., 2018). However, in the case of neural nets, the optimization problem is highly non-convex with a lot of suboptimal local minima (Li et al., 2018). It is thus surprising at first that SGD manages to minimize the loss even on the training set – before talking about generalizing well on unseen data.

In fact, by default, SGD performs poorly (Bengio et al., 2007). Nevertheless, by carefully setting the random initialization (Glorot and Bengio, 2010), choosing an adapted activation function such as ReLU (Glorot et al., 2011) and/or using momentum (Sutskever et al., 2013), suddenly, it becomes very efficient. The design choices of the architecture of the network has also a great impact on optimization. Indeed, the depth of the network and the presence of skip connections can have a major influence on the trainability of those models (Li et al., 2018). To accelerate training, some adaptive gradient descent approaches have been proposed. These methods try to adaptively modify the learning rate according to the history of steps such as RMSProp (Tieleman and Hinton, 2012), AdaGrad (Duchi et al., 2011), Adam (Kingma and Welling, 2014), etc. However, it has been shown that they could fail or be significantly worse than SGD even on real-world datasets (Wilson et al., 2017).

From a theoretical point-of-view, it has been shown that it is possible to make assumptions under which there are no poor local minima, i.e. every minimum is actually a global minimum (Soudry and Carmon, 2016; Kawaguchi, 2016). However, these assumptions are not matched in practice and thus there still exists a gap between theory and practice.

These different points highlight the difficulty of the analysis of the training procedure using classical optimization tools.

**Approximation**  Neural networks with a single hidden layer are known to be universal approximators: they can approximate any (Borel measurable) function with arbitrary precision if given sufficiently many parameters (Hornik et al., 1989). Similar works characterizing the approximation properties of deep neural networks were also published (Montufar et al., 2014). These results, however, hide the fact that the number of parameters required to approximate some functions depends exponentially on the expected precision.

To fill this limitation, a line of works has focused on understanding what class of functions can be efficiently – i.e. with relatively few parameters – approximated by deep networks but not by shallow ones. It has for instance been shown by Poggio et al. (2017) that deep networks approximate well a type of composition of functions: hierarchically local compositional functions. Those works usually start by taking a class of functions of interest before checking if neural networks approximate this class efficiently. On the contrary, another line of work uses tools from approximation theory to capture what is the exact class of functions efficiently approximated by neural networks and to study its properties (Gribonval et al., 2019).

For a more complete review of the literature of approximation properties of neural networks, we refer to Gühring et al. (2020).

**Generability**  As said previously, in statistical learning theory, a key concept related to generability is the complexity of the function classes. These tools were applied to neural networks and their complexity has been analyzed using different measures. In particular, it is known
that the VC-dimension of those neural networks is high and increases both with the number of weights and the number of layers (Bartlett et al., 2019). Moreover, it has empirically been shown that neural networks can fit data samples which are randomly labeled (Zhang et al., 2017). This tends to show that the Rademacher complexity of these models is also large. However, these complexity measures, by considering at the same weight all the functions in the hypothesis class $\mathcal{H}$, allow only to carry out a worst-case analysis. Typically, a learning algorithm can have a better performance by selecting functions in a favorable subset of $\mathcal{H}$. The generability of these algorithms is better analyzed using local complexity measures such as the local Rademacher complexity (Bartlett et al., 2005; Koltchinskii, 2006).

In the case of deep learning, the hope is that the training procedure, and in particular the stochasticity of SGD, introduces an implicit bias towards a better generalizing subset of $\mathcal{H}$. In fact, it has been shown empirically that, without this stochasticity, the model tends to converge to sharp minima (Keskar et al., 2017; Hoffer et al., 2017). Although converging to such minima does not necessarily imply that the model will generalize poorly (Dinh et al., 2017), explicitly biasing the training procedure towards large valleys and flat minima helps to generalize well (Hochreiter and Schmidhuber, 1997; Chaudhari et al., 2019).

Other works search for sufficient conditions for good generalization with neural networks and try to empirically check if SGD enforces such conditions. This line of work follows the seminal paper of Bartlett (1997) which has shown that controlling the $\ell_1$-norm of the flatten vector of all weights of a neural network allows to generalize well (Bartlett, 1997). Unfortunately, in practice, this norm, for a neural network trained using the standard procedure, can be large. Besides, it can be shown that we can reparameterize the model to increase arbitrarily the $\ell_1$-norm while preserving the function it represents. Some works have thus proposed and analyzed different norms which, if controlled, can also be shown to generalize well (Neyshabur et al., 2015a,b; Bartlett et al., 2017; Golowich et al., 2019; Liang et al., 2019). Although the learning procedure was not found to implicitly control such norms, adding an explicit regularization based on these norms was shown to be helpful.

To summarize, studying neural networks requires theoreticians to develop and use more complex tools than for other machine learning models. This lack of clear understanding results in absence of theoretical guarantees on the properties of the learned model. In particular, in our case, it is difficult to make reasonable assumptions on the representation learned and on the scores predicted by such models for individual samples which could have been exploited to derive uncertainty information. For these reasons, we will essentially consider those models as black boxes.

### 2.2 Predictive uncertainty in classification

In the previous section, we have presented the supervised classification framework. We now present the different forms of uncertainty arising in such problems and describe their sources. This will allow us to better decide what we should do depending on the uncertainty present in a given task.

#### 2.2.1 Different types of uncertainties

As stated in the introduction, in general, uncertainty is categorized into two forms (Der Kiureghian and Ditlevsen, 2009):
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- **aleatoric uncertainty:** uncertainty raising from the intrinsic randomness of the underlying process, it is considered to be irreducible;
- **epistemic uncertainty:** uncertainty caused by a lack of knowledge, it is considered to be reducible given additional information.

This dichotomy depends heavily on the context and what we are allowed to do. In the supervised classification setting, we can analyze the existing uncertainties by looking at the decomposition of the error rate of a predictor \( \hat{h} \) of Equation (2.2) which we recall here:

\[
R(\hat{h}) = \inf_{f \in F} R(f) + \left( \inf_{h \in H} R(h) - \inf_{f \in F} R(f) \right) + \left( R(\hat{h}) - \inf_{h \in H} R(h) \right).
\]

Each of these error rate terms can be associated with a different form of uncertainty which we will detail in the rest of this section:

1. **intrinsic uncertainty:** each task has an intrinsic ambiguity which generates an irreducible classification error;
2. **approximation uncertainty:** there is an uncertainty in the choice of the hypothesis class \( H \), this choice is based on prior knowledge which might be incomplete and result in an approximate error;
3. **estimation uncertainty:** the limited amount of data available to estimate the best model in the hypothesis class \( H \) generates an uncertainty in the choice of the best hypothesis resulting in an estimation error.

In most classification scenarios, the first uncertainty is irreducible and thus is often referred to as **aleatoric uncertainty** while the two others are reducible and thus together they form the **epistemic uncertainty** (Kendall and Gal, 2017; Hüllermeier and Waegeman, 2019). These uncertainties are found under different names in the literature. For instance, Hüllermeier and Waegeman (2019) uses “model uncertainty” and “approximation uncertainty” for, respectively, the second and third types of uncertainty. On the other hand, Gal (2016) uses respectively “structure uncertainty” and “uncertainty in model parameters” for them and “model uncertainty” to refer to them when they are grouped together.

In most of the cases, the first term is merely considered as an irreducible noise term (Kendall and Gal, 2017). A classical assumption to obtain fast convergence rates in statistical learning theory actually consists in assuming that the ambiguity is small (Tsybakov et al., 2004; Boucheron et al., 2005). In this thesis, we will rather consider scenarios in which this ambiguity is non-negligible and thus must be correctly handled. For this reason, we will call this uncertainty **task ambiguity** while referring to the other two as **model uncertainty**. In the next section, we describe rather common scenarios where task ambiguity appears.

### 2.2.2 Sources of task ambiguity

In this section, we present different sources of task ambiguity arising when collecting data for multi-class classification tasks. We introduce a general latent data-acquisition process model which is illustrated in Figure 2.1. This model assumes that an object of interest \( o \) is observed, e.g. a plant in the field, and that it is associated with a single label \( y \), e.g. the plant species. A measurement \( x \) is made from this object, e.g. a picture of the plant. Ideally, all the information is preserved in the data-acquisition procedure and the correct label \( y \) can be exactly extracted.
from the input $x$. However, in practice, all the links of Figure 2.1 are susceptible to introduce uncertainty in this process. We analyze four main sources here, they are shown in Figure 2.2 and illustrated in Figure 2.3.

**Label noise (Figure 2.2a)** When collecting the label, some noise might be introduced. This occurs for instance when the annotator is not an expert which can happen if there are too much data and not enough experts available to annotate it. We refer the reader to Frénay and Verleysen (2013) for more details on this source of task ambiguity. We will leave this source apart for the rest of the manuscript and rather focus on the other sources.

**Measurement noise (Figure 2.2b)** A single unambiguous object is measured with its correct label collected but the measurement introduces some noise. It corresponds to the example developed in the introduction (Figure 1.4). Here, we show another example from ImageNet in Figure 2.3a: a single animal is present in the picture, however, because its head is cropped, it is not possible to recover its exact name. In this case, the image acquisition procedure has injected some ambiguity in the problem.

**Multiple objects uncertainty (Figure 2.2c)** When collecting the data, several (unambiguous) objects are present but a single one is annotated. The measurement captures information from all the objects but the label contains only partial information. This illustrated in Figure 2.3b: several fruits are present in the photo, choosing one will be imprecise. In image classification, this is typically the case in single-positive multi-label datasets: it is intrinsically a multi-label problem but only a single positive label is collected rendering this a multi-class classification task.

**Non-exclusive concepts (Figure 2.2d)** The classes we want to detect are not always non-exclusive concepts. In such a case, several labels actually correspond to a given object. An example is shown in Figure 2.3c: the picture contains a single car which is both a sports car and a convertible car. This typically corresponds to cases where we want to detect attributes when several can match the object. Like the previous case, it is also intrinsically a multi-label problem but where we collect only one positive label.

In our plant recognition scenario, all of the above sources are present. Indeed, part of the data is annotated via a crowdsourcing system that can inject label noise. The pictures taken by users typically destroy part of the discriminative information needed to recover the exact species name. The photos can also contain several different plants, sometimes due to user negligence, but also because some plants can be hard to isolate on the field. Finally, species taxonomy is in constant evolution: separated species at some point in time can be considered as synonyms later on or a single species can be split into several ones. Thus, in some sense, the species are
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not always exclusive concepts. However, of all these sources of task ambiguity, some are more prevalent than others. In our case, and in fine-grained visual classification problems in general, we argue that measurement noise is the most present and thus it will be the one we focus on.

In any case, the task ambiguity is directly linked to the data-generating process $P_{X,Y}$. It is easy to formalize it as it is entirely captured by the conditional probability

$$\eta_k(x) = P [Y = k \mid X = x].$$

It is thus clear that this uncertainty can be represented using a categorical distribution over the classes for each instance $x$.

### 2.2.3 Sources of model uncertainty

While task ambiguity is easy to define and is captured entirely by the conditional probability, model uncertainty is more complex to formalize. For this reason, we propose to define model uncertainty as all the uncertainty which is not part of the task ambiguity. This definition hides various sources of model uncertainty which fit in two main categories: (i) the uncertainty arising from the choice of the learning bias, and (ii) the one resulting from the choice of the model within this bias. This distinction actually goes beyond the decomposition into approximation and estimation uncertainty previously presented.
2.2. Predictive uncertainty in classification

Figure 2.3: Examples from ImageNet (Russakovsky et al., 2015) showing various sources of task ambiguity. These examples contain either an intrinsically ambiguous image containing a single object associated with a single class (a), multiple objects (b), or a single object with multiple matching attributes (c). The official annotation associated is shown in bold.

Learning bias uncertainty As stated previously, every learning algorithm has to make assumptions referred to as bias (Mitchell, 1980; Wolpert, 1996). In our setting, there are two main types of assumptions: (i) the restriction of classification functions considered by choosing a hypothesis class $H$, and (ii) the enforcement of an ordering of the hypotheses in $H$ by an (implicit or explicit) regularization.

These assumptions influence both the approximation capacity and generability of the resulting model. Indeed, if the chosen $H$ is too restrictive, it will not allow fitting models close to the real optimal classifier. On the other hand, choosing a hypothesis class $H$ too wide and complex will hinder the generability of the learned model to new data. Beyond the choice of the hypothesis class, the addition of an implicit or explicit regularization also influences the generability of the resulting model. Indeed, assume that we choose linear models as hypothesis class and that the problem is indeed linearly separable. In most cases, many linear models will fit the training data, however, some will generalize better than others. The learning algorithms can inject biases towards those by adding regularization schemes. For instance, some algorithms maximize the margin such as support vector machines (Cristianini et al., 2000), some enforce sparsity such as $\ell_1$-regularization which is useful when some features are irrelevant for the task (Ng, 2004), others control the size of the parameters such as $\ell_2$-norm regularization (Tikhonov, 1943), etc. The choice of the learning bias is subject to uncertainty: we can not be sure beforehand if we make the correct assumptions.

Typically, a learning algorithm possesses hyperparameters such as the strength of the regularization, the complexity of the hypothesis class, and others, which must be set but are hard to fix manually. Moreover, several competing families of learning algorithms might be suited for a task. Thus, in practice, the inductive bias is not entirely fixed beforehand, it is rather chosen by picking a learning algorithm among a fixed set of candidates. To compare these candidates, model selection methods have been derived (Hastie et al., 2009). These techniques – such as bootstrap, cross-validation, leave-one-out – analyze competing models by fitting them on a subset of the training data and measuring their generalization data on the hold-out subset. These methods allow to compare a fixed set of candidate learning algorithms, however, there exist approaches for automated bias selection (Gordon and Desjardins, 1995). This dynamic choice of the learning bias is also one of the goals of meta-learning (Vilalta and Drissi, 2002). The existence of these methods stresses the intrinsically uncertain nature of picking the correct bias: because, in general, we can not be sure beforehand of the good learning bias, some principled data-driven methods have been derived.

We will not detail here methods to represent this uncertainty. We refer to Hüllermeier and...
Waegeman (2019) which presents some of them such as credal inference and hierarchical Bayes.

**Model choice uncertainty**  The second form of model uncertainty results from the choice of the parameters of the model within this learning bias. Firstly, during training, we are given a specific sampling of the training data on which we apply our learning algorithm. Another sampling of the training data could have made us choose different parameters for this same model. There is thus an uncertainty related to the fact that we have only access to a finite sampling to use as training data. Furthermore, some training algorithms are intrinsically stochastic. For instance, because of the non-convexity of the optimization problem, training the same neural network using different random initializations and different orderings of the training samples results in different parameters. These models are complementary as they all fit the training data and have a similar average generalization performance.

There are several ways to represent and estimate this second type of model uncertainty. We will only briefly present the main approach applied to neural networks: Bayesian methods (Gelman et al., 2013). These approaches consist in setting an a priori distribution on the parameters modeling our a priori knowledge of the problem. This knowledge is then updated when observing new data in a principled way using Bayes’ rule. This method allows modeling the uncertainty in the parameters as a complete posterior distribution over the parameter space. From this distribution, we can make a prediction for a given sample by marginalizing out the uncertainty, an operation known as inference. Such Bayesian methods have been applied to neural networks for a long time with some early works such as the works by MacKay (1992) and Neal (1996). Quickly after neural networks came back to forefront, these approaches – denoted Bayesian neural networks (BNN) – reappeared with works from Kingma and Welling (2014); Rezende et al. (2014); Blundell et al. (2015); Gal and Ghahramani (2016). The main difficulty with BNNs is that the posterior distribution of the parameters can not be exactly computed. Instead, it is required to use specific approximate Bayesian inference methods. Furthermore, the prior chosen, a standard Gaussian distribution, is likely to be inappropriate and requires to use a trick breaking the Bayesian theory – scaling the prediction using a low temperature – in order to improve the predictive performance of those models (Wenzel et al., 2020). This is thus still an active research area.

To summarize, model uncertainty is harder to define than task ambiguity, moreover, there is also no unique way to represent it. We will consider that, in our setting, the learning bias uncertainty is smaller than the model choice uncertainty. When referring to model uncertainty, we will thus focus mainly on model choice uncertainty.

### 2.3 Making decisions in presence of uncertainty

The final objective of estimating the uncertainty present in a task is to adapt one’s decisions to it. In this thesis, we focus on two different types of decisions: refusing to answer by acknowledging the lack of knowledge (“I do not know”) or providing several answers when unsure rather than being forced to take a single shot which will likely be wrong. These different decisions amount to adapting the predictors from usual classifiers of the form,$$h : \mathcal{X} \to \mathcal{Y}$$to predictors of the form,$$h : \mathcal{X} \to \mathcal{Y} \cup \{”I don't know”\}, \quad \text{and,} \quad h : \mathcal{X} \to \mathcal{P}(\mathcal{Y}).$$
where $\mathcal{P}(\mathcal{Y})$ represents the power set of $\mathcal{Y}$, i.e. the set of all sets of labels.

There are several distinct scenarios in which these types of predictors are useful. In this manuscript, we consider the previous decisions in the same setting as multi-class classification, i.e. the data is issued by the same data-generating process and is sampled from the joint distribution $\mathbb{P}_{X,Y}$. In this case, these two decision frameworks are respectively called classification with reject option and set-valued classification which we will present in more length later in the manuscript. In this section, we detail the other settings proposed in the literature and highlight how they differ from the ones we focus on in the thesis.

### 2.3.1 Prediction rejection and sample selection frameworks

Several frameworks consist in rejecting or selecting samples. They differ from one another in the reasons or the context in which they reject. We list and briefly describe them here.

**Classification with reject option** Classification with reject option allows a predictor to refuse to answer to a query in order to reduce its error rate. In particular, the rejection is performed at test time and test data is assumed to be i.i.d. with the training data, i.e. $(X, Y) \sim \mathbb{P}_{X,Y}$. It is thus an **in-distribution rejection** framework. In this case, as we will see later in this thesis, the error rate is due to suboptimal classification and to the intrinsic task ambiguity. This setting has been studied for a long time, one of the earliest works being the one of Chow (1957), and since then a growing literature has been developed with works ranging from theoretical formulation, statistical analysis to practical algorithm, see among others Chow (1970); Herbei and Wegkamp (2006); Bartlett and Wegkamp (2008); Cortes et al. (2016); Ramaswamy et al. (2018).

**Out-of-distribution detection** Contrary to classification with reject option, in out-of-distribution detection, the aim is to reject samples that come from a different distribution than the training data (Hendrycks and Gimpel, 2017; Liang et al., 2018; DeVries and Taylor, 2018). In this setting, the data-generating process is unchanged for training samples, however, at test time, there are two sources of data. Some samples are i.i.d. with the training data, i.e. $X \sim \mathbb{P}_X$, while others come from a different distribution $Q_X$, i.e. $X \sim Q_X$. The goal is then to detect the test samples generated by the out-distribution $Q_X$. For an overview of methods targeted to neural networks, see Bulusu et al. (2020).

**Novelty / anomaly / outlier detection** These frameworks are related to out-of-distribution detection as they attempt to detect out-of-distribution or abnormal samples (Chandola et al., 2009; Pimentel et al., 2014). The main difference is that some abnormal samples are available during training and each training sample has an additional “normal” / “abnormal” label. This problem can thus be seen as a binary classification problem with an additional constraint: abnormal samples are very rare, typically only a handful is available. It is thus an extremely imbalanced classification problem rendering usual classification algorithms ineffective. This particular classification setting is usually referred to as **one-class classification**. For a survey of methods targeted to neural networks, see Chalapathy and Chawla (2019).

**Open set classification** Another related problem is open set classification (Scheirer et al., 2012; Bendale and Boult, 2016; Geng et al., 2020). Contrary to usual **closed set** classification where all the classes are known at training time, in this framework, new classes unknown in the training data can appear at test time. The goal is then to detect these unknown classes when they show up and deal with them.
Active learning  A last related approach is active learning (Cohn et al., 1994; Settles, 2012). Supervised classification requires to have access to a large amount of annotated data. This annotation can be costly and time-consuming. Moreover, it can be ineffective: annotating samples for which the model is already confident about is a waste of time. Based on this observation, active learning aims to select the samples which annotation is the most useful for the model. Although it is not exactly the same objective, under some assumptions, there are some links with classification with reject option as shown by El-Yaniv and Wiener (2012); Gelbhart and El-Yaniv (2019).

2.3.2 Set prediction frameworks

Similarly, there exist different classification frameworks involving predicting sets of candidate labels rather than single labels. We briefly expose them here and highlight their differences.

Set-valued classification  As explained previously, in set-valued classification, the predictor is not a single-label classifier of the form $h : \mathcal{X} \rightarrow \mathcal{Y}$ but rather a mapping from the input space to the set of all subsets of labels, i.e. $h : \mathcal{X} \rightarrow \mathcal{P} (\mathcal{Y})$. The rest of the classification setting is unchanged. In particular, the data-generating process is the same and samples are generated using $(\mathbf{X}, \mathbf{Y}) \sim \mathbb{P}_{\mathbf{X}, \mathbf{Y}}$. The labels we are given during training and testing are not sets but single classes from $\mathcal{Y}$. Given an instance $x \in \mathcal{X}$, the label is thus sampled using the conditional probability, i.e. $y \sim \eta_X (x)$ where $\forall k \in \mathcal{Y}, \eta_X (x) = \mathbb{P} [Y = k | \mathbf{X} = x]$. We will give a more detailed overview of these approaches in Chapter 5.

Multi-label classification and extensions  At the first glance set-valued classification seems to be directly connected to multi-label classification (Dembczyński et al., 2012; Zhang and Zhou, 2013). This is a recurrent source of confusion due to the fact that in both settings a set of label candidates is predicted by the classifier. However, the crucial difference with set-valued classification lies in the data-generating process. Indeed, in multi-label classification, each input $x \in \mathcal{X}$ is associated with a set of labels $y \in \mathcal{P} (\mathcal{Y})$. Thus the labels are no longer sampled from the conditional probability over the label space $\mathcal{Y}$ but are rather sampled from the conditional probability over the powerset of $\mathcal{Y}$. Some extensions of multi-label classification were proposed. In particular, multi-label learning with missing labels consider the case where not all the labels are known and some – positive and negative – labels are missing. A special case is presence-only data (Hastie et al., 2009; Mac Aodha et al., 2019) in which a single positive label is collected. In this case, the data-generating process is exactly the same as multi-class classification but we want to recover the latent set of labels. Unlike more general formulations of multi-label classification, this last framework is thus tightly related to set-valued classification.

Conformal prediction  Seminal ideas of set-valued classification appear in the works by Vovk et al. (2005) on conformal prediction theory. This theory provides strong guarantees on the error rate: the error rate of the conformal predictor for a new data point given a set of training samples can be controlled solely with an exchangeability assumption. This framework however works in a different setting than set-valued classification. Indeed, it is targeted to the online transductive setting: the predictions are made sequentially using the aggregation of all previous data which arrives as a stream. Once a prediction is made on a new instance $x$, we are given its true label which we can use for the next prediction. This is opposed to the offline inductive setting considered by set-valued classification where a prediction rule is learned on training data before being applied to test data.
How to know when not to trust a classifier?

The standard classification formulation aims to minimize the error rate of a classifier of the form \( h : \mathcal{X} \rightarrow \mathcal{Y} \), i.e., for each given input \( x \in \mathcal{X} \), it predicts a single class. In practice, it is useful to associate a measure of uncertainty to this decision to enable a practitioner to choose whether or not he should trust it. Classification with reject option is a formalization of this decision problem where the decision is now not only to predict a class but also to decide whether this
prediction should be kept or not. In this chapter, we show how this framework can be used to analyze how uncertainty information can be exploited to reject the predictions made by a classifier.

3.1 From usual classification to classification with reject option

The task of refuting the answer provided by a classifier can be nicely formalized in the framework of classification with reject option. In this section, we briefly recall the formulation of classic classification and show how it is simply extended to provide a reject option elucidating when we should not trust the prediction of the classifier.

3.1.1 Supervised classification formulation

Recall that, in the classification scenario, a task is defined given an input space $X$ and a discrete output space $Y = \{1, \ldots, C\}$ where $C$ is the number of classes. The goal is, given an input $x \in X$, to predict a label $y \in Y$ which amounts in learning a function $h : X \to Y$, the classifier function. The spaces $X$ and $Y$ are supposed to be probability spaces with joint probability measure $P_{X,Y}$ which can be decomposed into the marginal probability measure over $X$, denoted $P_X$, and the conditional probability of $y$ given $x$. This former probability is also called the regression function and is denoted $\eta(x)$ such that

$$\forall k \in Y, \quad \eta_k(x) := P[Y = k \mid X = x].$$

The goal is to learn a classifier $h$ which minimizes the risk function defined as

$$R(h) := E_{X,Y} \left[1_{Y \neq h(X)} \right] = P_{X,Y} \left[Y \neq h(X) \right],$$

(3.1)

where $1_P$ is equal to 1 if the logical proposition $P$ is true and to 0 otherwise. This risk is minimized by the Bayes optimal classifier $h^*$ which is equal to

$$h^*(x) := \arg \max_k \eta_k(x).$$

(3.2)

3.1.2 Adding a reject option

Classification with reject option (Herbei and Wegkamp, 2006; Cortes et al., 2016) consists in providing a pair of functions $(h, r)$: a classifier $h : X \to Y$, as in the classical classification setting, associated with a rejector $r : X \to \{0, 1\}$. The global predictor is then

$$(h, r)(x) := \begin{cases} h(x) & \text{if } r(x) = 0, \\ \mathbb{R} & \text{otherwise,} \end{cases}$$

where $\mathbb{R}$ denotes a refusal to answer.

The risk of Equation (3.1) needs to be adapted. This is done by fixing a rejection cost $\lambda \in [0, 1]$: the cost of rejecting is equal to $\lambda$ whereas the cost of accepting to answer but making an error is left to 1. This results in the following risk:

$$R_\lambda(h, r) := E_{X,Y} \left[1_{Y \neq h(X)} 1_{r(X)=0} \right] + \lambda 1_{r(X)=1},$$

(3.3)
If we define the error rate \( \mathcal{E}(h, r) \) and the rejection rate \( \mathcal{R}(h, r) \) as
\[
\mathcal{E}(h, r) := \mathbb{P}_{X,Y} [Y \neq h(X), r(X) = 0], \quad \text{and,} \quad \mathcal{R}(h, r) := \mathbb{P}_X [r(X) = 1],
\]
this risk can be written as
\[ R_\lambda(h, r) = \mathcal{E}(h, r) + \lambda \mathcal{R}(h, r). \]
It is thus a trade-off between these two quantities defined using a linear combination with parameter \( \lambda \).

This risk is minimized for the Bayes optimal pair \((h^*, r^*)\),
\[
h^*(x) := \arg \max \eta_k(x), \quad r^*(x) := \begin{cases} 1 & \text{if } \max_k \eta_k(x) < 1 - \lambda, \\ 0 & \text{otherwise.} \end{cases}
\]
(3.6)

It can be noted that the optimal classifier \( h^* \) is the same as for the usual classification task given in Equation (3.2). A sample \( x \) is rejected if the likelihood of its most probable class, \( \max_k \eta_k(x) \), is too low, or said differently, if the error rate of the optimal prediction, \( 1 - \max_k \eta_k(x) \), is too high. Thus, samples that are too ambiguous – in the sense that \( \max_k \eta_k(x) \) is low – are those that are rejected.

In the next section, Section 3.2, we study how the classification with reject option framework can be used to analyze the two-step procedure in which case the classifier is trained and we only have to learn the rejector. This will enable us to then study, in Section 3.3, what type of uncertainty is necessary for rejection. Which will, in turn, be helpful to examine two types of hand-crafted criteria: confidence-based rejectors, in Section 3.4, and disagreement-based criteria, in Section 3.5.

### 3.2 Learning to reject when the classifier is fixed: theoretical study

In this section, we focus on a specific instance of classification with reject option in which the classifier is already trained and we want to learn to reject its decisions when appropriate. This scenario is appealing for studying rejection criteria built on uncertainty information as we will see in the next sections. More broadly speaking, this setting is of interest on its own. Indeed, it is common practice, in deep learning, for instance, to use off-the-shelf pre-trained models which are shared via model zoos. Learning an additional rejector on top of this classifier can be interesting to filter out its most untrustworthy predictions.

#### 3.2.1 Fixed cost rejection as a binary cost-sensitive classification problem

We show in the next theorem that fixing the classifier \( h \) and only optimize the risk of Equation (3.3) with respect to the rejector \( r \) is exactly equivalent to a binary cost-sensitive classification task (Elkan, 2001). Indeed, it states that, formalized this way, rejecting amounts to learn to predict the random variable (r.v.) \( E = \mathbb{I}_{h(X) \neq Y} \), i.e. the r.v. corresponding to a prediction error, with a penalty of \( \lambda \) in case of false rejection and of \( 1 - \lambda \) in case of false acceptance.

**Theorem 3.2.1** (Cost-sensitive classification form). Let \( R_\lambda(r; h) \) be the following risk
\[
R_\lambda(r; h) := \mathbb{E}_{x,E} \left[ \lambda \mathbb{I}_{E=0,r(x)=1} + (1 - \lambda) \mathbb{I}_{E=1,r(x)=0} \right].
\]
(3.7)
When there is no ambiguity over $h$, we will simply write $R_{\lambda}(r) := R_{\lambda}(r; h)$.

This risk is related to the original rejection risk $R_{\lambda}(h, r)$ of Equation (3.3) by

$$R_{\lambda}(h, r) = R_{\lambda}(r; h) + \lambda \mathbb{P}_{X,Y}[Y \neq h(X)].$$

Thus, fixing the classifier $h$ and minimizing $R_{\lambda}(h, r)$ of Equation (3.3) only with respect of the rejector $r$ is exactly equal to minimizing $R_{\lambda}(r; h)$.

**Proof.** The risk of Equation (3.3) can be written as

$$R_{\lambda}(h, r) = \mathbb{E}_{X,Y} \left[ \mathbbm{1}_{h(X) \neq Y} \mathbbm{1}_{r(X) = 0} + \lambda \mathbbm{1}_{r(X) = 1} \right]$$

$$= \mathbb{E}_{X,Y} \left[ (\lambda - 1) \mathbbm{1}_{h(X) \neq Y} \mathbbm{1}_{r(X) = 1} \right] + \mathbb{E}_{X,Y} \left[ \mathbbm{1}_{h(X) \neq Y} \right]$$

$$= \mathbb{E}_{X,E} \left[ (\lambda - 1) \mathbbm{1}_{E=1} \mathbbm{1}_{r(X) = 1} \right] + \mathbb{P}_{X,Y}[Y \neq h(X)]$$

$$= \mathbb{E}_{X,E} \left[ \mathbbm{1}_{E=0} \mathbbm{1}_{r(X) = 1} + (\lambda - 1) \mathbbm{1}_{E=1} \mathbbm{1}_{r(X) = 0} \right] + \mathbb{P}_{X,Y}[Y \neq h(X)]$$

$$= \mathbb{E}_{X,E} \left[ \mathbbm{1}_{E=0} \mathbbm{1}_{r(X) = 1} + (1 - \lambda) \mathbbm{1}_{E=1} \mathbbm{1}_{r(X) = 0} \right]$$

$$= R_{\lambda}(r; h) + \lambda \mathbb{P}_{X,Y}[Y \neq h(X)].$$

The last term being independent of $r$, if we assume that $h$ is fixed then only the first term has to be minimized. This thus concludes the proof. 

The conditional probability of this task, denoted $\eta_{E}(x)$, is equal to

$$\eta_{E}(x) := \mathbb{P}_{X,E}[E = 1 \mid X = x] = \mathbb{P}_{X,Y}[Y \neq h(X) \mid X = x]. \quad (3.8)$$

It is thus the point-wise error rate of the classifier $h$. Using this quantity, the risk $R_{\lambda}(r; h, x)$ for a given input $x$ can be rewritten as

$$R_{\lambda}(r; h, x) = \lambda(1 - \eta_{E}(x)) \mathbbm{1}_{r(x) = 1} + (1 - \lambda) \eta_{E}(x) \mathbbm{1}_{r(x) = 0}$$

$$= [\lambda(1 - \eta_{E}(x)) - (1 - \lambda) \eta_{E}(x)] \mathbbm{1}_{r(x) = 1} + (1 - \lambda) \eta_{E}(x)$$

$$= (\lambda - \eta_{E}(x)) \mathbbm{1}_{r(x) = 1} + (1 - \lambda) \eta_{E}(x).$$

This risk is thus minimized point-wisely by following Bayes optimal rejector,

$$r^{*}(x) := \begin{cases} 1, & \text{if } \eta_{E}(x) > \lambda, \\ 0, & \text{otherwise.} \end{cases} \quad (3.9)$$

To summarize, when the classifier is fixed, rejecting amounts to filtering out samples for which the classification error rate is above the rejection cost $\lambda$. This formulation is thus very appealing as this rejection cost directly sets an upper bound constraint on the tolerated point-wise classification error.

In practice, we are interested in quantifying how much larger is the risk of a given rejector $\hat{r}$ compared to the one of the optimal $r^{*}$. This is captured by the notion of rejection regret denoted $\text{Reg}_{\text{rej}, \lambda}(\hat{r})$ and defined as

$$\text{Reg}_{\text{rej}, \lambda}(\hat{r}) := R_{\lambda}(\hat{r}) - R_{\lambda}(r^{*}).$$

The following proposition gives its expression and shows that the rejection regret is higher when misrejecting a sample for which the error rate is far away from the constraint $\lambda$. 

Proposition 3.2.2. The regret $\text{Reg}_{\text{rej},\lambda}$ can be expressed as

$$\text{Reg}_{\text{rej},\lambda}(\hat{r}) = \mathbb{E}_X \left[ |\eta_E(X) - \lambda|1_{\hat{r}(X) \neq r^*(X)} \right].$$

Proof. Using the definition of the cost-sensitive risk of Equation (3.7), we have

$$\text{Reg}_{\text{rej},\lambda}(\hat{r}) = \lambda\mathbb{E}_{X,E} \left[ 1_{E=0,\hat{r}(X)=1} - 1_{E=0,r^*(X)=1} \right]$$

$$+ (1 - \lambda)\mathbb{E}_{X,E} \left[ 1_{E=1,\hat{r}(X)=0} - 1_{E=1,r^*(X)=0} \right]$$

$$= \lambda\mathbb{E}_X \left[ (1 - \eta_E(X))(1_{\hat{r}(X)=1} - 1_{r^*(X)=1}) \right]$$

$$+ (1 - \lambda)\mathbb{E}_X \left[ \eta_E(X)(1_{\hat{r}(X)=0} - 1_{r^*(X)=0}) \right]$$

$$= \mathbb{E}_X \left[ \left\{ (\lambda - \eta_E(X)) - (1 - \lambda)\eta_E(X) \right\} (1_{\hat{r}(X)=1} - 1_{r^*(X)=1}) \right]$$

$$= \mathbb{E}_X \left[ (\lambda - \eta_E(X))(1_{\hat{r}(X)=1} - 1_{r^*(X)=1}) \right]$$

$$= \mathbb{E}_X \left[ (\lambda - \eta_E(X))(1_{r^*(X)=0} - 1_{r^*(X)=1}) \right].$$

Using the fact that $r^*(X) = 1 \Leftrightarrow \eta_E(X) \geq \lambda$, we can conclude as

$$\text{Reg}_{\text{rej},\lambda}(\hat{r}) = \mathbb{E}_X \left[ |\lambda - \eta_E(X)|1_{\hat{r}(X)=1,r^*(X)=0} + |\lambda - \eta_E(X)|1_{\hat{r}(X)=0,r^*(X)=1} \right]$$

$$= \mathbb{E}_X \left[ |\lambda - \eta_E(X)|1_{\hat{r}(X) \neq r^*(X)} \right].$$

\[\square\]

3.2.2 Linking rejection cost with rejection rate

It is not always easy to determine what value for the rejection cost $\lambda$ one should pick. On the other hand, it can be more intuitive in practice to force the rejection rate $\mathcal{R}(h, r)$ to be lower than a chosen value $R \in [0, 1]$. With that in mind, the rejection problem can be reformulated under the following constrained optimization problem (where the classifier $h$ is fixed):

$$\min_r \mathcal{E}(h, r)$$

s.t. \(\mathcal{R}(h, r) \leq R\) \hspace{1cm} (3.10)

This formulation has been studied in the binary classification case in Denis and Hebiri (2020). In this section, we generalize this analysis to the multiclass case.

We show here that there is actually a direct relationship between the cost-based formulation (3.3) and the constrained formulation (3.10). The rejection rate of the optimal rejector $r^*$ of Equation (3.9) is given by the complementary cumulative distribution of error rates $\eta_E(X)$ (Equation (3.8)) denoted $\bar{F}(\lambda)$:

$$\mathcal{R}(h, r^*) = \bar{F}(\lambda) := \mathbb{P}_X [\eta_E(X) > \lambda].$$

To compute what threshold $\lambda$ to apply in order to reach a specific value of reject rate $R$, we need to inverse this function. Because $\bar{F}$ is not invertible in general, we need to consider the following generalized inverse function (Reiss, 1989),

$$\bar{F}^{-1}(R) := \inf \{ \lambda \in [0, 1] \mid \bar{F}(\lambda) \leq R \}. $$
This generalized inverse satisfies
\[ \bar{F}(\bar{F}^{-1}(R)) \leq R. \]
with equality if \( \bar{F} \) is continuous at \( \bar{F}^{-1}(R) \). It thus guaranteed to satisfy the constraint of (3.10). The next proposition proves that this quantity is indeed the threshold minimizing the error rate and thus proves the equivalence between the two formulations.

**Assumption A** (Continuity assumption). We assume that the distribution of \( \eta_E(X) \) is continuous.

This assumption thus implies that
\[ \bar{F}(\bar{F}^{-1}(R)) = R. \] 

(3.11)

**Proposition 3.2.3.** For a fixed classifier \( h \), under Assumption A, an optimal solution of the constraint problem (3.10) is achieved for
\[ r^*(x) := \mathbb{1}_{\eta_E(x) > F^{-1}(R)}. \]

The constrained problem (3.10) has thus the same minimizer as the cost-sensitive formulation (3.7) with \( \lambda = \bar{F}^{-1}(R) \).

**Proof.** Let \( r \) be any rejector with rejection rate below \( R \), i.e. \( \mathcal{R}(h, r) \leq R \). To simplify the notations, we denote \( \lambda_R \) the threshold \( \lambda_R = \bar{F}^{-1}(R) \). We have
\[
\mathcal{E}(h, r) - \mathcal{E}(h, r^*) = \mathbb{P}_{X,Y}[Y \neq h(X), r(X) = 0] - \mathbb{P}_{X,Y}[Y \neq h(X), r^*(X) = 0] \\
= \mathbb{E}_X \left[ \eta_E(X)(1_{r(X)=0} - 1_{r^*(X)=0}) \right] \\
= \mathbb{E}_X \left[ (\eta_E(X) - \lambda_R)(1_{r(X)=0} - 1_{r^*(X)=0}) + \lambda_R(1_{r(X)=0} - 1_{r^*(X)=0}) \right] \\
= \mathbb{E}_X \left[ (\eta_E(X) - \lambda_R)(1_{r(X)=0} - 1_{r^*(X)=0}) \right] + \lambda_R \mathbb{E}_X \left[ 1_{r^*(X)=1} - 1_{r(X)=1} \right] \\
= \mathbb{E}_X \left[ |\eta_E(X) - \lambda_R| 1_{r(X) \neq r^*(X)} \right] + \lambda_R(\mathcal{R}(h, r^*) - \mathcal{R}(h, r)).
\]

Because of Assumption A and its consequence (Equation (3.11)), we have \( \mathcal{R}(h, r^*) = R \) and thus the second term is positive. We can thus conclude that the above quantity is positive and that
\[ \mathcal{E}(h, r) \geq \mathcal{E}(h, r^*), \]
which concludes the proof.

---

### 3.2.3 Global rejection as a bipartite ranking task

In general, we might not know what cost \( \lambda \) to use or what rejection rate we are aiming for beforehand. In this case, we can aim at learning a global rejector that will work for each of these values.

To do so, we consider rejectors based on a scoring function \( s : X \to \mathbb{R} \) and a threshold \( t \in \mathbb{R} \) and defined as
\[ r_t(x) = \mathbb{1}_{s(x) > t}. \]

This scoring function can be seen as an uncertainty scoring function as the higher its value the more likely we are to reject it. As in the previous section, the rejection rate of this type of rejector is given by the complementary cumulative distribution of scores,
\[ \mathcal{R}(h, r_t) = \bar{F}_s(t) := \mathbb{P}_X[s(X) > t], \]
and the threshold \( t \) needed to attain a given rejection rate of \( R \) is given by the following generalized inverse,

\[
\bar{F}_s^{-1}(R) := \inf\{t \in \mathbb{R} \mid \bar{F}_s(t) \leq R\}.
\]

To simplify the rest of this section, we will make the following simplifying assumption.

**Assumption B (Absence of ties).** We assume that, almost surely, there is no tie, i.e.

\[
P_{X,X'}[s(X) = s(X')] = 0.
\]

This assumption is introduced merely for technical reasons as all the results of this section still hold in presence of ties. This would however require to use a stochastic rejector which would break the ties uniformly at random and to add a term in the quantities introduced hereafter in a similar fashion as Menon and Williamson (2016). For the sake of clarity, we assume the absence of such ties.

Optimizing the trade-off between error and rejection rate amounts to optimize the functional

\[
t \mapsto (R(h,r_t), E(h,r_t)).
\]

In general, this is a difficult problem. An easier approach is to minimize the area-under-the-curve of this functional denoted \( \text{AUC}(h,s) \):

\[
\text{AUC}(h,s) = \int_{R=0}^1 E(h,r_{t_R}) \, dR
\]

where \( t_R = \bar{F}_s^{-1}(R) \) is the threshold on \( s \) achieving a rejection rate of \( R \). The following proposition shows that minimizing AUC can be expressed as a ranking problem on the scoring function in which we want erroneous samples to have a higher uncertainty score value \( s \) than all the other samples.

**Proposition 3.2.4.** The AUC of the error-rate/rejection-rate curve can be expressed as

\[
\text{AUC}(h,s) = P_{(X,Y),X'}[s(X') \geq s(X), Y \neq h(X)].
\]

**Proof.** Let \( U \) be a uniform variable on \([0,1]\), then \( \bar{F}_s^{-1}(U) \) is distributed as \( s(X) \) according to the quantile transformation (Reiss, 1989, Lemma 1.2.4). Using this, we have

\[
\text{AUC}(h,s) = \int_{R=0}^1 E(h,r_{t_R}) \, dR
\]

\[
= EU \left[ P_{X,Y} \left[ Y \neq h(X), s(X) \leq \bar{F}_s^{-1}(U) \right] \right]
\]

\[
= P_{(X,Y),X'}[Y \neq h(X), s(X) \leq s(X')] .
\]

Note that using this AUC was proposed by Nadeem et al. (2009) to compare rejection methods in the context of healthcare. However, the formalization presented here was not provided and the metric was only described to carry out experiments. In particular, this expression of the AUC as well as the next results are new.

The next results show that minimizing AUC when the classifier is fixed is in fact equivalent to solving a bipartite ranking problem. Bipartite ranking (Clémençon et al., 2008; Agarwal, 2014)
consists in learning a score function from instances with binary labels. The goal is to give higher
scores to positive instances – in our case, erroneous samples – than to negative ones – correct
samples. More formally, the aim is to minimize the following risk called ranking risk which, with
our notations and in absence of ties, is defined as:\footnote{An alternative definition using a conditional probability can also be found in the literature, in which case the risk is defined as \( R^\prime_{\text{rank}}(s) = \mathbb{P}_{(X,E),(X',E')} [(E - E')(s(X) - s(X')) < 0 | E \neq E'] \). The link between the two risks is then given by \( R_{\text{rank}}(s) = 2p_E(1 - p_E)R^\prime_{\text{rank}}(s) \) where \( p_E = \mathbb{P}_E [E = 1] \).}:

\[
R_{\text{rank}}(s) = \mathbb{P}_{(X,E),(X',E')} [(E - E')(s(X) - s(X')) < 0].
\]

This risk counts an ordering error if \( X \) is an erroneous sample while \( X' \) is not, but, the uncer-
tainty score of \( X' \) is higher than that of \( X \) (and vice-versa). The following theorem shows the
exact connection between AUC minimization and bipartite ranking.

**Theorem 3.2.5** (Bipartite ranking form). We have

\[
\text{AUC}(h, s) = \frac{1}{2}R_{\text{rank}}(s) + \frac{1}{2}\mathbb{P}_{X,Y} [Y \neq h(X)]^2.
\]

Optimizing the AUC of the error-rate/rejection-rate curve with a fixed classifier is thus strictly equivalent
to a bipartite ranking problem where the label of interest is the error r.v. \( E \).

In order to prove this theorem, we need the following lemma.

**Lemma 3.2.6.** For two i.i.d. random variables \( Z \) and \( Z' \), we have

\[
\mathbb{P}_{Z,Z'} [Z' \geq Z] = \frac{1}{2}
\left(1 + \mathbb{P}_{Z,Z'} [Z = Z']\right).
\]

**Proof.**

\[
\begin{align*}
\mathbb{P}_{Z,Z'} [Z' \geq Z] &= 1 - \mathbb{P}_{Z,Z'} [Z' < Z] \\
&= 1 + \mathbb{P}_{Z,Z'} [Z = Z'] - \mathbb{P}_{Z,Z'} [Z' \leq Z] \\
&= 1 + \mathbb{P}_{Z,Z'} [Z = Z'] - \mathbb{P}_{Z,Z'} [Z \leq Z'],
\end{align*}
\]

because \( Z \) and \( Z' \) are i.i.d., which concludes the proof. \( \square \)

The proof of the theorem can now be derived.

**Proof of Theorem 3.2.5.** Denoting \( p_E := \mathbb{P}_E [E = 1] = \mathbb{P}_{X,Y} [Y \neq h(X)] \), from Proposition 3.2.4, we have

\[
\begin{align*}
\text{AUC}(h, s) &= \mathbb{P}_{(X,E),(X',E')} [s(X') \geq s(X), E = 1] \\
&= p_E \mathbb{P}_{(X,E),(X',E')} [s(X') \geq s(X) | E = 1] \\
&= p_E \left\{ (1 - p_E) \mathbb{P}_{(X,E),(X',E')} [s(X') \geq s(X) | E = 1, E' = 0] \\
&\quad + p_E \mathbb{P}_{(X,E),(X',E')} [s(X') \geq s(X) | E = E' = 1] \right\}
\end{align*}
\]
Using Lemma 3.2.6 and Assumption B, we obtain

\[
AUC(h, s) = p_E (1 - p_E) \mathbb{P}(X, E, X', E') \left[ s(X') \geq s(X) \mid E = 1, E' = 0 \right] + \frac{p_E^2}{2} \\
\quad = p_E \mathbb{P}(X, E, X', E') \left[ s(X') \geq s(X), E = 1, E' = 0 \right] + \frac{p_E^2}{2} \\
\quad = \mathbb{P}(X, E, X', E') \left[ s(X') > s(X), E = 1, E' = 0 \right] + \frac{p_E^2}{2} \\
\quad = \frac{1}{2} \mathbb{P}(X, E, X', E') \left[ (s(X) - s(X'))(E - E') < 0 \right] + \frac{p_E^2}{2}.
\]

The link with ROC AUC and bipartite ranking is a widely known result, see for instance Clémençon et al. (2008) for proof. Here, the AUC computed is not the ROC AUC but the area under another curve, it is thus a new result.

Now that the link between rejection and bipartite ranking is established, we can exploit all that is known for that task and apply it to rejection. To have an overview of some results, we refer the reader to Agarwal (2014); Werner (2019). We will here briefly give some useful results in our context. In particular, it is widely known that the Bayes optimal scoring function is given by

\[s^*(x) := \eta_E(x).\]  (3.12)

More interestingly, the following result gives the expression of global rejection regret denoted \(\text{Reg}_{\text{rank}}(s)\) and defined as

\[\text{Reg}_{\text{rank}}(s) := R_{\text{rank}}(s) - R_{\text{rank}}(s^*).\]

**Proposition 3.2.7** (Agarwal (2014), Theorem 11). *In absence of ties, the regret of the rank loss \(\text{Reg}_{\text{rank}}\) is given by

\[
\text{Reg}_{\text{rank}}(s) = \mathbb{E}_{X, X'} \left[ |\eta_E(X) - \eta_E(X')| \mathbb{1}_{(s(X) - s(X'))(\eta_E(X) - \eta_E(X')) < 0} \right].
\]

This result implies that any scoring function \(s\) preserving the order of \(\eta_E\) will be optimal. Indeed, the previous regret is null if and only if

\[
(s(X) - s(X'))(\eta_E(X) - \eta_E(X')) \geq 0 \quad \Downarrow
\]

\[s(X) \geq s(X') \text{ if and only if } \eta_E(X) \geq \eta_E(X').\]

To summarize these results in our context, when rejecting the predictions of a fixed classifier, we need to be able to find an uncertainty measure that is monotonically correlated to the point-wise error rate \(\eta_E(x)\). In the next section, we analyze this error rate in order to understand it better and to see what type of measure we should look for.

### 3.3 What uncertainty is needed for rejection?

As shown in the previous section, in Equation (3.9) and Equation (3.12), the optimal strategy depends on the point-wise error rate \(\eta_E(x)\). In this section, we first analyze more finely this quantity to understand its relationship with the different forms of uncertainty. This will be useful to analyze rejection criteria later on.
3.3.1 Point-wise error rate decomposition

The point-wise error rate $\eta_E(x)$ of a given classifier $h$ is given by

$$\eta_E(x) = 1 - \eta_h(x) = \sum_k 1_{h(x) = k} (1 - \eta_k(x)).$$

It can also be expressed differently by introducing the following quantities:

1. the error rate of the optimal classifier, denoted $\eta^*_E(x)$ and equal to
   $$\eta^*_E(x) := 1 - \max_k \eta_k(x);$$

2. the relative additional error rate induced by predicting class $k$ instead of the most probable class, denoted $\Delta_k(x)$ and defined as
   $$\Delta_k(x) := \eta_E(x) - \eta^*_E(x) = \max_{k'} \eta_{k'}(x) - \eta_k(x).$$

Using these quantities, the classification error rate can be rewritten as

$$\eta_E(x) = \eta^*_E(x) + \sum_{k \neq h^*(x)} 1_{h(x) = k} \Delta_k(x). \quad (3.13)$$

The first term is the error rate of the optimal Bayes classifier $h^*$. It is irreducible in the sense that no classifier can have an error rate lower than this quantity. It is thus directly related to the intrinsic ambiguity of the task and to aleatoric uncertainty. The second term, which is also positive as by definition $\Delta_k(x) \geq 0$, depends on a potential misclassification of $h$, it is thus reducible by finding a better classifier. It depends on two types of uncertainties. First, it is influenced by the uncertainty in the choice of $h$: given more data, the number of suboptimal decisions should decrease and this second term should tend to zero. This is related to model uncertainty and epistemic uncertainty. However, this uncertainty is weighted by the difference of error rates $\Delta_k(x)$: even if we make a suboptimal prediction, in presence of intrinsic task ambiguity, the resulting error rate is not necessarily high because the prediction can actually be possible. It is thus also related to aleatoric uncertainty.

Note that, if $h = h^*$, we do recover the same rejector as in Equation (3.6). It is interesting to add that, in general, making an suboptimal classification decision for a sample $x_1$ (i.e. $\max_k \eta_k(x_1) > \eta_{h(x_1)}(x_1)$) can actually lead to a lower error rate than predicting the optimal class for a very ambiguous sample $x_2$ (i.e. $\max_k \eta_k(x_2) \approx \max_{k \neq k^*} \eta_k(x_2)$ if $\eta_{h(x_1)}(x_1) > \max_k \eta_k(x_2)$). This can happen for instance if for $x_1$ there is an ambiguity between two classes with nearly the same probability, whereas for $x_2$ this ambiguity is among more classes, say three for instance.

3.3.2 Special case: absence of task ambiguity

In this case, also known as the noise-free setting, the conditional probability $\eta(x)$ is of the form:

$$\exists k \mid \eta_k(x) = 1 \quad \text{and} \quad \forall k' \neq k, \eta_{k'}(x) = 0.$$
This implies that the optimal classifier has a null error rate, i.e. $R(h^*) = 0$. In this setting, the expression of point-wise error rate of classifier $h$ is simpler as it is equal to
\[ \eta_E(x) = 1_{h(x) \neq h^*(x)}. \]
All the error is now reducible: making a suboptimal prediction will always generate an error of 1 while taking the optimal decision will not incur any error.

Building an optimal rejector thus amounts in being able to detect when we make a prediction error. Note that it is not because we are able to detect such errors that we will know how to correct them: except in the binary case, detecting an error will not allow us to directly conclude what is the correct class to predict.

### 3.4 Confidence-based criteria

Now that we have analyzed the rejection problem, we study concrete criteria to tackle it. In this section, we focus on a form of such criteria, confidence-based criteria (Bartlett and Wegkamp, 2008; Ramaswamy et al., 2018; Ni et al., 2019). Assume the classifier $h$ is based on a scoring function $f : \mathcal{X} \rightarrow \mathbb{R}^C$ by $h(x) = \text{arg max}_k f_k(x)$. Can we build a rejection criterion based on this scoring function? The natural approach is to build a rejection criterion based on the uncertainty score $s(x) = -\max_k f_k(x)$: the higher the confidence predicted for a sample, the less likely we will reject it. In this section, we study what it takes for a scoring function to provide a good confidence-based criterion.

#### 3.4.1 A priori, confidence-based criteria provide no guarantees for rejection

Independently of its performance for classification, the scoring function $f$ on its own does not guarantee to give a score useful for rejection. Indeed, it can be arbitrarily good or bad: a given classifier $h$ can be associated with a scoring function $f$ which can be chosen to attain the bounds on the AUC.

For instance, the lower bound is attained by picking
\[ f_k(x) = \begin{cases} \eta_k(x) & \text{if } k = h(x), \\ -1 & \text{otherwise.} \end{cases} \]
as in this case $\text{arg max}_k f_k(x) = h(x)$ and $s(x) = -\eta_k(x)$ which preserves the ranking of $\eta_E(x)$. Thus, by choosing confidence-based criteria, we do not limit ourselves and we can theoretically build an optimal rejector.

On the other hand, the upper bound is attained by picking the following scoring function:
\[ f_k(x) = \begin{cases} -\eta_k(x) & \text{if } k = h(x), \\ -1 & \text{otherwise}, \end{cases} \]
as in this case $\text{arg max}_k f_k(x) = h(x)$ and $s(x) = \eta_k(x)$ which is totally the inverse ranking of $\eta_E(x)$. This means that using confidence-based criteria does not guarantee to do better than the worst possible rejector.

Thus, a priori, using confidence-based criteria neither limits nor advantages us. However, if some structure in the confidence score $f$ is added when the classifier is learned, then this
might be leveraged by the rejection criterion. In the rest of this section, we show that models optimizing negative log-likelihood provides this additional structure and are consistent for rejection.

3.4.2 Negative log-likelihood minimization is consistent for rejection

Assume that we estimate the conditional probability \( \eta \) using an estimator \( \hat{\eta} \). From this estimator, we can estimate the error rate \( \eta_E \) using

\[
\hat{\eta}_E(x) = 1 - \hat{\eta}_{h(x)}(x).
\]

From this, we can use the plug-in estimator by using this estimator as an uncertainty score for rejection. This raises a question: how good is this rejector based on the estimation error of \( \hat{\eta}_E \)?

To answer this question, we give an upper bound \( \text{Reg}_{\text{rank}} \) in terms of the estimation error of \( \hat{\eta}_E \) measured as \( E_X [\hat{\eta}_E(X) - \eta_E(X)] \). This bound is a classic result from bipartite ranking which proof can be found in Agarwal (2014).

**Proposition 3.4.1** (Agarwal (2014), Corollary 12). The regret \( \text{Reg}_{\text{rank}}(\hat{\eta}_E) \) can be upper bounded by

\[
\text{Reg}_{\text{rank}}(\hat{\eta}_E) \leq 2E_X [\hat{\eta}_E(X) - \eta_E(X)] .
\]

To use this plug-in estimator, we need to estimate \( \eta \). One approach to do so is to fit the model using the negative log-likelihood which is known to be a strictly proper loss (Gneiting and Raftery, 2007), i.e. it is minimized only when the model predicts \( \eta \). The negative log-likelihood loss is defined as

\[
l_{\text{log}}(k, \hat{\eta}) = -\log \hat{\eta}_k.
\]

Its regret is defined as

\[
\text{Reg}_{\text{log}}(\hat{\eta}) = E_{X,Y} [l_{\text{log}}(Y, \hat{\eta})] - E_{X,Y} [l_{\text{log}}(Y, \eta)].
\]

The following result states that, given a classifier based on a confidence score, if this score is calibrated using negative log-likelihood then it is useful and consistent for rejection.

**Proposition 3.4.2.** The following bound holds:

\[
\text{Reg}_{\text{rank}}(\hat{\eta}_E) \leq \sqrt{2\text{Reg}_{\text{log}}(\hat{\eta})},
\]

where \( \hat{\eta}_E(x) = 1 - \hat{\eta}_{h(x)}(x) \).

Negative log-likelihood calibration is thus consistent for rejection.

To prove this proposition, we need the following lemma.

**Lemma 3.4.3.** Define the regret of the negative log-likelihood of the rejection task as

\[
\text{Reg}_{\text{log}}^E(\hat{\eta}_E) = E_{X,E} [l_{\text{log}}(E, \hat{\eta}_E)] - E_{X,E} [l_{\text{log}}(E, \eta_E)].
\]

This regret can be upper bounded using

\[
\text{Reg}_{\text{log}}^E(\hat{\eta}_E) \leq \text{Reg}_{\text{log}}(\hat{\eta}),
\]

where \( \hat{\eta}_E(x) = 1 - \hat{\eta}_{h(x)}(x) \).
Proof. The regret of the negative log-likelihood can be written as
\[
\text{Reg}_{\log}(\hat{\eta}) = \mathbb{E}_X \left[ -\sum_k \eta_k \log \hat{\eta}_k + \sum_k \eta_k \log \eta_k \right]
\]
\[
= \mathbb{E}_X \left[ D_{\text{KL}}(\eta(X), \hat{\eta}(X)) \right]
\]
where \(D_{\text{KL}}\) is the Kullback-Leibler divergence (KL-divergence), \(D_{\text{KL}}(p, q) = \sum_k p_k \log \frac{p_k}{q_k}\). Similarly, for the rejection log loss,
\[
\text{Reg}_{\log}^{E}(\hat{\eta}_E) = \mathbb{E}_X \left[ D_{\text{KL}}(\eta_E(X), \hat{\eta}_E(X)) \right],
\]
where the KL-divergence is now binary.

We now use the following intermediate result:
\[
D_{\text{KL}}(p, q) \geq D_{\text{KL}}(p_k, q_k).
\]
where \(D_{\text{KL}}(p_k, q_k) = p_k \log \frac{p_k}{q_k} + (1 - p_k) \log \frac{1 - p_k}{1 - q_k}\). The proof is based on the convexity of the function \(x \mapsto x \log x\). By setting \(\lambda_{k'} = \frac{p_{k'}}{1 - q_k} \) which satisfies \(\lambda_{k'} \geq 0\) and \(\sum_{k' \neq k} \lambda_{k'} = 1\), we have:
\[
D_{\text{KL}}(p, q) = p_k \log \frac{p_k}{q_k} + \sum_{k' \neq k} p_{k'} \log \frac{p_{k'}}{q_{k'}}
\]
\[
\geq p_k \log \frac{p_k}{q_k} + (1 - q_k) \left( \sum_{k' \neq k} \lambda_{k'} \frac{p_{k'}}{q_{k'}} \right) \log \left( \sum_{k' \neq k} \lambda_{k'} \frac{p_{k'}}{q_{k'}} \right)
\]
\[
= p_k \log \frac{p_k}{q_k} + \left( \sum_{k' \neq k} p_{k'} \right) \log \left( \frac{\sum_{k' \neq k} p_{k'}}{1 - q_k} \right)
\]
\[
= D_{\text{KL}}(p_k, q_k).
\]
To conclude the proof, we apply this result with \(p = \eta(X), q = \hat{\eta}(X)\) and \(k = h(X)\), use the fact that \(D_{\text{KL}}(p_k, q_k) = D_{\text{KL}}(1 - p_k, 1 - q_k)\), and then take the expectation. □

Proof of Proposition 3.4.2. From Proposition 3.4.1 and using the convexity of \(x \mapsto x^2\) and the previous lemma, we have
\[
\text{Reg}_{\text{rank}}(\hat{\eta}_E) \leq 2\mathbb{E}_X \left[ ||\hat{\eta}_E(X) - \eta_E(X)|| \right]
\]
\[
= 2\sqrt{\mathbb{E}_X \left[ ||\hat{\eta}_E(X) - \eta_E(X)||^2 \right]}
\]
\[
\leq 2\sqrt{\mathbb{E}_X \left[ ||\hat{\eta}_E(X) - \eta_E(X)||^2 \right]}
\]
From Pinsker’s inequality (Boucheron et al., 2013, Theorem 4.19) or using the fact the binary negative log-likelihood is 4-strongly proper (Agarwal, 2014), we have
\[
D_{\text{KL}}(\eta_E(X), \hat{\eta}_E(X)) \geq 2||\hat{\eta}_E(X) - \eta_E(X)||^2.
\]
Using this result and the previous lemma, we obtain
\[
\text{Reg}_{\text{rank}}(\hat{\eta}_E) \leq 2 \sqrt{\mathbb{E}_X \left[ \frac{1}{2} D_{\text{KL}}(\eta_E(X), \hat{\eta}_E(X)) \right]}
\]
\[
= \sqrt{2 \text{Reg}_{\log}^{E}(\hat{\eta}_E)} \leq \sqrt{2 \text{Reg}_{\log}(\hat{\eta})},
\]
which concludes the proof. □
In this section, we have focused on scores calibrated using negative log-likelihood because they appear naturally in a lot of commonly used models such as in neural networks that interest us here. However, this does not mean that no other loss would work. We will see in Section 3.6 how scoring functions outputted by neural networks behave in practice.

3.5 Leveraging disagreement information

In the previous section, we described confidence-based criteria. These criteria exploit the scores used by the classifier to make its decision. Another important family of methods is disagreement-based criteria which we describe now.

3.5.1 Disagreement-based criteria

Disagreement-based criteria can not be formalized with as much precision as confidence-based criteria. Instead, their common characteristic is that they exploit the disagreement among a committee of models.

From a theoretical perspective, several learning algorithms using this idea were proposed. One of the earliest approaches was proposed by Freund et al. (2004) which consists in measuring the disagreement among the predictions of the classifiers in the hypothesis class \( \mathcal{H} \) weighted by their training error rate. Another line of work is the one by El-Yaniv and Wiener (2010); Wiener and El-Yaniv (2011, 2015) which proposes to only select the hypotheses of low training error rate and to detect when they disagree. However, these different algorithms can not be used in practice as they require to scan all the classifiers in \( \mathcal{H} \) which is not feasible from a computational perspective. In active learning, similar methods were derived (Cohn et al., 1994; Settles, 2012) and more practical methods known as query-by-committee approaches (Seung et al., 1992; Freund et al., 1997; Abe, 1998) proposed to exploit the stochasticity of some learning algorithms to sample hypothesis of low training error. The disagreement is then computed from this ensemble.

We propose to try to briefly formalize those criteria by assuming that there exists a probability distribution over the hypothesis space \( \mathcal{H} \) which allows to sample hypotheses of low training error. In our case, as in the previous section, we assume that classification is based on a scoring function. We restrict ourselves to the case where this scoring function is an estimator \( \hat{\eta} \) of the conditional probability \( \eta \). We thus assume that we have probability distribution \( P_{\hat{\eta}} \) which allows to sample estimators \( \hat{\eta} \) resulting in classifiers \( h(x) = \arg \max_k \hat{\eta}_k(x) \) of low training error rate.

Denoting \( \bar{\eta} \) the mean estimated conditional probability, i.e.

\[
\bar{\eta}(x) := \mathbb{E}_{\hat{\eta}} [\hat{\eta}(x)],
\]

the global classifier is defined as

\[
\bar{h}(x) := \arg \max_k \bar{\eta}_k(x).
\]

The main disagreement measures found in the literature can then be defined as follows:

1. the probability of disagreement with the prediction (related to the approach proposed by El-Yaniv and Wiener (2010); Wiener and El-Yaniv (2011, 2015)):

\[
\mathcal{S}^{\text{dis prob}}_\text{prob} (x) := P_{\hat{\eta}} \left[ \arg \max_k \hat{\eta}_k(x) \neq \bar{h}(x) \right],
\]
2. the variance of the estimated probability of the predicted class (Gal and Ghahramani, 2016):
\[
s_{\text{var}}(x) := \text{Var}(\hat{\eta}_{h(x)}(x)) = \mathbb{E}_{\eta} \left[ (\hat{\eta}_{h(x)}(x) - \bar{\eta}_{h(x)}(x))^2 \right],
\]

3. the expected KL-divergence between individual estimators and mean estimator (Settles, 2012):
\[
s_{\text{KL}}(x) := \mathbb{E}_{\eta} \left[ D_{\text{KL}}(\hat{\eta}(x), \bar{\eta}(x)) \right] = \mathbb{E}_{\eta} \left[ \sum_k \hat{\eta}_k(x) \log \frac{\hat{\eta}_k(x)}{\bar{\eta}_k(x)} \right].
\]

In practice, we have only access to a sampling \( \hat{\eta}^{(i)} \) of \( m \) estimators from \( \mathbb{P}_{\eta} \) and we can only compute the empirical version of the previous disagreement measures. There are several ways to build this ensemble, for instance, using boosting or bagging (Abe, 1998). With neural networks, a common approach is to train the same model several times using a different random initialization and a different sampling sequence of the training set. Other approaches were proposed but this method was shown to be very effective (Ashukha et al., 2020), we will thus stick to it.

### 3.5.2 In general, disagreement-based criteria are inconsistent

Disagreement-based criteria are asymptotically inconsistent. As the training set size increases, the distribution \( \mathbb{P}_{\eta} \) will concentrate and eventually converge to the real conditional probability, i.e. we have
\[
\mathbb{P}_{\eta} \rightarrow \delta_{\eta},
\]
where \( \delta_{\eta} \) is the Dirac measure concentrating all the distribution mass exactly at \( \eta \). In this case, all the disagreement-based criteria presented above satisfy
\[
s_{\text{dis-prob}}(x) \rightarrow 0, \quad s_{\text{var}}(x) \rightarrow 0, \quad s_{\text{KL}}(x) \rightarrow 0,
\]
i.e. they all tend to zero, their minimal value.

Thus, asymptotically, they all tend to a null value as the uncertainty in the choice of the models in \( \mathcal{H} \) decreases. These criteria mainly capture model uncertainty. However, in general, there is some task ambiguity and such criteria are unable to capture it even when it becomes predominant compared to model uncertainty.

Note that, in absence of task ambiguity, such criteria can be useful. Recall that, in this case, we only need to estimate
\[
\eta E(x) = \mathbb{1}_{\hat{h}(x) \neq h^*(x)}.
\]
In fact, the theoretical works using them often focus on this setting (El-Yaniv and Wiener, 2010) or assume that this ambiguity is low (Freund et al., 2004; Wiener and El-Yaniv, 2011, 2015).

### 3.5.3 Integrating disagreement to confidence-based criteria

Based on the previous observations, if dispersion-based criteria capture model uncertainty, at first, confidence-based criteria can be supposed to mainly focus on task ambiguity. Therefore, it can be hoped that disagreement-based criteria could be useful even in the presence of ambiguity when used in conjunction with confidence-based criteria. These two types of criteria thus seem complementary and a natural question is: can we create a fusion criterion mixing both approaches?
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3.6 Experiments

We now perform experiments on real-world datasets to compare these criteria in a practical scenario.

3.6.1 Confidence-based criteria

We start by analyzing confidence-based criteria. We carry out experiments on CIFAR-10 (Krizhevsky and Hinton, 2009) using a simple convolutional neural network. It is trained to minimize the negative log-likelihood on the training set and achieves an error rate of 11% on the test set.

Due to the usage of negative log-likelihood, the probabilities predicted by the neural network are thus natural candidates for confidence-based rejectors. In practice, a neural network outputs scores \( z(x) \) in the logit space \( (z(x) \in \mathbb{R}^C) \) which are transformed into probabilities using

\[
\hat{\eta}_k(x) = \text{softmax}(z(x))_k,
\]

We propose to use the expected estimated error rate of individual classifiers defined as

\[
s_{\text{fus}}(x) := 1 - \mathbb{E}_h \left[ \bar{\eta}_h(x) \right] = 1 - \sum_k \mathbb{P}_h [h(x) = k] \bar{\eta}_k(x).
\]

This criterion assumes that \( \bar{\eta}(x) \) is an unbiased estimator of \( \eta(x) \) and thus allows to estimate the aleatoric uncertainty. The model uncertainty is then taken into account by marginalizing over the predictions made by the models in the ensemble. Note that, this time, when \( \mathbb{P}_\eta \rightarrow \delta_{\eta} \), we have \( s_{\text{fus}}(x) \rightarrow 1 - \max_k \eta_k(x) = \eta_E(x) \). It thus corrects the inconsistency of the disagreement-based criteria.

We have tried other fusion criteria but as they showed similar results, we decided to present only this one for clarity.
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Figure 3.2: Comparison of disagreement-based and fusion criteria on two datasets: a dataset with task ambiguity, CIFAR-10, and a non-ambiguous one, MNIST. Figure (a) shows the error rate / rejection rate curve on CIFAR-10, the lower the better. Figure (b) shows the area under this curve on MNIST for a variable training set size, the lower the better.

where $\text{softmax}(z)_k = \frac{e^{z_k}}{\sum_{k'} e^{z_k'}}$. Note that the softmax transform does not change the ordering of the logits, however, as shown in Figure 3.1a, the scores in the logit space are not well calibrated for rejection compared to those in the probability space. For confidence-based criteria, it is thus important to use probabilities.

The second plot studies the influence of a posteriori probability calibration on the performance of the rejector. According to Section 3.4, calibrated probabilities are guaranteed to allow to build optimal rejector. We test this observation by using a posteriori probability calibration known as temperature scaling (Guo et al., 2017) which allows to preserve the ordering of the probabilities and thus fits into the setting of Section 3.4. It consists into learning a temperature parameter $T$ and updating the estimated probabilities using

$$\hat{\eta}_k(x) = \text{softmax}(\frac{z(x)}{T})_k.$$  

The temperature is set by minimizing the negative log-likelihood on a calibration set. In Figure 3.1b, we show how this parameter influences the quality of the rejection criterion. It shows that, in fact, the area under the error rate / rejection rate curve and the negative log-likelihood are highly correlated, as suggested in Section 3.4. However, the AUC is less sensitive to higher values of temperature than the negative log-likelihood. This means that, if the model outputs (moderately) overconfident estimates of the conditional probability, it will not impact heavily the quality of the rejection criterion. Finally, the minimum of the AUC is attained for a temperature close to the default temperature of one, i.e. when additional calibration is not performed. When using the optimal temperature, the curve of the rejector based on the calibrated probabilities is indistinguishable from the one of the original probabilities in Figure 3.1a. This suggests that the probability scores outputted by the neural network, although not a perfectly probability calibrated score, is well calibrated for rejection purposes.

3.6.2 Disagreement-based and fusion criteria

In order to study the performance of disagreement-based criteria, we train an ensemble of 10 neural networks in a similar fashion than for confidence-based criteria. This ensemble is built using different initializations and different sampling sequences of the training set.
In Figure 3.2, the different disagreement-based and fusion criteria presented in Section 3.5 are compared to a confidence-based criterion computed on the mean probability of the ensemble. It is known that CIFAR-10 is intrinsically ambiguous: on some samples, even human annotators disagree on the exact class (Peterson et al., 2019). In Figure 3.2a, we can see that disagreement-based criteria perform badly compared to the baseline set by the confidence-based criterion. Moreover, the best performing disagreement-based criterion, the disagreement probability, suffers from estimation issues and requires a lot of models in the ensemble to work properly. Unfortunately, the fusion criterion, although close, does not manage to beat the baseline. When in presence of ambiguity, the confidence-based criterion thus sets a strong baseline.

To assess what happens when task ambiguity is absent, we perform an experiment on MNIST (LeCun et al., 1998). On this dataset, state-of-the-art models achieve a very low error rate (around 0.5% (Ciregan et al., 2012)), this shows that the ambiguity is virtually absent from this task. As shown in Figure 3.2b, in this case, disagreement-based criteria perform well. In fact, by varying the training set size, we can see that, on this dataset, all criteria converge to zero: they are thus consistent for rejection. Surprisingly, the confidence-based baseline remains the best criterion. This simple rejection criterion sets a strong baseline independently of the type and amount of uncertainty present. This means that it captures both the task ambiguity and the model uncertainty at the same time. It is thus harder to disentangle these quantities than expected.

3.7 Conclusion

In this chapter, we studied how uncertainty information can be exploited to reject some of the predictions made by a classifier which incur a high error rate. To this end, we proposed to study a particular instance of classification with reject option framework: learning a rejector when the classifier is already trained and considered fixed. We showed that this amounts to learning an uncertainty score that preserves the ordering of the point-wise error rate of the classifier. We then focused on the case where the rejector is a hand-crafted criterion because it provides a way to analyze how we could estimate the point-wise error rate directly and in particular how to exploit uncertainty information for rejection purposes. By analyzing the point-wise error rate, we showed that both task ambiguity and model uncertainty are important. We empirically showed that rejecting based on the highest probability predicted by a neural network performs consistently well, independently of the amount of aleatoric and epistemic uncertainty. This suggests that it captures both uncertainties at the same time. We attempted to build criteria that separated both uncertainties and recombined them properly however experiments showed that this is more difficult than expected.

In this chapter, we have focused on a particular rejection framework which implies refusing to answer when the error rate is high. This requires to build rejectors which capture both types of uncertainties. Finding frameworks which would necessitate to estimate only a single uncertainty could be interesting to compare to. For example, an alternative rejection framework could be to detect when the classifier makes a suboptimal prediction inducing an increased error rate with respect to the optimal classifier. This formulation might rely less strongly on the task ambiguity.

In the next chapter, we focus on task ambiguity and try to provide principled approaches to handle it. In particular, we study ways to predict a set of candidate labels instead of rejecting an ambiguous sample.
Consider the problem of assigning a label to an object. In applications where the label noise is low, predicting a single label works well. However, in a wide range of applications, at least some data items may be ambiguous due to noise or occlusion and even expert human annotators may disagree on what the true label should be. In such cases, human experts may prefer either to refuse to answer or to give a list of possible answers, filtering out the classes that certainly are wrong.
Figure 4.1: Various degrees of ambiguity according to human annotators on CIFAR-10 collected in Peterson et al. (2019). The orange class corresponds to the most probable class according to these annotators.
Researchers have found that even on simple tasks, such as CIFAR-10, humans sometimes disagree (Peterson et al., 2019). This is illustrated in Figure 4.1 which shows images with different levels of disagreement according to annotators. The first row displays non-ambiguous samples, whereas the second and third rows contain images with, respectively, two and three possible classes. In all cases, a single object is present in the image, however, for some samples, the low image resolution does not allow to determine precisely what this object is. However, in most cases, the observer can still easily rule out most classes, so filtering is still possible even when there is ambiguity.

In this chapter, we study an adaptive classification approach where predictors are allowed to act like human experts by responding with a list of candidate labels. The size of the list may vary depending on the sample being classified but is constrained to be equal to a certain size $K$ on average. We denote this average-$K$ classification as a generalization of top-$K$ classification. In our problem setting, as in Figure 4.1, there is a single correct label, but the input provided may be ambiguous. Our problem is thus a different task from multi-label classification (Zhang and Zhou, 2013) where there are multiple true answers, all of them correct, which are given during training. Figure 4.2 shows how, on CIFAR-10H, an adaptive average-$K$ strategy has the potential to lower the error rate compared to always predicting the same number of classes for each sample.

The chapter is organized as follows. After formalizing the average-$K$ classification task, we determine the contexts in which the adaptive strategy is most beneficial compared to top-$K$ classification. Moreover, we give estimation procedures to estimate those strategies and show that they are consistent. Finally, we perform experiments on real-world image datasets to show how average-$K$ classification can be helpful in practice.

### 4.1 From top-$K$ to average-$K$ classification

In this section, we detail the formalization and notations that will be used in the rest of the chapter. We briefly recall the multi-class classification and top-$K$ classification settings, extend

---

1CIFAR-10 images have a size of 28x28.
them to the average-\(K\) classification task and synthesize the main contributions of the chapter.

### 4.1.1 Multi-class classification

In the multi-class classification setting (Tewari and Bartlett, 2007), we are given a training dataset \((x_i, y_i)_{i \in \{1, \ldots, n\}}\) where, for all \(i\), the input \(x_i\) belongs to an input space \(X \subset \mathbb{R}^d\), e.g. the space of images, and the output \(y_i\) to an output space \(Y = \{1, 2, \ldots, C\}\), the set of class labels, where \(C\) is the number of classes. The joint space \(X \times Y\) is a probabilistic space and the data points are sampled from the joint probability measure \(P_{X,Y}\). This joint probability can, in turn, be decomposed into the marginal probability measure on \(X\), denoted \(P_X\), and the conditional probability of \(Y\) given \(X\), denoted \(\eta(x)\):

\[
\eta_k(x) := \mathbb{P}[Y = k | X = x].
\]

In the classical setting, the aim is to find a classifier \(h : X \rightarrow Y\) which produces a single prediction for each input and generalizes well on unseen data. This is formalized by trying to minimize the risk defined by the 0-1 error rate,

\[
R(h) := \mathbb{E}_{X,Y}[\mathbb{1}_{Y \neq h(X)}] = \mathbb{P}_{X,Y}[Y \neq h(X)]
\]

where \(\mathbb{1}_P\) is equal to 1 if the logical proposition \(P\) is true and to 0 otherwise.

Any predictor satisfying, for all \(x \in X\),

\[
h^*(x) \in \arg\max_{k \in Y} \eta_k(x)
\]

minimizes the previous risk, i.e. \(R(h^*) = \inf_h R(h)\). They are called Bayes predictors. For simplicity, we usually assume that there is a single minimizer and write \(h^*(x) = \arg\max_k \eta_k(x)\). In this case, we have

\[
R(h^*) = 1 - \mathbb{E}_X \left[ \max_k \eta_k(X) \right].
\]

In general, the minimizer does not achieve a risk of zero. This occurs only when \(\max_k \eta_k(x) = 1\) almost everywhere, i.e. when task ambiguity is absent. However, as previously shown, in a lot of practical datasets, such as CIFAR-10, ImageNet, and others, there is some intrinsic ambiguity in the task and we have \(R(h^*) > 0\). From a top-1 classification perspective, this risk is irreducible: it is the lowest achievable risk. It is however possible to reduce it by moving away from top-1 classification. That is by predicting sets.

### 4.1.2 Top-\(K\) classification

The most natural and direct extension to top-1 classification is to take the top-\(K\) most probable classes and make this set as the new prediction. In this case, the same number of labels \(K\) is predicted for each sample.

The learning problem can be formulated as follows. Denoting \(\mathcal{P}(Y)\) the power set of \(Y\), i.e. the set of all subsets of \(Y\), the classifier \(S\) is now of the form \(S : X \rightarrow \mathcal{P}(Y)\): it takes values from \(X\) and predicts a set of labels from \(Y\). Moreover, it has the following additional constraint:

\[
\forall x \in X, \ |S(x)| = K.
\]
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The objective, the risk of Equation (4.1), is then modified to minimize the set error rate:

\[
\mathcal{E}(S) := \mathbb{E}_{X,Y} \left[ 1_{Y \notin S(X)} \right] = \mathbb{P}_{X,Y} \left[ Y \notin S(X) \right].
\]

In this case, this error rate is the top-\(K\) error rate.

As expected, this error rate is minimized by predicting the top-\(K\) most probable classes for any input \(x\) (Lapin et al., 2016). We denote by \(\eta_{\sigma_x}(k)(x)\) the re-ranking of \(\eta_x(x)\) in decreasing order of probability, i.e. \(\eta_{\sigma_x(1)}(x) \geq \eta_{\sigma_x(2)}(x) \geq \cdots \geq \eta_{\sigma_x(C)}(x)\). The minimizer of the top-\(K\) error rate can then be written as

\[
S^*_K(x) := \{\sigma_x(k) : k \in \{1, \ldots, K\}\} = \sigma_x[\{1, \ldots, K\}]. \tag{4.2}
\]

To simplify these notations, in the rest of the document, we will often use the following notation for the re-ordering of \(\eta_x(x)\):

\[
\tilde{\eta}_k(x) := \eta_{\sigma_x(k)}(x).
\]

This top-\(K\) classification approach is the most direct generalization of top-1 classification, but there is no reason to believe that, in general, we should predict the same number of classes for all the samples. We thus propose to rather look at adaptive set-valued classifiers which relax this constraint.

### 4.1.3 Average-\(K\) classification

By removing the constraint of always predicting a fixed set size of \(K\), i.e. \(|S(x)| = K\), we consider a predictor \(\mathcal{S}\) which outputs any subset of \(Y\). It is of the form

\[
\mathcal{S} : X \to \mathcal{P}(Y),
\]

where \(\mathcal{P}(Y)\) is the power set of \(Y\). The naive goal is, as previously, to maximize the chance of predicting the good label. (Note that, in general, the predictor \(\mathcal{S}\) may output the empty set \(\emptyset\).)

However, only considering the set error rate, i.e.

\[
\mathcal{E}(\mathcal{S}) := \mathbb{P}_{X,Y} \left[ Y \notin \mathcal{S}(X) \right],
\]

is too naive, because the predictor \(\mathcal{S}_{all}(x) = Y\) – i.e. always predict all classes – is very accurate, but completely uninformative. Thus, this accuracy needs to be balanced with a measure of informativeness \(I(\mathcal{S})\). There are several ways to define these two quantities – accuracy and informativeness – and to measure the trade-off between them. This gives different formulations of the set-valued classification problem which are adapted to different scenarios. We refer the reader to the next chapter, Chapter 5, for more information on the different existing approaches.

Because we are interested in a generalization of top-\(K\), we propose to relax the constraint of a fixed set size by changing it to a constraint on the average set size which we take as measure of informativeness:

\[
I(\mathcal{S}) := \mathbb{E}_X [|\mathcal{S}(X)|].
\]

This gives the following optimization problem

\[
\begin{align*}
\min_{\mathcal{S}} & \quad \mathbb{P}_{X,Y} \left[ Y \notin \mathcal{S}(X) \right] \\
\text{s.t.} & \quad \mathbb{E}_X [|\mathcal{S}(X)|] \leq K
\end{align*} \tag{4.3}
\]
where the constraint on the average set size, $K > 0$, is not limited to integers but can take any real value. This setting corresponds exactly to the setting studied by Denis and Hebiri (2017). In the rest of this section, we recall the main results that we will be needing for our work.

Firstly, this constrained optimization problem has the same solution as the following risk minimization problem which was proposed by Ha (1997a):

$$R_{\lambda}(\mathcal{S}) := \mathbb{E}(\mathcal{S}) + \lambda \mathbb{I}(\mathcal{S})$$

where $\lambda \in \mathbb{R}^+$ is a parameter related to $K$ in a way that we will explain later in this subsection.

Given that

$$R_{\lambda}(\mathcal{S}) = \mathbb{E}_X \left[ \left( 1 - \sum_{k \in \mathcal{S}(X)} \eta_k(x) \right) + \sum_{k \in \mathcal{S}(X)} \lambda \right]$$

the optimal Bayes predictor $\mathcal{S}_\lambda^*$ of this risk can be easily derived and is equal to

$$\mathcal{S}_\lambda^*(x) := \{ k \in \mathcal{Y} : \eta_k(x) \geq \lambda \}.$$

The link between the cost $\lambda$ and average set size $K$ is given by the following function

$$G_\eta(\lambda) := \sum_k \mathbb{P}_X [\eta_k(X) \geq \lambda]. \quad (4.4)$$

Here, $G_\eta(\lambda)$ is exactly the average set size obtained when using the threshold $\lambda$, i.e.

$$G_\eta(\lambda) = \mathbb{E}_X [||\mathcal{S}_\lambda^*(X)||].$$

In order to compute the threshold corresponding to a given average set size, we need to “inverse” the previous function. However, in general, it is not invertible and we need to consider the following generalized inverse function,

$$G_\eta^{-1}(K) := \inf \{ \lambda \in [0, 1] : G_\eta(\lambda) \leq K \}. \quad (4.5)$$

Thus, in general, the solution of our optimization problem defined in Equation (4.3) can be expressed as

$$\mathcal{S}_\lambda^*(x) = \{ k \in \mathcal{Y} : \eta_k(x) \geq G_\eta^{-1}(K) \}. \quad (4.6)$$

The optimal strategy that minimizes the error rate for a given constraint on the average set size consists of a simple thresholding on the values of the conditional probabilities $\mathbb{P} [Y = k|X = x]$.

As we will see, it is useful to make the following continuity assumption.

**Assumption C (Continuity assumption).** For all $k \in \{1, \ldots, C\}$, the cumulative distribution function (CDF) of $\eta_k$ denoted $F_{\eta_k}$, defined as $F_{\eta_k}(t) = \mathbb{P}_X [\eta_k(X) \leq t]$, is continuous.
This assumption requires only the probabilities of the classes not to be concentrated at some precise values: they should always be some variations present, although as small as wanted but not null. Note that it does not forbid the presence of jumps in these probabilities: some values of the probabilities may never occur. This assumption is important as it guarantees that the previous optimal predictor of Equation (4.6) satisfies \( I(S^K) = K \). That is to say, the average size of the sets predicted by the optimal classifier \( S^K \) is indeed equal to \( K \). For this reason, we denote such classifiers average-\( K \) classifiers.

Finally, a final important result which we will be using later concerns the regret of such predictors. In particular, it shows that the optimal classifier \( S^K \) is indeed the average-\( K \) classifier with the lowest error rate.

**Proposition 4.1.1** (Denis and Hebiri (2017), Proposition 4). Under Assumption C, for any average-\( K \) predictor \( S_K \), i.e. having exactly an average set size of \( K \), its regret compared to the optimal predictor \( S^K \) is equal to

\[
E(S_K) - E(S^K) = \sum_k \mathbb{E}_X \left[ |\eta_k(X) - G^{-1}(K)| \mathbb{1}_{k \in S_K(X) \triangle S^K(X)} \right]
\]

where \( \triangle \) is the symmetric difference between two sets.

Note that, in the case where \( K = K \), because a top-\( K \) classifier is also an average-\( K \) classifier, this result also implies that the error rate of the optimal average-\( K \) classifier is necessarily lower than that of the optimal top-\( K \) classifier.

### 4.1.4 Contributions

The main goal of this chapter is to study the relative usefulness of average-\( K \) compared to top-\( K \) classification. Therefore, we will compare the two following optimal predictors:

1. **optimal top-\( K \) classifier** (Section 4.1.2):
   \[
   S^K(x) = \{ \sigma_x(k) : k \in \{1, \ldots, K\} \},
   \]
   where \( \sigma_x \) is a permutation of \( \{1, \ldots, C\} \) such that \( \eta_{\sigma_x(1)}(x) \geq \eta_{\sigma_x(2)}(x) \geq \cdots \geq \eta_{\sigma_x(C)}(x) \);

2. **optimal average-\( K \) classifier** (Section 4.1.3):
   \[
   S^K(x) = \{ k \in \mathcal{Y} : \eta_k(x) \geq \lambda_K \},
   \]
   where \( \lambda_K = G^{-1}(K) \).

In particular, we will compare both classifiers for the same fixed average set size of \( K = K \). This chapter tackles the following questions:

1. For which problems is a top-\( K \) strategy \( S^K(x) \) optimal w.r.t. the adaptive counterpart \( S^K(x) \)?
2. For which problems does this average-\( K \) strategy \( S^K(x) \) achieve a lower error rate than the fixed set size one \( S^K(x) \) and by how much?
3. How can one build consistent estimators \( \hat{S}_K(x) \) and \( \hat{S}_K(x) \) for these two strategies?
4. Given a dataset, will an adaptive strategy \( \hat{S}_K(x) \) always outperform the top-\( K \) one \( \hat{S}_K(x) \) in practice?
We will address these questions in order.

In Section 4.2, we start by giving some introductory toy examples to show cases where top-K and average-K are useful. These examples serve as illustrations and will be referred to in the next sections.

In Section 4.3, we study when is $S_K^*$ optimal, or stated differently when is $S_K^*$ useless with respect to $S_K^*$. In particular, we characterize the problems for which this happens by giving an interpretable necessary and sufficient condition involving $P_X$ and $\eta_k$. We show that it is connected to a notion of heterogeneity of the task ambiguity. Using the introductory examples, we show that this notion of heterogeneity is not trivial: it is not captured by the variance of the ambiguity but rather depends on the overlap of the distributions of the ordered conditional probabilities $\tilde{\eta}_K$ and $\tilde{\eta}_{K+1}$.

In Section 4.4, we theoretically study when $S_K^*$ provides a gain over $S_K^*(x)$ and quantify by how much. In particular, we will provide a lower bound on this improvement which highlights for which problems the adaptive strategy will be most useful. This lower bounds is expressed with a quantification of the heterogeneity of the ambiguity which we call dispersion strength. This quantity captures both the weight and the magnitude of the previously-mentioned overlap of the distributions of the ordered conditional probabilities.

Next, in Section 4.5, we provide estimation procedures and prove their consistency, both for top-K and average-K classification. These procedures are natural and intuitive, they are based on plug-in rules and strongly proper losses minimization. To prove this result, we derive new plug-in regret bounds and generalize strongly properly proper losses to the multi-class case. In particular, this allows to prove that building top-K and average-K classifiers from the scores of a model learned by minimizing the negative log-likelihood is consistent which is a new result.

Finally, in Section 4.6, using these procedures, we study how the previous theoretical findings apply to real-world image datasets. First, we study the estimation procedures coupled with classic neural network training and show their efficiency under various conditions. Then, experiments are carried out on large-scale datasets to show the usefulness of the adaptive average-K strategy on concrete problems. Surprisingly, average-K always outperforms top-K, even when the amount of training data is limited.

## 4.2 Introductory examples

In this section, we present two toy examples and study how top-K and average-K perform in these cases. These examples are deliberately contrived to train our intuition. We’ll use them in the next sections to illustrate both definitions and results. The first example shows a case where average-K does not improve upon top-K whereas the second one shows a case where it does.

For these examples, we consider applications with $C = 6$ classes, where the goal, given an input, is to return a small set containing the proper class. We denote the different classes using letters from $A$ to $F$.

The first example, Example 1, is illustrated in Figure 4.3. Here, the 6 classes are grouped by pairs: $\{A, B\}$, $\{C, D\}$, and $\{E, F\}$. In each case, two classes have high, roughly equal, probabilities with some variability while all other classes have low and negligible probabilities. This is illustrated in the first column containing some samples with their associated conditional probability $\eta_k(x) = \mathbb{P}[Y = k \mid X = x]$: the first sample $x_1$ is ambiguous between $A$ and $B$, ...
Figure 4.3: Illustration of Example 1. The first column contains samples with their associated conditional probabilities $\eta_k$ over the classes. The second column orders the classes by the height of the bars in the histogram, $\tilde{\eta}_k$. For example, when classes $C$ and $D$ have nearly all the probability then $\tilde{\eta}_k$ simply reprises the probabilities of those two classes, in descending order of probability. The top-right figure plots the error rate for different $K$ values for top-$K$ and average-$K$. The bottom-right figure shows the distribution of the predicted set size of average-$K$ strategy for $K = 2$. In this case, the classes are grouped by pairs and there is no gain in using average-$K$ classifiers. A set size of 2 is best in all cases. See the text for more details.
while the second one \(x_2\) between \(C\) and \(D\), \(x_3\) between \(E\) and \(F\), etc. The second column shows these conditional probabilities reordered in descending order, denoted \(\tilde{\eta}_K\). In each case, the two most probable classes are much more likely than the other ones. In this scenario, top-2 and average-2 have the same error rate. Average-2 will always choose two classes. This is illustrated in the top-right and bottom-right figures.

The second example, Example 2, is illustrated in Figure 4.4. Here, for some samples, there is no ambiguity. One class, \(A\), has all the probability. In other cases, there is an ambiguity between two classes, \(B\) and \(C\), and in still other cases, there is confusion between three classes, \(D\), \(E\) and \(F\). Each of these three cases are equally probable. Within each group of samples, there is a high confusion between the classes but classes outside the group have negligible probability. This is illustrated in the first and second column: the first sample \(x_1\) is un-ambiguous and belongs to class \(A\), while the second one \(x_2\) has the same likelihood for \(B\) and \(C\) and \(x_3\) the same likelihood for \(D\), \(E\) and \(F\), etc. In this scenario, top-2 reduces the error compared to top-1 classification but average-2 reduces the error rate significantly compared to top-2. In fact, as shown in the bottom-right figure, when fixing \(K = 2\), the average-2 classifier predicts a balanced number of set of sizes 1, 2 and 3. For each of the groups, it predicts exactly the correct number of classes present. That is why average-2 has a zero error rate.

These two very simple examples raise the question: what makes average-\(K\) useful in one case but not in the other one? This is the aim of the next section.

### 4.3 When is top-\(K\) classification optimal?

In this section, we first focus on the optimality of top-\(K\) classification with respect to the adaptive strategy. In other words, when is top-\(K\) sufficient and when would the adaptive strategy improve on it?

In terms of error rates, as we will see in this section, we have the following relationship between the error rate of classic top-1 classification \(E(S_1^*)\), top-\(K\) classification \(E(S_K^*)\) and average-\(K\) classification \(E(\mathcal{S}_K^*)\):

\[
E(\mathcal{S}_K^*) \leq E(S_K^*) \leq E(S_1^*).
\]

A first instructive question is: when is top-\(K\) useful compared to top-1 classification? The answer is found by analyzing the error rate of top-\(K\) which is given by

\[
E(S_K^*) = 1 - \sum_{k \leq K} \mathbb{E}_X [\tilde{\eta}_k(X)].
\]

As we can see, the important quantity here is the average of ambiguities \(\mathbb{E}_X [\tilde{\eta}_k(X)]\). Obviously, if there is no ambiguity, top-1 classification is optimal. However, the previous equation is more informative: top-\(K\) is solely dependent on average ambiguities. Intuitively, the adaptive strategy will thus be relevant when this ambiguity is heterogeneous, whereas top-\(K\) classification will be optimal when this ambiguity is homogeneous. In this section, we start formalizing this notion of heterogeneity by studying when top-\(K\) classification is optimal.

#### 4.3.1 Characterization of the optimality of top-\(K\) classification

To study the optimality of top-\(K\), we analyze the adaptive gain \(\Delta_K\) defined as

\[
\Delta_K := E(S_K^*) - E(\mathcal{S}_K^*).
\]
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Figure 4.4: Illustration of Example 2. The first column contains four samples with their associated conditional probabilities \( \eta_k \) for each class. The second column reprises the probabilities in descending order of the height of the bars in the corresponding left histogram, \( \tilde{\eta}_k \), giving a probability density function of the number of classes found. As it happens, 1/3 of the time there is no ambiguity, 1/3 of the time there is ambiguity among two classes, and 1/3 of the time there is ambiguity among three classes. The top-right figure plots the error rates (vertical axis) for different values of \( K \) (horizontal axis) for both the top-K and average-K strategies. The orange shows the additional error when using top-K compared with using average-K. The bottom-right figure shows the distribution of the set sizes of the average-K strategy for \( K = 2 \), showing that the average-K strategy predicts a set size of 1, 2, or 3, each 1/3 of the time which accords with the ambiguity distribution. For that reason, average-2 has no errors, whereas top-2 will have an error 1/3 of the time when there is an ambiguity of 3 (1/3 \( \times \) 1/3 = 1/9). See the text for more details.
To simplify the notation, we will denote the adapted threshold of $S^*_K$ as $\lambda_K$, i.e.

$$\lambda_K = G^{-1}_\eta(K).$$  \hfill (4.9)

Because top-$K$ classifiers also have an average set size of $K$, using Proposition 4.1.1, we have

$$\Delta_K = \sum_k \mathbb{E}_X \left[ |\eta_k(X) - \lambda_K| \mathbb{I}_{k \in S^*_K(X) \Delta S^*_K(X)} \right]$$  \hfill (4.10)

which is clearly non-negative. Adaptive gain thus quantifies the benefit of average-$K$ over top-$K$.

In this section, we focus on characterizing when adaptive average-$K$ prediction falls back to top-$K$ prediction, i.e. when $\Delta_K = 0$. In particular, we want to characterize the problems for which this occurs, i.e. give a result involving properties of $P_X,Y$ (thus $P_X$ and $\eta_k$).

The following proposition is the main result of this section, it gives a natural necessary and sufficient condition for the usefulness/uselessness of the average-$K$ strategy compared to top-$K$. In particular, it is expressed in terms of the inverse images of the interval $(0, 1)$ under the conditional density function (CDF) of $\tilde{\eta}_K$ and $\tilde{\eta}_K+1$, denoted respectively $F^{-1}_{\tilde{\eta}_K}([0, 1])$ and $F^{-1}_{\tilde{\eta}_K+1}([0, 1])$ and equal to

$$F^{-1}_{\tilde{\eta}_K}([0, 1]) = \{ t \in [0, 1] \mid F_{\tilde{\eta}_K}(t) \in (0, 1) \}$$
and

$$F^{-1}_{\tilde{\eta}_K+1}([0, 1]) = \{ t \in [0, 1] \mid F_{\tilde{\eta}_K+1}(t) \in (0, 1) \}.$$

Intuitively, these sets tell us where the distributions of $\tilde{\eta}_K$ and $\tilde{\eta}_K+1$ are located\(^2\). In the next subsection, we will show what these quantities mean and what are their values for the introductory examples.

**Proposition 4.3.1** (Uselessness characterization). Under the continuity assumption $C$, for a fixed $K < C$, the following statements are equivalent:

1. The adaptive gain of using average-$K$ is null:

   $$\Delta_K = 0,$$

2. Top-$K$ and average-$K$ predict the same sets:

   $$S^*_K(X) = S^*_K(X) \text{ almost everywhere},$$

3. There is a gap between the support of the distributions of the conditional probabilities $\tilde{\eta}_K$ and $\tilde{\eta}_K+1$:

   $$\exists \lambda \in [0, 1] \mid (\tilde{\eta}_K+1(X) < \lambda \leq \tilde{\eta}_K(X) \text{ almost everywhere}),$$

4. There is no overlap in the distributions of the conditional probabilities $\tilde{\eta}_K$ and $\tilde{\eta}_K+1$:

   $$F^{-1}_{\tilde{\eta}_K}([0, 1]) \cap F^{-1}_{\tilde{\eta}_K+1}([0, 1]) = \emptyset.$$

Note that, although the statements 1 and 2 seem clearly equivalent at first glance, without the continuity assumption the implication $1 \Rightarrow 2$ does not hold. This assumption is thus important in our context. Before providing the proof of Proposition 4.3.1 (in Section 4.3.3), we discuss in the next subsection its interpretation and consequences.

\(^2\)These quantities are not equivalent to the support of the distributions but they are rather equal to the interior of the smallest (closed) segment containing the support of the distribution.
4.3. When is top-$K$ classification optimal?

4.3.2 Discussion of Proposition 4.3.1: the notion of overlap of ambiguity

Statements 3 and 4 of Proposition 4.3.1 highlight that the overlap (or its absence) between the conditional density functions (hereafter called "density overlap" or just "overlap") of the different $\tilde{\eta}_k$ is an important characteristic of the problem. In this subsection, we revisit the introductory examples of Section 4.2 and, based on those, show what type of heterogeneity of ambiguity is adaptive gain related to.

In Figure 4.5, the distribution of $\tilde{\eta}_k(X)$ for all $k$ is shown, both for Example 1 and Example 2. Recall that the $\tilde{\eta}_k(X)$ is the probability distribution for the classes in descending order (e.g. $\tilde{\eta}_1(X)$ is the probability distribution for the most likely class). $F_{\tilde{\eta}_k}^{-1}[(0, 1)]$ and $F_{\tilde{\eta}_{K+1}}^{-1}[(0, 1)]$ are shown in green in both cases.

In Example 1, as explained previously, top-$K$ is optimal. However, as shown here, there is a variability of $\tilde{\eta}_K$. Thus, the variance of $\tilde{\eta}_K$ is not a good notion of heterogeneity to capture the usefulness of average-$K$ compared to top-$K$. On the other hand, the quantities of Proposition 4.3.1 capture this notion well. Indeed, the hatched red area on the figure highlights the lack of conditional density overlap in Example 1: in this case, $F_{\tilde{\eta}_K}^{-1}[(0, 1)] \cap F_{\tilde{\eta}_{K+1}}^{-1}[(0, 1)] = \emptyset$.

In Example 2, by contrast, the hatched green area shows the overlap in Example 2. As noted in the figure caption, sometimes the second most likely class is roughly as likely as the third most likely class and sometimes their likelihoods are very different. When their likelihoods are similar, adaptive will return the top three classes. When the two highest probability classes have similar and relatively high probabilities, then adaptive will return only two classes. When the two lower probability classes have very small probabilities, then adaptive will return only one class.
These simple examples illustrate that the notion of heterogeneity introduced in Proposition 4.3.1, i.e. the lack of overlap of the distributions of \( \tilde{\eta}_K \) and \( \tilde{\eta}_{K+1} \) characterizes cases when top-\( K \) is optimal. By contrast and somewhat surprisingly, a measure of variability such as the variance, which would have been a natural candidate at first glance, is actually not the appropriate quantity to measure. Even with some variability of the \( \tilde{\eta}_K \), top-\( K \) can remain optimal. However, as we will see in Section 4.4, a quantification of overlap will characterize the benefit that the average-\( K \) strategy confers.

### 4.3.3 Proof of Proposition 4.3.1

Let us now prove Proposition 4.3.1. To do so, we will prove the different equivalence separately.

**Proof of equivalence 1 \( \iff \) 2.** The implication 2 \( \Rightarrow \) 1 is straightforward as

\[
S^*_K(X) = \mathcal{J}^*_K(X) \quad \text{a.s.} \Rightarrow S^*_K(X) \Delta \mathcal{J}^*_K(X) = \emptyset \quad \text{a.s.}
\]

\[
\Rightarrow \Delta_K = 0
\]

using Equation (4.10).

The converse requires to use the continuity assumption. Indeed, using Equation (4.10), we have

\[
\Delta_K = 0 \Rightarrow \forall k, \ P_X [\eta_k(X) = \lambda_K \text{ or } k \notin S^*_K(X) \Delta \mathcal{J}^*_K(X)] = 1.
\]

By continuity assumption, we have \( P_X [\eta_k(X) = \lambda_K] = 0 \), which implies that

\[
\forall k, \ P_X [k \notin S^*_K(X) \Delta \mathcal{J}^*_K(X)] = 1.
\]

This implies that

\[
P_X [S^*_K(X) \Delta \mathcal{J}^*_K(X) = \emptyset] = 1 - \sum_k P_X [k \in S^*_K(X) \Delta \mathcal{J}^*_K(X)]
\]

\[
\geq 1 - P_X [k \notin S^*_K(X) \Delta \mathcal{J}^*_K(X)] = 1
\]

thus, we have

\[
P_X [S^*_K(X) \Delta \mathcal{J}^*_K(X) = \emptyset] = 1.
\]

As, for any given \( X \), there are only two alternatives, either \( S^*_K(X) \subset \mathcal{J}^*_K(X) \) or \( \mathcal{J}^*_K(X) \subset S^*_K(X) \), we have

\[
S^*_K(X) \Delta \mathcal{J}^*_K(X) = \emptyset \iff S^*_K(X) = \mathcal{J}^*_K(X)
\]

which allows to conclude the implication

\[
\Delta_K = 0 \Rightarrow P_X [S^*_K(X) = \mathcal{J}^*_K(X)] = 1.
\]

\( \square \)

**Proof of equivalence 2 \( \iff \) 3.** To prove the implication 2 \( \Rightarrow \) 3, we use

\[
S^*_K(X) = \mathcal{J}^*_K(X) \text{ a.s.} \Rightarrow P_X [|\mathcal{J}^*_K(X)| = K] = 1
\]

\[
\Rightarrow P_X [\tilde{\eta}_{K+1}(X) < \lambda_K] = P_X [\tilde{\eta}_K(X) \geq \lambda_K] = 1
\]

\[
\Rightarrow P_X [\tilde{\eta}_{K+1}(X) < \lambda_K \leq \tilde{\eta}_K(X)] = 1.
\]
As we have
\[ \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda_K \leq \tilde{\eta}_K(X)] = \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda_K] \mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda_K]. \]
Thus \( \lambda_K \) is a possible value of \( \lambda \) of statement 3.

Conversely, denote \( \Lambda \) the following set:
\[ \Lambda = \{ \lambda \in [0, 1] \mid \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda \leq \tilde{\eta}_K(X)] = 1 \}. \]
If \( \Lambda \neq \emptyset \), then for all \( \lambda \in \Lambda \), we have \( G_\eta(\lambda) = K \):
\[
\begin{align*}
\lambda \in \Lambda & \Rightarrow \begin{cases}
\mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda] = 1 \\
\mathbb{P}_X [\tilde{\eta}_{K+1}(X) \geq \lambda] = 0
\end{cases} \\
& \Rightarrow \begin{cases}
\forall k \leq K, \mathbb{P}_X [\tilde{\eta}_k(X) \geq \lambda] = 1 \\
\forall k > K, \mathbb{P}_X [\tilde{\eta}_k(X) \geq \lambda] = 0
\end{cases} \\
& \Rightarrow G_\eta(\lambda) = \sum_k \mathbb{P}_X [\tilde{\eta}_k(X) \geq \lambda] = K.
\end{align*}
\]
As \( \lambda_K \) is defined in Equation (4.9) as the infimum over all \( \lambda \) such that \( G_\eta(\lambda) \leq K \), we have \( \lambda_K \leq \inf \Lambda \). If we assume that \( \lambda_K \not\in \Lambda \), then necessarily
\[
\begin{cases}
\mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda] = 1 \\
\mathbb{P}_X [\tilde{\eta}_{K+1}(X) \geq \lambda] > 0
\end{cases}
\]
which implies that \( G_\eta(\lambda_K) > K \), contradicting the fact that \( G_\eta(\lambda_K) = K \). Thus, we have \( \lambda_K \in \Lambda \) and \( \mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda_K] = \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda_K] = 1 \). Finally, this implies that
\[ S_K^*(X) = \mathcal{S}_K^*(X) \text{ a.s.} \]
which concludes the proof. \( \Box \)

Proof of equivalence 3 \( \leftrightarrow \) 4. Due to the continuity assumption, we know that the inverse image of open intervals of the CDF functions are also open intervals. We denote them as
\[ F_{\tilde{\eta}_K}^{-1}((0, 1]) = (a, b) \quad \text{and} \quad F_{\tilde{\eta}_{K+1}}^{-1}((0, 1]) = (c, d) \]
with \( a < b \) and \( c < d \).

To show the first implication, we start from \( F_{\tilde{\eta}_K}^{-1}([0, 1]) \cap F_{\tilde{\eta}_{K+1}}^{-1}([0, 1]) = \emptyset \) which implies that \( d \leq a \). Setting \( \lambda = a \) and using the continuity of \( F_{\tilde{\eta}_K} \) and \( F_{\tilde{\eta}_{K+1}} \), we have
\[ F_{\tilde{\eta}_K}(\lambda) = \mathbb{P}_X [\tilde{\eta}_K(X) \leq \lambda] = 0 \Rightarrow \mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda] = 1 \]
and
\[ F_{\tilde{\eta}_{K+1}}(\lambda) = \mathbb{P}_X [\tilde{\eta}_{K+1}(X) \leq \lambda] = 1 \Rightarrow \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda] = 1. \]
From that, we can conclude
\[ \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda \leq \tilde{\eta}_K(X)] = \mathbb{P}_X [\tilde{\eta}_{K+1}(X) < \lambda] \mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda] = 1. \]

Conversely, if such a \( \lambda \) exists, using the continuity assumption, it satisfies
\[
\begin{cases}
\mathbb{P}_X [\tilde{\eta}_K(X) \geq \lambda] = 1 \\
\mathbb{P}_X [\tilde{\eta}_{K+1}(X) \geq \lambda] = 0
\end{cases} \Rightarrow \begin{cases}
\lambda \leq a \\
\lambda \geq d \Rightarrow d \leq a
\end{cases}
\]
which allows to conclude that the intersection is the empty set. \( \Box \)
4.4 Quantifying the usefulness of average-\(K\)

Section 4.3 characterized when top-\(K\) is optimal. We showed that a form of heterogeneity is required for the adaptive strategy to improve upon top-\(K\). In this section, we quantify how much we can reduce the error rate using the average-\(K\) strategy for some problems compared with top-\(K\). That is the adaptive gain. For this, we will quantify the heterogeneity of the ambiguity of the problem using an interpretable quantity, the dispersion strength, expressed in terms of \(\mathbb{P}_{X,Y}\) (thus \(\mathbb{P}_X\) and \(\eta\)).

4.4.1 A lower bound on the adaptive gain

Proposition 4.4.1 gives a lower bound on the adaptive gain \(\Delta_K\) which partly answers this question. It is based on the dispersion strength which is a quantified version of the overlap of distributions of \(\tilde{\eta}_k\) studied previously. It measures the heterogeneity of the ambiguity by quantifying how much the level of ambiguity can differ for different inputs.

**Definition 4.4.1 (Dispersion strength).** For a fixed \(K\), the dispersion strength of order \(k\) denoted \(d_{K,k}\) is defined by

\[
d_{K,k} := \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+k}(X) - \tilde{\eta}_{K+1-k}(X'))^+ \right],
\]

where \(a^+ = \max(a, 0)\) is the positive part function.

Note that the difference is computed between conditional probabilities for different \(X\) and \(X'\) (otherwise, these quantities would always equal to zero). The dispersion strength of order 1, \(d_{K,1}\), is equal to

\[
d_{K,1} := \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+1}(X) - \tilde{\eta}_K(X'))^+ \right].
\]

which, using conditional expectations, can be rewritten as

\[
d_{K,1} = \mathbb{E}_{X,X'} \left[ \tilde{\eta}_{K+1}(X) - \tilde{\eta}_K(X') \mid \tilde{\eta}_{K+1}(X) > \tilde{\eta}_K(X') \right] \times \mathbb{P}_{X,X'} \left[ \tilde{\eta}_{K+1}(X) > \tilde{\eta}_K(X') \right].
\]

These quantities measure a form of heterogeneity of the ambiguity: they quantify how much the level of ambiguity can be different for different inputs. The second term quantifies how often this occurs, on the other hand, the first term quantifies, when it occurs, how strong is this difference. We will discuss this aspect in more length in the next subsection after stating the main result. The dispersion strengths of higher order, \(d_{K,k}\), then generalizes this idea and quantify overlaps between further away order conditional probabilities, e.g. for order 2, it compares \(\tilde{\eta}_{K+2}\) and \(\tilde{\eta}_{K-1}\), etc.

Using this measure of the heterogeneity of ambiguity of the problem, we can show the following proposition giving a lower bound on the adaptive gain \(\Delta_K\).

**Proposition 4.4.1.** For \(K < C\), where \(C\) is the number of classes, we have that

\[
\Delta_K \geq d_{K,1} = \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+1}(X) - \tilde{\eta}_K(X'))^+ \right],
\]

and, more tightly, for \(K \leq \frac{C}{2}\),

\[
\Delta_K \geq \sum_{k=1}^{K} d_{K,k} = \sum_{k=1}^{K} \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+k}(X) - \tilde{\eta}_{K+1-k}(X'))^+ \right].
\]
Proof. Using Equation (4.10), we can rewrite the adaptive gain \( \Delta_K \) as

\[
\Delta_K = \sum_k \mathbb{E}_X \left[ \eta_k(X) - \lambda_k \mathbb{1}_{k \in S_k^*(X) \triangle S_{k+1}^*(X)} \right]
\]

\[
= \sum_{k \leq K} \mathbb{E}_X \left[ (\lambda_K - \tilde{\eta}_k(X)) \mathbb{1}_{\tilde{\eta}_k(X) < \lambda_K} \right] + \sum_{k > K} \mathbb{E}_X \left[ (\tilde{\eta}_k(X) - \lambda_K) \mathbb{1}_{\tilde{\eta}_k(X) \geq \lambda_K} \right]
\]

\[
= \mathbb{E}_X \left[ \sum_{k \leq K} (\lambda_K - \tilde{\eta}_k(X))^+ + \sum_{k > K} (\tilde{\eta}_k(X) - \lambda_K)^+ \right]
\]

where \((a)^+ = \max(a, 0)\) is the positive part.

From this, we can prove the first lower bound using

\[
\Delta_K \geq \mathbb{E}_X \left[ (\lambda_K - \tilde{\eta}_K(X))^+ + (\tilde{\eta}_{K+1}(X) - \lambda_K)^+ \right] = \mathbb{E}_{X,X'} \left[ (\lambda_K - \tilde{\eta}_K(X'))^+ + (\tilde{\eta}_{K+1}(X) - \lambda_K)^+ \right] \geq \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+1}(X) - \tilde{\eta}_K(X'))^+ \right].
\]

The last lower bound comes from the fact that, for any real numbers \(a, b\) and \(c\),

\[
(a - b)^+ + (b - c)^+ \geq ((a - b) + (b - c))^+ = (a - c)^+.
\]

For the second lower bound of the proposition, we use a tighter lower bound of the sum:

\[
\Delta_K = \mathbb{E}_X \left[ \sum_{k \leq K} (\lambda_K - \tilde{\eta}_k(X))^+ + \sum_{k > K} (\tilde{\eta}_k(X) - \lambda_K)^+ \right] \geq \mathbb{E}_X \left[ \sum_{k=1}^K (\lambda_K - \tilde{\eta}_k(X))^+ + \sum_{k=K+1}^{2K} (\tilde{\eta}_k(X) - \lambda_K)^+ \right]
\]

\[
= \sum_{k=1}^K \mathbb{E}_{X,X'} \left[ (\lambda_K - \tilde{\eta}_{K+1-k}(X'))^+ + (\tilde{\eta}_{K+k}(X) - \lambda_K)^+ \right] \geq \sum_{k=1}^K \mathbb{E}_{X,X'} \left[ (\tilde{\eta}_{K+k}(X) - \tilde{\eta}_{K+1-k}(X'))^+ \right]
\]

using the same lower bound as previously. \(\square\)

4.4.2 Discussion of the notion of dispersion strength

The aim of this subsection is to give an intuitive explanation of the nature of heterogeneity and to make the dispersion strength concept more understandable. From Section 4.3, we saw that the overlap of distributions of \(\tilde{\eta}_K\) and \(\tilde{\eta}_{K+1}\) is important to characterize the optimality of top-\(K\). The dispersion strength captures and measures this information.

We start by computing it for Example 2. Recall that, in this example, there are three zones: zone 1 with class \(A\) unambiguous, zone 2 with class \(B\) and \(C\) equally ambiguous, and zone 3 with class \(D, E,\) and \(F\) equally ambiguous. Each of these zones is equally probable, their
weight are equal to \( w_1 = w_2 = w_3 = 1/3 \). Because the three zones are disjoint, the expectation of Definition 4.4.1 can be reduced to the following weighted sum:

\[
d_{2,1} = \sum_{i=1}^{3} \sum_{j=1}^{3} w_i w_j \left( \tilde{\eta}_3^{(i)} - \tilde{\eta}_2^{(j)} \right)^+, \]

where \( \tilde{\eta}_3^{(i)} \) (resp. \( \tilde{\eta}_2^{(j)} \)) is the constant value of \( \tilde{\eta}_3(X) \) in zone \( i \) (resp. of \( \tilde{\eta}_2(X) \) in zone \( j \)). Every term of this sum is null except when \( i = 3 \) and \( j = 1 \). It is thus equal to

\[
d_{2,1} = w_1 w_3 \times \left( \tilde{\eta}_3^{(3)} - \tilde{\eta}_2^{(1)} \right). \]

This decomposition highlights the general idea of \( d_{K,1} \): it captures both how often does \( \tilde{\eta}_{K+1} \) have a higher value than \( \tilde{\eta}_K \) for different inputs (weight) and, when it occurs, how strong it is (magnitude). We will derive two variations of Example 2 which change one of these quantities at a time to show how it impacts the average-2 error rate. These examples preserve the same top-2 error rate. The computations of their different quantities are given in Table 4.1.

<table>
<thead>
<tr>
<th>Ex.</th>
<th>error rates</th>
<th>heterogeneity measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>top-2</td>
<td>avg-2</td>
</tr>
<tr>
<td>Ex. 2</td>
<td>11%</td>
<td>0%</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>11%</td>
<td>10%</td>
</tr>
<tr>
<td>Ex. 4</td>
<td>11%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Table 4.1: Decomposition of the heterogeneity measure for the given examples. We can build examples with \( \epsilon \) arbitrarily small for Example 3 and Example 4.

First, we derive Example 3 as a simple variant of Example 2 where the weights have been adapted. In particular, we keep \( w_3 = 1/3 \) to preserve the top-2 error rate. \( w_1 \) and \( w_2 \) are however unbalanced such to have a small \( w_1 = 3/100 \). As shown in Table 4.1, this decreases the
Figure 4.7: Illustration of Example 4 which is a modification of Example 2 where in the case where class A is dominant, instead of being unambiguous, it has a probability close to 2/3 while one of the other class has a probability around 1/3 as shown in the first column on the first and last row. The top-right figure plots the error rate for different $K$ values for top-$K$ and average-$K$. The bottom-right figure shows the distribution of the predicted set size of average-$K$ strategy for $K = 2$. In this case, the sets predicted by average-$2$ are exactly the same as in Example 2, however, here, they only reduce marginally the error rate. See the text for more details.
heterogeneity of the data. In Figure 4.6, we can see that, in the end, average-2 predicts sets very close to top-2, so average-2 has a small adaptive gain.

The second variant, Example 4, is shown in Figure 4.7. It modifies zone 1 where class A is dominant as follows: class A has a probability close to $2/3$ and one other class has the rest of the probability, i.e. a little less than $1/3$. This does not change the top-2 error rate. The weights $w_1, w_2, w_3$ are kept equal to $1/3$. As shown in Table 4.1, this results in a much lower magnitude which reduces the heterogeneity of the problem. In this case, as can be seen in Figure 4.7, average-2 often predicts set sizes similar to those of Example 2. In the end, however, the adaptive gain is negligible.

These examples show that both weight and magnitude are important components of the heterogeneity which have a great impact on the gain of average-$K$ over top-$K$. Proposition 4.4.1 only gives a lower bound, as can be noted in Table 4.1, values can be much smaller than final value of the adaptive gain (see Example 2). However, this result and its analysis provide insights into which problems would benefit most from average-$K$ strategy.

### 4.5 Consistent estimation procedures

In this section, we will study how to estimate the top-$K$ and average-$K$ predictors developed in Section 4.1. The aim here is not to provide the best possible estimators but rather to give general principled estimation procedures which are consistent and that will allow us to carry out the experiments of Section 4.6. In particular, the estimators we derive here are based on the optimal rules defined in Equations (4.2) and (4.6). To apply these rules, we need an estimator $\hat{\eta}$ of the conditional probability $\eta$ and directly plug it into the optimal rules. Such estimators are called plug-in rules.

In general, it is hard to directly optimize these losses ($E(\hat{S}_K)$ and $E(\hat{\mathcal{S}}_K)$). It is thus common to use a surrogate loss $l$ which is designed to have nicer optimization properties (convexity for instance). In this chapter, we will focus on conditional probability estimation (CPE) losses, that is to say losses of the form $l : \mathcal{Y} \times \Delta_C \to \mathbb{R}^+$ where $\Delta_C$ is the probability simplex of dimension $C$, i.e. $\Delta_C = \{ p \in \mathbb{R}^C \mid \forall k, p_k \geq 0, \sum_k p_k = 1 \}$. In this case, its regret is defined as

$$\text{Reg}_{l}(\hat{\eta}) := E_{X,Y}[l(Y, \hat{\eta}(X))] - \inf_{\eta'} E_{X,Y}[l(Y, \eta'(X))].$$

One important question when using surrogate losses is to understand how optimizing this loss will eventually minimize the losses that really interest us, i.e. top-$K$ and average-$K$ errors ($E(\hat{S}_K)$ and $E(\hat{\mathcal{S}}_K)$). In particular, there are two simple properties that one would want to be
satisfied in general by such losses: *calibration* and *consistency* (Bartlett et al., 2006; Tewari and Bartlett, 2007). A loss is said to be calibrated for a task if the following property is satisfied:

$$\text{Reg}_{l}(\hat{\eta}) = 0 \Rightarrow \text{Reg}_{\text{task}}(\hat{S}) = 0,$$

i.e. if the minimizers of the surrogate losses also minimize the original loss. It is said to be consistent if, furthermore, given a sequence of estimators $\hat{\eta}_n$ from which we build a sequence of set classifiers $\hat{S}_n$, the following property is satisfied:

$$\text{Reg}_{l}(\hat{\eta}_n) \to 0 \Rightarrow \text{Reg}_{\text{task}}(\hat{S}_n) \to 0,$$

i.e. if, given a sequence of estimators converging to the minimizer of the surrogate loss, that sequence of estimators will lead to the construction of optimal set classifiers.

These two properties are, in general, not equivalent. Indeed, although they are known to be equivalent in the binary classification case (Bartlett et al., 2006), it is not the case anymore in the multi-class case (Tewari and Bartlett, 2007). There is thus no reason to believe these properties are equivalent in the problems that interest us here. For top-$K$ classification, Lapin et al. (2016, 2017) proposed some losses which are calibrated for top-$K$ classification but they did not show that they were consistent, Yang and Koyejo (2020) showed in fact that some of their losses were not consistent. For average-$K$ classification, Denis and Hebiri (2017) showed that losses of a certain form are indeed consistent but their result is not applicable to the negative log-likelihood loss, which is by far the most widely used loss in classification with neural networks.

The main aim of this section is to provide consistency results for a special class of losses (strongly proper losses) which contains several widely used losses in practice and in particular the negative log-likelihood. The section is organized as follows.

We first define the plug-in estimators for top-$K$ and average-$K$ estimation and show that they are consistent given consistent estimators of the conditional probability $\eta(x)$. Then, we study proper losses and a subclass of such losses called strongly proper losses which provides a way to build such estimators of $\eta(x)$, we also show that several widely used losses – such as negative log-likelihood – actually have such a property. In Section 4.6, we will discuss some good practices and show how these results apply in practice when training neural networks.

### 4.5.1 Plug-in estimators and their regret bounds

The plug-in rule for the top-$K$ classifier is given by

$$\hat{S}_K(x) := \{\hat{\sigma}_x(k) \mid k \in \{1, \ldots, K\}\} = \hat{\sigma}_x[\{1, \ldots, K\}] \quad (4.11)$$

where $\hat{\sigma}_x$ is a permutation of $\{1, \ldots, C\}$ such that $\hat{\eta}_{\hat{\sigma}_x(1)}(x) \geq \hat{\eta}_{\hat{\sigma}_x(2)}(x) \geq \ldots \geq \hat{\eta}_{\hat{\sigma}_x(C)}(x)$. For the adaptive strategy, we need to apply a thresholding resulting in the following plug-in estimator:

$$\hat{S}_K^*(x) := \{k \in Y \mid \hat{\eta}_k(x) \geq G_{\hat{\eta}^{-1}}(K)\} \quad (4.12)$$

where $G_{\hat{\eta}}$ and its generalized inverse are defined similarly to $G_{\eta}$ and $G_{\eta}^{-1}$ (see Equations (4.4) and (4.5)):

$$G_{\hat{\eta}}(\lambda) := \sum_k \mathbb{P}_X[\hat{\eta}_k(X) \geq \lambda],$$

$$G_{\hat{\eta}^{-1}}(K) := \inf\{\lambda \in [0, 1] \mid G_{\hat{\eta}}(\lambda) \leq K\}.$$
Note that here the threshold $G_1^{-1}(K)$ is not the same as for the optimal rule, i.e. in general $G_1^{-1}(K) \neq G_1^{-1}(K)$. Indeed, as we want to preserve the constraint on the average set size, i.e. that $I(S_K) = I(S_K^*) = K$, then we need to adapt the threshold on $\hat{\eta}$. For similar reasons than when building $S_K^*$ for which we made Assumption C, we make the following assumption to guarantee that $I(S_K^*) = K$.

**Assumption D (Estimator continuity assumption).** For all $k \in \{1, \ldots, C\}$, the cumulative distribution function (CDF) of estimated $\hat{\eta}_k$ denoted $F_{\hat{\eta}_k}$, defined as $F_{\hat{\eta}_k}(t) = \mathbb{P}_X[\hat{\eta}_k(X) \leq t]$, is continuous.

Note that this assumption makes the choice of the estimation algorithm important. Indeed, it is satisfied by estimators provided by neural networks but not those provided by random forests for instance.

The following two theorems give upper bounds on the regret of top-$K$ and average-$K$ errors when using the plug-in estimators previously defined. These bounds are expressed in terms of the estimation error of $\hat{\eta}$ as measured by $\mathbb{E}_X[||\eta(X) - \hat{\eta}(X)||_1]$ and thus show that, the better the estimator $\hat{\eta}$ of $\eta$, the better the final top-$K$ and average-$K$ classifier.

**Theorem 4.5.1.** Let $K \in \{1, \ldots, C\}$ be a fixed set size. Given an estimator $\hat{\eta}$ of $\eta$, the associated top-$K$ plug-in estimator $\hat{S}_K$ as defined in Equation (4.11) has the following regret bound,

$$\text{Reg}_{\text{stop}}(\hat{S}_K) \leq \mathbb{E}_X[||\eta(X) - \hat{\eta}(X)||_1].$$

**Theorem 4.5.2.** Let $K \in [0, C]$ be a fixed average set size. Given an estimator $\hat{\eta}$ of $\eta$, under Assumption D, the associated average-$K$ plug-in estimator $\hat{S}_K$ as defined in Equation (4.12) has the following regret bound,

$$\text{Reg}_{\text{avg}}(\hat{S}_K) \leq \mathbb{E}_X[||\eta(X) - \hat{\eta}(X)||_1].$$

**Proof of Theorem 4.5.1.** For readability, as we will do the proof for a fixed $x$, we omit $x$ in the formulas. Using the fact that $\sum_{k \in S_K^*} \hat{\eta}_k - \sum_{k \in S_K^*} \hat{\eta}_k \leq 0$ as a direct consequence of the definition of $\hat{S}_K$, the point-wise regret can be upper bounded using

$$\text{Reg}_{\text{stop}}(\hat{S}_K; x) = \sum_{k \in S_K^*} \eta_k - \sum_{k \in S_K} \eta_k$$

$$= \sum_{k \in S_K^*} (\eta_k - \hat{\eta}_k) + \sum_{k \in S_K^*} (\hat{\eta}_k - \eta_k) + \sum_{k \in S_K^*} \hat{\eta}_k - \sum_{k \in S_K} \hat{\eta}_k$$

$$\leq \sum_{k \in S_K^*} (\eta_k - \hat{\eta}_k) + \sum_{k \in S_K^*} (\hat{\eta}_k - \eta_k)$$

$$= \sum_{k \in S_K^* \setminus S_K} (\eta_k - \hat{\eta}_k) + \sum_{k \in S_K \setminus S_K^*} (\hat{\eta}_k - \eta_k)$$

$$\leq \sum_{k \in S_K^* \setminus S_K} |\eta_k - \hat{\eta}_k|$$

$$\leq ||\eta - \hat{\eta}||_1.$$ 

Taking the expectation over $X$ concludes the proof.

**Proof of Theorem 4.5.2.** For readability, we omit $X$ in the formulas. Using Proposition 4.1.1, we have

$$\text{Reg}_{\text{avg}}(\hat{S}_K) = \mathbb{E}_X \left[ \sum_k |\eta_k - \lambda| 1_{k \in S_K^* \setminus \hat{S}_K} \right].$$
If \( k \in \mathcal{K}_k^* \setminus \mathcal{K}_k \), we have \( \eta_k \geq \lambda \) and \( \hat{\eta}_k < \hat{\lambda} \), thus,
\[
|\eta_k - \lambda| = (\eta_k - \hat{\eta}_k) + (\hat{\lambda} - \lambda) + (\hat{\lambda} - \lambda) \leq |\eta_k - \hat{\eta}_k| + (\hat{\lambda} - \lambda).
\]
Similarly, if \( k \in \mathcal{K}_k \setminus \mathcal{K}_k^* \), we have \( \eta_k < \lambda \) and \( \hat{\eta}_k \geq \hat{\lambda} \), thus,
\[
|\eta_k - \lambda| = (\lambda - \hat{\lambda}) + (\hat{\lambda} - \hat{\eta}_k) + (\hat{\eta}_k - \eta_k) \leq |\eta_k - \hat{\eta}_k| + (\lambda - \hat{\lambda})
\]
Finally, this gives,
\[
\text{Reg}_{\text{avg}}(\hat{\mathcal{K}}_K) \leq \mathbb{E}_X \left[ \|\eta - \hat{\eta}\|_1 + (\hat{\lambda} - \lambda)(|\mathcal{K}_k^*| - |\hat{\mathcal{K}}_K|) \right].
\]
The second term is in fact equal to \((\hat{\lambda} - \lambda)(|\mathcal{K}_k^*| - |\hat{\mathcal{K}}_K|)\), taking the expectation over \( X \) gives \((\hat{\lambda} - \lambda)(I(\mathcal{K}_k^*) - I(\hat{\mathcal{K}}_K)) = 0\). Thus, taking the expectation over \( X \) concludes the proof.

Note that the previous theorems give upper bounds, they thus do not imply that having bad estimators of \( \eta \) will necessarily lead to bad estimators \( \hat{\mathcal{S}}_K \) and \( \hat{\mathcal{K}}_K \). However, these bounds are useful to derive the consistency results presented in the next section.

### 4.5.2 Proper losses and strongly proper losses

Now that we have shown plug-in regret bounds, this section studies losses that allow the construction of estimators of \( \eta \), namely proper losses. We will in particular focus on a subset of those losses that satisfy a stronger property: strongly proper losses. The main result of this section, Theorem 4.5.4, shows that such losses are consistent for top-\( K \) and average-\( K \) classification. We then apply this result to show that negative log-likelihood, Brier score, and others are examples of such losses and are thus also consistent for these tasks.

Throughout this section, we will consider different quantities for a given \( x \in \mathcal{X} \), but for simplicity, the dependence on \( x \) will be omitted in the equations.

Given a loss \( l : \mathcal{Y} \times \Delta_C \to \mathbb{R}_+ \), its conditional risk is defined as
\[
L_l(\eta, \hat{\eta}) := \sum_k \eta_k l(k, \hat{\eta}).
\]
We denote \( L_l^* \) its infimum according to the second variable, i.e.
\[
L_l^*(\eta) := \inf_{\eta'} L_l(\eta, \eta').
\]

We first start by recalling the definition of (strictly) proper loss (Gneiting and Raftery, 2007) which were studied and proved to be useful in the context of binary classification (Reid and Williamson, 2009) and of multi-class classification (Vernet et al., 2011).

**Definition 4.5.1** (Strictly proper loss). A loss \( l : \mathcal{Y} \times \Delta_C \to \mathbb{R} \) is said to be proper if its conditional risk’s infimum is attained by \( \eta \), i.e.
\[
L_l(\eta, \eta) = L_l^*(\eta).
\]
If this infimum is uniquely attained by \( \eta \), then the loss is said to be strictly proper.

The following definition is a generalization to the multi-class setting of the strongly proper losses which were introduced by Agarwal (2014) for the binary case in the context of bipartite ranking\(^3\).

\(^3\)To the best of our knowledge, this property of strongly proper losses in the case of multi-class classification was not published before.
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Definition 4.5.2 (Strongly proper loss). A loss \( l : \mathcal{Y} \times \triangle_\mathcal{C} \to \mathbb{R} \) is said to be \( \mu \)-strongly proper if it satisfies
\[
L_l(\eta, \hat{\eta}) - L_l(\eta, \eta) \geq \frac{\mu}{2} \| \eta - \hat{\eta} \|_1^2,
\]
with \( \mu > 0 \).

It is easy to check that a strongly proper loss is necessarily strictly proper. Indeed, if \( \hat{\eta} \neq \eta \), \( L_l(\eta, \hat{\eta}) > L_l(\eta, \eta) \), and thus \( L_l(\eta, \eta) = L^*_l(\eta) \). Therefore, we can rewrite the previous definition as a lower bound on the point-wise regret of \( l \):
\[
\text{Reg}_l(\hat{\eta}; x) \geq \frac{\mu}{2} \| \eta(x) - \hat{\eta}(x) \|_1^2.
\]
The converse is not true in general: a strictly proper loss might not be strongly proper.

Note that, when applying this definition in the binary case, \( \| \eta - \hat{\eta} \|_1 \) becomes \( 2|\eta - \hat{\eta}| \) resulting in a multiplicative factor 4 for the parameter \( \mu \) compared to the definition of Agarwal (2014). Note also that, because of norm equivalence in the finite dimension, the actual norm used in the definition is not a restriction: one can easily adapt the norm by changing the parameter \( \mu \) accordingly. We will illustrate this with examples of such losses later in this section. The choice of the \( \ell_1 \)-norm is justified by the following result.

The following proposition shows how the estimation error of \( \hat{\eta} \) is controlled by the regret of a strongly proper loss.

Proposition 4.5.3. Let \( l \) be a \( \mu \)-strongly proper loss. Then, we have
\[
\mathbb{E}_X [\| \eta(X) - \hat{\eta}(X) \|_1] \leq \sqrt{\frac{2}{\mu} \text{Reg}_l(\hat{\eta})}
\]

Proof. Using the convexity of the function \( x \mapsto x^2 \) and the definition of strongly proper losses, we have
\[
\mathbb{E}_X [\| \eta(X) - \hat{\eta}(X) \|_1] \leq \sqrt{\mathbb{E}_X [\| \eta(X) - \hat{\eta}(X) \|_1^2]} \leq \sqrt{\frac{2}{\mu} \mathbb{E}_X [L_l(\eta(X), \hat{\eta}(X)) - L^*_l(\eta(X))]} = \sqrt{\frac{2}{\mu} \text{Reg}_l(\hat{\eta})}.
\]

This proposition allows us to prove the consistency of strongly proper losses with respect to the set-valued classification problems we consider in this chapter.

Theorem 4.5.4. Any strongly proper loss is consistent for top-K and average-K classification.

Proof. This is a direct consequence of the bounds of Theorems 4.5.1 and 4.5.2 and of Proposition 4.5.3. Considering a sequence of estimators \( (\hat{\eta}_n) \) such that \( \text{Reg}_l(\hat{\eta}_n) \) tends towards zero will force the regret \( \text{Reg}_{\text{task}}(\hat{S}_n) \) to also tend to zero.

We now give some examples of such losses showing that several well-known losses are actually strongly proper.
Example 4.5.1 (Negative log-likelihood). The negative log-likelihood loss (NLL) defined as
\[ l_{\log}(k, \hat{\eta}) = -\log \hat{\eta}_k \]
is 1-strongly proper. It is thus consistent for the set-valued classification problems we consider in this chapter.

This is a direct consequence of Pinsker’s inequality (Boucheron et al., 2013, Theorem 4.19) which states that
\[ D_{KL}(\eta, \hat{\eta}) \geq \frac{1}{2} \| \eta - \hat{\eta} \|_{TV} \]
where \( D_{KL} \) is the Kullback-Leibler divergence and \( \| . \|_{TV} \) is the total variation distance. Simply noting that the point-wise regret is equal to
\[ \text{Reg}_{\log}(\hat{\eta}; x) = D_{KL}(\eta(x), \hat{\eta}(x)), \]
concludes the proof by Definition 4.5.2.

Example 4.5.2 (Brier score). Let the square loss, a.k.a. Brier score, defined as
\[ l_{sq}(k, \hat{\eta}) = \frac{1}{2} \sum_{k'} (\delta_{k' = k} - \hat{\eta}_{k'})^2. \]
For this loss, the point-wise regret is equal to
\[ \text{Reg}_{sq}(\hat{\eta}; x) = \frac{1}{2} \| \eta(x) - \hat{\eta}(x) \|_2^2 \geq \frac{1}{2C} \| \eta(x) - \hat{\eta}(x) \|_2^2. \]
It is thus \( \frac{1}{C} \)-strongly proper and consistent for the set-valued classification problems we consider in this chapter.

Example 4.5.3 (One-versus-all strongly proper losses). Let \( l_b : \{-1, +1\} \times [0, 1] \to \mathbb{R} \) be a binary \( \mu \)-strongly proper loss (as defined by Agarwal (2014)) and define the following one-versus-all loss
\[ l_{ova}(k, \hat{\eta}) = l_b(+1, \hat{\eta}_k) + \sum_{k' \neq k} l_b(-1, \hat{\eta}_{k'}). \]
We have
\[ L_{ova}(\eta, \hat{\eta}) = \sum_k \eta_k l_b(+1, \hat{\eta}_k) + \sum_{k, k' \neq k} \eta_k l_b(-1, \hat{\eta}_{k'}) = \sum_k \eta_k l_b(+1, \hat{\eta}_k) + \sum_{k', k \neq k'} \eta_{k'} l_b(-1, \hat{\eta}_k) = \sum_k L_b(\eta_k, \hat{\eta}_k). \]
It is easy to check that
\[ \text{Reg}_{ova}(\hat{\eta}; x) = \sum_k \text{Reg}_b(\hat{\eta}_k; x) \geq \sum_k \frac{\mu}{2} (\eta_k(x) - \hat{\eta}_k(x))^2 = \frac{\mu}{2} \| \eta(x) - \hat{\eta}(x) \|_2^2 \geq \frac{\mu}{2C} \| \eta(x) - \hat{\eta}(x) \|_1. \]
Thus, losses built from univariate \( \mu \)-strongly proper losses are \( \frac{\mu}{C} \)-strongly proper and thus consistent.

---

\(^4\)See the previous comments for why, in the definition of Agarwal (2014) in the binary case, it is 4-strongly proper.
Now that we have shown the consistency of the proposed estimation procedures, we can experiment them on real-world datasets.

4.6 Experiments on real datasets

In this section, we carry out experiments on image classification datasets to see how well they accord with the previous theoretical results. First, we study the proposed estimation procedures empirically to see how they behave in practice. Then, in order to illustrate the potential of average-$K$, we carry out controlled experiments showing how different forms of noise impact the relative performance of top-$K$ classification and its adaptive counterpart. We then compare top-$K$ and average-$K$ on ImageNet and on fine-grained classification datasets to highlight how real-world datasets can benefit from average-$K$ classification. We chose to restrict ourselves to image datasets for these experiments because their ambiguity is visually evident. However, top-$K$ and average-$K$ can be applied to any type of data.

4.6.1 Practical estimation of top-$K$ and average-$K$ classifiers

From a theoretical standpoint, when the conditional probabilities of the classes given the input are exactly known, optimal average-$K$ classifiers are always at least as good as optimal top-$K$ ones. In this subsection, we study what happens in practice when we have only estimators of such quantities resulting in classifiers which are thus sub-optimal.

As we are interested in the estimation procedures, independently of a specific value of $K$, we will regularly measure the mean top-$K$ error and the mean average-$K$ error, where the mean is taken over all integer values of $K$:

\[
\text{mean top-}K\text{ error} = \frac{1}{C} \sum_{K=1}^{C} \mathcal{E}(\hat{S}_K),
\]

\[
\text{mean average-}K\text{ error} = \frac{1}{C} \sum_{K=1}^{C} \mathcal{E}(\hat{\mathcal{S}}_K),
\]

where $\hat{S}_K$ and $\hat{\mathcal{S}}_K$ are the estimators defined in Equations (4.11) and (4.12).

Throughout this section, we will perform experiments on the CIFAR-10 dataset (Krizhevsky and Hinton, 2009), which is a standard image classification dataset containing 60,000 color images of size 32x32 illustrating 10 classes. Although the classes are sufficiently distinct to render the original task quite simple, there is appreciable ambiguity, as shown in Figure 4.1, because the image resolution is low. It is thus a good dataset to perform these experiments.

Estimation using neural networks

Using neural networks has become the standard approach in image classification. However, while efficient in practice, the training of such models is not fully understood from a theoretical point-of-view. In order to see how the proposed estimation procedures for top-$K$ and average-$K$ behave with such models, we perform standard training on CIFAR-10 to see what happens.
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First, we train a ResNet-44 (He et al., 2016) using the standard training procedure detailed in the referenced paper. In Figure 4.8, the learning curves for different metrics are shown. It is known that, although the negative log-likelihood (NLL) measured on the validation can increase through training as shown in Figure 4.8a, the top-1 error continues to decrease as shown in Figure 4.8b. Interestingly, and perhaps more surprisingly, the same comment can be made for the estimators of top-$K$ and average-$K$ as can be seen respectively in Figure 4.8c and Figure 4.8d.

This shows that, in spite of the analysis in Section 4.5, carefully monitoring NLL on the validation set is in fact not necessary to obtain good estimators of top-$K$ and average-$K$ classifiers. In the end, using training strategies similar to those used to minimize errors for top-1 classification is sufficient. This means that virtually nothing needs to be changed in the training. Even a pre-trained model can directly be used for top-$K$ and average-$K$ prediction.

Moreover, this empirical finding suggests that the usual training procedures for neural networks, although not necessarily learning a probability-calibrated model, still learn useful scores for average-$K$. In turn, this suggests that the relative ordering of the conditional probability for each class and each sample is often preserved in the learned scores.

In order to further improve the learned classifiers, we use ensembles of neural networks trained using different initialization and mini-batch sampling. The impact of training with several models in the ensemble is shown in Figure 4.9. Both top-$K$ and average-$K$ benefit significantly from using ensembles. Surprisingly, average-$K$ seems to require fewer models than top-$K$ to stabilize.
Impact of a posteriori probability calibration

In this section, we study the impact of probability calibration methods used once the training is completed. These methods aim to improve the estimated probabilities outputted by an existing model (Flach, 2017). They thus seem relevant for top-$K$ and average-$K$ classification.

We restrict our analysis to extensions to the multi-class case of Platt’s scaling (Platt et al., 1999) proposed in Guo et al. (2017) as these methods were shown to outperform other approaches when used with neural networks. We briefly recall them here. They consist in taking a model already trained and learning a logistic regression on the logits. That is to say, if we denote by $z(x)$ the scores in the logits space predicted by a model for a given $x$, the original estimator of the conditional probability $\hat{\eta}_k$ is computed using

$$\hat{\eta}_k(x) = \text{softmax}(z(x))_k,$$

where $\text{softmax}(z)_k = \frac{e^{z_k}}{\sum_{k'} e^{z_{k'}}}$. This estimator is replaced by $\hat{\eta}'_k$ computed as

$$\hat{\eta}'_k(x) = \text{softmax}(Wz(x) + b)_k,$$

where $(W, b)$ is a new linear model fitted by minimizing the negative log-likelihood (NLL) on a calibration set. We call this calibration full matrix scaling. If $W$ is a diagonal matrix, it is called vector scaling. Finally, it is called temperature scaling if the calibration simply consists in learning a single temperature parameter $T$ and the resulting estimator is computed as

$$\hat{\eta}'_k(x) = \text{softmax}(z(x)/T)_k.$$

Although extremely simple, this last method was shown in Guo et al. (2017) to be very efficient.

We compare the different calibration methods on the CIFAR-10 dataset by calibrating on the validation set a single previously trained model. The results on the test set is shown in Table 4.2 and Figure 4.10a. These values can be compared with those of ensembling shown in Figure 4.9. Although these calibration methods do reduce the negative log likelihood, which is what they were designed for, their impact on the top-$K$ and average-$K$ error rates is very small.

In Figure 4.10b, we study the influence of temperature scaling on the model calibration in detail. NLL is reduced by using a temperature of $T \approx 2.3$, which is bigger than 1, the default
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<table>
<thead>
<tr>
<th>Calibration method</th>
<th>NLL</th>
<th>mean top-K error</th>
<th>mean avg-K error</th>
</tr>
</thead>
<tbody>
<tr>
<td>No calibration</td>
<td>0.3792</td>
<td>0.0128</td>
<td>0.0088</td>
</tr>
<tr>
<td>Temperature scaling</td>
<td>0.2444</td>
<td>0.0128</td>
<td>0.0087</td>
</tr>
<tr>
<td>Vector scaling</td>
<td>0.2442</td>
<td>0.0129</td>
<td>0.0088</td>
</tr>
<tr>
<td>Full matrix</td>
<td>0.2394</td>
<td>0.0126</td>
<td>0.0086</td>
</tr>
</tbody>
</table>

Table 4.2: The impact of the probability calibration methods on top-K and average-K metrics computed on CIFAR-10 is small.

Figure 4.10: Impact of probability calibration methods on top-K and average-K classifiers computed on CIFAR-10.

value without calibration. The model was thus overconfident before the calibration: the scaling reduces the values of probabilities outputted by the model. Temperature scaling has no influence on the top-K error rate as it preserves the order of the class for each sample taken individually. By contrast, we can see that the temperature has an effect on the average-K error but that it is still much lower than the top-K error as long as $T$ is not too high. Moreover, the standard temperature $T = 1$ is very close to optimal.

These results suggest that, as noted in the previous section, the scores learned by a standard training of neural networks work well for top-K and average-K. Thus, additional probability calibration is not necessary. We will therefore not use these methods in the rest of the experiments.

When training data is scarce, average-$K$ is still better

When the volume of training data is limited, one could expect top-$K$ classifiers to be easier to estimate than average-$K$ classifiers. In problems for which optimal average-$K$ classifier would provide only a minor advantage over optimal top-$K$ classifier, we would expect the estimated top-$K$ to have a lower error rate than the estimated average-$K$. During our experiments, surprisingly, this expected phenomenon never occurred. The estimated average-$K$ classifier was still better than the top-$K$ one.

To highlight this, we use the Fashion-MNIST dataset (Xiao et al., 2017), which has a low
degree of ambiguity. This dataset consists of 60,000 training images and 10,000 test images of clothes containing 10 different classes. We split the original training set into two parts: 50,000 for training purposes and 10,000 for validation of hyperparameters. We then subsample this training set by dividing it by four for every experiment resulting in set sizes of 50000, 12500, 3125, 781, and 195. The results computed on the final test set are shown in Figure 4.11. Not only is average-\(K\) always better than top-\(K\) but the gap actually widens when given fewer samples. Even when we have a limited training set, average-\(K\) still improves upon top-\(K\), so should be used.

### 4.6.2 Experiments on altered real data: potential of average-\(K\) classification

In this subsection, we consider experiments on image datasets in which we inject different types of noise to create ambiguity. In particular, we focus on (i) adding noise in the labels, and (ii) downsampling the images.

#### Label noise injection

We first consider modifying the labels in order to inject noise. We introduce a method to inject the noise in a principled way which will allow us to control its characteristics and to compute the quantities highlighted in previous sections.

To do so, we will start from a (nearly) unambiguous dataset, namely, MNIST (LeCun et al., 1998) for which the top-1 error rate is very low (less than 1%) even when using simple models. Note moreover that this dataset is balanced: every class has the same number of samples. We then group together the classes such that, if a sample’s label is in a certain group, we regenerate a new label by randomly sampling a label of that group. This is equivalent to introducing a confusion matrix from which we regenerate the labels using \(P[Y_{\text{new}} = k | Y_{\text{old}} = k']\) with the values of the new confusion matrix.

\(^5\)MNIST has even less ambiguity but we did not use it for the experiments here because the task is too simple for neural networks which achieved very low error rate even with very few training samples.
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Figure 4.12: Influence of ambiguity injection via label noise. The first column shows the confusion matrix used to generate new labels: in the first two lines, neighbor classes are fused in groups of same size, respectively, of size 2 and 3, while in the last line, the groups have different sizes. The first two lines show homogeneous noise label injection while the last one shows heterogeneous label noise injection. The second column shows the predicted mean probabilities for samples of each class after the models are learned: the ambiguity is pretty well understood and estimated by the models. The last column shows the relative gain of average-$K$ over top-$K$ in each case. When the ambiguity is homogeneous, average-$K$ has no advantage over top-$K$. But when it is heterogeneous, the gain can be substantial.
The results appear in Figure 4.12. In the first two lines, the classes are gathered into balanced groups of sizes 2 or 3. These cases are similar to the experiments carried out in Berrada et al. (2018). As one can see, the ambiguity introduced here is very homogeneous and the average-K classifier yields only a marginal gain over the top-K classifier.

On the other hand, in the last line, we study injecting heterogeneous label noise by gathering classes in different groups of different sizes. As one can see, in this case, we can have a noticeable gap between top-K and average-K classifiers. In particular, for $K = 3$, the error rate of the average-3 strategy is zero whereas the top-3 classifier has an error rate around 10%.

These experiments show that, in general, when the confusion among classes is homogeneous, as measured by confusion matrices, top-K is optimal or very close to average-K. When the confusion is heterogeneous, average-K yields a much lower error rate than top-K. In any case, average-K is always better than top-K.

Input image degradation analysis

We now consider experiments where noise is added to the input images. In this case, it is less clear what type of or how much ambiguity we are introducing. The aim of this section is to measure what happens in this case.

Adding noise on MNIST did not introduce enough ambiguity, the task being too easy. These experiments are thus carried out on Fashion-MNIST (Xiao et al., 2017). Here, we use an ensemble of simple convolutional neural networks whose error rate on the original dataset is around 6%. The original ambiguity is thus higher than on MNIST but still not very high. In order to inject ambiguity, we downsampled by the same amount all the images from all classes. Some resulting sample images are shown in Figure 4.13.

As expected, the greater the noise, the more ambiguous are the images as shown in the global increase of error rates displayed in Figure 4.14a. One might expect that the introduced ambiguity
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Figure 4.14: Impact of image downsampling in Fashion-MNIST on top-$K$ and average-$K$ classifiers.

is homogeneous because the noise is applied uniformly on all the images. However, Figure 4.14b shows that the gap between top-$K$ and average-$K$ strategies actually widens. This implies that the ambiguity is in fact heterogeneous. As can be seen for the samples from Figure 4.13, some classes are actually still recognizable even though the noise level is high, e.g. T-shirts (first column) and sneakers (last column), still are not confused. On the other hand, some classes become harder to distinguish, such as different classes of shoes, e.g. boots and sneakers in the two last columns.

Thus, in general, adding noise to the input will render the task more heterogeneously ambiguous. This experiment highlights the benefits of average-$K$ in the presence of input noise and with increased ambiguity. Figure 4.14a shows how much average-$K$ can reduce the error rate.

4.6.3 Experiments on unaltered real-world datasets

We now perform experiments on real datasets in order to see if the previous comments on the usefulness of average-$K$ apply to practical tasks.

ImageNet

ImageNet (Russakovsky et al., 2015) is a natural choice of dataset for our demonstration. Indeed, as explained in the previously cited article, ImageNet is known to have several objects per image as it is used for different learning tasks including classification, object detection and localization. The class retained for an image is not necessarily the biggest object in the scene nor the most numerous. It only has to appear in the scene. We refer the reader to Russakovsky et al. (2015) for more details on the way the dataset was collected and annotated. For these reasons, in the classification task, the main metric considered is top-5 error rate. However, it is known that images do not contain exactly the same number of objects: ImageNet is thus a natural candidate
for average-$K$.\(^6\)

The results on the official validation set (the test set is private) are shown in Figure 4.15. Average-$K$ greatly reduces the error rate compared to top-$K$. In particular, for $K = 5$, the official performance metric, the relative reduction is 37%. Average-$K$ is thus particularly well suited for this scenario. To further analyze the difference between the two predictors on this dataset, the distribution of the sizes of sets predicted by average-$K$ are given in Figure 4.16. Interestingly, the distribution does not have a mode around 5 but is strictly decreasing. Most of the distribution is concentrated at values below 5: 75% of the sets have a size lower than 5. Note that the distribution has a rather long tail: 5% of the sets have a size larger than 20 and the maximum set size is 78.

**Fine-grained visual classification datasets**

In this section, we study the performance of average-$K$ strategy on fine-grained visual classification (FGVC) tasks. While top-$K$ is a classic metric in this context, such tasks are likely to benefit more from average-$K$. Unlike ImageNet where the ambiguity arises from the fact that there are several objects in the image, in FGVC datasets, usually, each image has only a single object but the classes can be very close visually, so it can be hard to distinguish them from the given image. We carry out experiments on three large-scale life science datasets:

- PlantCLEF2015 (Göeau et al., 2015): plant species recognition,
- FGVC5-Fungi\(^7\): mushrooms species recognition, and
- FGVC6-ButterfliesMoths\(^8\): butterfly and moth species recognition.

Table 4.3 shows the characteristics of these datasets. In particular, they involve being able to discriminate a lot of different species (from 1K to over 5K). Note that the official metric of both

---

\(^6\)Note that the choice of $K = 5$ is not discussed in the previous paper, in particular, the average number of objects per image is not given and is likely to be different from 5.

\(^7\)https://sites.google.com/view/fgvc5/competitions/fgvcx/fungi

\(^8\)https://sites.google.com/view/fgvc6/competitions/butterflies-moths-2019
4.7 Conclusion

In this chapter, we have studied how average-$K$, an adaptive version of top-$K$, compares to this latter. We have first studied theoretically what are the properties of the intrinsic ambiguity of the classification task which renders average-$K$ most useful compared to top-$K$ in the infinite sample regime. In particular, we showed what role played the heterogeneity of this ambiguity. We then provided consistent procedures to estimate top-$K$ and average-$K$ classifiers. Finally, we have carried out experiments on real-world datasets to highlight the usefulness of average-$K$ in practice, even when the training data is scarce.

We have focused our theoretical analysis on the infinite sample regime in order to study how average-$K$ classifiers handle task ambiguity. The natural next step would be to extend this analysis to the finite sample regime to understand how such set-valued classifiers behave in presence of model uncertainty. Indeed, even in absence of task ambiguity, in which case

---

**Table 4.3:** Fine-grained visual classification (FGVC) dataset characteristics.

<table>
<thead>
<tr>
<th>Name</th>
<th># samples</th>
<th># classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlantCLEF2015</td>
<td>113,205</td>
<td>1000</td>
</tr>
<tr>
<td>FGVC5-Fungi</td>
<td>85,578</td>
<td>1,394</td>
</tr>
<tr>
<td>FGVC6-ButterfliesMoths</td>
<td>473,438</td>
<td>5,419</td>
</tr>
</tbody>
</table>

The results are displayed in Figure 4.17. The relative improvement of average-$K$ depends on the dataset. In particular, the gain is high for FGVC6-ButterfliesMoths, yielding around a 41% error rate reduction for $K = 3$, while being lower but still noticeable for PlantCLEF2015 and FGVC5-Fungi, both around 16% for $K = 3$. Although the improvement is dependent on the dataset, in all cases, using average-$K$ reduces significantly the error rate compared to top-$K$. 

---

**Figure 4.16:** ImageNet set size distribution for the estimated adaptive top-5 classifier (on the validation set). As shown, the distribution of set sizes for average-5 does not peak at 5 (red dashed vertical line) but rather exploits the wide range of different set sizes. Most images guess only a small set of classes but some samples need a large set size.
Figure 4.17: For all fine-grained visual classification datasets, top-$K$ suffers a greater error rate than top-$K$, as shown in orange.
average-$K$ classification is asymptotically useless, using set-valued classification approaches might still be relevant to lower the error rate when training data is limited.

Another related research direction is to derive specialized losses which target explicitly average-$K$ classification. Such losses would allow to learn better average-$K$ classifiers with fewer data. In particular, it would be interesting to see if the gaps observed between average-$K$ and top-$K$ in the experiments of Section 4.6 could be broaden using such losses.

Finally, we have focused on a specific formulation of set-valued classification. However, other formulations have been proposed in the literature. Extending this analysis to them would allow to better understand when to use which set-valued classification framework. The next chapter is a step in that direction.
A unified framework for set-valued classification

Set-valued classifiers generalize classic multi-class classifiers by outputting a set of class candidates rather than a single one. These classifiers are interesting in the presence of intrinsic ambiguity in the dataset as they allow to provide a decision close to that of a human. Unlike the usual classification setup, there is not a single way to define the set-valued classifier of interest and, in fact, several formulations have been proposed in the literature. One of the goals of this chapter is to unify most of these formulations in a common framework in order to analyze them jointly. We highlight similarities shared by all the formulations and emphasize their differences. In our exposition, we follow a unified statistical setting where the description of the frameworks, methods, and underlying trade-offs become more transparent.
5.1 A general framework for set-valued classifiers

In this section, we recall what are set-valued classifiers before introducing our unifying framework used to analyze set-valued classification frameworks.

5.1.1 From single-output to set-valued classifiers

Classically, multi-class classification considers the problem of learning a single-output classifier $h : X \rightarrow Y$, where $Y := \{1, \ldots, C\}$, based on data $(x_1, y_1), \ldots, (x_n, y_n) \in X \times Y$ which minimizes the error rate $\mathbb{P}_{X,Y}[Y \neq h(X)]$ on unseen data.

For datasets such as MNIST (Figure 5.1a), single-output classifiers have been very successful and we are now able to learn models with a very low error rate, i.e. less than 1% (Ciregan et al., 2012). However, nowadays, common datasets are much more complex leading to higher classification error rates. For instance, on ImageNet dataset (Figure 5.1b) it is around 20% using state-of-the-art models (Xie et al., 2017). Such a high error rate is not solely due to the difficulty to construct a good classifier, but it is rather due to the ambiguity of the classification task. As shown in Figure 5.1b, some images are intrinsically ambiguous: in some images, several objects are present; in others, due to occlusion or noise in the image, it is not clear – even to a human expert – what class should be predicted. Forcing a classifier to predict a single class will thus mechanically increase its error rate as in such cases several answers can be considered as correct.

A way to deal with this ambiguity is to allow the classifier to predict a set of candidate classes rather than a single one (Grycko, 1993). These types of classifiers are called set-valued classifiers. They are defined as a mapping from the input space $X$ to the set of all subsets of $Y$, i.e. the power set of $Y$ denoted by $\mathcal{P}(Y)$:

$$\Gamma : X \rightarrow \mathcal{P}(Y).$$

Note that by considering set-valued classifiers we do not alter the underlying multi-class data-generating process, that is, the observed data $(x_1, y_1), \ldots, (x_n, y_n) \in X \times Y$ is still that of multi-class – each instance $x_i$ is associated to a unique label $y_i$.

The easiest way to build such a classifier is to always predict a fixed number of classes such as the top-5 most probable classes. This approach is in fact the one chosen in the official...
ImageNet classification challenge (Russakovsky et al., 2015). However, as shown in the previous images, in general, there is no reason to predict exactly 5 or any other fixed number of classes all the time. As detailed in the previous chapter, Chapter 4, this observation generalizes to most recent datasets. In such cases, it is possible to provide a more informative prediction by relaxing this hard constraint on the set size.

In general, it is thus necessary to develop other formulations of set-valued classification strategies that could be more suited for the problem at hand. Most of the known formulations can be seen as different ways to choose a trade-off between two complementary quantities: the error rate and the set size (see Section 5.1.2 for its formal definition). The former quantifies the accuracy of a set-valued classifier \( \Gamma \) – how likely \( \Gamma(X) \) contains the underlying real label \( Y \) – while the latter quantifies its informativeness – \( \Gamma(X) \) should be as small as possible. For instance, top-5 classification strategy consists in minimizing the average error rate \( \mathbb{P}_{X,Y} \{ Y \not\in \Gamma(X) \} \) under the constraint that the set size \( |\Gamma(x)| \) is less than or equals to 5 for every input \( x \in X \).

Note that there is no formulation that is always better than the others or one which is incorrect. On the contrary, each formulation is complementary to one another: they are suited to different contexts and applications. The goal of this chapter is to provide a comparison of the different frameworks with a concise overview of the literature and to fill gaps that were not previously addressed.

### 5.1.2 Set-valued classification as a constrained optimization problem

Formalizing the intuitive idea behind set-valued classifiers not only necessitate a rigorous definition of size and error rate of a set-valued classifier \( \Gamma : X \to \mathcal{P}(\mathcal{Y}) \). It also requires, in the spirit of decision theory, a principled way to choose what is the optimal set-valued classifier \( \Gamma^* \). Unlike single-output prediction where it is natural to target the classifier \( h^* : X \to \mathcal{Y} \) which maximizes the accuracy, in the set-valued classification framework, such a natural choice to define the objective does not exist. Indeed, as mentioned before, a good set-valued prediction always aims for a trade-off between two quantities: a measure of the accuracy of the predicted sets and a measure of their informativeness. In this paper, we will focus on a particular choice of such measures, respectively, error rate and set size. These quantities can be defined either point-wise or on average.

#### Error rate

The error rate can be defined point-wise or on average as

\[
\mathcal{E}(\Gamma; x) := \mathbb{P}_{X,Y} \{ Y \not\in \Gamma(X) \mid X = x \}, \quad \text{(point-wise error)} \\
\mathcal{E}(\Gamma) := \mathbb{P}_{X,Y} \{ Y \not\in \Gamma(X) \} . \quad \text{(average error)}
\]

Naturally, the average error is related to point-wise error by \( \mathcal{E}(\Gamma) = \mathbb{E}_{X} [\mathcal{E}(\Gamma; X)] \). The error rate is associated to the accuracy of the set-valued classifier \( \Gamma \). It is often named coverage, recall, or risk.

#### Set size

Analogously, set size can also be viewed in a point-wise manner or on average,

\[
\mathcal{I}(\Gamma; x) := |\Gamma(x)| , \quad \text{(point-wise size)} \\
\mathcal{I}(\Gamma) := \mathbb{E}_{X} [|\Gamma(X)|] . \quad \text{(average size)}
\]

Similarly to the error rate, the two definitions above admit the following relationship \( \mathcal{I}(\Gamma) = \mathbb{E}_{X} [\mathcal{I}(\Gamma; X)] \). The smaller the set size the more informative the set-valued classifier \( \Gamma \) is. In the literature, the set size can also be called expected set size, adaptive set size or information.
we describe in this chapter. They correspond to particular choices of the objective $F$ where $P$ is a distribution.

The former tells us how often an observation of the labels given an instance $x$ can be observed, while the latter measures the relevance of label $l$ for the instance $x$. The explicit expression for the optimal set-valued classifier $\hat{\Gamma}$ in all the considered frameworks reduces to one of the following three cases:

- **Thresholding**: there exists $\lambda = \lambda_P \in [0, 1]$, such that for all $x \in \mathcal{X}$ the optimal set-valued classifier $\hat{\Gamma}$ is considered as the gold standard. Consequently, the goal of the practitioner is to build a data-driven set-valued classifier $\hat{\Gamma}$ using the sample $(x_1, y_1), \ldots, (x_n, y_n)$ which preserves, as much as possible, all the desirable features (e.g. error rate or size) of the optimal set-valued classifier $\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$. Despite the large variety of pairs $(\mathcal{F}_P, \mathcal{C}_P)$ that can be considered, most of the frameworks admit a general plug-in driven approach for the construction of $\hat{\Gamma}$. It consists of two principal steps: first, derive the closed-form solution of the problem (P) (see Section 5.2 for details); second, estimate all the unknown quantities in the expression for $\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$.

Assuming the distribution $\mathbb{P}_{X,Y}$ is known, the optimal set-valued classifier $\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$ can be derived explicitly. Its expression typically depends on the marginal distribution $\mathbb{P}_X$ and the conditional distribution $\eta$ of the labels given an instance $x$ defined as

$$\eta_l(x) := \mathbb{P} [Y = l \mid X = x].$$

The table below provides a quick overview of the formulations that we describe in this chapter. They correspond to particular choices of the objective $F$ and the constraint $C$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Objective $F(\Gamma)$</th>
<th>Constraint $C$</th>
<th>Optimal $\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penalized</td>
<td>$\mathcal{E}(\Gamma) + \lambda \mathcal{I}(\Gamma)$</td>
<td>N/A</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Point-wise size</td>
<td>$\mathcal{E}(\Gamma)$</td>
<td>$\mathcal{I}(\Gamma; x) \leq k$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: top-$k$</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>Average size</td>
<td>$\mathcal{E}(\Gamma)$</td>
<td>$\mathcal{I}(\Gamma) \leq \bar{k}$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Point-wise error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma; x) \leq \epsilon$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: top-$k(x)$</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Average error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma) \leq \bar{\epsilon}$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Hybrid size</td>
<td>$\mathcal{E}(\Gamma)$</td>
<td>$\mathcal{I}(\Gamma) \leq \bar{k}$, $\mathcal{I}(\Gamma; x) \leq k$</td>
<td>hybrid</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td>Hybrid error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma) \leq \bar{\epsilon}$, $\mathcal{E}(\Gamma; x) \leq \epsilon$</td>
<td>hybrid</td>
<td>Section 5.4.2</td>
</tr>
</tbody>
</table>

The table above presents the nomenclature and description based on the formulation (P). We recall the notation: average error rate $\mathcal{E}(\Gamma) = \mathbb{P}_{X,Y} [Y \notin \Gamma(X)]$; point-wise error rate $\mathcal{E}(\Gamma; x) = \mathbb{P} [Y \notin \Gamma(X) \mid X = x]$; average set size $\mathcal{I}(\Gamma) = \mathbb{E}_X [||\Gamma(X)||]$; point-wise set size $\mathcal{I}(\Gamma; x) = ||\Gamma(x)||$. The trade-off between the set size and the error rate can be set in various ways and is dependent on the application at hand. Nevertheless, most of the optimal set-valued classifiers of interest can be formalized via a minimization problem under distribution dependent constraints of the form:

$$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P} \in \arg \min_{\Gamma : \mathcal{X} \rightarrow \mathcal{P}(\mathcal{Y})} \mathcal{F}_P(\Gamma) \quad \text{s.t.} \quad \Gamma \in \mathcal{C}_P,$$

where $\mathbb{P}_{X,Y}$ is denoted $\mathbb{P}$ to simply notations, $\mathcal{F}_P$ is a real-valued objective functional on set-valued classifiers, and $\mathcal{C}_P$, the feasible set, is a distribution dependent family of set-valued classifiers satisfying the desired constraints. Table 5.1 provides a quick overview of the formulations that we describe in this chapter. They correspond to particular choices of the objective $\mathcal{F}$ and the constraint $\mathcal{C}$. The hybrid framework allows for a more flexible and general formulation, where the constraint $\mathcal{C}$ is split into two parts: one that controls the set size and another that controls the error rate.

<table>
<thead>
<tr>
<th>Name</th>
<th>Objective $F(\Gamma)$</th>
<th>Constraint $C$</th>
<th>Optimal $\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penalized</td>
<td>$\mathcal{E}(\Gamma) + \lambda \mathcal{I}(\Gamma)$</td>
<td>N/A</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Point-wise size</td>
<td>$\mathcal{E}(\Gamma)$</td>
<td>$\mathcal{I}(\Gamma; x) \leq k$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: top-$k$</td>
<td>Section 5.2.1</td>
</tr>
<tr>
<td>Average size</td>
<td>$\mathcal{E}(\Gamma)</td>
<td>$\mathcal{I}(\Gamma) \leq \bar{k}$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Point-wise error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma; x) \leq \epsilon$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: top-$k(x)$</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Average error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma) \leq \bar{\epsilon}$</td>
<td>$\Gamma^{*}_{\mathcal{F}_P, \mathcal{C}_P}$: threshold</td>
<td>Section 5.2.2</td>
</tr>
<tr>
<td>Hybrid size</td>
<td>$\mathcal{E}(\Gamma)$</td>
<td>$\mathcal{I}(\Gamma) \leq \bar{k}$, $\mathcal{I}(\Gamma; x) \leq k$</td>
<td>hybrid</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td>Hybrid error</td>
<td>$\mathcal{I}(\Gamma)$</td>
<td>$\mathcal{E}(\Gamma) \leq \bar{\epsilon}$, $\mathcal{E}(\Gamma; x) \leq \epsilon$</td>
<td>hybrid</td>
<td>Section 5.4.2</td>
</tr>
</tbody>
</table>
classifier can be defined as
\[
\Gamma_{\mathcal{F}_P, C_P}(x) = \{ l \in \mathcal{Y} : \eta_l(x) \geq \lambda \}.
\]
In this case, for a given instance \( x \), the classifier \( \Gamma_{\mathcal{F}_P, C_P} \) predicts the classes which probability \( \eta_l(x) \) is over a certain level \( \lambda \).

Note that \( \lambda = \lambda_P \) can depend on the distribution \( \mathbb{P}_{X,Y} \), which is unknown in practice.

- **Point-wise (adaptive) top-k**: for all \( x \in \mathcal{X} \), there exists \( k = k_P(x) \in \{1, \ldots, C\} \), such that the optimal set-valued classifier can be defined as
  \[
  \Gamma_{\mathcal{F}_P, C_P}(x) = \text{top}_{\eta}(x, k),
  \]
  where the operator \( \text{top}_{\eta}(x, k) \) outputs the \( k \) labels with the largest values of conditional probability \( \eta_l(x) \). Following this strategy implies that the point-wise size of \( \Gamma \) satisfies \( \mathcal{I}(\Gamma; x) = k_P(x) \).

  Note that \( k = k_P(x) \) can be adaptive, i.e. it is not necessarily the same for all the instances \( x \in \mathcal{X} \). Moreover, it can also depend on the distribution \( \mathbb{P}_{X,Y} \), which is unknown in practice.

- **Hybrid**: the hybrid strategy can be obtained by a point-wise intersection of the thresholding rule and the point-wise (adaptive) top-\( k \) rule defined above. We describe several examples of such strategy in Section 5.4.2, see Table 5.1 for some examples. We are not aware of previous works that consider hybrid frameworks.

As said before, the value of \( \lambda \), for the thresholding rule, and the value of \( k \), for the top-\( k \) rule, can depend on the unknown distribution \( \mathbb{P}_{X,Y} \). In such cases, they ought to be estimated and it can happen that the constraint \( C_P \) is not guaranteed to be satisfied in practice.

## 5.2 Main set-valued classification frameworks

Several set-valued classifiers fall within the formulation (\( P \)). This section aims to review four popular and intuitive set-valued classification frameworks that fit in our unifying formulation. In these four formulations, the feasible set \( C_P \) in (\( P \)) constrains either the error rate or the size of the set-valued classifier while minimizing the averaged version of the other quantity. For each of them, we describe the optimal set-valued classification rules, discussing their advantages and disadvantages, and provide a brief literature review. Because there have been contributions from different fields and there is no standardized naming for the different formulations, providing an exhaustive overview of the literature is impossible and some contributions might be missing.

As we will see, the closed-forms of the optimal set-valued classifiers are all expressed in terms of the conditional probability \( \eta_l(x) \). This suggests a natural first approach to build data-driven estimators based on the plug-in principle: we first build an estimator \( \hat{\eta}(x) \) of this conditional probability, then, we plug it into the optimal rule. However, as we will see, for some formulations, in order to enforce its constraint, we might need additional data. The estimation procedures can be categorized into three types depending if they require no additional data, unlabeled additional data, or labeled additional data.

Note that in the case where additional unlabeled data is required, if such data was already available beforehand, i.e. in the semi-supervised setting, then it can be leveraged directly by the estimation procedure. However, as we will see, in most cases, we do not require a lot of
additional data, less than the training data, unlike most semi-supervised cases where unlabeled data is abundant, more than training data. If, on the other hand, only labeled data is available, then the estimation procedure might require to split this data is two and to discard some labels.

As in the previous chapter, Chapter 4, we make the following assumption.

**Assumption C (Continuity assumption).** For all \( k \in \{1, \ldots, C\} \), the cumulative distribution function (CDF) of \( \eta_k \) denoted \( F_{\eta_k} \), defined as \( F_{\eta_k}(t) = \mathbb{P}_X [\eta_k(X) \leq t] \), is continuous.

We refer to Chapter 4 for a discussion on the implications of this assumption. In particular, this assumption provides a sufficient condition under which several set-valued frameworks are well defined in the sense that their optimal set-valued classifier \( \Gamma_* \) exists, is unique, and is deterministic. We will also use the following generalized inverse as in the previous chapter to define the appropriate thresholds for some set-valued classifiers.

**Definition 5.2.1 (Generalized inverse).** Let \( f \) be a right-continuous non-increasing function. Its generalized inverse denoted \( f^{-1} \) is defined as

\[
f^{-1}(t) := \inf \{ x \in \mathbb{R} : f(x) \leq t \}.
\]

### 5.2.1 Point-wise control – almost sure type constraints

In this section, we describe the frameworks for which the constraint \( C_P \) is defined by a point-wise type constraint on the classifier \( \Gamma \) while the objective \( F_P \) is expressed in terms of an average. This type of constraint is also referred to as almost sure, abbreviated as a.s., as it can be violated but only on a set of instances of null measure.

**Point-wise size control: top-\( k \) classifier**

In classification tasks, it is common to replace the top-1 error rate with the top-\( k \) error rate. This first natural approach to set-valued prediction simply consists in predicting sets of same size \( k \) for every input, i.e.

\[ |\Gamma(x)| = k, \]

which is the most straightforward generalization of top-1 prediction. In this case, the problem can be formulated as finding the optimal classifier \( \Gamma_*^k \) solving the following problem,

\[
\Gamma_*^k \in \arg \min_{\Gamma} \mathbb{P}_{X,Y} [Y \notin \Gamma(X)] \\
\text{s.t. } |\Gamma(X)| \leq k \quad \text{a.s.}
\]

**(point-wise size control)**

Note that, for this formulation, the feasible set is equal to \( C_P = \{ \Gamma : |\Gamma(X)| \leq k \quad \text{a.s.} \} \). The attractive feature of such a formulation is that the optimal classifier \( \Gamma_*^k \) admits a simple and intuitive closed-form solution – at every point \( x \) it outputs \( k \) most probable candidates.

**Proposition 5.2.1.** For all \( k \in \{1, \ldots, C\} \), the following classifier \( \Gamma_*^k \) is an optimal solution of the (point-wise size control) problem:

\[
\forall x \in X, \quad \Gamma_*^k(x) = \text{top}_{\eta}(x, k),
\]

where the operator \( \text{top}_{\eta}(x, k) \) outputs the \( k \) labels with the largest conditional probability \( \eta_l(x) \).
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Proof. The minimization can be done for every input $x \in \mathcal{X}$ independently by looking at the point-wise error rate of a set-valued classifier $\Gamma$ which can be written as

$$\mathbb{P}[Y \notin \Gamma(X) \mid X = x] = 1 - \sum_{l \in \Gamma(x)} \eta_l(x).$$

It is clear that, among all set-valued classifiers predicting at most $k$ labels, this quantity is minimized by the one predicting the $k$ classes with the highest conditional probability $\eta_l(x)$.

Pros and cons: Top-$k$ classifier is the most straightforward approach to set-valued classification and provides an exact control on the point-wise set size. This simplicity is at the price of a lack of adaptation to the heterogeneity of the problem. Indeed, top-$k$ outputs $k$ labels for every $x \in \mathcal{X}$ independently of the level of ambiguity of the samples. Furthermore, the exact value of $k$ to use might not always be clear beforehand and might require a posteriori refinement. Finally, this framework does not provide any control over the error rate.

Estimation: To estimate this set-valued classifier, a single labeled training dataset is required, no additional data is necessary. In particular, the plug-in top-$k$ classifier is defined element-wise by

$$\forall x \in \mathcal{X}, \quad \hat{\Gamma}_k(x) = \text{top}_k \hat{\eta}(x, k).$$

Note that in fact this estimator does not require to estimate exactly the conditional probability $\eta_l(x)$ as any scoring function preserving the ranking of $\eta_l(x)$ will give exactly the same classifier.

Bibliographic references: This formulation has been used for a long time as a performance metric known as the top-$k$ error rate. For instance, the top-5 error rate is the official metric of ImageNet (Russakovsky et al., 2015). Lapin et al. (2015) were probably the firsts to try to derive losses explicitly built to learn top-$k$ classifiers. To this end, they proposed a surrogate hinge loss and showed the superiority of their specialized procedure compared to one-versus-all SVMs used for standard classification. Several works followed this approach and proposed convex surrogates losses for the (point-wise size control) formulation. Lapin et al. (2016) proposed a new surrogate hinge loss as well as a modified cross-entropy loss. They also defined the notion of top-$k$ calibration, a property that is satisfied by their introduced losses functions, while Yang and Koyejo (2020) extended this analysis to study the consistency of such surrogate losses. Berrada et al. (2018) modified the loss proposed by Lapin et al. (2015) to build a smooth loss function adapted for neural networks and showed that the resulting method improves the state-of-the-art performance on classical image datasets. Other related approaches were also proposed (Cuturi et al., 2019; Blondel et al., 2020).

Point-wise error control

The other point-wise control formulation, dual to the top-$k$ one, consists in minimizing the average set size under a point-wise error rate constraint:

$$\Gamma_*^\epsilon \in \arg \min_{\Gamma} \mathbb{E}_X [||\Gamma(X)||] \quad \text{s.t.} \quad \mathbb{P}_{X,Y}[Y \notin \Gamma(X) \mid X = x] \leq \epsilon \quad \text{a.s.} \quad \text{(point-wise error control)}$$

In this case, the feasible set is equal to $C_P = \{ \Gamma : \mathbb{P}_{X,Y}[Y \notin \Gamma(X) \mid X = x] \leq \epsilon \quad \text{a.s.} \}$. The closed-form expression of the optimal set-valued classifier $\Gamma_*^\epsilon$ can be expressed as a top-$k(x)$ rule. It is an adaptive version of the top-$k$ strategy where the number of predicted labels depends on the instance $x$. It consists in predicting, for each point $x$, the labels corresponding to top conditional probabilities such that their cumulative sum exceeds $1 - \epsilon$. 
Proposition 5.2.2. For every \( \epsilon \in [0, 1] \), the following classifier \( \Gamma^*_\epsilon \) is optimal for the (point-wise error control) problem:
\[
\forall x \in \mathcal{X}, \quad \Gamma^*_\epsilon(x) = \text{top}_{\eta}(x, k_\epsilon(x)),
\]
where
\[
k_\epsilon(x) = \min \left\{ k \in \{1, \ldots, C\} : \sum_{l=1}^k \tilde{\eta}_l(x) \geq 1 - \epsilon \right\},
\]
\( \tilde{\eta}_l(x) \) being a reordering of \( \eta_l(x) \) in decreasing order, i.e. \( \tilde{\eta}_1(x) \geq \tilde{\eta}_2(x) \geq \cdots \geq \tilde{\eta}_C(x) \).

Proof. Similarly to the previous formulation, the minimization can be done point-wise. For every input \( x \in \mathcal{X} \), we thus look for the smallest set of labels \( \Gamma(x) \) satisfying
\[
\mathbb{P}_{X,Y} [Y \notin \Gamma(X) | X = x] \leq \epsilon \quad \Leftrightarrow \quad \sum_{l \in \Gamma(x)} \eta_l(x) \geq 1 - \epsilon.
\]
For any \( \Gamma(x) \) satisfying this constraint, denote \( k(x) \) the size of this set, i.e. \( k(x) = |\Gamma(x)| \). Clearly, the set \( \Gamma'(x) = \text{top}_{\eta}(x, k(x)) \) also satisfies the constraint and has the same size. Thus, we can reduce the search of the optimal set to sets predicting the \( k(x) \) largest values of the conditional probability. By definition, \( k_\epsilon(x) \) is the smallest value of \( k(x) \) for which such a set satisfies the point-wise error constraint which concludes the proof. \( \square \)

Pros and cons: Theoretically, this formulation provides strong guarantees on the point-wise error rate. It is thus very relevant for scenarios where the error rate must be controlled precisely. One major drawback of this formulation is that it does not provide any control over the set size and can thus predict large sets which can then be uninformative. A practical limitation is that it is hard to measure the point-wise error rate and thus the theoretical guarantees are often violated in practice.

Estimation: To estimate this set-valued classifier, a single labeled training dataset is required, no additional data is necessary. In particular, the plug-in set-valued classifier is defined element-wise by
\[
\forall x \in \mathcal{X}, \quad \hat{\Gamma}_k(x) = \text{top}_{\hat{\eta}}(x, \hat{k}_\epsilon(x)).
\]
with
\[
\hat{k}_\epsilon(x) = \min \left\{ k \in \{1, \ldots, C\} : \sum_{l=1}^k \tilde{\hat{\eta}}_l(x) \geq 1 - \epsilon \right\}
\]
where \( \tilde{\hat{\eta}}_l(x) \) is a reordering of \( \hat{\eta}_l(x) \) in decreasing order, i.e. \( \tilde{\hat{\eta}}_1(x) \geq \tilde{\hat{\eta}}_2(x) \geq \cdots \geq \tilde{\hat{\eta}}_C(x) \). Note that this estimator requires to estimate exactly the conditional probability \( \eta(x) \) as they serve to estimate the point-wise error rate on which we set our constraint. The model must thus output calibrated probabilities which requires additional care during training or an extra post-processing step.

Bibliographic references: Until very recently, most references dealing with the point-wise error rate constraint (most of the time referred to as conditional validity) is related to the regression setting and not classification. For instance, Cai et al. (2014); Lei and Wasserman (2014); Lei et al. (2018) proposed an asymptotic study of such predictors under smoothness conditions on the regression function. A classical result in the finite sample regime due to Lei and Wasserman (2014, Lemma 1) states that no control on the point-wise error rate can be achieved in the
distribution-free setting (unless using trivial set-valued predictors). To overcome this difficulty, Barber et al. (2019) studied relaxations of this point-wise constraint which do not require to make assumptions on the underlying distribution. In the classification setting, the same limiting result in the distribution-free finite sample regime holds (Vovk, 2013). Thus methods were proposed to obtain approximate conditional error rate guarantees such as works by Vovk (2013); Romano et al. (2020); Cauchois et al. (2020).

### 5.2.2 Average control – constraints in expectation

In general, we do not always require a precise control on the point-wise set size or error rate but we are rather interested in their averaged counterpart. In this case, the control is done by *average* constraints.

**Penalized risk**

As both the objective function and the constraints are defined in terms of averages, these type of formulations amounts in balancing average set size and average error rate. An intuitive way to formalize this balancing is to minimize the following penalized risk setting a trade-off with parameter $\lambda > 0$:

$$
\Gamma_\lambda^* \in \arg \min_{\Gamma} P_{X, Y} [Y \notin \Gamma(X)] + \lambda E_X [\text{size}(\Gamma(X))].
$$

(\textit{penalized risk})

Here, $\lambda$ can be understood as the penalty for predicting an additional label in the set for a given instance $x$. Notably, the optimal set-valued prediction $\Gamma_\lambda^*$ admits a closed-form solution written as a simple thresholding rule. This thus gives another possible interpretation of $\lambda$ as the minimum value of the conditional probability above which the labels should be predicted.

**Proposition 5.2.3.** For all $\lambda \geq 0$, the following classifier $\Gamma_\lambda^*$ is optimal for the (penalized risk) formulation:

$$
\forall x \in \mathcal{X}, \quad \Gamma_\lambda^*(x) = \{l \in Y : \eta_l(x) \geq \lambda\}.
$$

**Proof.** Denote the penalized risk $R_\lambda(\Gamma)$, it can rewritten as

$$
R_\lambda(\Gamma) = P_{X, Y} [Y \notin \Gamma(X)] + \lambda E_X [\text{size}(\Gamma(X))]
$$

$$
= E_X \left[1 - \sum_{l \in \Gamma(X)} \eta_l(X)\right] + E_X \left[\sum_{l \in \Gamma(X)} \lambda\right]
$$

$$
= 1 + E_X \left[\sum_{l \in \Gamma(X)} (\lambda - \eta_l(X))\right].
$$

This risk can be minimized point-wise for every $x \in \mathcal{X}$ which results in the thresholding rule of the proposition. \[\square\]

**Pros and cons:** When the cost/threshold $\lambda$ is fixed, this formulation is very simple. However, choosing the appropriate value for $\lambda$ beforehand can be hard in practice. In particular, the way this parameter controls the error rate and the set size is not explicit. To overcome this difficulty, the next formulations control these quantities explicitly.
Estimation: To estimate this set-valued classifier, a single labeled training dataset is required, no additional data is necessary. In particular, the plug-in set-valued classifier is defined element-wise by

\[ \forall x \in X, \ \hat{\Gamma}_\lambda(x) = \{ l \in Y : \hat{\eta}_l(x) \geq \lambda \} . \]

Note that this plug-in estimator requires to estimate exactly the conditional probability \( \eta(x) \) to apply the correct threshold \( \lambda \). However, in general, as this formulation is expressed as a risk minimization problem, the decision rule can be learned directly using empirical risk minimization approaches removing the need to estimate the conditional probability explicitly, much alike traditional classification methods.

Bibliographic references: This framework is among the first to be proposed and analyzed in the literature by Ha (1996, 1997a,b). It is also known as class-selective rejection (Ha, 1996) or class-selection (Le Capitaine, 2014). It can be seen as a generalization of classification with reject option to the multi-class setting. To the best of our knowledge, from a statistical learning perspective, this framework has not been much studied. In particular, we have not found any study of empirical risk minimization procedures, nor proposal of surrogate losses for this risk.

Average set size control: average-\( \bar{k} \) classifier

Instead of the above penalized version of the problem, one can consider its constrained counterpart minimizing the error rate given a constraint on the average set size:

\[ \Gamma^*_\bar{k} \in \arg \min_{\Gamma} \mathbb{P}_{X,Y} [Y \notin \Gamma(X)] \quad \text{ (average size control)} \]

\[ \text{s.t. } \mathbb{E}_X [||\Gamma(X)||] \leq \bar{k}. \]

In this case, the feasible set is equal to \( C\mathbb{P} = \{ \Gamma : \mathbb{E}_X [||\Gamma(X)||] \leq \bar{k} \} \). Note how, unlike the previous point-wise control formulations, the set \( C\mathbb{P} \) unavoidably depends on the marginal distribution \( \mathbb{P}_X \) of \( X \). Interestingly, the optimal classifier \( \Gamma^*_\bar{k} \) is also a thresholding rule as shown in the next proposition.

Proposition 5.2.4 (Denis and Hebiri (2017), Proposition 4). Define

\[ \forall t \in [0, 1], \ G(t) = \sum_{l=1}^C \mathbb{P}_X [\eta_l(X) \geq t] . \]

Under Assumption C, for all \( \bar{k} \in [0, C] \), the following classifier \( \Gamma^*_\bar{k} \) is optimal for the (average size control) formulation:

\[ \forall x \in X, \ \Gamma^*_\bar{k}(x) = \{ l \in Y : \eta_l(x) \geq G^{-1}(\bar{k}) \} , \]

where \( G^{-1} \) is the generalized inverse of \( G \) (see Definition 5.2.1).

Note that, if we pick \( \lambda = G^{-1}(\bar{k}) \) as penalization parameter, then the (penalized risk) formulation yields the same optimal set-valued classifier as the one of the present formulation.

Pros and cons: This formulation can be seen as an adaptive version of the (point-wise size control) formulation which can handle the heterogeneity of the task ambiguity as studied in Chapter 4. As a consequence, the present optimal set-valued classifier yields a smaller error rate than the top-\( k \) classifier (since this last method is feasible for the (average size control)
formulation with \( k = \bar{k} \). On the other hand, the threshold \( G^{-1}(\bar{k}) \) is distribution dependent and thus relies on the marginal distribution \( \mathbb{P}_X \). This formulation does not provide any control over the error rate which can be potentially large for individual samples.

**Estimation:** To estimate this set-valued classifier, an additional unlabeled dataset is required to fit the threshold. Indeed, the constraint involved in this set-valued classifier relies on the marginal distribution \( \mathbb{P}_X \). In particular, denote \( (x'_i)_{i \in \{1, \ldots, n'\}} \) this unlabeled dataset of size \( n' \) sampled from \( \mathbb{P}_X \) and define the following function

\[
\forall t \in [0, 1], \quad \hat{G}(t) = \frac{1}{n'} \sum_{i=1}^{n'} \sum_{l=1}^{C} \mathbb{1}_{\hat{\eta}_l(x'_i) \geq t}.
\]

This function is essentially the empirical counterpart of the function \( G \) of Proposition 5.2.4 computed using the unlabeled dataset and for the estimator \( \hat{\eta} \). The plug-in set-valued classifier is then defined element-wise by

\[
\forall x \in \mathcal{X}, \quad \hat{\Gamma}_{\bar{k}}(x) = \left\{ l \in \mathcal{Y} : \hat{\eta}_l(x) \geq \hat{G}^{-1}(1 - \bar{\epsilon}) \right\},
\]

where \( \hat{G}^{-1} \) is the generalized inverse of \( \hat{G} \) (see Definition 5.2.1).

**Bibliographic references:** The present framework was introduced by Denis and Hebiri (2017), where the authors proposed a semi-supervised procedure based on empirical risk minimization. They derived rates of convergence under smoothness conditions on the conditional probabilities. Later, Chzhen et al. (2019) developed a minimax analysis of this framework and derived optimal rates of convergence for a semi-supervised approach based on plug-in under smoothness conditions. They showed the superiority of semi-supervised approaches over their supervised counterparts in certain situations.

**Average error rate control**

Alternatively, we minimize the average set size given a constraint on the average error rate as follows

\[
\Gamma^*_\bar{\epsilon} \in \arg \min_{\Gamma} \mathbb{E}_X [\|\Gamma(X)\|] \quad \text{(average error control)}
\]

s.t. \( \mathbb{P}_{X,Y} [Y \notin \Gamma(X)] \leq \bar{\epsilon} \).

For this framework, the feasible set is equal to \( C_{\bar{\epsilon}} = \{ \Gamma : \mathbb{P}_{X,Y} [Y \notin \Gamma(X)] \leq \bar{\epsilon} \} \) and unavoidably depends on the joint distribution \( \mathbb{P}_{X,Y} \). Again, this constrained formulation is closely tied to the penalized version and the optimal set-valued classifier \( \Gamma^*_\bar{\epsilon} \) is a thresholding rule.

**Proposition 5.2.5** (Sadinle et al. (2019), Theorem 1). Define

\[
\forall t \in [0, 1], \quad H(t) = \mathbb{P}_{X,Y} [\eta_Y(X) \geq t].
\]

Under Assumption C, for all \( \bar{\epsilon} \in [0, 1] \), the following classifier \( \Gamma^*_\bar{\epsilon} \) is optimal for the (average error control) formulation:

\[
\forall x \in \mathcal{X}, \quad \Gamma^*_\bar{\epsilon}(x) = \left\{ l \in \mathcal{Y} : \eta_l(x) \geq H^{-1}(1 - \bar{\epsilon}) \right\},
\]

where \( H^{-1} \) is the generalized inverse of \( H \) (see Definition 5.2.1).

Again, note that, if we pick \( \lambda = H^{-1}(1 - \bar{\epsilon}) \) as penalization parameter, then the (penalized risk) formulation yields the same optimal set-valued classifier as the one of the present formulation.
Pros and cons: The present framework provides guarantees over the error rate. These guarantees are weaker theoretically than those of (point-wise error control) as they can result in samples with a high error rate. However, they are easier to enforce in practice as the average error rate is easy to measure on a labeled dataset. We additionally point out that the threshold $H^{-1} (1 - \bar{\epsilon})$ in the present formulation relies on the joint distribution $P_{X,Y}$, unlike to (average size control) which threshold relied on the marginal distribution $P_X$.

Estimation: To estimate this set-valued classifier, an additional labeled dataset is required to fit the threshold. Indeed, the constraint here depends on the joint distribution $P_{X,Y}$. In particular, denote $(x'_i, y'_i)_{i \in \{1, \ldots, n'\}}$ this labeled dataset of size $n'$ sampled from $P_{X,Y}$ and define the following function

$$\forall t \in [0, 1], \quad \hat{H}(t) = \frac{1}{n'} \sum_{i=1}^{n'} \sum_{l=1}^{C} 1_{y'_i = l} 1_{\hat{\eta}(x'_i) \geq t}.$$ 

This function is essentially the empirical counterpart of the function $H$ of Proposition 5.2.5 computed using the labeled dataset and for the estimator $\hat{\eta}$. The plug-in set-valued classifier is then defined element-wise by

$$\forall x \in \mathcal{X}, \quad \hat{\Gamma}_{\bar{\epsilon}}(x) = \left\{ l \in \mathcal{Y} : \hat{\eta}(x) \geq \hat{H}^{-1}(1 - \bar{\epsilon}) \right\},$$

where $\hat{H}^{-1}$ is the generalized inverse of $\hat{H}$ (see Definition 5.2.1).

Bibliographic references: Lei (2014) studied a similar framework in the context of binary classification with reject option. This framework was later extended to the multi-class classification framework by Sadinle et al. (2019) which provided the expression of the optimal set-valued classifier. They also studied the asymptotic properties of the plug-in set-valued classifier under some smoothness assumptions on $P_{X,Y}$. This formulation shares some ties with conformal prediction (Vovk et al., 2005). As explained in Chapter 2, the setting in conformal prediction is different as it is focused on online transductive learning whereas, here, we set ourselves in the offline inductive setting.

5.3 Empirical comparison of the frameworks

In this section, we carry out experiments on real-world datasets to analyze and compare the properties of the previously described formulations.

5.3.1 Estimation in practice with neural networks

In this section, we briefly recall results from Chapter 4 on how to build an estimator of the conditional probability $\eta(x)$ using neural networks. Essentially, it was shown in the previous chapter that optimizing for the negative log-likelihood allowed to build such an estimator. Indeed, it was shown in the previous chapter that, due to the fact that this loss is strongly proper, we have a direct upper bound on the estimation error of $\hat{\eta}(x)$ of the form,

$$\mathbb{E}_X \| \hat{\eta}(X) - \eta(X) \|_1 \leq \sqrt{2\text{Reg}_{\log}(\hat{\eta})}.$$ 

In practice, when training neural networks, the negative log-likelihood overfits on the training data and usually generalizes poorly on validation data. This means that the scores
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Figure 5.2: Plots assessing if the point-wise error rate constraint is violated on ImageNet. The distributions of the class error rates are computed for different values of point-wise error rate constraints. The median and the 10%, 25%, 75%, and 90% percentiles of the distribution of the class error rates are shown. If the constraint would have been satisfied, these curves would be below the red curve. These plots show that probability calibration is important for the (point-wise error control) formulation, however, it does not guarantee that the constraint will be satisfied.

outputted by the model are not correctly calibrated probabilities. However, in the previous chapter, these scores were shown to be calibrated for top-$k$ and average-$k$ classifiers estimation (i.e. for (point-wise size control) and (average size control) formulations). We thus use them to build the set-value classifiers.

5.3.2 Constraint satisfiability in practice

In this section, we analyze if the constraints defined in each framework are satisfied in practice. Indeed, for all frameworks, except point-wise size control (top-$k$), we can not guarantee that the constraint will be exactly satisfied. In this section, we study what influences these constraints and what are the good practices to accommodate to this limitation.

For these experiments, we use ImageNet (Russakovsky et al., 2015) which contains 1.3 million images from 1,000 classes. It is split into a training set of 1.2 million images, a validation set of 50,000 images, and a test set of 100,000 images. The labels of the official test set are not publicly available, it is thus common practice to use the official validation set as test set for experiments. This validation set contains 50,000 images of the 1,000 classes. It is balanced and thus contains 50 images per class. The proposed estimation procedures being built on top of any model, we use a pre-trained ResNet-152 neural network (He et al., 2016) from PyTorch model zoo\(^1\). We then use the predictions made on the validation set to carry out the experiments in this section.

Satisfiability of the point-wise error rate constraint

We start with the (point-wise error control) framework. In this case, even on the training dataset, it is not possible to enforce this constraint. Worst, we can not explicitly compute the point-wise error rate for every data sample to check if the constraint is satisfied for all of them. To bypass

\(^1\)https://pytorch.org/docs/stable/torchvision/models.html
Average size control with $\bar{k} = 5$.

**Figure 5.3:** Estimation plots depending on the size of the additional dataset of the thresholds of the average size control and average error control formulations on ImageNet. The mean values are shown in full line while the shaded areas correspond to the standard deviation. The dashed line represents the constraint to estimate. Average size control requires less additional data than average error control to estimate a good threshold.

this difficulty, instead of computing point-wise error rates, we compute error rates per class. As said previously, ImageNet’s validation set is balanced and contains 50 images per class. This thus gives 1,000 error rate estimates which are equally reliable. Although not exactly point-wise error rates, they allow us to estimate the distribution of these error rates.

In Figure 5.2, the value of the constraint on the point-wise error rate is plotted against the distribution of the measured class error rates. In particular, for each constraint value, we display the 10%, 25%, 50%, 75% and 90% percentiles. If these percentiles are above the $y = x$ line shown in red, the constraint is violated. As shown in the first plot, the original probabilities outputted by the neural network are not good enough to satisfy the constraint. We thus apply a probability calibration strategy for the second plot. This requires using the additional dataset to calibrate the predicted probabilities. We use a simple temperature scaling which is known to work well with neural networks (Guo et al., 2017). It consists in learning a temperature parameter $T$ which is used to scale the predictions in the logit space before applying the softmax (see Chapter 4). As shown in the figure, this helps a lot to improve the satisfiability of the constraint. Thus, contrary to the other frameworks, having properly calibrated probabilities is important for the (point-wise error control) formulation. However, it is not sufficient to guarantee that the point-wise constraint will be satisfied.

This experiment shows that this point-wise error constraint is not easy to satisfy in practice. Moreover, although theoretically, we do not need an extra dataset to learn this constraint as shown in Section 5.2.1, in practice using this additional data to calibrate the probabilities is very helpful and worth doing. In the rest of the experiments, we will thus use temperature scaling to calibrate probabilities when studying this formulation.

**Satisfiability of average constraints**

We now focus on average control frameworks of Section 5.2.2. For these two frameworks, we need to compute a threshold. Unlike for (point-wise error control), this threshold can be estimated to exactly satisfy the constraint on a given dataset. However, if we do not have access to the data on which we want to make our predictions (e.g. in a classification model in
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Production), the threshold needs to be estimated beforehand on an additional dataset and will thus not exactly match the constraint. We study this case here.

To do so, we analyze how the estimation quality of this threshold depends on the size of the additional dataset used. The validation set is split into two sets of equal sizes. The first one is used to sample this additional dataset while the second one serves as a hold-out set to measure the average set size and average error rate. The sampling of the additional dataset is performed 10 times to measure the standard deviation. The results are shown in Figure 5.3.

For (average size control), the average size of the predicted sets is contained in an interval around the fixed constraint and very quickly converges to it. The average error rate of those sets is also stable and quickly converges. On the other hand, for (average error control), the average error rate is much slower to converge to the fixed constraint. Moreover, it seems that it is biased towards higher error rates when using a small additional dataset. The average set size in this case is also less stable than for the (average size control). The main conclusion drawn from these plots is thus that the calibration of threshold requires fewer samples for (average size control) than for (average error control).

5.3.3 Comparison on real-world datasets

We now study the different formulations on different real-world datasets and analyze their properties. We focus on three image classification datasets: MNIST (LeCun et al., 1998), ImageNet (Russakovsky et al., 2015) and PlantCLEF2015 (Goeau et al., 2015). We use the same experimental setup as in Chapter 4 with the additional temperature scaling presented above.

We first compare the formulations sharing the same objective but with a different constraint. In Figure 5.4, we compare (average size control) and (point-wise size control) formulations by plotting the achieved average error rate against the value of the constraint on the set size. Note that the curve of (point-wise size control) is a piecewise constant function as the point-wise set size can only take discrete values. The average set size does not have this constraint and thus the curve of (average size control) is continuous. As can be seen, the curve of (average size control) is always below the one of (point-wise size control). From left to right, those two curves are more or less steep. This suggests that those datasets have a different amount of ambiguity: MNIST is far less ambiguous than PlantCLEF2015. Moreover, the wideness of the gap between the two curves depends on the dataset. As studied in Chapter 4, this means that the heterogeneity of the ambiguity in those datasets are different.
Figure 5.5: Comparison of (average error control) and (point-wise error control) formulations, i.e. average set size minimization under error rate constraint formulations, on different datasets. The average set size is plotted against the value of the constraint for both formulations, i.e. \( \bar{c} \) for the average control and \( \epsilon \) for the point-wise control. The complete plots are displayed on the left column while the right one shows a zoom on a subpart of the plot.
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Similarly, in Figure 5.5, we compare (average error control) and (point-wise error control) formulations by plotting the achieved average set size against the value of the constraint on the error rate. As can be noticed, (average error control) allows to reach average set sizes below one whereas (point-wise error control) necessarily predicts sets of size greater or equal to one. Theoretically, if the constraints were properly enforced, the curve of (point-wise error control) should always be above the curve of (average error control). However, as we discussed in the previous section, the point-wise constraint is hard to guarantee in practice and thus this property can be violated as is the case on PlantCLEF2015. This suggests that the models on this dataset are unable to properly estimate \( \eta \). As with the previous figure, these plots also give us insight into the amount of ambiguity in the datasets. In particular, we can see that it is easy to achieve a very low point-wise error rate on MNIST while keeping an average set size below two. Such (point-wise error control) formulation can thus be useful for MNIST if one wants a strong guarantee on the error rate. On the other hand, for ImageNet, enforcing a low point-wise error rate will imply predicting sets of size far bigger than 10 on average which will not be informative in most cases. Constraining the average error rate, however, allows predicting sets far smaller. Thus, for ImageNet, the (average error control) formulation can be interesting.

In Figure 5.6, we compare all the frameworks together by plotting their achieved average error rate against their measured average set size when varying their constraints. On this plot, the average formulations share the same curve which is also the optimal curve. Interestingly, for the different datasets, the two point-wise control formulations behave differently. On MNIST, the (point-wise error control) is very close to the optimal curve, while on ImageNet, it is above the (point-wise size control) curve, and on PlantCLEF2015, the curves of the point-wise control formulation coincide. This is in line with our previous comment on the usefulness of this formulation for MNIST and its limitations for ImageNet.

Finally, in Figure 5.7, we compare the distribution of the point-wise set sizes and point-wise error rates for the different formulations. These distributions are measured on ImageNet in a similar fashion than in the previous subsection: the error rates and set sizes are computed for each class and serve as proxies for the point-wise error rate and set size. These distributions are plotted using 2D histograms for various values of the constraints. To compare them, all the plots share the same color scale. Compared to the other frameworks, (point-wise size control) have a particular behavior: it allows a strict control on the point-wise set size with all the samples having exactly the same set size. The class error rates are thus always distributed along a line for this framework. Comparing with (average size control), we can see how the relaxation of the point-wise constraint allows reducing the error rate by predicting bigger sets for samples of higher error rate and smaller ones for samples with lower error rate. This remark is true for all formulations (except (point-wise size control)). Indeed, when transitioning from a weak to
Figure 5.7: Comparison of the different formulations by looking at the distribution of the error rates and set sizes per class (on ImageNet). The plots share the same color scale.
a strong constraint, we can see that the point-wise error rates and the point-wise set size are correlated: the higher the error rate, the more labels are predicted, and vice-versa. To conclude, by focusing on the error control frameworks, we can notice that the set sizes are more dispersed for (point-wise error control) than for (average error control) at equal constraint values.

These different experiments highlight the differences between the proposed set-valued classification frameworks. We now summarize these different strengths and weaknesses.

5.4 Summary of the set-valued classification formulations

5.4.1 Strengths and weaknesses of the frameworks

In this section, we summarize what we believe are the strengths and weaknesses of each set-valued classification framework. We distinguish the pros and cons of each method related to the formulation itself from the ones related to the estimation of the associated set-valued classifiers on a real dataset.

**Point-wise size control**

- **Formulation:**
  
  (+) Exact control on the set size.
  
  (−) No control on the error rate which can be large.
  
  (−) Does not take into account the heterogeneity of the task ambiguity.
  
  (−) Setting a value beforehand for the set size $k$ can be hard.

- **Estimation:**
  
  (+) Relies only on the ordering of the conditional probabilities for each individual sample.
  
  (+) Does not require any additional dataset for calibration.

**Point-wise error control**

- **Formulation:**
  
  (+) Strong ideal control on the error rate.
  
  (−) No control on the set size which can lead to huge (less uninformative) sets.

- **Estimation:**
  
  (+) Does not require any additional dataset for calibration.
  
  (−) Requires the exact values of conditional probabilities which might necessitate additional probability calibration in practice.
  
  (−) Constraint often violated in practice, detecting and quantifying this violation is hard in general.
Average control – penalized risk

- Formulation:
  (+) Simple and convenient formulation as a risk minimization problem.
  (+) Simple optimal classifier expressed as a thresholding rule.
  (−) No explicit control on the set size nor the error rate.
  (−) Setting the parameter \( \lambda \) beforehand can be unnatural and hard.

- Estimation:
  (+) Does not require any additional dataset for calibration.
  (+) Formulation as a risk allows to naturally derive practical algorithms.

Average size control

- Formulation:
  (+) Explicit control of the set size.
  (+) Compared to point-wise size control, takes into account heterogeneity of the problem.
  (−) No control on the error rate which can potentially be large.
  (−) Only average control of the set size which can be large for some samples.
  (−) Requires the knowledge of the marginal distribution \( P_X \) to fix the threshold.

- Estimation:
  (+) Satisfiability of the constraint can be checked on a dataset.
  ( · ) A (small) additional unlabeled dataset can be required.

Average error control

- Formulation:
  (+) Explicit control on the error rate.
  (−) No control on the set size which can lead to huge (less uninformative) sets.
  (−) Only average control of the error rate which can be large for some samples.
  (−) Requires the knowledge of the joint distribution \( P_{X,Y} \) to fix the threshold.

- Estimation:
  (−) Requires the exact values of conditional probabilities (which might necessitate additional calibration in practice).
  (−) A (potentially large) additional labeled dataset can be required.

In the next subsection, we propose to look at some hybrid frameworks which attempt to mitigate the limitations of the previous formulations.

5.4.2 Hybrid set-valued classifiers

In the previous sections, we focused on formulations with a single, either point-wise or on average, constraint. In what follows, we describe some possible ways to combine both types of constraints into one formulation. In particular, we propose two simple hybrid formulations: hybrid size control and hybrid error control. Other hybrid formulations are possible but they
require more care as, depending on the values of the constraints, they might not have any solution. We thus propose to restrict ourselves to these two frameworks.

Hybrid size control

This formulation consists in minimizing the average error given constraints on both the point-wise and average set sizes. Given $k \in \mathbb{N}$ and $\tilde{k} \in \mathbb{R}$ such that $0 < \tilde{k} < k \leq C$, it consists in solving

$$
\Gamma^*_{\tilde{k},k} \in \arg\min_\Gamma \mathbb{P}_{X,Y} \left[ Y \notin \Gamma(X) \right] \\
\text{s.t. } \mathbb{E}_X \left[ |\Gamma(X)| \right] \leq \tilde{k} \\
|\Gamma(X)| \leq k \quad \text{a.s.}
$$

(hybrid size control)

This framework aims to have stronger control over the maximum set size than (average size control) while preserving its adaptivity compared to (point-wise size control). In particular, it allows to have more informative sets by forbidding huge sets. However, this added informativeness is traded against error rate as this formulation will typically have a higher error rate than (average size control).

The optimal set-valued classifier is then the intersection of a thresholding rule and of a top-$k$ rule. It is given in the following proposition.

**Proposition 5.4.1.** For all $k \in \{1, \ldots, C\}$, define

$$
\forall t \in [0, 1], \quad G^*_{k}(t) = \sum_{l=1}^{k} \mathbb{P}_X \left[ \tilde{\eta}_l(X) \geq t \right].
$$

Under Assumption C, for any $k \in \{1, \ldots, C\}$ and $\tilde{k} \in (0, k)$, assuming that $G^{-1}_k(\tilde{k}) \neq 0$, the following set-valued classifier $\Gamma^*_{k,k}$ is optimal for the (hybrid size control) formulation,

$$
\forall x \in X, \quad \Gamma^*_{k,k}(x) = \left\{ l \in \mathcal{Y} : \eta_l(x) \geq G^{-1}_k(\tilde{k}) \right\} \bigcap \text{top}_\eta(x, k),
$$

where $G^{-1}_k$ is the generalized inverse of $G_k$.

This classifier can then be estimated in a similar fashion than (average size control) but restricted to the top-$k$ predictions.

Hybrid error control

This formulation consists in minimizing the average set size given constraints on both the point-wise and average error rates. Given $0 \leq \tilde{\epsilon} < \epsilon \leq 1$, it consists in solving

$$
\Gamma^*_{\tilde{\epsilon},\epsilon} \in \arg\min_\Gamma \mathbb{E}_X \left[ |\Gamma(X)| \right] \\
\text{s.t. } \mathbb{P}_{X,Y} \left[ Y \notin \Gamma(X) \right] \leq \tilde{\epsilon} \\
\mathbb{P}_{X,Y} \left[ Y \notin \Gamma(X) \mid X = x \right] \leq \epsilon \quad \text{a.s.}
$$

(hybrid error control)

This framework can be seen as a relaxed version of (point-wise error control) where the constraint on the point-wise error rate can be loosened but is compensated by adding a constraint
on the average error rate. It will typically produce sets of size smaller than those of (point-wise error control) but bigger than (average error control). The optimal set-valued classifier in this case is a thresholding rule given in the following proposition.

**Proposition 5.4.2.** For all $\epsilon \in [0, 1]$, define $k_\epsilon(X)$ as in Proposition 5.2.2, i.e.

$$k_\epsilon(x) = \min \left\{ k \in \{1, \ldots, C\} : \sum_{l=1}^{k} \tilde{\eta}_l(x) \geq 1 - \epsilon \right\},$$

and define

$$\forall t \in [0, 1], \quad H_\epsilon(t) = \mathbb{E}_X \left[ \sum_{l=1}^{k_\epsilon(X)} \tilde{\eta}_l(X) \mathbb{1}_{\tilde{\eta}_l(X) \geq t} \right].$$

Under Assumption C, for any $\epsilon \in [0, 1]$ and $\bar{\epsilon} \in (0, \epsilon)$, assuming $H_\epsilon(1 - \bar{\epsilon}) \neq 0$, the following set-valued classifier $\Gamma^*_\epsilon,\bar{\epsilon}$ is optimal for the (hybrid error control) formulation,

$$\forall x \in X, \quad \Gamma^*_\epsilon,\bar{\epsilon}(x) = \left\{ l \in Y : \eta_l(x) \geq H^{-1}_\epsilon(1 - \bar{\epsilon}) \right\},$$

where $H^{-1}_\epsilon$ is the generalized inverse of $H_\epsilon$.

This set-valued classifier is much harder to estimate in practice than those of the other formulations as the computation threshold requires to estimate $H_\epsilon$ which depends on $k_\epsilon(x)$. The point-wise optimal set size $k_\epsilon(x)$ is hard to estimate as shown previously in Section 5.3.

This set-valued classification framework, although easy to express as a minimization under constraints problem, is not exploitable in practice. Finding other, less direct, relaxations of the (point-wise error control) framework would be of practical interest.

### 5.5 Conclusion

In this chapter, we have proposed a general framework to study the most common set-valued classification formulations by providing a principled way to set the trade-off between error rate and set size. For each of these formulations, we provided the resulting optimal set-valued classifier and described how to estimate them. We have studied how the constraints defined in the framework are satisfied in practice and showed how these formulations compared to one another on real-world datasets. Finally, we have summarized the strengths and weaknesses of these frameworks and introduced some hybrid frameworks which attempt to mitigate some of their limitations.

Future research directions would be to develop the comparison between the different frameworks in a similar fashion than done in Chapter 4. Moreover, finer analysis of the hybrid frameworks and finding other ways to relax the point-wise error control framework would be of interest. Indeed, this last framework, by providing strong error control, seems natural in a lot of scenarios. Unfortunately, this power comes at the cost of estimation issues. Finding an appropriate framework trading some of this control against estimation guarantees in practice would be highly interesting.

More generally, although we have tried to incorporate most of the proposed formulations in our general framework, some set-valued classifiers do not fit in it. For instance, Del Coz et al.
(2009) propose to balance error rate and set size using an instance-level $F_\beta$-measure defined as

$$F_\beta(\Gamma) = \mathbb{E}_{X,Y} \left[ \frac{(1 + \beta^2) \mathbb{1}_{Y \in \Gamma(X)} }{ \beta^2 + |\Gamma(X)|} \right],$$

where $\beta$ controls the trade-off. Another example is the frameworks studied by Mortier et al. (2019). These are cast as a maximization of the expected value of utility functions of the form

$$U(\Gamma) = \mathbb{E}_{X,Y} \left[ g(|\Gamma(X)|) \mathbb{1}_{Y \in \Gamma(X)} \right],$$

where $g : \mathbb{N} \to [0, 1]$ is a function penalizing large sets. Fitting such set-valued formulations in our general framework can not be done directly. It would thus be interesting to understand what are the differences between our framework and these ones and how different are the sets predicted by each other.
VI

Conclusion and perspectives

6.1 Synthesis of results and general perspectives

In this thesis, we first studied, in Chapter 3, how uncertainty information can be exploited to reject some of the predictions made by a classifier which incur a high error rate. To this end, we proposed to study a particular instance of classification with reject option framework: learning a rejector when the classifier is already trained and considered fixed. We showed that this amounts to learning an uncertainty score that preserves the ordering of the point-wise error rate of the classifier. We then focused on the case where the rejector is a hand-crafted criterion because it provides a way to analyze how we could estimate the point-wise error rate directly and in particular how to exploit uncertainty information for rejection purposes. By analyzing the point-wise error rate, we showed that both task ambiguity / aleatoric uncertainty and model / epistemic uncertainty are important. We empirically showed that rejecting based on the highest probability predicted by a neural network performs consistently well, independently of the amount of aleatoric and epistemic uncertainty. This suggests that it captures both uncertainties at the same time. We attempted to build criteria that separated both uncertainties and recombined them properly however experiments showed that this is more difficult than expected.

Based on this observation, in Chapter 4, we focused on the first form of uncertainty, task ambiguity, and study natural frameworks to handle it: set-valued classification frameworks. The most naive approach to build sets is to predict the $K$ most probable classes. However, this assumes that all the samples have the same level of ambiguity which is known to be wrong in most cases. Instead, we proposed to use average-$K$: the predictor can output sets of different sizes but on average their size must be equal to $K$. We studied when average-$K$ is most beneficial compared to top-$K$. To this end, we characterized and described which was the correct notion of heterogeneity of ambiguity captured by average-$K$. We then showed that natural estimation procedures for top-$K$ and average-$K$ are in fact consistent and can thus be used to carry out the experiments. Finally, empirical studies on real-world image datasets showed that average-$K$ always gave better results than top-$K$, proving its usefulness in practical settings.

In Chapter 5, we generalized to other adaptive set-valued classification approaches and proposed a framework unifying most of them. These approaches are characterized by two quantities: error rate and set size, measured either point-wisely or on average. We proposed to set
the trade-off between these quantities by formulating set-valued classification as a constrained optimization problem enforcing constraints on one of this quantity and minimizing the other. For each of these formulations, we gave their optimal set-valued predictor which can be expressed either as a thresholding strategy on the conditional probability or as a (potentially) adaptive top-\textit{K}. We showed how to estimate them and analyzed empirically how their constraints are satisfied in practice. Then, we studied their relative advantages and weaknesses on real-world data. To conclude, we introduced hybrid approaches mixing several of the previous constraints in order to mitigate the weaknesses of the different formulations.

These set-valued classification approaches describe natural ways to accommodate with task ambiguity. Carrying out a similar analysis than the one of Chapter 4 could help understand if they capture a similar notion of heterogeneity of ambiguity or not. If not, this could help decide which formulation one should use on a given dataset based on the nature of its intrinsic ambiguity. A more qualitative analysis of the sets predicted by the different formulations could also help in that aspect.

For now, we have mainly focused on the infinite sample regime and left apart the model uncertainty present in practice. It would be interesting to understand how these approaches deal with such uncertainty. For instance, even in absence of task ambiguity, predicting a set could help reduce the error rate due to misclassification of the top-1 classifier. Furthermore, we only provided general estimation procedures that work for all formulation. Deriving more specialized procedures could help to build better estimators when only given a finite training dataset. It would be interesting to also understand the convergence rate of such procedures and to compare them across the different formulations: are some of these formulations easier to estimate than others?

Another interesting point to explore is to understand how we could create a set-valued classification with reject option framework. In particular, it would be interesting to use the set-valued classifier to handle properly the task ambiguity while the reject option would be used to detect the presence of model uncertainty. Such a framework would provide a nice way to force the model to disentangle both uncertainties. This could be helpful for a lot of practical scenarios. This could also serve as a proxy to measure the quality of both aleatoric and epistemic uncertainty estimators and to measure if we were able to properly separate them.

6.2 Applicative perspectives

We conclude this manuscript by highlighting some applied work done during this PhD which were not presented here. They illustrate some of the potential concrete applications of this work and provides some directions for future work.

6.2.1 Herbarium phenology annotation

In Lorieul et al. (2019), deep learning approaches were applied to show the performance of automated phenological stage annotation of herbariums specimens. Herbarium specimens are dried pressed plants or parts of plants that have been mounted on archival paper, see Figure 6.1 for examples. These specimens are labeled with information about the plant species, the collection locality, date, etc. This type of data is important as those specimens have been collected over centuries and thus provide some historical information about the evolution of biodiversity through time and about the impact of human activity. In particular, phenological
Figure 6.1: Three herbarium specimens belonging to the same species (Tilia americana) with different phenological stage advancement. From left to right: non-fertile specimen, specimen with open flowers, and specimen with ripe fruits.

Figure 6.2: Illustration of the nine different phenophases to recognize.
annotation – such as the presence/absence of reproductive structures – is of interest as it serves as a proxy to study the impact of climate change on the reproduction of plants (Menzel et al., 2006). Deep learning approaches could be useful to automatically annotate phenological traits which would enable to leverage the vast amount of herbarium specimens digitized recently. Interestingly, this annotation task does contain a fair amount of ambiguity.

The paper first studied the classification of herbarium specimens into fertile/non-fertile categories. To assess the performance of the model, one of the co-author – an expert botanist – re-annotated a fraction of the dataset. Interestingly, he did not recover 100% of the original annotations, however, except for one, all of the mismatches were due to an ambiguous situation. This happened for different reasons:

- the reproductive structure is absent: it was present on the specimen on the field but not on the collected part, or it was lost during previous manipulations;
- the reproductive structure is hidden: it is present on the sheet but not visible on the scan, e.g. in an envelop, obscured by leaves, etc.;
- the exact definition of fertility is ambiguous: in particular, is a closed bud a sign of fertility?

To add up to the confusion, the text label on the sheet can state the specimen as being fertile but no reproductive material is visually evident on the scan.

This example shows how it could be useful to detect automatically these ambiguous cases and to separate them from the cases where the model is uncertain. Indeed, the action to be taken would differ:

- when the prediction of the model can not be trusted, a human could be asked to manually annotate the scan;
- in presence of intrinsic ambiguity, on the other hand, the scan is not sufficient to remove this uncertainty and it might be required to look at the physical herbarium sheet.

Correctly separating these two cases related to the two forms of uncertainty is thus important to take the correct action and to avoid wasting expert time.

Another goal of the paper was to push this analysis further and to automatically annotate more finely the phenological stage of the specimens. One co-author proposed using nine phenophases to classify the continuum between specimens with unopened flowers to specimens in fruits (Figure 6.2). The proposed division in nine stages was chosen based on an intuition that arose when the co-author looked at the data. These phenophases are defined using the relative proportions of closed buds, flowers, and fruits (see the paper for more details). This annotation methodology and the dataset used for our study were presented and published previously in Pearson (2019). When trained on this data, the neural network was able to recover the exact phenophase only 43% of the time. When it did not match the annotation, the predicted phenophase was however close to it. Manual re-annotation of the data showed that even the original annotator was not able to perform better than the neural network. This suggests that the annotation methodology chosen was not fully reproducible and introduced a fair amount of ambiguity in the annotations.

Using set-valued classification methods, it could be possible to confirm this hypothesis by measuring more precisely the amount and the form of ambiguity. In particular, it could be possible to measure if the neighborhood phenophases are often predicted together and thus ambiguous. Moreover, such methods could help decide which phenophases should be fused.
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Figure 6.3: Occurrences distribution over France and US. Blue dots represent training data while red dots represent test data.

Figure 6.4: Each observation is associated with high-resolution covariates (clockwise from top left: RGB imagery, IR imagery, altitude, land cover).

together and which ones should not. In this example, set-valued classification approaches, used as proxies to measure the intrinsic ambiguity, could provide a way to analyze and understand more finely the dataset and its annotations.

6.2.2 GeoLifeCLEF: location-based species prediction

The GeoLifeCLEF2020 dataset (Cole et al., 2020) is a large-scale dataset consisting in 1.9 million species observations sampled over France and US (Figure 6.3). Each of these observations is coupled with high-resolution covariates (Figure 6.4) as well as climate and soil variables. The aim is to predict the species present at a certain location based on these variables. Because the number of species greatly varies depending on the position, average-$K$ accuracy is a natural choice of metric for this dataset. Based on an estimation of the average number of species per location, average-30 accuracy was set as the official metric. Top-30 accuracy is kept as a secondary metric to compare to. A challenge using this data was organized as part of LifeCLEF2020 (Joly et al., 2020b). The results are shown in Table 6.1 – more details can be found in the overview of the challenge (Deneu et al., 2020).
In the results provided by the participants, there is no significant difference between average-30 and top-30 accuracy. As the heterogeneity of the ambiguity is obvious in this task, the fact that the gap is narrow is likely due to an estimation issue. The winning submission consisted of a neural network with an architecture adapted to the structure of the data trained using a traditional procedure, i.e. using negative log-likelihood in a similar manner than proposed in Chapter 4. However, when contacted, the participants notified us that the negative log-likelihood only very marginally decreased on the validation through the training process, staying very close to its initial value. This observation might explain the absence of gap between average-30 and top-30 accuracy. It must however be noted that average-30 accuracy was still as high as top-30 accuracy, and never worst.

This “failure” case is interesting: analyzing it more carefully might shed light on some limitations of average-\(K\) and could give insights on how to overcome them. This example suggests that the specificities of the data and/or the modification of the architecture could generate different training dynamics than usually observed when training neural networks for image classification tasks. This task might thus benefit from using a specialized training procedure targeted specifically for average-\(K\) classification.

### 6.2.3 Pl@ntNet project

**Understanding and improving the returned species list**

The list of candidate species returned by the Pl@ntNet app to the users is generated using a heuristic which was found by trial and error. It corresponds to the intersection of the thresholding and the cumulative sum strategies:

\[
\Gamma(x) = \{ k \in \mathcal{Y} \mid \eta_k(x) \geq \lambda \} \cap \text{top}_{\eta}(x, k_t(x)).
\]

The values of \(\lambda\) and \(\epsilon\) were chosen empirically and set to \(\lambda = 0.005\) and \(\epsilon = 0.01\).

This hybrid set-valued classification formulation corresponds to a relaxation of the point-wise error control framework detailed in Chapter 5. Here the point-wise error rate constraint can be violated locally if it requires predicting classes with a very low probability which results in a big increase of the average set size. It thus mitigates one of the limitations of point-wise error control and was found to be a good balance in practice.

Further analysis of this formulation would be interesting in order to understand what are the exact connections between the parameters \(\lambda\) and \(\epsilon\) and the size and error rate of predicted sets. This could allow to automatically set the values of these parameters according to explicit constraints on those quantities. Moreover, a comparison with other frameworks presented in Chapter 5 would allow to understand if this formulation is indeed the best suited for the Pl@ntNet app. Further analysis on how to improve the estimation of this set-valued classifier would also have a big impact on the quality of the returned results. In particular, it would...
be interesting to see if improving the calibration of the scores outputted by the models would enhance these results. Furthermore, it might be relevant to design specialized losses targetted for this set-valued formulation.

**Dataset querying by stakeholders**

The previous discussion is focused on answering the queries of users of the Pl@ntNet app. At the other end of the pipeline, stakeholders want to extract data adapted to their needs from the Pl@ntNet database. Typically, their requirements are very different from the ones of the users of the app. Moreover, among the different stakeholders, these requirements also differ. Using a global approach saving the scores predicted by the models from which we could apply any set-valued formulation depending on the query is thus the most adapted.

This leaves a last very important question: what is the influence of the set-valued classification strategy and of the filtering process on the studies and the decisions made by the stakeholders? An analysis of the potential biases introduced by them and a study of the sensitivity of the conclusions drawn from data extracted this way is important to understand how they should be used in practice.
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