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Introduction

Industrial context

The transition to electric vehicles is one of nowadays big challenges. Electric vehicles are less
heavy, less noisy and simple to diagnose. In addition, they have reduced carbon footprint on
the environment. These reasons encourage transport companies to invest in the more electric
aircraft (MEA) idea [1].

In MEA, we use the electrical power for extracting and distributing the non-propulsive pow-
ers. The electrical power comes from the aircraft main engine, which operates using combustion
process. The non-propulsive aircraft systems can be wing anti-icing, environmental systems
(ECS), flight control actuators, landing gear brakes, avionics lighting, fuel and oil pumps, etc.
Figure 1 shows the difference between a conventional aircraft and a MEA.

Conventional More Electrical
IN:  Fuel
Start Air
OUT: Thrust Cabin Air Cabin Air
HP Air IN:  Fuel
Wing Anti-Ice Air Electric Start .
Electricity OUT: Thrust
Hydraulics Flectricity

Wing Anti-ice Air

N iy
Electricity deleted
Hydraulics
Hydraulics ‘} - Distributed Hydraulics
(Emergency) (electrical tiriven]
Fuel . . §Iar1 Alr Fuel 4 New . Electricity (Hotel mode only)
. D7 Electricity (Hotel mode) . P Cabin Air
Air APU '\ Cabin Air (Hotel mode) Ai APU
esign

Figure 1 — Comparison between conventional aircraft systems and MEA systems [1]

The main reasons behind the use of electrical systems is to decrease operating and mainte-
nance costs, improve the power system efficiency and reliability [2].

Actuators on board of MEA do not require the same form (Direct Current or Alternating
Current) and amount of electric energy, that is why we use electronic converters that adjust the
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need of each actuator.

For this reason, a consortium of European industrial and academic partners launched the
I2MPECT (Integrated, Intelligent modular power electronic converter) project.

The I2MPECT project aims to design and manufacture a high power DC/AC converter in-
tended for MEA. Partners of this project are listed in Figure 2. The CETHIL lab (INSA Lyon) as
an academic partner is in charge of the design of the cooling system and the creation of a com-
pact thermal model for the electronic package (electronic converter and the cooling system).

SIEMENS AIRBUS @2YNeX |NSA =" | N S SAFRAN 8 Gy
INNOVATIONS \\ . g{!{‘fﬂf’.l{i.

@) AIRBUS ETH i

Figure 2 — The I2MPECT project consortium

Thesis objective

The main drawback of electric systems is that as increasing the power, the temperature of elec-
tronic components increases and this results in a decrease of the efficiency and the lifetime.
Accordingly, a monitoring strategy is needful to predict the chips temperature and apply pre-
ventive action before failure.

Many methods exist to monitor the chips temperature: direct measurement of the tempera-
ture, indirect measurement using Thermo-Sensitive Electrical Parameters (TSEP) or by thermal
models.

Direct measurement consists in placing a sensor on the electronic components. This solution
is discarded for packaging reasons. Otherwise, temperature sensors have been used on the
electronic card but are located far from chips. Thus, the measured temperature is different from
the chips temperature. In this situation, the monitoring will be carried out using a thermal
model. Such a model should be accurate in order to give a reliable information on the electronic
component health, and also compact in order to compute in real time the temperature. To fulfill
this need, the reduced order model can be used.

In practical situations, boundary conditions and power losses in electronic components can
be known or unknown. When they are known, a classic reduced order model based on proper
orthogonal decomposition (POD) and Galerkin projection can be used. The latter model will be
called the direct reduced order model (DROM). When they are unknown, an inverse reduced
order model (IROM) will be employed and is based on proper orthogonal decomposition and
a minimization procedure. In the latter model, the only input is the information of the temper-
ature sensors.

The aim of this thesis is to develop these two models.

Thesis outline

This thesis is divided into five chapters. The content of each chapter is discribed as follows:

e In the first chapter, a literature review on the relationship between the reliability and the
temperature is undertaken. The existing cooling solutions are described as well as their
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adavantages and drawbacks. The cooling solution respecting the technical specifications
of the project is presented.

e Chapter 2 provides a description of the finite element modeling of heat transfer in the
power module. After introducing the heat transfer governing equations, its finite element
discretization is adressed. This method is formulated in the case of solid medium, fluid
medium and conjugate heat transfer (fluid and solid medium in contact).

e Chapter 3 gives a review on model reduction methods. The POD method is described
in details. The usage stage for the reduced order model based on Galerkin projection is
formulated in the case of diffusion equation. The usage stage for the inverse reduced order
model is adressed in details.

e In Chapter 4, an application of the reduced order model based on POD and Galerkin pro-
jection is given. The application treats one leg power module in which the cooling system
is modeled by a heat transfer coefficient. The performances of the ROM in terms of accu-
racy and computing time are investigated.

e Chapter 5 presents an application of the IROM in the case of the entire system. In this
application the conjugate heat transfer within the electronic package is modeled. The ro-
bustness of the IROM to deal with various operating conditions by knowing only the tem-
perature sensors is adressed.
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Chapter 1

State of the art of thermal management of
high power electronic components and the
studied system

Failure occuring in electronic packages are mainly due to excessive temperature amplitude and
cycling. In order to improve the reliability of electronic devices and increase its lifetime, a con-
trol strategy of its temperature should be undertaken. Therefore, a cooling strategy is required.
The aim of this chapter is to give an overview of thermal management solutions for electronic
components and to choose the suitable solution when taking into consideration technical spec-
ifications. The first section of this chapter will describe the studied electronic power module
as well as power losses occuring in semi-conductor devices. In this section the reliability of
electronic components is briefly depicted and some existing lifetime predictive models are in-
troduced. The third section gives a non extensive literature review of existing cooling solutions.
The chosen cooling solution is presented and modeled after introducing technical specifications.
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1 1.1. POWER ELECTRONIC CONVERTER

1.1 Power electronic converter

In this section, the studied power electronic module will be described. Power loss mechanisms
in a single MOSFET will be depicted as well as a method to calculate it. Then, the reliability of
electronic components is described in a generic way.

1.1.1 The I2MPECT project power module description

The I2MPECT consortium aims to conceive and manufacture a three phase 45 kKWW DC/AC con-
verter. A converter contains two switches that control the electric energy transfer. Switches
are generally transistors that can be at the on or the off state. These switches can be MOSFET or
IGBT or any other transistor technology. In the 2MPECT project, The technology used is Silicon
Carbide (SiC) MOSFETs. This technology offers many advantages. It is known that SiC compo-
nents are able to reduce the losses in the power module. In addition SiC MOSFETSs can be used at
high switching frequency (as switching frequency increases, the sine waveform constructed by
the converter becomes smooth) compared to other technology (IGBT,JFET,...) ( [1,2]). This will
result in lower harmonic distortion and thus a loss reduction in electric machines (motor). In
picture 1.1, we represent the one leg power converter developed by Siemens. Each leg contains
12 MOSFETs.

Figure 1.1 — I2mpect one leg power converter

In order to comprehend the thermal behavior of this device, Figure 1.2 represents a cross
section of the power module.

Insulation
Top-insulation )
\ Ceramic
— ] Y]
/ T
Copper )
Copper  track Chip
sheet

Figure 1.2 — Cross section of the I2mpect Power module

An electric insulator gel covers the chips in order to avoid short circuit and electric arc prob-
lems. The MOSFETs are soldered on DBC (Direct Bonded Copper) representing the current
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CHAPTER 1. STATE OF THE ART OF THERMAL MANAGEMENT OF HIGH POWER
1 ELECTRONIC COMPONENTS AND THE STUDIED SYSTEM

path. The DBC consists of a ceramic tile and a sheet of copper bonded to both sides. The set
MOSFETs and DBC are mounted on a copper base plate (not shown in Figure 1.2 ). The role
of the base plate is to spread out the heat on the hot spots created by the dissipated power in
MOSFETs.

1.1.2 The power module topology

A DC/AC converter (also called power inverter) is a device able to convert direct current into a
sine wave current. This task is accomplished thanks to switches that control the energy transfer
between branches of a circuit. We represent on Figure 1.3 the electrical circuit of the 3 phases
converter.

afnf afnt o3

© = wu

_11} gﬁ} o

Figure 1.3 — Converter topology

One leg converter contains two switches. A switch can be one or many transistors in parallel.
In the case of I2mpect converter, we use six MOSFETs per switch (in parallel) for efficiency
reasons. In fact, when increasing the number of MOSFETs per switch the current crossing each
MOSFET will be lower and hence the temperature per transistor will decrease.

By turning on and off switches, the converter delivers an output sine waveform. The tran-
sition between the on and off state of each MOSFET is driven by a Pulse Width Modulation
(PWM) signal entering the gate of each MOSFET. The voltage required to turn on the MOSFET
should be greater or equal to a threshold voltage called Uy,. The condition to set to on state the
MOSFET can be written:

Uas > Uy,

Where Ugg is the voltage between the gate and source (see Figure 1.4). Ugg is produced by a
device called gate driver.

When increasing the number of MOSFETs per switch, the power density decreases and heat
spreading is enhanced. Consequently, the thermal management of the converter becomes easier,
but in electrical point of view the task is tough as we have to control the gate of many MOSFETs.

1.1.3 Power losses

The dissipated power in the electronic converter is the sum of conduction and switching losses.
These losses are mainly occurring in MOSFETs (we neglect power losses in other components
and the DBC).
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1 1.1. POWER ELECTRONIC CONVERTER

Conduction losses
Conduction losses are the power dissipated by the Joule effect. These losses are calculated by
the formula:

Prona = Rpson) 1D rus

Where Rpg(on) is the on state resistance of the MOSFET and Ip rss is the root mean square of
the current flowing through the MOSFET. After the transition time of the MOSFET the current
reaches a constant value I,y and Ip rarg = 1 D(On)\/ﬁ where D is the MOSFET duty cycle (see
Figure 1.4). The duty cycle D of the MOSFET is the ratio between pulse duration of Ugg and
the period of the rectangular waveform. Thus, conduction power losses per MOSFET can be
written as:

Pcond = RDS(on)[%)(on)D

When manufacturing two MOSFETs by the same process, they do not have exactly the same
Rps(on)- The relative difference between the two values can reach 20%. Rps(on) depends on
temperature. This implies that computing power losses in a MOSFET requires the knowledge
of the temperature and vice versa. Consequently, thermal and electrical calculation should be
performed in a coupling loop. This loop defines the electro-thermal model of the electronic
device ( [3], [4], [5]). The relation giving the temperature variation of Rpg(,,) depends on
the MOSFET model and is generally presented on the manufacturer datasheet. An example of
temperature variation of Rpg,n) is given in [6].

Switching losses

When the MOSFET is turned on or off, it dissipates power called switching losses. To understand
their origin we represent on Figure 1.4 the different waveforms for a single MOSFET when it
is turned on and off. The area beneath the power curve during turning on transition period
represents the dissipated energy and can be calculated as:

1
Eon = ID(on) UDDton§

where t,,, = t, +1,; is the time for MOSFET to turn on, ¢, is the time for voltage to fall and ¢,; is
the time for the current to rise (see Figure 1.4). The switching frequency represents how much
time per second the MOSFET turns on and off. Thus switching power losses during the turn on
can be obtained by the formula:

Pon = onfsw

where f;, is the switching frequency. In a similar way, switching losses during turn off can be
calculated as:

Poff == Eofffsw

where

1
Eorr = Ipgory) UDDtoff§

and t, s is the total time for the MOSFET to turn off.
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Figure 1.4 — Waveforms in a MOSFET during on and off states

In conclusion, the total losses per MOSFET can be calculated as:

Ptotal = Psw + Pcond
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1 1.1. POWER ELECTRONIC CONVERTER

where
Psw = Fon + Poff = fsw(Eon + Eoff)

and

Pcond = RDS(on)I%(on)D

Remark 1. If the switching frequency increases, the quality of the output sine wave is improved. But
as power switching frequency increases, power losses become important and thus the temperature of the
electronic component increases. Active thermal control can be used to adjust the optimal switching fre-

quency [7].

Remark 2. In reality power losses depend also on the load (motor) and the converter topology. Thus, we
should calculate in details the current and the voltage in all branches of the converter in order to estimate
accurately power losses. In [5] an example of power loss calculation for a complete converter is presented.

1.1.4 Reliability of electronic devices
1.1.4.1 Reliability description

The reliability analysis of electronic devices is central in defining the physical limits of its op-
eration. Reliability studies aim to identify causes and mechanisms of failures that should be
avoided. In general, failures in electronic packaging are due to many factors presented on Fig-
ure 1.5.

Vibration
20,

Humidity

199 Temperature

55,
Dust

6
Figure 1.5 — Major Cause in electronic failure [8]

The main electronic failure is due to an important temperature magnitude and cycling. In
modern aircrafts, humidity and dust are well controlled. The main concern focus on how to
decrease operating temperature and control it.

Failures are mainly created by thermo-mechanical stress cycling. When power electronics
heats up, a temperature gradient takes place within the power module. Layers of the power
module do not have the same coefficient of thermal expansion (CTE). It is known that the
thermo-mechanical strain is proportional to the temperature swing and the CTE. Thus, the lay-
ers of power module will expand with different rates. The repeated strain created by thermal
cycling will lead to many defects. For instance, we can cite cracks appearing in the solder joint
(Figure 1.6).
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b

PENETY UPR g a T

Figure 1.6 — State of a solder ball after manufacturing (left) and after 2257 thermal cycles between
—55°C and 125°C (right) [9]

As the difference in CTE between layers increases, the probability of occurrence of such de-
fects increases.

The defect appearing at the interface will increase the contact thermal resistance. Hence, the
temperature will reach higher values, which will accelerate defect emerging.

1.1.4.2 Reliabilty prediction

Reliability can be seen as the ability of the component to perform a task under given operating
condition for a stated period of time [9]. To quantify the reliability of an item, accelerated aging
experiments are performed under given condition until it reaches failure. The obtained results
allow the calculation of the failure rate A(¢) which is the probability of a failure to occur at time ¢.
Details about mathematical tools used to calculate the failure rate function are presented in [10].
The failure rate curve have a bathtub shape presented on Figure 1.7.

A

Wear-out
Failures

Infant
Failures

Random Failures

Failure Rate

Y

Time

Figure 1.7 — Bathtub curve for electronic device reliability [9]

Figure 1.7 shows that the reliability of an item include three periods :

1. The burn in or infant mortality period: the higher failure rate during this period is due
to manufacturing imperfections of the item.

8
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



1 1.1. POWER ELECTRONIC CONVERTER

2. The useful life period: the failure rate during this period is constant. Failure during this
period occurs randomly.

3. the final wear out period: the dramatic increase of the failure rate illustrates the end of
life of the item

Many models are used to quantify the reliability of electronics. The Arrhenius law expresses
the failure rate as a function of the steady state temperature of the analysed component. The
failure rate can then be written as:

_E,
A= Aexp(kBT)

where A is a constant, E,, is the activation energy for the failure mechanism, k5 is Boltzmann’s
constant and 7' is the steady state temperature of the electronic component.
The steady state temperature is not the only factor of failure. In general, most failure mech-
or

anisms are due to the temperature gradient (7 -), temperature cycle magnitude (AT) and rate

of change of temperature (%) [11].
Another lifetime prediction model based on thermal cycling fatigue is included in Coffin
Manson model. This model gives the number of temperature cycles to failure Ny:

1
v=3(2)
2\ 2¢ f
where A+ is the cyclic strain range. The cyclic strain range depends on the difference in CTE be-
tween the component and the PCB, the cyclic temperature extremes, distance from neutral point
(commonly the center of the package) and the stand-off height [9]. ¢ is the fatigue ductility
coefficient and is equal to 0.325 for standard SnPb solder. c is the fatigue ductility component
and is equal to —0.442 for standard SnPb solder. Coffin Manson fatigue law have been experi-

mentally validated for various electronic packaging [12]. Engelmaier modified Coffin Manson
law so that the constant ¢ becomes a function of the solder temperature:

. 360
c=—0.442 — 6 107*T,; + 1.74 10 *log(1 + —)
d

where T; is the mean solder joint cycling temperature and ¢, is the dwell time (in minutes) at
the temperature extremes. Applicability of these models to real geometries is limited due to
many physical phenomena that are not taken into account. Calibration of these models for each
electronic package should be carried out for trustworthy prediction [9].
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1.2 Heat transfer in electronic devices

Whenever a temperature difference exists between two mediums, heat transfer takes place and
energy flows from the hot medium to the cold one. Three main modes of heat transfer exit:
conduction, convection and radiation. In the following section, we will give a non-extensive de-
scription of these modes and see how they are involved in the cooling of electronic components.

1.2.1 Heat transfer modes
1.2.1.1 Conduction

Heat conduction is the energy transfer across a medium (solid, liquid or gases). The physical
mechanism on which relies this mode is the random atomic and molecular activity within and
through a medium. Conduction can be viewed as the transfer of energy from the more energetic
to the less energetic particles of a substance due to interaction between the particles ( [13]).

The phenomenological Fourier’s law governs conductive heat transfer. This law can be writ-
ten as:

q(x,t) = —k(x,t) VI'(x,t) (1.1)

where q is the local heat flux density (1W/m?), k is the medium thermal conductivity (W/m/K)
and VT is the temperature gradient (KX /m).

The sign minus in front of thermal conductivity illustrates the fact that heat flows from the
hotter medium to the colder one. This fact is in agreement with the second law of thermody-
namics.

1.2.1.2 Convection

Heat convection occurs when a moving fluid is in contact with a surface and that the two are at
different temperatures. This transfer mode is created by the contribution of two mechanisms:
the random molecular motion(diffusion) and energy transferred by bulk motion of the fluid
(advection).

Convection heat transfer is governed by Newton’s law. This law does not focus on details of
the heat transfer process and can be written as:

a(x,1) = hix,1) (Tu(x.1) — T)) (12)

where ¢ is the convective heat flux (WW/m?), T} is the solid surface temperature, T} is the fluid
temperature far away from the solid and h is the convection heat transfer coefficient (W/m?/K).
In practice h is obtained from a dimensionless number called Nusselt number (Nu) that can
be determined either by numerical simulation or by experimental method. The Nusselt number

Nu is defined as :
h.L,
Nu =
ky

where L. is a characteristic length and %/ is the fluid thermal conductivity. Determination of
this coefficient is the main challenge in convection heat transfer studies. This coefficient depends
mainly on fluid velocity and thermal properties as well as the solid shape. When choosing the
convection heat transfer correlation (Nusselt number), a particular focus should be made on the
following points:
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N g o

. The nature of the flow (internal or external flow).

The flow regime (laminar or turbulent flow). This point is checked by calculating Reynolds
number and comparing it to the critical one.

The solid shape and roughness (at the contact surface with the fluid).
The fluid thermodynamic and transport properties.

The cause of fluid motion (natural or forced convection).

The flow nature (single or two phase flow).

The kind of the boundary condition at the solid fluid interface (uniform temperature or
uniform heat flux).

The development of the flow (hydrodynamically or thermally or both developed flow).
This point is checked by calculating the hydrodynamic and thermal entry length. In lam-
inar flow the hydrodynamic entry length L, can be obtained from the formula [13]:

L hyd

oo =005 Rep,

where Dy, is the hydraulic diameter and e is the Reynolds number.

Typical values of heat transfer coefficient are presented in Table 1.1:

Process | h (W/m?/K)
Free convection
Gases 2-25
Liquids 50-1000
Forced convection
Gases 25-250
Liquids 100-20000
Convection with phase change
Boiling or condensation | 2500-100000

Table 1.1 — Typical values of convection heat transfer coefficient [13]

When choosing single phase cooling the best option is to operate in forced convection with

liquid fluid as it can be seen from Table 1.1. The best convection cooling option is to use con-
vection with phase change. Two phase cooling devices will be described in section 1.3.4 and
its operating limits will be outlined. The chosen convection cooling option should fit industrial
specifications.

1.2.1.3 Radiation

Thermal radiation is the only heat transfer mode that does not require a physical medium. Heat
transfer by radiation occurs between two surfaces having different temperature and that are
not necessarily in contact or separated by matter. The physical mechanism governing thermal
radiation is the electromagnatic waves emitted by matter as result of the change in the electronic
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configurations of the atoms or molecules [ 14 ]. The thermal radiation energy emitted by a surface
can be calculated using Stefan Boltzmann law:

g=coT? (1.3)

where ¢ is energy released per unit area (W/m?), o0 = 5.67 x 1078W/m?/K* is the Stefan Boltz-
mann constant, ¢ is the emissivity of the surface and 7 is the surface temperature (K).
When a small convex object is completely surrounded by another surface at a temperature
Tsur, the net rate of radiation heat transfer from the object surface can be expressed as [13]:
et =0 Ae (T} —Tj,) (1.4)

sur

where A is the object area, ¢ is the object surface emissivity and T} its temperature. In the case of
I2MPECT project aiming to conceive a three-phase 455 DC/AC converter, the target efficiency
is 99%. The dissipated heat is equal to 450W for the 12 x 3 MOSFETs, which is equivalent to
12.5W per MOSFET. If we consider a surrounding medium at a temperature 7},, ranging from
40 °C' to 200 °C' and a chip with the upper surface dimensions 4 mm by 6 mm, then we can see
on Figure 1.8 that the amount of exchanged radiation heat does not exceed 0.1 W which is much
lower than the dissipated power. Therefore, the radiation heat transfer mode can be omitted for
the 2MPECT power module.

0.1

0.08 |-

0.06 -

0.04 |-

0.02 -

Heat flux (W)

o
T

-0.02 -

-0.04 -

-0.06 ! ! ! ! J
0 50 100 150 200 250

chip temperature (°C)

Figure 1.8 — Radiation heat transfer energy

1.2.2 Heat transfer in a typical power electronic module

The typical cooling solution for electronic boards (chips and DBC) consists of a heat spreader,
a thermal interface material and a heat sink. This solution is presented on Figure 1.9. The two
dominant heat transfer modes in this kind of package are heat conduction and convection. Heat
conduction occurs when heat crosses the solid parts of the power module and flows toward the
cold source. The dissipated energy is then removed by convection when a cooling fluid goes
through heat fins and takes off all the heat. The heat path from the chip to the heat sink is
presented on Figure 1.9.

12
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



1 1.2. HEAT TRANSFER IN ELECTRONIC DEVICES
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TIM
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Cooling
fluid

Figure 1.9 — Heat path in an electronic packaging

When heat crosses interfaces between elements of the power module, the heat will encounter
a difficulty to move through the interface which will require a high temperature difference. This
barrier is known as contact thermal resistance [15] and is reduced using thermal interface ma-
terial as it will be depicted in section 1.3.2.

As heat moves from the MOSFET toward the cooling system, hot spots can apprear at the
DBC surface. When putting the heat sink directly in contact to the DBC surface, fins which are
not in front of these hot spots will evacuate less heat than the ones which are in front of hot
spots. In addition putting thermal interface material on these hot spots will hasten its aging and
thus will increase the contact thermal resistance [16]. In such situation, it is wise to homogenize
the temperature before removing the heat by heat sink. Many technologies of heat spreading
exist: solid heat spreader (section 1.3.6) or two-phase heat spreader (section 1.3.4).
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1.3 Cooling solutions

In this section, we describe the most popular cooling techniques encountered in the literature.

1.3.1 Heat sink

A heat sink is a device used to remove the heat from electronic components by convection in
order to control their temperature. As the heat sink contains many fins, the heat exchange area
between the fluid and the solid is increased resulting in higher heat exchange rate. The shape
of the heat fins and their arrangement are key factors in the performance of the heat sink. Many

heat sink geometries exist (Figure 1.10).

Staggered plate

)

Parallel plate

Staggered elliptic

_
Inline circular Staggered circular
;

Inline square Staggered square

Figure 1.10 — Various geometries of heat sink [17]

Heat transfer performances of these geometries are studied in [17] and reveals that the best
heat sink type is the staggered circular (Figure 1.11). It can be seen from Figure 1.11 that to
reach the same heat transfer coefficient, staggered circular fins produce less pressure drop than

the other geometries.
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Figure 1.11 — Nusselt number versus Reynolds number for various fin geometry [17] (left), and
the variation of the heat transfer coefficient versus pressure drop for various fin geometry [17]

(right).
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When designing a heat sink, we focus on minimizing both thermal resistance and pressure
drop of the cooling fluid. Many optimization procedures have been used to determine optimal
design parameters of the heat sink. For instance S.Ndao et al [18] used a genetic optimization
algorithm and Pareto ranking method to determine optimal design parameters for various fin

shape heat sink.

Other consideration like weight and compactness can be implemented during the optimiza-
tion procedure [19,20]. Weight optimization of the heat sink is crucial when dealing with ap-
plications like MEA or electrical vehicles in which the overall system weight should be reduced
in order to minimize the vehicle fuel consumption.

The minimization of the generated entropy can also be an interesting way for determining

optimal design parameters of the pin fin heat sinks [21,22].

1.3.2 Thermal Interface Material (TIM) and contact thermal resistance

An electronic package is an assembly of many layers performing each one a relevant task. When
assembling elements of electronic package directly with mechanical force (screws), micro gaps
appear at the interface between the two solids (see Figure 1.12).

These gaps result in a contact thermal resistance that will stand against the energy flow. Thus
a large temperature difference is required at the two solids interface in order to remove the heat
from the chip to the cooling fluid (see Figure 1.12).

-
——g

Contact

points
AN

Air Gap
Zor an

1--ideal

TIM

Material 2

Material 1

Temperature

Figure 1.12 — Air gap at the assembly interface [23] (left), and the temperature gap across the

contact thermal resistance (right)

Many models for contact thermal resistance calculation exist [24]. It is shown in [24] that
the contact thermal resistance depends on the applied pressure and the roughness at the inter-
face between the two solids. Contact thermal resistance decreases when the clamping pressure

increases and the roughness decreases.

To bypass this problem we use thermal interface material (TIM) to fill the gap between the
two solids and expel the interstitial air. In order to make this solution efficient, the thermal
conductivity of the gap filler (TIM) should be greater than the air thermal conductivity. A
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formula to calculate the resulting contact thermal resistance after adding the TIM is presented
in [24]. This formula is based on the TIM thermal conductivity, the assembling pressure, the
microhardness of the softer material and the roughness at the two solids joining interface.

Many types of TIM exist. The most popular ones are thermal grease, phase change material
(PCM), thermally conductive elestomer and carbon based TIM.
Thermal grease consists of a polymer base and ceramic or metallic fillers. The base polymer
material that is often used is silicon for its good thermal and mechanical properties. The main
advantage of thermal grease is its lower contact thermal resistance compared to the other TIM
solutions. The main drawbacks of thermal grease is the fact that it can be pumped out of the
joining area and consequently it will mess its surrounding. The range of thermal grease contact
thermal resistance is between 0.2 K/cm?/W and 1 K/em? /W [25].

The phase change material as its name indicates is a material that melts at the operating
temperature (in the 50 — 80 °C range for thermoplastic adhesives [25]). When reaching the
melting temperature the PCM will flow and fill all the air gaps which improves the heat flow
at the interface between solids. The PCM technology offers many advantages like no pump out
issue and higher stability. PCMs are also considered for their capability of reducing the ther-
mal stress defined as the time derivative of the junction temperature, which will enhance the
reliability of semi conductor devices. Drawbacks of PCM are the lower thermal conductivity
compared to thermal grease and the required initial clamping pressure that will lead to high
mechanical stress. To enhance the thermal conductivity of PCM some studies suggest to add
carbon nanotubes (CNTs) to the PCM [26]. The range of PCM contact thermal resistance is be-
tween 0.3 K/cm?/W and 0.7 K /cm? /W [25].

When exposed to temperature cycling the TIM can dry out which will form air gaps inside it.
This fact will increase the contact thermal resistance. This phenomenon was investigated in [16]
on several TIM materials (Polyimide PCM, graphite sheet, elastomer film) and the obtained
results revealed that only for the Polyimde PCM a decrease of the thermal conductivity of 30 %
is observed when undergoing 1500 temperature cycles (—50 °C//150 °C) .

1.3.3 Heat pipe and Thermosyphon

The heat pipe and thermosyphon are similar two-phase systems used to transfer the heat from a
hot source called evaporator to a cold source called condenser. These devices can also be used to
spread out the hot spots and homogenize the temperature [27]. The fluid inside these systems
is set at saturation conditions. The main advantages of these cooling system is that they don't
require pumping power and don't include mechanical moving parts. In practice, the device
dissipating heat (electronic components or the power module) is placed on the evaporator. The
condenser is joined to a heat sink.
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Figure 1.13 — Heat pipe (left), and thermosyphon (right)

The difference between the heat pipe and the thermosyphon lies in the mechanism that move
the condensed liquid from the condenser to the evaporator (see Figure 1.13). In the heat pipe
this force is created by capillary mechanism of the wick structure. Capillary forces depend on
the operating condition and the wick geometrical and physical properties. The wick structure
can be porous material or grooves. The capillary force can be calculated by the Young Laplace
equation:

20
AP cap — 7
where r is minimum possible radius of curvature at the liquid vapor interface in the porous
structre and o is the fluid surface tension. The widely used working fluid are water, acetone,
methanol and ethanol. The chemical compatibility between the working fluid and the wick
structure material should be checked in order to avoid degradation of the two phase cooling
(corrosion, generation of non condensable gases inside the two phase system) [28]. In the ther-
mosyphon, the condensed liquid returns back to the condensor thanks to gravity. In each case,
the created force should balance the pressure drop when the fluid goes from the condenser to
the evaporator. In some applications, like cooling of a motor core, contrifugal force (see Figure
1.14) is used to return back the fluid to the condensor [29,30]. As shown in Figure 1.14 the
difference in the internal radius between the evaporator and the condenser makes the fluid slip
and return back to the condenser.
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Figure 1.14 — Rotating heat pipe [29]
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Operating limits of the two-phase cooling system should be studied to make sure that elec-
tronic components are continuously cooled. When one of these limits are met, the heat flow
from the evaporator to the condensor is blocked and the high temperature leads to failure of the
system to cool. These limits [31-33] are:

1. Viscous limit: This limitation corresponds to the case where the viscous forces of the
working fluid are greater than the vapor pressure gradient created by the heat load. This
unbalance in forces stands against the fluid flow and consequently against energy transfer
between the evaporator and the condensor.

2. Sonic limit: When the shape of the liquid looks like a converging diverging nozzle, the
vapor velocity can reach the speed of sound, which will produce a shockwave inside the
pipe. This shockwave will block the vapor flow between the condensor and the evaporator
and can damage the internal structure of the pipe.

3. Entrainment limit: It can be seen from Figure 1.13 that liquid and vapor flows in opposite
directions. As a result, shear forces take place at the interface between the two phases and
can inhibit the return of liquid to the evaporator.

4. Capillary limit: This limit is related to the liquid flow inside the wick structure. When the
pressure drop inside the pipe exceeds the pressure created by the capillary structure the
flow of the fluid stops. In such situations, the wick structure dries out and the heat pipe
operation becomes unstable.

5. Boiling limit: When heat is submitted to the evaporator, a boiling phenomenon occurs
and bubbles are created in the wick structure of the evaporator. These bubbles can growth
in a way that make the return of the liquid to evaporator impossible. Thus, the wick can
dry out and temperature of the evaporator will increase sharply.

1.3.4 Loop Heat Pipe (LHP)

In contrast to the heat pipe and thermosyphon, the evaporator and condenser in the loop heat
pipe are separated by pipes. The aim of this conception is to transfer the heat over a greater
distance which is needful when the hot and cold source are far apart. A schematic representation
of a LHP is shown in Figure 1.15.

A LHP consists of four components: the evaporator, the condenser, the liquid line and the
vapor line.
The evaporator is the central element of a LHP. It’s where heat is dissipated and where capillary
forces are generated to pump the fluid inside the LHP. The evaporator consists of a porous wick,
vapor grooves and a reservoir that can be integrated inside the evaporator (traditional LHP) or
in the liquid line (Capillary Pumped Loop CPL) [34].
In the condenser, heat is removed using a heat exchanger. The vapor is cooled until it becomes
entirely liquid.
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Figure 1.15 — Scheme of a loop heat pipe (left), and diagram of an LHP operating cycle [35]

(right).

The thermodydnamic behavior of the LHP is described by the (P, T") diagram presented on
Figure 1.15. It can be seen that when the fluid crosses the LHP, different kind of pressure drops
occurs which should be balanced by the capillary force created by the wick structure (AP,,).

The thermal behavior of a LHP depends on operating conditions in particular the heat load
at the evaporator. A typical trend of the LHP heat transfer coefficient is presented on Figure

1.16.
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Figure 1.16 — Typical heat transfer coefficient of an LHP and a drawing of the two phase region

[32,36]

19
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf

© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



CHAPTER 1. STATE OF THE ART OF THERMAL MANAGEMENT OF HIGH POWER
1 ELECTRONIC COMPONENTS AND THE STUDIED SYSTEM

The evolution of the thermal performance of the LHP can be explained by the type of two
phase flow appearing at the interface between the wick structure and the vapor grooves [32,36].
The interdependence between the LHP performance and the type of the two phase flow can be
seen on Figure 1.16.

Other factors affect the performance of a LHP like the inclination with respect to gravity
[37,38] and the acceleration [38-40].

An analytical thermal model of LHP is developed in [31]. This model allows prediction of the
reservoir temperature as a function of geometrical parameters and fluid thermophysical prop-
erties. The drawback of this model is that it requires the identification of the evaporator thermal
resistance which is a priori unknown. Once the evaporator thermal resistance is determined, its
temperature, which is the quantity of interest in applications, can be deducted .

1.3.5 Jet Impingement

Jet impingement is used when dealing with electronic components dissipating high amounts
of heat. Jet impingement consists in ejecting at high speed a cooling fluid onto a hot surface
(electronic components) like shown in Figure 1.17.

There exist two configurations of jet impingement:

1. The unconfined submerged jet .

2. The confined submerged jet in which the flow is bounded by two plates as shown in Figure
1.17.

It is known that the second family of jet impingement offers better thermal performance.
When fluid hits a high temperature surface, evaporation or boiling of the coolant can occur.
In such case the heat transfer rate is improved [41].
The effectiveness of this cooling solution depends on many factors such as the fluid nature,
the nozzle to target spacing distance (L, on Figure 1.17), the jet diameter (D on Figure 1.17),
the jet velocity and the fluid properties.

Confinement Plate

Potential Core

7777 TWX o

< Lx :I

Figure 1.17 — Confined submerged jet [42]

The main drawback of this cooling solution is the concentrated heat transfer at the stagnation
point (see Figure 1.18 ). This will restrict the cooling to a narrow region of the system (near the
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stagnation point). To bypass this limit, some researchers have studied the use of spray cooling
[43,44].
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Figure 1.18 — Variation in local heat transfer coefficient distribution with jet to target spacing
(H/d) for Re = 13000 and d = 1.59 mm. [45]

It can be observed from Figure 1.18 that when increasing the nozzle to target distance the
heat transfer coefficient increases. This distance can be adjusted with respect to the dissipated
power and the maximum allowed temperature.

1.3.6 Solid heat spreader

As outlined in section 1.2.2 it is important to spread heat before evacuating it by convection. The
use of a heat spreader makes all fins of the heat sink functional and consequently increases the
efficiency of the cooling system. As mentioned in section 1.3.3 two-phase cooling devices have
operating limits that can lead to electronic failure. Controlling operating limits is not easy to
perform. That is why in some situation it is wise to use solid heat spreaders. It is possible to
spread heat using a simple base plate or thermally conductive sheet.

Pyrolytic graphite sheet (PGS) is an anisotropic material that has a high in-plane thermal
conductivity and low through-thickness thermal conductivity. This property allows it to spread
heat and minimize the hot spots. PGS has been used to manage the heat inside a proton exchange
membrane fuel cell [46]. Such technique lowers the temperature inside the device [46].

Graphite spreader exhibits good thermal performance when dealing with handheld device
[47] by reducing the temperature magnitude and gradient (see Figure 1.19).
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Figure 1.19 — Temperature field without (Left) and with (Right) graphite heat spreader [47]
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Yin Xiong [47] compared three spreading solutions (Graphite spreader, copper and alu-
minium base plate) and showed that using graphite spreader is better than the two other spread-
ing methods.

1.3.7 Thermoelectric cooling

Thermoelectric cooling is based on the Peltier thermo electric effect. The Peltier effect is the
conversion of a temperature difference to electric current and vice versa. This effect is used to
enforce a temperature difference by feeding the thermoelectric refrigerator with electricity (see
Figure 1.20). A thermoelectric refrigerator consists of two plates: the cold plate and the hot
plate. In most cases, the cold side of thermoelectric device is joined to the electronic device to
be cooled whereas the hot side is connected to a convection cooled heat sink (see Figure 1.20).
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Figure 1.20 — Scheme of thermoelectric network (left), and typical scheme of the thermoelectric
cooling device [48] (right).

Thermoelectric coolers have many advantages such as: low maintenance effort, absence of
mechanical moving parts and refrigerant and its capability to support shocks and high levels of
vibrations [49,50].

The disadvantages of this technology are the low coefficient of performance (less than 1 when
temperature difference exceeds 20°C' ) and its need electric energy to perform its task [49,50].
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1.4 The chosen cooling solution and the studied system

1.4.1 The chosen cooling solution

Many considerations have been taken into account in order to choose the suitable cooling tech-
nique. These considerations depend on the system that we have to cool, the application require-
ments as well as the surrounding conditions.

The system to be cooled is an electronic DC/AC power converter that will be used for aerospace
application. In this kind of application, the reliability of the system under various use conditions
is a central requirement.

Moreover, when the external temperature is negative, two-phase cooling systems can be in-
efficient during the starting operating period because the internal working fluid can be in solid
state. This will claim a period of time during which the working fluid will melt and be able to
evacuate heat from electronic components. The problem is that melting period can be long and
thus electronic component temperature can exceed the maximum allowed temperature. This
phenomenon is known as blowby freezing and was investigated experimentally in [51,52] for
heat pipes application. Therefore the two-phase spreading technique was not selected for this
application. Otherwise, research on the efficiency the two-phase heat spreader have been main-
tained within the I2Zmpect project and promising results have been obtained.

Another constraint to be considered is the available space for the cooling system and its
location inside the cabinet with respect to the cooling air inlet duct. A picture of the power
module with the cooling system is depicted in Figure 1.21.

LOELEELD R TR

Power module

Figure 1.21 — The cabinet enclosure and the air inlet duct (left), and the allowed space for the
power module (right).

All these considerations lead to choosing a conventional cooling system consisting of an alu-
minium base plate and a straight fins heat sink. The choice of straight fins can be explained by
their good trade-off between low pressure drop and good heat transfer rate.

Efficiency of the chosen cooling system for industrial operating conditions is verified by nu-
merical simulation and is in good agreement with specifications.
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1.4.2 The studied system

The study will focus on the assembly power module and the cooling system without considering
the influence of the cabinet and the surrounding components. The three-leg power converter
with the heat sink is presented in Figure 1.22.

108

60

Figure 1.22 — The upper view and dimensions of the one leg converter (left) and the three legs
converter with the cooling system (right).

In this configuration, the coupled convection and conduction problem should be solved in
order to find the temperature distribution within the system. Such procedure provides realistic
results but makes the manipulation of the finite element matrices very complex.

In fact, the commercial finite element software COM S OL® has been used to solve the heat
transfer problem in the power module. By using this software, the finite element matrices have
been recovered. In the case of conductive heat transfer with natural boundary conditions (con-
vection coefficient set on a part of the power module external surface), applying time integration
method on the recovered matrices yields results identical to COMSOL\.

In contrast, when treating conjugate heat transfer, we were not able to reproduce the com-
mercial software results using the recovered matrices.

In order to find a relevant value of boundary condition, the cooling system is modeled by an
equivalent heat coefficient h., as shown in Figure 1.23. This approach is used to construct the
direct reduced order model presented in chapter 4.

The inverse reduced order model (IROM) that will be presented in chapter 5 does not re-
quire to know finite element matrices. The only required information to construct the IROM is
the temperature field computed for a given operating conditions. Therefore, the IROM will be
constructed for the case of conjugate heat transfer.
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(Tinh,)

Figure 1.23 — Heat sink thermal network (left), and the Equivalent convective boundary condi-
tion (right).

The equivalent heat coefficient can be obtained by equation (1.5) :

(N = 1)1 Cp [1— eap(=22tlm)

mCp
heqg = g
€q

(1.5)

where N is the number of heat fins, 1 is the mass flow rate entering a single channel, C, is the
heat capacitance of the air, &, is the mean convection coefficient (see Appendix A), A, is the
effective heat exchange area of a single fin (see Appendix A) and S, is the heat sink base plate
surface. Calculation details of h., are given in Appendix A.
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1.5 Conclusion

In this chapter, a description of the studied PEM structure and operation is given. Power losses
occuring in MOSFETs are illustrated and its dependance with respect to switching frequency
and electrical signals is outlined. The strong relationship between failure in electronic devices
and temperature is depicted. A relation linking failure rate and junction temperature was pre-
sented in this chapter.

Therefore, it is needful to manage the heat inside the PEM. A description of heat transfer
modes is presented as well as a description of energy path inside a typical PEM. Then differ-
ent cooling solutions are described. Advantages and drawbacks of each cooling solution are
highlighted.

Industrial specifications are described briefly in order to show the relevance of the chosen
cooling solution. The chosen cooling solution consists of a solid heat spreader (base plate)
attached to a straight-fin heat sink.

Finally, the thermal resistance of the chosen heat sink is calculated as a function of geomet-
ric properties, physical properties of the fluid and the fin, and operating conditions (fluid inlet
velocity and temperature). An equivalent heat transfer coefficient is derived from this thermal
resistance in order to set a relevant boundary condition to the PEM. The usefulness of this coef-
ficient will be noticed in the next chapters when constructing the thermal finite element model
of the PEM.
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Chapter 2

Finite element simulation of heat transfer in

the power module

To study the thermal behavior of an electronic package, the temperature field should be com-
puted. Governing equations of heat transfer in both fluid and solid media will be described.
These equations do not have an analytical solution in the case of industrial systems such as the
I2MPECT power module. Therefore numerical methods are needed to overcome this limit and
calculate an approximation of the temperature. The finite element method is chosen to discretize
in space the energy and Navier-Stokes equations. Finaly, the used finite element software will

be presented as well as the reasons for this choice.
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CHAPTER 2. FINITE ELEMENT SIMULATION OF HEAT TRANSFER IN THE POWER
2 MODULE

2.1 Governingequations of heat transfer in the power electronic
module

In this section, a description of heat transfer in both fluid and solid media is given. The solid
medium in the electronic package is the electronic board and the cooling system (base plate and
heat fins). The fluid part is the cooling air crossing heat fins.

2.1.1 Heat transfer in the solid medium

The time and space variation of the temperature in a solid medium is descibed by equation (2.1),
obtained from an energy balance [1]:

ps.cpﬁs.% —V.(k, VT, (x,)) = Q(x, 1) (2.1)

where T(x, t) is the temperature in the solid, p; is the solid density, C,, ; is the solid specific
heat, k; is the solid thermal conductivity and Q(x, t) is the volumetric heat source. (x,t) stands
for position vector and time. (x, t) € Q,x]0, t.[ where €, is the solid domain and |0, ¢, is the time
interval for studying the physical phenomenon.

All thermo-physical properties are assumed temperature-independant. Althought, they can
be piecewise constant in space, as the electronic package contains many materials.

In order to solve equation (2.1), it is necessary to define boundary conditions (BCs). BCs can
be either a known heat flux density or a known temperature. In our case, a convective boundary
condition is considered and can be written as:

—ksVTsn = h(Ts(x,t) — Tert) (2.2)

where T.,, is the external environment temperature, & is a heat exchange coefficient and n is the
outward pointing unit normal vector of the boundary 0€),. x € 9, where 02, is the boundary
of the solid domain 2, submitted to heat exchange. This boundary condition can change over
time, for instance when the fluid temperature or the heat transfer coefficient evolve with time.
In the case of power electronic module cooled by heat sink, the heat transfer coefficient A is
calculated in Appendix A.

As equation (2.1) depends on time, an initial condition is required and is given as follows:

Ty(x,t = 0) = Tho(x) (2.3)

where Ty(x) in the initial temperature field in the solid domain €.

2.1.2 Heat transfer in the fluid medium

In a fluid medium, the temperature is coupled to the fluid velocity. Therefore, energy balance
equation can not be solved without considering the Navier-Stokes equations. In the case of a
Newtonian incompressible fluid, the governing equations are:

V.(u) =0 (2.4a)
0
Py a—ltl +pr(WV)u=—-Vp+puV.(Vu) + p; f (2.4b)
orT
Py Cp,s 8—tf + pp CppwNV(Ty) =ky V.(VTy) + Qy (24c)
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2.1. GOVERNING EQUATIONS OF HEAT TRANSFER IN THE POWER ELECTRONIC
2 MODULE

In the system (2.4), p; stands for the fluid density, ; for the fluid dynamic viscosity, C,, s for
the fluid specific heat, f for the fluid body forces per unit mass and ) is an internal fluid heat
source. (); will be omitted in our case for two reasons. Firstly, heat dissipation by viscosity in
air is insignificant. Secondly, there is no exothermic reaction occuring in the fluid medium. The
variables u = u(x,t), p = p(x,t) and Ty = Ty(x, t) are respectively the velocity, the pressure and
the temperature field at position x and at time ¢. (x,t) € Q;x]0, t.[ where Q; is the fluid domain
and |0, ¢, is the time interval for studying the physical phenomenon. In order to take into ac-
count the fluid motion created by buoyancy, the energy equation and Navier Stokes equations
can be coupled by the Boussinesq approximation [2]:

pi(Ty) = po [l — B(Ty — Tp)] (2.5)

where pj is the fluid density at the reference temperature 7, and g is the fluid thermal ex-
pansion coefficient. In such case, equations (2.4) becomes:

V.(u) =0 (2.6a)
ou
PO 5 +po (V) u=—Vp+puV.(Vu) —p 8 (Ty — To)g (2.6b)
oT
£0 Op7f a_tf + po Opyf u.V(Tf) :kf V(VTf) (26C)
where g = —g.e, is the gravity acceleration and e, is the y-coordinate unitary vector. Let us
define the dimensionless quantitities:
= Ty =Ty _ X u P _ tayg
T - = — = — = — =
En o T T w P T

where T, is the fluid boundary characteristic temperature, L. is a characteristic length, v, is a
characteristic velocity. Therefore, equations (2.6) become:

V.(a) =0 (2.7a)
on . _ 1 _ Gr -
oay = 1 _
_ 3
Where Re = UO'LC, Gr = 9:8.(T 5 To)Le and Pr = 2. vis the fluid kinematic viscosity and « is

the fluid thermal diffusivity. Re,VGr and Pr are respgctively the Reynolds, Grashof and Prandtl
numbers. An explanation of these numbers is given just below.

Reynolds number
The Reynolds number is defined as:

_ linertia term| _ |py Vu.u| _ Py lo L. (2.8)

 |viscous term| | Aul 1

Re

The Re number allows to determine the flow regime (turbulent or laminar flow). In the case of
circular ducts, the critical Reynolds number beyond which the flow becomes turbulent is equal
to 2300. When the Reynolds number is high, the viscous term in equation (2.7b) is important
only near the solid boundary.
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Grashof number
The Grashof number is defined as:

_|buoyancy force|  g.5.(T, — To)L?
~ |viscous force| v?

Gr (2.9)

During fluid motion, viscous forces stand against the motion forces generated by buoyancy. Gr
number quantifies the ratio of these two effects and allows to judge the type of the convection
(forced, natural or mixed). It is illustrated in [1] that:

Gr
¢ When Te << 1 the forced convection is dominant
e

G
e When R_?; >> 1 the heat transfer is governed by free convection
e

Gr
e When T ~ 1 the combined effect of free and forced convections must be considered.
e

2.1.3 Conjugate heat transfer (CHT)

Conjugate heat transfer is a problem in which solid and fluid are in contact and exchange heat
along the fluid solid interface I'. The scheme 2.1 gives a representation of a thermally coupled
fluid-solid problem.

Solide ()
L(85) Fluid out
n,_ Fluide () TP, m
Tr(x,t)
I u(x,t)
p(x,t)

Fluid in /&

Tln’m

Figure 2.1 — Scheme of conjugate heat transfer

When solving such a problem, the continuity of temperature and heat flux should be verified
at the fluid solid interface I'. These conditions can be written as:

Tp=T, onT (2.10a)
gr=¢qs on T (2.10b)

where ¢, = —k,VT, nand q; = k;VT;.n.
Here n is the outward pointing normal vector of the solid boundary 0¢2,.
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2.2 Finite element method

The finite element method (FEM) is a technique for space discretization of partial differential
equations (PDE). FEM is based on two main steps:

1. The variational formulation called also weak integral formulation or weighted residual
method. In this step a trial solution function is used in the PDE which results in a resid-
ual. This residual is minimized over the space domain by means of a weight or test func-
tion. Performing a partial integration of the integral (or Green theorem for multivariable
functions), decreases the order of derivative in the PDE, which makes differentiability con-
dition less restrictive. That is Why the obtained equation is called weak formulation.

2. The second step consists in approximating the trial solution by many piecewise functions
(shape function) over the finite element mesh. Inserting this approximation in the weak
formulation and taking weight functions similar to shape function (Galerkin method)
yields a system of equations. By solving the system, an approximation of the solution
over the mesh is obtained.

A practical illustration of these two main steps will be presented in the case of heat transfer

equations in both fluid and solid medium.

2.2.1 Finite element Method for heat transfer in solid medium

The heat transfer problem that will be solved is presented by the following equations:

ps Chs % — V.(ks VT, (x,1)) = Q(x,1) (2.11a)
—ks VTs(x,t)n = h (Ts(x,t) — Tewy) on 0 (2.11b)
—ks VT, (x,t)n=0 on 0Q (2.11¢)

Ty(x,t = 0) = Tyo(x) (2.11d)

where 0(;; is a part of the solid boundary submitted to convective heat exchange and 0€2,,
is a part of the solid boundary which is insolated. In this case we consider two partitions of the
solid boundary : 025 U 0Qs = 0€); but the methodology remains the same when treating a
case consisting of many partitions for the solid boundary.

2.21.1 Weighted integral formulation

Lets denote by T,(x, t) a trial solution function. The aim of the FEM is to compute 7(x, t). The
residual resulting from using the trial function in equations (2.11a) is:

aT,(x, t)

— 5~ Vs VT,(x, 1)) — Q(x,t) (2.12)

R(T(x,1)) = ps Cps

The weighted residual method consists in canceling the residual by means of a weight func-
tion 77 (x) over the space domain €2,. This can be written as :

/ R(T,(x,t)) T*(x) dQs = 0 (2.13)
Qs
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Using the Green theorem (Appendix C) allows to obtain the variational formulation given
by equation (2.14):

T
/ ps Cs MT;(x) dQer/
o T T o

ke VT, VT d, = / Q(x,t) T*(x) dS,
Qs

Qs

~ /a o T* d(052) (2.14)

where q,, = —k,VT,.n is the normal conduction heat flux on the solid boundary 9¢2,;. Calcula-
tion details are given in Appendix B.

2.2.1.2 Meshing and discrete weak formulation

When solving numericaly the heat equation, the temperature will be determined in a set of
positions (or nodes). These nodes are the result of the domain discretization into elements.
Each element contains many nodes. For instance, the finite element mesh of one-leg power
module is presented in Figure 2.2.

Figure 2.2 — Mesh of one-leg power module

The temperature field 7}(x, t) in the system domain can be approximated using shape func-
tions. This approximation is given by:

Mrs

To(x, 1) = Z Xs,j(X) T,(t) (2.15)

where {x;;(x)}, <<y, are the shape functions, {7 ;(x)}, ;<. .
and Mrpg is the number of temperature nodes in the solid domain.

Various kind of shape functions can be used : linear, quadratic cubic, etc. Shape functions are
usually obtained by Lagrange interpolation. Calculation methods and analytical expressions of
these shape functions can be found in [3,4]. The order of interpolation is related to the number
of nodes per element.

It is obvious that when the number of nodes per element increases (the order increase),
the quality of the temperature approximation improves and consequently the temperature is
computed with a higher accuracy.

are the nodal temperature
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Inserting the finite element approximation in equation (2.14) and choosing weight functions
identical to shape functions (see Appendix B) yields equation (2.16):

Mrs Mrs

> < / ps Cp.s Xs.5(X) Xs.i(X) dQs) dT” + Z ( / ks VX, (%).Vxs4(X) dQS> T, ;(t) =

j=1 €

Q(xa t) Xs,i(x) dQs - / Qn Xs,i(x) d<aQs) fOT’ L= 17 s 7MTS
8951

Qs

(2.16)
Let’s define:
(
Cij = / ps Cps Xs,i(X) Xs,;(X) d2s  the mass matriz (2.17a)
Qs
K;j = / ks Vxs,i(X) Vxs;(x) dSds  the stif fness matrix (2.17b)
Qs
Li(t) = Q(x, 1) xs,i(x) dS2s —/ Gn Xs.i(X) d(0S) the load vector (2.17¢)
\ Qs 001
The finite element model can be written as :
Mrg Mrs
Z Cm Z Kij To;(t) = Li(t) for i=1,..., Mrg (2.18)

Equations (2.18) represent a MTS x Mrg linear system for the M7 g unknowns T ;. In matrix
form, equation (2.18) can be written as:

dT,(t)
dt

where C = (Cj;)1<ij<my is the mass matrix and is also called heat capacity matrix. K =
(Kij)1<ij<Myg is the stiffness matrix and is also called heat conductivity matrix. 1 = (I;)1<i<pms
is the load vector that takes into account the heat source contribution and the boundary condi-
tions. T,(¢) is the nodal temperature vector. It can be seen from equations (2.17a) and equations
(2.17b) that both the capacity and thermal conductivity matrix are symmetric matrices.

A necessary requirement for the existence of integrals in equations (2.18) is that the shape
functions and their derivatives are square integrable functions over €),. This means that the
shape function used to approximate the temperature field are belonging to a Sobolev space of
order 0 [5].

When inserting the expression of ¢,, given by equation (2.11b) in equation (2.17c), the load
vector becomes:

C

+KT,(t) =1(t) (2.19)

L) = | Q(xt) xsu(x) dQ — / B (Ty(x, 1) — Togt) Xsi(X) d(09) (2.20)

QS 8Q51
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Using the approximation of the temperature given by equation (2.15) in equation (2.20) yields:

Mrs

lz(t) - /Q Q(X, t) Xs,i(x) dQs - /ag h (Z Xs,j (X) Ts,j<t> - Temt) Xs,i(x) d(aQs>

= /Q Q(X7 t) Xs,i(x) dQs +h Text / Xs,i(x) d<aQs)

0Qs1
h MZ ( [ 0 ) d<aszs>) T.5(t) (221)

The last term in equation (2.21) is a linear function of the nodal temperature T} ;(¢). There-
fore, this term should be put with the stiffness matrix. In such case, the stiffness matrix becomes:

K, — / by Vi) V(0 d% + b | Vxea(x) Vxa,(x) dS,
Qs 01

= Kijo+ h-Kij e (2.22)

Consequently, the load vector becomes:

W0 = [ Q) xea) 4% BT [ a0 d(02)
Qs 001
=1iot) + hTewtlicw (2.23)
In conclusion, the matrix form of the finite element model can be written as:
dT,(t
C % + (Ko + h Key) To(t) =1g(t) + h Tewt 1oy (2.24)

where K| is the matrix having the coefficients / ks Vxs,i(x) Vxs,;(x) dQs, K, is the matrix
Qs

having the coefficients Vxs.i(X) Vs j(x) dQs, 1(t) is the load vector corresponding to the
941

heat source and having the coefficients Q(x,1t) xsi(x) dQ, and 1., is the load vector corre-
Qs

sponding to the convection boundary condition and having the coefficients / Xs.i(X) d(0€s).
)

All the previous matrices are recovered from the industrial software COM S OL%@l and have been

used to construct the direct reduced order model.

2.2.1.3 Analytical solution

Equation (2.19) can be written in a different form:

dT,(t)
dt

= —C 'K T,(t) + C ' 1(¢) (2.25)

Let’s define:

A=-C'K
b(t) = C ' 1(¢)
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Then, equation (2.25) becomes:

dTC;t(t) _ AT,(t)+b(0) (2.27)
and has an analytical solution (Appendix D) that can be written as:
t
Ts(t) = exp(At) Ty + / exp(A (t — 7))b(7)dr (2.28)
0
where the exponential of a matrix is defined as:
exp(A) =) A (2.29)
k=0

It is obvious that computing the exponential of a matrix is time consuming as it involves
computing the power of a matrix at each time ¢. In order to overcome this inconvenience, time
discretization is performed as it will be depicted in the following section.

2.21.4 Temporal discretization

Equation (2.19) represents an approximation of the PDE (2.11a) which is discrete in space and
continuous in time. The aim of time integration is to obtain the time evolution of temperature
at the mesh nodes.

For this purpose, a discrete time integration method will be applied on equation (2.19). The
time interval [0, t.] will be subdivided into N; time intervals of length At = ¢, —t,, = t,, — t,_1.
The outcome of time integration is called the numerical scheme. Many numerical schemes exist
and are listed in Appendix B.

In our case, the numerical scheme that has been chosen is the Crank Nicolson scheme as it
gathers high-order accuracy and low number of mathematical operations as shown in Appendix
B. This numerical scheme is:

1 1 1 1 1
— KT = —C—-Z2K|T'+ - (1" 410 2.
<Atc+2>s (Atc 2>5+2( +1") (2.30)

1 1
Once the matrix (EC + §K) is invertible, equation (2.30) can be written in a practical format:

i1 1 1.\ /1, 1 wo (11 o N
T = | (5,C+ 5K C—3K) | Ti+ |5 ( 5C 35K (I 1) (231)

This method is inconditionally stable and second-order accurate in time.
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2.2.2 Finite element Method for heat transfer in fluid medium

In this section, equations (2.6) will be discretized using the finite element method.

2.2.2.1 Weighted integral formulation

Using the trial solution t(x, t), p(x, t) and T¢(x, t) in equations (2.6) yields the following residu-
als:

Ri(1) =V.(4) (2.32a)
JORS ou
Ro(@, 5. Ty) =po 53 + pol @)+ Vp — pV.(V&) + po 5 (T — To) g (2.32b)
o oT . .
Rg(Tf, ll) =P0 Cp7f 8_tf + po CpJ UV(Tf) — VU{}f VTf) (232C)

\
The weighted residual method consists in canceling all the residuals using the weight func-
tions p*(x), u*(x) and 77 (x). This can be written as:

(
/ R ().p".dQ =0 (2.332)
Qy
/ Ry(t, p, Ty).u*.dQy =0 (2.33b)
Qy
/ Rg(T]g )Tf de— (233C)
Qy

which yields

V.(@) p*dQy =0 (2.34a)

Qy

9%
/ (po 8?“ + po(a.V)uu* + Vpu* — p Au.u” +pOB(Tf—TO)gu> dQ; =0 (2.34b)
Qf

aT N A * - *
/Q £0 ij 8_tf T}k + po ijf u.V(Tf) Tf — ]{,‘f ATf Tf de =0 (234C)
f

\

The terms/ Vp.u* de,/
Q

Qy
theorem as depicted in Appendix B.
Therefore, the variational formulation given by equations (2.34) can be written as:

Au.u* dQdyand / ATy T} dS); can be developped using Green’s
Qy

( ag(,p*) =0 (2.35a)
(Po 88_1;’ u*> + n, (0,0, u") + a,(a,u”) — ap(u*, p) = —b(Tf,u*) (2.35b)
8Tf S
po Cpp —= ot Ty | + no(Ty, & T7) + ar (T, T7) = —c(q”,T}) (2.35¢)
\

where
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a, (i, u*) = /ﬂ o Va.Vu* dQ; (2.36a)
ar(Ty, T}) = /ﬂ f ky VT;.VT; dSy (2.36b)
ao(,p*) = QfV( u) p* d§y (2.36¢)
Ty = | o3 Ty~ g do (2.36d)
ny(u, v, u") :/Q po(u.V)v.u® dQ (2.36¢)

f
np(Ty, 4, T}) = /Q f po Cpp WN(Ty) T} dSyy (2.36f)
a1 = [ 00T} o) (2368)
( (2.36h)

and the scalar product for two arbitrary vectors a and b is defined as follows:

(a,b) = /Qla.b dsdy (2.37)

The requirement for the existence of the bilinear, trilinear forms (equations (2.36)) used in
the weak formulation is that:

o p(x), p"(x) € H(y)
o T;(x), T} (x), u(x), u'(x) € H'(Qy)

where H°(Q;) and H'(Q;) are respectively Sobolev spaces of order 0 and 1.

2.2.2.2 Meshing and discrete weak formulation

The problem unknowns are (x, t), p(x,t) and T}(x, t). These unknowns will be approximated
using shape functions:

X, t) = z“: oj(x).u;(t) (2.38a)
= Zp Bi(x).p;(t) (2.38b)
Z X7,5 (%) T;5(t) (2.38¢)

\
where M, and My are respectively the number of pressure and temperature nodes in the fluid
medium. M, is the number of velocity degrees of freedom. M, is three times the number of
velocity nodes when dealing with 3-dimensional fluid dynamic problem.

41
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



CHAPTER 2. FINITE ELEMENT SIMULATION OF HEAT TRANSFER IN THE POWER
2 MODULE

u;(t), p;(t) and T ;(t) are respectively nodal (at nodes) values of velocity, pressure and tem-
perature at time ¢. An important rule when choosing shape functions for both velocity and
pressure is that the interpolation used for pressure must be at least one order lower than that
used for the velocity field. This rule aims to prevent an overconstrained system of discrete equa-
tions [6].

The Galerkin method consists in substituting the weight functions u*(x), p*(x) and 77 (x) by
the corresponding shape function o;(x), 5;(x) and xr:(x). 8i(x) and x;(x) are scalar functions
whereas o;(x) is a vector function belonging to R? in the case of a three dimensional velocity
field. The variational formulation can be written as:

( ao(@, Bi(x)) =0 for i=1,...,M, (2.39a)
(1580 ) a0 7). )
—ap(e4(x),p) = —b(Ty,04(x)) for i=1,..., M, (2.39b)
o1
(pO Cpf ot 7sz> +nT(Tf> 7sz)

+aT<Tf7 Xf,l) = _C(qw7 Xf,l) fOT’ 1=1,... >MTf (239C)

Replacing the finite element approximation of the velocity, pressure and temperature field
(equations (2.38)) in the variational formulation (equations (2.39)) yields :

Mu
=0 fori=1,...,M, (2.40a)
]:1
L dui(t) o
D€y D (K + (NGu(@) ) () = D (L),
j=1 j=1 j=1
< Yy
= —Z (Bru);; Tri(1) +di for i=1,..., M, (2.40b)
MTj MTf
dTy;(t .
S (o) T ST (g (N (8) ) T 1)
i=1 i=1
\ _(Qf>i for i=1,..., Myy (2.40¢)
where
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<Nf“)ij = Ny, (Zu O'k<X) uk(t),aj(x),a,-(x)> fO’/’ 1 S ’L,j S Mu

k=1
= (poBxs;(x)g,0:(x)) for 1<j<Mrp and 1<i< M,

(
(d); = (poBTog oi(x)) for 1 <i< M,

(Po Cp X1.(%), X1i(x)) for 1<i,j < Mr;
(Kyr)y; = ar (xz,;(x), sz'( x)) for 1<1i,j < Mypy

(Nyr),; = nr (ij Zﬂk t), xri(x )) for 1<4,j < Mry

(Qf)z = (¢", xri(x X)) fOT 1 <@ < Mypy

\

Calculation details can be found in Appendix B.
Equations (2.40) can be cast in the following matrix form:

where
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Equations (2.42) are non-linear because the stiffness matrix depends on the velocity. Many
numerical methods can be used to solve equation (2.42) such as the fixed point algorithm or
Newton Raphson method. These methods are well described in [6] for the case of heat transfer
and fluid dynamics equations.

2.2.3 Finite Element Model for CHT

Conjugate heat transfer (CHT) involves simultaneous heat transfer in fluid and solid medium.
In this section, the coupling between the finite element model in solid and fluid medium will be
described.

The coupling occuring at the interface between the solid and the fluid is quantified by equa-
tions (2.10) stating the continuity of heat flux and temperature at the fluid-solid interface.

In practice, one variable is used as boundary condition (heat flux continuity), where the
second variable is used to measure the solution convergence (temperature continuity) [6].

For the sake of simplicity, the heat exchange at the fluid-solid interface will be modeled by a
convective heat transfer coefficient h.

The second term of /;(t) (equation (2.17c)) is responsible for the coupling with heat transfer
in the fluid medium. This term takes into account the heat transfer across €1,; corresponding to
the fluid-solid interface. To alleviate the notation this surface will be denoted by I'. Let’s define
the corresponding bilinear form ( ., . ). as:

Qs = (@0 X6 O = = [ duxea ). T (2.43)
r
where ¢, = —k,VT,.n = h(T,(x,t) — T(x,t)) x € I.
Therefore: A A
Qsi = (h(Ts(x, t) =Ty (x 1), xs,z-(x))F (2.44)
— h. (Ts(x, ), Xs,i(x)>r —h. (Tf(x, 1), XS,,A(X))F (2.45)

Inserting the finite element approximation of the fluid and solid temperature in equation
(2.45) yields:

Qs,i = h. (T (X t) Xs,i(x>>F — h. (Tf(xa t)? Xs,i(x)>r
Mrs My
- (Z Xsy st > Zij Tf] Xs,i(x)
r r
Mrs My
= D (X () Xei(0)p Tog () = Y (hxpi(0)  xsi())p T (1)
j=1 j=1
Mrs My
= (KSS)ij 'Ts,j(t> Z (KfS) Tfj( ) (2.46)
Jj=1 j=1
Similarly, in the fluid medium the coupling term is :
Qi = (a5, Xri(¥))p (247)
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where ¢y = —k;VTy.(-n) = k;VTyn = h(Ty(x,t) — Ty(x, 1)) x € T.
Using the finite element approximation and developping as in equation (2.46) yields:

Qi = he (Tyx, ). x700) = he (Tux. D) x5 (0)

= 3 (030 X3 Tat) = Y (s ) 1) T 1)
= ST Ky Trat) = Y (Kop),y Toslt) (248)

Equations (2.46) and (2.48) can be cast in the following matrix form:

(8)-(i &) (%) .

The conjugate heat transfer finite element model consists in solving equations (2.40) and
(2.18) in combination with equations (2.49).
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2.3 Used finite element software: Comsol Multiphysics

Comsol Multiphysics has been used to run the finite element simulations. This choice is made
for many reasons:

e Comsol can be linked to MATLAB® via the livelink application. This link allows to re-
cover finite element matrices, the solution and the mesh on M ATLAB ® . This is conve-
nient to test many time integration schemes or various operating conditions. The M AT LAB
library containing all these functions is called mli. For instance, the most handy functions
of the mli library are:

- mpheval : evaluates expressions on node points

mphgetu : returns solution vector

mphmatrix : returns finite element model matrices

- mphplot : renders a plot group in a figure window

Details about mli functions are depicted in [7].

e Comsol is a multiphysics software in which adding physics can be implemented easily
compared to other softwares.

e Comsol uses the finite element method which is effective when dealing with complex ge-
ometries. This is the case for 2MPECT power electronic module in which many geometric
details exist.

The main reason for using COM S OL® is the possibility to recover finite element matrices.
Finite element matrices are required to construct the reduced order model as it will be depicted
in Chapter 3.

The first step to study heat transfer in the power module is to construct the finite element
model in the COMSOL'Y framework. During this step, the geometry of the power module is
imported (CAD file) or constructed. Material properties of each part are specified. Then bound-
ary and intial conditions are chosen. After that, the mesh is constructed and the discretization
order is chosen (shape functions). The solution can then be computed by the solver in which
some parameters are required such as time interval, time step, time discretization method. The
model should then be saved.

The second step is to open the same model using LiveLink™ for M ATLAB®_ This proce-
dure opens automatically matlab with the mli library. By using the function mphmatrix of the
mli library, matrices C , K and 1 are recovered. These matrices are saved as matlab file so a new
solution for new operating conditions can be computed in M AT LAB ®. To compute a new so-
lution, the Crank-Nicolson discretization scheme is used. This procedure has been used on test
cases and obtained results show good agreement between Comsol results and those computed
on MATLAB®.

A summary of this procedure is presented on Figure 2.3

e Remark:

coMSOL® is only used to construct the finite element matrices. Henceforth, the time
integration of the finite element model is performed using M AT LAB ®,
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n

MATLAB®

Figure 2.3 — Finite element model constructing using COMSOL and MATLAB
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2.4 Conclusion

Governing equations describing the thermal behavior in an electronic package have been de-
scribed as well as the coupling of heat transfer at fluid-solid boundaries. Space discretization
using the finite element method of heat transfer equation in fluid and solid media have been de-
scribed. The chosen time integration method is the Crank-Nicolson scheme. The finite element
formulation of conjugate heat transfer is also illustrated for the simplified case in which the heat
exchange at the fluid-solid interface is modeled by a convection coefficient. Finally, COM S OL®
has been chosen to construct the finite element model. The main reason of this choice is the user
ability to access to finite element matrices that are required to construct the reduced order model

as it will be shown in the next chapter. The procedure of recovering the finite element matrices
from COMSOL® to MATLAB® has been described briefly.
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Chapter 3

Model reduction methodology

The finite element model allows to compute the temperature field in a finite number of nodes

belonging to a mesh. In order to improve the accuracy of the FEM it is recommended to use a

fine mesh with large number of nodes. Therefore, computing the FEM becomes cumbersome.
In order to circumvent this limit, model reduction has emerged as a technic to lower the

mathematical dimension of the high fidelity model (FEM) while preserving its accuracy.

In this chapter a non-exhaustive survey of reduction methods is carried out. The presented
methods consist in changing the space (vector, frequency, ...) where the solution will be com-
puted with a reduced cost. The two reduction methods that have been used in our study are
described in details. In section 3.2, the direct reduced order model based on POD and Galerkin
projection will be presented. In section 3.3, the inverse reduced order model based on POD and

a minimization procedure will be depicted.
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3 3.1. REVIEW OF MODEL REDUCTION METHODS

3.1 Review of model reduction methods

3.1.1 Introduction

When treating complex industrial systems, the field of interest (temperature, pressure, velocity
or any other physical quantity) can not be determined analytically. For this reason numerical
simulation or experimental tests are performed. In each case the field is determined in a finite
number of locations that correspond to the nodes of the mesh or the measurement locations.

If we denote the field of interest by u(x, ¢, p) then its decomposition in the standard (natural)
basis can be written as:

u(x,t,p) = Z u;(t) e;(x) (3.1)

where e;(x) = [0,0,...,0,1,0,...,0] € RM is the i-th column of the identity matrix I;; € RM*M,
u;(t) are the nodal values of u(x,¢,p) for i = 1,..., M. xand M are respectively the coordinates
and the number of nodes. p is a parameter vector that can correspond to boundary conditions,
physical properties of the medium or numerical discretization parameters. In order to alleviate
the notation, the symbol p will be omitted, but we have to keep in mind that the solution is
computed for a given p. Equation (3.1) describes the field of interest in the high dimensional
space spanned by the basis {e;(x;)},_; -

In classical numerical methods such as finite element method or finite volume method, the
solution is computed in this high dimensional space. This task requires a large amount of com-
putational resources, in particular when the physical domain is meshed finely.

The aim of model reduction techniques is to find another space of much lower dimension
where the field u(x, t) can be computed accurately. Consequently, model reduction consists in
finding the solution as:

r

u(x,t) = > ai(t) ¢,(x) (32)

=1

where r << M. In equation (3.2), ¢,(x) € RM are the components of the reduced basis and
also called spatial modes. a;(t) are called modal amplitude or time amplitude corresponding to
each mode. In most cases, we assume that a new solution can be projected on the precomputed
spatial basis spanned by ¢,(x). In order to determine a new solution (new parameter vector p),

its coordinates should be computed in the latter basis.

There are several reduction methods and the difference from one to another is attributed to
the procedure used to determine the basis components ¢,(x) and the temporal coordinates a;(t).
A possible classification of the existing reducing methods is given as follows:

1. In the first class, the reduced order model is obtained by reducing the dimension of the
detailed model. In our case, the detailed model is the space discretized heat equation by
finite element method (called also state-space representation).

The first step consists in constructing a reduced basis that can project accurately the field
of interest. Many methods can be used to construct this basis. For instance POD allows to
compute a basis from numerical or experimental results (empirical basis). The mathemat-
ical backgroud of this method will be given in sections 3.2.2. Such an approach does not
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require the mass and stiffness matrices from the commercial software, therefore the POD
can be considered as a non-intrusive method for deriving a basis. Other methods can be
used such as the Krylov basis approach (section 3.1.6) and require to know the matrices
of the finite element model. The latter information is not easy to extract from commercial
softwares and these approaches can be described as intrusive methods.

In the second step, the detailed model (FEM) is projected on a basis, this operation is called
Galerkin or Petrov projection. The Galerkin projection is described in section 3.2.3. In this
class, the space discretization matrices (mass and stiffness matrices) should be known.
This class of methods is described as intrusive.

. In the second class, many numerical simulations are performed for a set of operating con-
ditions. A common basis is extracted to represent the precomputed solutions. The modal
amplitude in the common basis for each precomputed solution is stored. In order to deter-
mine a new solution, interpolation using radial basis functions or other methods is carried
out on the already stored time amplitudes. This method has been shown efficient when
dealing with steady-state solid mechanics problems [1-4]. A similar approach have been
used to compute the Navier-Stokes equations in the case of a flow around a cylinder [5,6].
The class of methods is non intrusive because the reduced basis is computed from results
and the modal amplitudes are obtained by interpolation from the stored ones. The main
drawback of such approach is the need to perform many numerical simulations for several
values of operating conditions which is time-consuming.

. The third class of reduction methods consists in assuming that the reduced model has a
mathematical form and trying to identify each term of the (non) linear system by means
of a minimization algorithm. Modal identification method (presented in section 3.1.5),
one of the most widely known method in heat transfer community, belongs to this class
of reducing method. In this method, only reference results are needed to construct the re-
duced model, therefore this method can be described as non-intrusive. Reference results
can be obtained by finite element simulations using commercial softwares or by experi-
mental tests. This method will be explained in section 3.1.5.

. In the fourth class, a parametric solution is computed using an enrichment algorithm. The
solution is computed offline piece by piece for all possible operating conditions. In this
method, no reference results or a priori numerical simulations are required to construct the
solution. The proper generalized decomposition (PGD) belongs to this class of methods.
In this method, the source code of the FEM should be modified, therefore this method is
described as intrusive. More details about the PGD will be given in section 3.1.8.

In the above introduction, a global description of reduction methods is given. A possible

classification has been made on model reduction methods. More details about the most known
reduction methods will be exhibited in the following sections.

3.1.2 Proper Orthogonal Decomposition (POD)

The POD was originally developed by Pearson in 1901 [7] and is known in the literature under
different names depending on the field of application [1].
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In the field of statistical analysis, it is called principal component analysis (PCA). In the field
of stochastic process modeling, it’s called Karhunen Loeve decomposition (KLD) and was devel-
oped around 1940 [1]. Jordan (in 1873) and Beltrami (in 1874) derived the same decomposition
in a mathematical framework, and they called it singular value decomposition (SVD) [1].

POD is a powerful method to extract the dominant structure of high dimensional data. This
allows to approximate the data on a low dimensional basis with high accuracy. The POD basis
retains the regnant variations present in the data set. As an example for a two-dimensional data
set, the two POD basis components are plotted on Figure 3.1:

first principal

(x5, ¥1) component

Second principal
component

(x;, y;) original coordinates
1; coordinate with respect to the first PC

Figure 3.1 - POD in 2D

In this example, instead of representing the data by two components (z;, y;), it’s possible to
approximate the data by only one component r; (we cut down the dimension from two to one).
The POD in 2-dimensional space can be interpreted as a rotation of the original coordinate sys-
tem. This concept can be extended to a set of high dimensional vectors.

Let us introduce the snapshots matrix U. This matrix contains the field u(¢) at different
instants ¢; and for a given value of the parameter vector p, namely:

U(Xl, tl) U(Xl, tg) Ce U(Xl, tN)
u Xg,tl UXQ,tQ e U XQ,tN
U(XM,tl) U(XM,tQ) Ce ’LL(X]V[,tN)

where M and N are respectively the number of nodes and time instants.

The aim of POD is to approximate the field u(¢;) in a vector space of dimension k£ < M, at
any time ¢; such that:
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k
u(t;) = Z aij @; (3.4a)
j=1
N k
D (k) = a3 — minimum (3.4b)
[ =1 j=1

where ® = {¢,},—1__x is the POD basis of order k. If £ = M then the POD basis is a complete
basis and any field in R can be projected perfectly on this basis.

The coefficients a;; are the coordinates of the field u(t;) at each time instant ¢; (a;; = a;(t;)).
The decomposition 3.4a can be seen as a separation of space and time variables as depicted in
equation (3.2).

The minimization problem 3.4b is equivalent to solving the following eigenvalue problem

[1]:

UU” ¢, = \; o, (3.5)

where ), is the eigenvalue of the mode number i. The baseline snapshots matrix U can be ap-
proximated using the first £ modes, namely:

U~ ®A where A = (a;j)1<icni<j<k

In [1], it is shown that:

N k N k
Yo lu(t) =Y ay dil5 =D ut)ls =Y A (3.6)
i=1 j=1 i=1 i=1

The left-hand side of equation (3.6) represents the Frobenius norm of the difference between
snapshots matrix U and the matrix approximated by the first K POD modes. Equation (3.6) can
be written in a different form:

N k
10— @A = [t~ Y A (37)
i=1 =1

Equation (3.7) shows that the eigenvalue has the same physical dimension as that of the
square of u(t;). In signal processing analysis the square of a signal is called energy. That’s why
A; will be called the energy of the mode i. In order to select the dominant modes, we calculate
the energy contained in the mode ¢ with respect to the total energy contained in the signal (the
M modes). Therefore, the relative energy content (REC) is defined as:

REC(i) = (3.8)

The number of dominant modes r required to keep 99% of the total energy is determined such
that:
REC(r) > 0.99 (3.9)
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It is obvious from equation (3.7) that the quality of the POD approximation improves as the
number of retained modes increases. In practice, eigenvalues decrease significantly, therefore
few modes are required to represent accurately the data.

More details about this method will be presented in the section 3.2.2.

3.1.3 Singular Value Decomposition (SVD)

The singular value decomposition of a matrix U can be written as [8]:

U=27x¥" (3.10)

where Z and ¥ are orthogonal matrices(ZZ" = I); and ¥W¥” = Iy) having respectively the
dimension M x M and N x N. ¥ € R¥*¥ js a diagonal matrix containing the singular values
which are arranged in decreasing order. Equation (3.10) can also be written (in the case N < M)
as:

op 0 0 0 0
0 o9 : 0 0
.. .. : .. : T
211 ... M . ) - 0 : o Y ... PN
0O ... 0 o 0 ... 0
221 ... Z2M 0 0 0 Yo1 ... Yan
U: 231 23M . . O-l.+1 ' ¢31 ¢3N (311)
ZM1 . AMM 0 0 0 0 ... ON 77Z}N1 wNN
0 0

The rank of a matrix is the number of its non-zero singular values. Let’s denote by [ the rank
of the matrix U. This implies that 0,11 = ;42 = ... = o) = 0. Therefore equation (3.11) (the
full form of the SVD) becomes :

T
Z11 .- 21 o1 0 .0 77Z}11 s ¢1l
291 ... 2y 0 L o1 ...y
U=1| 231 ... 2z 92 Y1 .. Y (3.12)
SRR o 0 Do
Zypir o oo EMi 0 ... 0 & YNt .. Y

The SVD is similar to the separation of variables. In fact, the snapshots matrix depends on
space and time. Each column vector of the matrix Z have the same dimension as the number of
nodes and hence can be attributed to the space information in the snapshots matrix. Similarly,
the matrix ¥ has the same dimension as the number of time instant as thus can be attributed to
the temporal characteristic of the snapshots matrix.

The SVD and POD are equivalent. If we compute the product UU” using the expression of
U given by equation (3.10), we obtain:

uu? = zx?7"
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If we left multiply the last expression by Z and using the orthogonality of Z then we obtain :
uu’z = 73°

The latter eigenvalue problem is identical to the POD eigenvalue problem given by equation
(3.5). The eigenvalues of POD are the square of singular values and the Z matrix obtained by
SVD is identical to the POD basis matrix ®. Therefore, the singular value decomposition can be
written as:

U=oxw” (3.13)
The SVD decomposition can be viewed as a sum of modes :

rank(U)

U= Z Uz¢z¢ZT

i=1

where o; is the i'" singular value, ¢, and 4, are the i"" column of matrices ® and ¥, respec-
tively. The term o; ¢, ¥] is M x N matrix and represents the contribution of the i mode to
the snapshots matrix. As the norm of ¢, and v, is equal to one, the contribution of o; ¢, Pl is
governed by the magnitude of the associated singular value o;. Accordingly, in order to select
the dominant modes, analysis of the singular values distribution should be performed. More
details about this method and the dominant modes selection criteria will be given in section
3.2.2.

3.1.4 Branch modes basis

Branch modes basis was originally used to investigate mechanical vibration of a system having
many degrees of freedom [9]. This method was then used by Alain Neveu et al. [10] in order
to reduce heat transfer problems.

Let us consider the heat equation and the boundary condition described as follows:

c(x)% = V.(k(x)VT(x,t)) ¥x € D
E(x)V(T(x,t)).n(x) = p(x,t) + h(x)(Ty — T(x,t)) Vx € OD

where D is a physical domain of boundary 9D, x is a position vector belonging to R* and n(x)
is the normal to the boundary at the position x. ¢(x), k(x) are respectively the volumetric heat
capacity and the thermal conductivity of the medium. ¢(x,t) is an imposed heat flux on the
boundary 0D. h(x) and 7' are respectively the heat convection coefficient and the fluid temper-
ature.
The branch eigenmodes problem applied to the thermal system is defined by the following

equations [10]:

V.(k(x)VV;(x)) = A\ ¢(x)V;(x) ¥x € D

—k(x)V(Vi(x)).n(x) = \; (Vi(x) ¥x € 9D

where ( is an arbitrary coefficient used in order to homogenize the physical dimension of the

right term of the last equation. ¢ is chosen constant such that / (dx = / c(x)dx. ( is called
oD D
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Steklov parameter. Each eigenmode V;(x) is associated to its eigenvalue \;,. We can notice that
to obtain the Branch modes, we have to set 7'(x, t) equal to V;(x) exp(\;t) which means that the
eigenvalues in this basis have the dimension of the inverse of time in contrast to the POD basis
for which the eigenvalue have the dimension of the square of field of interest. The eigenmodes
Vi(x) form a complete basis for the space of functions that are continuous in D U 9D and are
square-integrable functions. The eigenmodes V;(x) satisfy the othogonality relation:

<V o= [ ViV + [ Vv dx =,
D oD

As the branch modes form a complete basis, any analytical solution (temperature) can be written
as follows:

Vx €D T(x,t) =Y ai(t)Vi(x)
=1
where q;(t) is the time amplitude related to the eigenmode V;(x). Otherwise, if the solution is
obtained from spatial discretization, the vector 7'(x,t) is composed of the temperature at the
discretization nodes and has the dimension M. In such case, the temperature field 7'(x, ¢) can
be written as:

Vx €D T(x,t) =Y ai(t)Vi(x)

The aim of model reduction is to project the field 7" in a basis of lower dimension which require
the selection of dominant modes. The process of selecting the dominant modes is described
in [11]. We have to notice that this basis is independent of boundary conditions which have
double effect: first the construction of the solution for given set of parameters will require a
large number of modes compared to POD method. Secondly this basis will allow to simulate a
wide range of configurations regardless of their input parameters.

For new operating conditions, the coordinates of a new solution «;(¢) are determined by
Galerkin projection of the finite element model on the retained branch modes. Details on Galerkin
projection will be given in section 3.2.3.

This method has proven its robustness to analyze highly non-linear heat transfer problems
[12]. In some industrial applications, the heat source can be difficult to estimate, for instance
in brake systems [13] or cutting process [14]. Due to the high accuracy and the low computing
time of the branch modes reduced order model, it has been combined with the inverse method
in order to identify online the heat source magnitude [15,16].

3.1.5 Modal Identification Method (MIM)

This method was first introduced by Daniel Petit et al. [17-19]. For the sake of simplicity an
explanation of the MIM will be presented in the case of linear heat transfer. The modal identi-
fication method relies on two main stages:

1. The first stage

This stage consists in defining a mathematical structure of the reduced model. In fact,
when applying a space discretization (finite element, difference or volume methods) on
the heat equation, a state space representation is obtained. The state space representation
can be written as follows:
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(3.14)

T(t) = AT(t) + Bu(t)
Y(t) = CT(t)

where A is the state matrix, u(t) is the thermal input, B is the input vector, C is the obser-
vation matrix and Y(t) is the output vector.

Assuming that the matrix A is a diagonalizable matrix implies that:
A=MFM™!

where M is the eigenvectors matrix of A and F is a diagonal matrix containing the eigen-
values of A. A possible change of basis can be written as:

T(t) = MX(t)

where X(t) are the coordinates of the temperature field in the modal basis M. The aim
of model reduction is to keep small the number of dominant modes (number of column
of M). This implies that the state representation of the reduced order model has a lower
dimension and can be written as:

where F=M'AM,G=M"'Band H=CM

2. The second stage

This stage consists in identifying the parameters of the reduced model (matrices F, G and
H) by minimizing a cost function J,.q(F, G, H). The cost function is defined as the differ-
ence between the output of the reduced model Y(t) and the outputs of the reference model
Y(t)(detailed model or real process measurements), namely:

TealF.GH) = Y037 (Yiley) = Vi)

This stage depends on the efficiency of the minimization algorithm and its potential to
identify the global minima. In [20] many minimization algorithms have been used and it
is shown that the most efficient one is particle swarm optimization.

A scheme of the model identification method algorithm in the case of non-linear heat transfer
is given in Figure 3.2 (The terms ¥(T(¢)) and QZ(X(t¢)) correspond to the non-linearity of the
models). In Figure 3.2, the use of sinusoids at each steady level of the input signal U(¢) aims to
include the non-linear behavior in the identified reduced model.
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DM (order N) N
T(t)= AT(t)+ BU(t)+¥(T(1)) <::>¥, [
Y(t)=CT(t) _E
ﬂ{nown input signal U(9) : \ .
24 ' Successive steps ot
o= toreach several )
ijj 1 different steady Squared residue: functional :
{: | l'e;imes, with Fi ¥, { F.QH )= (I';(I)—}";{I )}2
. | sinusoids at each | s g’% v y
steady level
e = Established }
(order n<<N) output P() )<=> by numerical
> resolution :
X)) =FX@O+W()+Q2Z(X() ¥
PO =HX @) Minimisation algorithms :
...................................................... = o { o )
Iterative procedure * Quasi-Newton method ( for Fand Q)

Figure 3.2 — Model Identification Method algorithm in the case of non-linear heat transfer [21 ]

We should bear in mind that no geometrical information and no physical properties appear
explicitly in the MIM reduced model. This information is contained in the reference model data
and therefore implicitly transmitted to the reduced model.

The MIM has been used to analyze many heat transfer problems. For instance, Manuel Gi-
rault and Daniel Petit [21,22] used the reduced order model based on MIM to solve an inverse
non-linear heat conduction problem. This choice has made the inversion of heat conduction
problem less time-consuming in order to identify the heat flux density. The MIM has been
used to build reduced models for forced convection problems in the case heated flow over a
backward-facing step [23]. In [23] a reduced order model for coupled fluid mechanic and heat
transfer problem have been constructed using MIM. In [23] the CFD code Fluent® has been
chosen to generate reference results in order to identify the reduced model parameters. The
MIM does not require the source code of the industrial software, therefore it can be described
as a non-intrusive reduction method.

The MIM has been compared to other reduction methods. In [24] E.Videcoq et al have com-
pared the MIM to the branch eigenmodes reduction method in the case of 3D non-linear tran-
sient conduction problems. Numerical performances of the MIM (computing time and accu-
racy) was shown better than those of the branch eigenmodes reduced model. In [25], the MIM
has been compared to the POD Galerkin method.

3.1.6 Krylov basis

This method is based on the approximation of the transfer function of the system on a certain
range of frequency [26,27]. Applying the Laplace transform on equations (3.14) yields:

L[Y](s) = C(sI — A)"'BL[u](s)
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Where L[ | and s represent respectively the Laplace operator and variable. Thus, the transfer
function can be written as :
H(s) = C(sI—A)"'B

To pass from Laplace transformation to Fourier Transform we take s = 27 f where f represents
the frequency. Then, the transfer function H(s) can be approximated using Taylor expansion
with respect to s. The Taylor expansion of the transfer function around s is:

o0 k
S§— S
H(s) = an(SO)%
k=0
where 7, (s) is called Markov moment around s, . For example:

e Around sy = 0: 1,(so) = CA™"'B. In this case the approximation is called Padé approxi-
mation. This approximation is suitable to compute the steady state response of the system
(low frequency).

e 50 € R\(000} : Mp(50) = C(soI — A)~*"'B. In such case the approximation is called Shifted
Padé approximation or rational interpolation and is aiming to approach the system re-
sponse for a specific frequency band.

e 50 — o0 : m(s9) = CAB. In this case, the approximation is called partial realization.
These moments give a good approximation of high-frequency response of the system.

Model reduction consists in cutting down the previous sum at the order r, namely:

H(s) ~ Hy () = () 0200
k=0 ’

Markov moments allow to compute the transfer function in a low dimensional space. The
transfer function links the output Y(¢) and the input u(t). In order to compute the state vector
T(t), the matrix C should be omitted in the expression of Markov moments which yields the
Krylov basis.

Krylov basis (KC,) have different form depending on the operating frequency (so):

e In the case of Padé approximation:

K. (A" B)={A"'B,A*B,--- ,A""B}

e In the case of shifted Padé approximation:
K, ((sol = A)™1 B) = {(soI — A)~'B, (soI — A)™?B,--- , (sl — A)7"B}
e In the case of partial realization:
K.(A,B) = {B,AB,A’B,--- A" 'B}
Krylov vectors are non-orthogonal and in many cases linearly dependent. Thus, Arnoldi algo-

rithm and Gram-Schmidt orthonormalization should be performed in order to extract a subset
of Krylov basis.
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3.1.7 Balanced realization basis

This method is used in the community of system control in order to approximate the linear
dynamical system [27]. It permits to construct a reduced basis for local parameter values. The
balanced realization basis is computed from the two Gramians of equations (3.14) defined as
follows :

tr
Gc:/ exp(A.t)BBT exp(A” .t).dt
to

ty
GO:/ exp(AT .t)CCT exp(A.t).dt

to
Where G, € RM*M and G, € RM*M are respectively the controllability and observability ma-
trices.
The controllabilty and observability matrices are solutions of Lyapunov equations [27,28] :

G, = AG, + G, AT + BB”
-G,=A"G,+G,A +C"'C

When ¢ — oo the Gramians are defined if, and only if, the matrix A has eigenvalues with strictly
negative real part. In such case the Gramians matrices verify the following modified Lyapunov
equation:

AG.+G.A" +BB" =0

A'G,+G,A+C'C=0
In practice, the Gramians matrices are calculated by solving Lyapunov equation. The formula
of the Gramians with the integrals is used when the dimension of the linear system is too high.

The Balanced realization basis J is the basis in which:

¢ The Gramian of observability is equal to the Gramian of controllability: JG.J* =J 'G,J "

01 0 e 0
e The two gramians are diagonal: JG.J" =] 'G,J ' =T = e
: o 0
0 e 0 oM

where o; are called Hankel singular values.
We can proove that:
JG.G,J ' =T?

Which means that in order to calculate the Balanced realization basis we have to find the eigen-
vectors and eigenvalues of the matrix product of observability and controllabilty matrices G.G,.
The selection of dominant components of the balanced truncation basis is based on the fol-
lowing equations:
M
H-H <2 o

i=r+1

Y =Y. <2 ) aillu(®)]s

i=r+1
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The two previous equations show that the reduction error depends on the singular values
of negelected modes as is the case in the POD or SVD. This error is quantified by the singular
values of G.G,.

The drawback of this method is the computational cost of solving Lyapunov equations.

This method requires the matrices of the finite element model, which is not always easy, es-
pecially when using commercial softwares. Therefore this method can be described as intrusive
reduction method.

3.1.8 Proper Generalized Decomposition (PGD)

This method can be found in the literature under two names [29] : the proper generalized de-
composition (PGD) as introduced by Chinesta et al [30-32] or the LATIN method as introduced
by Pierre Ladeveze et al [33].

The explanation of PGD will be given as follows. Let us denote by u(x, y, 2, ¢, p) the unknown
tield, then the PGD approximation consists in finding the solution having the following form
(separated form):

(¢,9,2,1,p) = Z Xi(z Zi(2) Ti(t) PM(p1) -+~ B (pa) (3.15)

where p = (p1, p2, - - . , pa) is the parameter vector. X,(x), Y;(y), Zi(2), Ti(t) and P/ (p;) are a priori
unknown functions (7;(¢) is not the temperature).

The decomposition 3.15 is similar to SVD (if the P/ functions are omitted).

The difference between SVD and PGD is that separated form of the solution for the SVD is
obtained from the full order model solution whereas in PGD method these functions will be
computed on the flight of the computational process. The PGD algorithm aims to compute each
of the function {X;(z), Yi(y), Zi(2), Ti(t), P! (p;)} by an enrichment algorithm [34].

The first step is to compute the first mode from the boundary and initial conditions of the
studied problem, namely :

ui(2,y, 2,1, p) = Xi(z) Yi(y) Zi(2) T1(t) P{(p1) - P (pa) (3.16)

In equation (3.16), a single mode is used to model the boundary and initial conditions. To
know the number of modes required for such purpose, reference [35] is useful. In [36] the
authors used 3 modes to model the boundary conditions. A plot of the first 3 modes can be
found in the same reference.

The kernel of this method is the algorithm that allows to enrich the solution; mainly how to
find w1 (2, y, 2, t, p) knowing ui(z, y, 2, t, p). The enrichment process is based on the alternating
directions fixed point algorithm [32]. For a detailed explanation of this method the reader is
referred to [30,32,37].

The PGD has been shown effective to solve many physical and industrial problems. In [36],
the PGD have been combined with measurement devices in order to control a thermal process in
real time. Such coupling between simulation and measuement is called Dynamic Data Driven
Application System (DDDAS). In the same scope, the PGD has been used to identify in real
time the heat diffusion parameter and reconstruct accurately the temperature field [38]. The
PGD has been used to simulate the heat and mass transport in a square lid-driven cavity [39]
and obtained results show good performances.
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This method is highly intrusive because it requires all space discretization matrices (mass
matrix, stiffness matrix, ...). Some studies focused on how to circumvent this limit and make the
PGD suitable for industrial software [40].

3.1.9 Conclusion

Several reduction methods have been described in previous sections. The difference between
these methods lies in the procedure used to construct the reduced basis on which the physical
solution is projected. In the case of POD or SVD, the reduced basis is obtained from empirical
results. Empirical results can be obtained from numerical simulation or experimental measure-
ment. The main requirement to construct such basis, is to possess a set of data that represent
the field of interest. That is why the POD basis is sometimes called empirical basis.

For the other methods (Branch modes basis, Krylov Basis, Balanced realization basis, PGD),
the reduced basis is computed from the physical model (PDE or the state-space representation
of the system). For these methods, it is required to know all the matrices of the state-space
representation which is difficult to realize when using commercial numerical software.

The MIM is a reduction method consisting in identifying the model reduction parameters
from empirical data. This method requires a set of data for the physical field of interest.

In our work, we choose to use the POD (or the SVD) for its convenience to deal with industrial
applications. In fact, a commercial software has been used to compute the temperature field in
the power module. Therefore, extraction of the POD basis is easy to perform from obtained
results.
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3.2 Proper Orthogonal Decomposition and Galerkin projection

method

3.2.1 Introduction

In this section, a general description of the used reduction method is presented. The main steps

of the ROM construction are presented on Figure 3.3.

| i o e e e e e e e e e e e e ke e e e e e 1
! I
1 Large order I
I Input data g Snapshots 1
| Boundary model matrix Singular value i
| conditions _ _FEM »| decomposition | :
i physical (lelt/el Eilelment (SVD) POD Basis |
| properties, ... odel) !
1

! 1
¢ Selection of r :
: dominant modes :
| Reduced Basis Learning stage (Offline) !
A | i
: _ RO Temperature field T(x,y,z,t) :
i REHPRESES ” Ga_lerk_in Reduced computing time :
I projection :
1

. I
: Usage stage (online) i
I o

Figure 3.3 — Reduced order model scheme

The reduction method consists of two mains steps :

1. The learning stage :

The aim of this stage is to construct a reduced basis that represents accurately the field of
interest (in our case the temperature). The reduced basis stands for low dimensional basis.
The first step of this stage is to run the finite element model for given operating conditions
(boundary conditions, thermal load, ...). This step can be time-consuming because the
finite element model has a dimension equal to the number of mesh nodes. The obtained
results are stored in a snapshots matrix. Each column of this matrix contains the three-
dimensional temperature field at given instants ¢;. The singular value decomposition is
then applied on the snapshots matrix. This decomposition represents each snapshot (the
temperature field at ¢, ) as a linear combination of the POD modes. The number of POD
modes is equal to the number of non-zero singular values of the SVD. The contribution of
each POD mode is not the same. Therefore, a selection procedure should be carried out
in order to keep the r dominant modes. This stage is done offline and only once because
the SVD is time-consuming. The dominant modes (reduced basis) are the output of this
stage and that will be used to construct the ROM.
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33.2. PROPER ORTHOGONAL DECOMPOSITION AND GALERKIN PROJECTION METHOD

2. The usage stage :

In this stage, the solution will be computed in the reduced basis that has already been con-
structed during the learning stage. The finite element model is projected on the reduced
basis (section 3.2.3). This (Galerkin) projection results in a state-space representation with
a low dimension.

Computing this latter is done online and is much less time-consuming than the FEM. The
considered operating condition in this stage can be different from the ones used in the
learning stage.

3.2.2 Derivation of the POD basis

In this section, the procedure used to derive the POD basis is detailed. Let’s denote by U the
snapshots matrix. Each column of the snapshots matrix corresponds to the temperature field
u(t;) € RM at time ¢; (called also snapshot at time ¢; ). In order to alleviate the notation, the
snapshot at time ¢; will be denoted by u’. The snapshots matrix can be written as:

U= [u',v? .., u] e RN

where M is the number of nodes and N is the number of time instants.

The temperature field is denoted by u for the sake of generality. The same method can be
applied to another type of physical field (velocity, pressure, energy, ...).

The aim of this method is to minimize the difference between the baseline solution (snap-
shots matrix) and the solution that we want to express as linear combination of the POD basis.

The solution expressed as a linear combination of the r first POD modes can be written :

uﬁ,:Zazj ¢, for ie{l,2,...,N}
j=1

where ¢; are the POD (or spatial) modes and a;; = a,(t;) are the corresponding temporal am-
plitudes.
The error that this method aims to minimize is :

N r
E=> | => a; ¢l (3.17)
i=1 j=1

The error (3.17) is the square of the Frobinus norm of the difference between the baseline
snapshots matrix U and the snapshots matrix U, containing u,(¢;), namely :

Equations (3.17) can be written differently using the definition of the Euclidean norm :
N T r
E= Z<uZ — Z Qij @, u' — Z Qg5 d)]) (318)
i=1 j=1 j=1

where (-, -) is the Euclidean inner product. The Euclidean inner product is bilinear, therefore
equation (3.18) becomes :
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N N r N r N
E=Y (uu)-> u’,Zam b)) =Y ) ay¢yu’) + ) | Za” q’)J,Za” ¢;) (3.19)
=1 =1 i=1 j=1 =1 j=1

Or the inner product is commutative, namely :

E a;; @ E i J,u

As a result, equation (3.19) becomes :

E = Z(ui, u’) — Z Zaw ¢;) + Z Zaw ?; Zaw ®;) (3.20)

i=1 j=1

The third term of equation (3.20) can expanded using the properties of the inner product
(bilinear, distributive over vector addition) as follows :

N
Zzaz] ¢]7Zaz]¢ ZZ az] ¢37Zazk d)k
=1 j=1 =1 j=1
N r T
=) ay Y an (¢, by (3.21)
i=1 j=1 k=1
The aimed basis is orthonormal, namely :
<¢j7 ¢k> = 5]’6

where 0, is the kronecker symbol which is equal to 1 if i = k and 0 if not. Therefore equation
(3.21) becomes :

N r r N r r
PIBUTIDBUTHEDIPIETD DT
i=1 j=1 7j=1 i=1 j=1 k=1
N r
= Z (i)
=1 j=1

The error equation (3.20) becomes :

E = Z<ui, u’) — 2 Z<ui, Z% ®;) + Z Z (a;;)? (3.22)

Equation (3.22) contains two unknowns ¢; and a;;. In order to minimize F, two derivatives
with respect to ¢; and a;; should be performed.
Deriving equation (3.22) with respect to a;,, yields :
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oF
—= -2 (ul, b,,) + 2 aym
lm

— -2 (u)" ¢y +2am

OF
By setting — equal to zero, we obtain :
y g 4 q

Im
A = (ul)T d)m
Replacing the value of a;; in equation (3.22), yields :
N A N T - N r -
E=2 IWE—2 3 (' (W) @) )+ > (W) &) (323)
i=1 i=1 j=1 i=1 j=1

As ((u’)” ¢,) is a scalar and the inner product is bilinear, the second term of equation (3.23)
can be expanded as follows :

<

((ui)T ¢j)2

—_

<

Therefore, equation (3.23) becomes :

N T

E=3 =323 ((w)" &) (324)

i=1 j=1

By linear algebra [8] we can prove that :

((ui)T ¢’j)2 = ¢JT (ui(ui)T) ?;

Therefore, equation (3.24) becomes :

E=2 5= ¢; (Z u@'(ui)T) ¢ (325)

=

Let us introduce the covariance matrix :
N
C = Z uz(uz)T _ UUT
=1
Equation (3.25) becomes :

N r
E=Y"|u[3-)" ¢/ Cq, (3.26)
i=1 j=1
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The minimization of £ with respect to the temporal amplitude a,; have been performed. In
the following step, £/ will be minimized with respect to ¢;. An important constraint should be
respected during the minimization procedure, which is the orthonormality of the POD basis. An
optimization procedure with respect to constraint can be achieved using Lagrange multipliers
method [41]. The quantity that we aim to maximize is :

> é] Co, (3.27)
j=1
The constraint that should be maintained is :

lpillo =i, =1 for j=1,....r (3.28)

The Lagrange multiplier method [41-43] for the maximization of (3.27) with respect to the
constraint (3.28) can be written :

¢ Zqﬁ Co; - Z (i, —1)| =0 for k=1,...,r (3.29)

where \; are called Lagrange multipliers.
Equation (3.29) yields :

Co.=Nep, for k=1,...r (3.30)

The matrix C € RM*M has M eigenvalues and vectors.

Equation (3.30) shows that the eigenvalues are identical to the Lagrange multipliers intro-
duced in equation (3.29).

Eigenvectors verify equation (3.30), therefore the error given by equation (3.26) can be writ-
ten as :

N T
E=Y W3- 4] (C
i=1 =1
N . ’ r
= W3 =) ¢ A @,
i=1 Jj=1

(3.31)

Or gbjrq.’)j = 1, therefore equation (3.31) becomes :

N r
E=>|u3->" XN (3.32)
i=1 j=1

e Remark 1: Round-off error in POD

If M POD modes are retained, the error £ should be equal to zero. This is not the case, due
to the round-off error of the inexact representation of numbers when using a computer.
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This error will be denoted by E,,;,, and is achieved when all the eigenvectors are retained
(r = M) for the approximation of snapshots. This error is given as follows :

N M
Epin =) W5 =>_ A (333)
i=1 j=1

The roundoff error becomes important when the number of snapshots (V) increases.

e Remark 2: Reconstruction error using » modes

The error resulting from using r modes is given by equation (3.32). If we subtract from
this equation the roundoff error E,,;, given by equation (3.33), then we obtain :

M
Er=Epin+ > A (3.34)

Jj=r+1

Equation (3.34) shows that the reduction error is governed by the eigenvalues of the ne-
glected modes and the roundoff error.

It can be noticed that no improvement in the snapshot approximation can be reached when
the eigenvalues have the same order of magnitude as E,,;, because the computed modes
are tainted by the roundoff error.

e Remark 3: Reconstruction error bound

The error E given by equation (3.17) can be written as :

N
B= ol -l
i=1
Or the maximum norm is bounded by the /?>-norm, namely :

' — w5 < fu’ — w3
N

<Dl — w3
=1

Therefore
u' — || < VE, for i=1,...,N (3.35)

When performing a singular value decomposition, the number of non-zero singular values
is equal to the rank of U. Therfore :

rank(U)
E, = Epin + Z )\j

Jj=r+1

Because rank(U) < min(M,N) and A\,11 > Arjo > ... > Agniu), an error bound for E,
can be derived :
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min(M,N)

Er S Emzn + Z )\j
Jj=r+1
< Epin + (min(M,N) —r) \yq

As a result, an error bound for the maximum error can be derived :

Ju' — oo < v/Eppin + (min(M.N) =) Ay for i=1,...N  (336)

Equation (3.36), can be used to select the number of dominant modes that allow a max-
imum reconstruction error below or equal to \/Ei, + (min(M, N) —r) A\,+1. When the
round-off error is negligible, the reconstruction error is bounded by:

[u’ —u]|oe < /min(M,N) —r 0.4y (3.37)

Remark 4: A different way to compute the POD basis when N << M

The matrix C = UU? is a M x M matrix, where M is the number of nodes. Computing
eigenvectors of this matrix is cumbersome in industrial applications where the number of
nodes used to discretize the geometry is high. In order to overcome this limit, eigenvectors
and eigenvalues of U” U should be computed (because U" U € RV*V). The eigenvectors
matrix and eigenvalues matrix are denoted respectively by ¥ and A.

It is shown in section 3.1.3 that the POD and SVD are equivalent and that the eigenvectors
of U” U are the temporal modes of the SVD of U. In addition, it is shown that eigenvalues
of UT U are the square of the singular values of U. Once ¥ and A, are computed, the POD
modes can be obtained by the following equation:

®=UTA
Such procedure is feasable because U” U € RV*N where M >> N.

Remark 5: Orthogonal projection on the POD basis

Let us denote by ®, the POD basis obtained for a given operating conditions (boundary
conditions, FEM time step, ...) and by U, the corresponding snapshots matrix.

Then the snapshots matrix U, can be decomposed as follows [44,45] :

U,=PU,+1-P) U, (3.38)

where P = ®, ®! is an orthogonal projection on the subspace spanned by the first  POD
modes ®,.

Equation (3.38) can be written for each snapshot (at time ¢;) as follows:
u(t;) =Pu(t;) + (I—P) u(t;) (3.39)

P u(t;) is the component belonging to the linear subspace spanned by the  first POD modes
and (I — P) u(¢;) belongs to the linear subspace spanned by the neglected POD modes.

72
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



33.2. PROPER ORTHOGONAL DECOMPOSITION AND GALERKIN PROJECTION METHOD

This decomposition is illustrated on Figure 3.4.

Subspace spanned by
{®q, ..., D}

duced basis

Figure 3.4 — Orthogonal decomposition of the snapshot u(t;)

The projection error of the snapshot u(t;) on the r POD modes @, is given by :

| (X P) u(t)]s (3.40)

When the basis ®, represents well the U, data, this error is small.

If ®, are the POD modes of Uy then the error given by equation (3.40) can be measured
by the neglected eigenvalues as in equation (3.36).

e Remark 6: Steady state snapshots matrix

The snapshots matrix can be constructed for the steady-state case. In such situation snap-
shots can correspond to the temperature field obtained for various boundary conditions
(p;), namely :

U = [u(py), u(p,), -, u(p,)] € R"*

Such approach allows to reduce the steady-state finite element model. An application will
be presented in Chapter 4.

e Remark 7: POD basis interpolation

The POD basis is obtained for a given operating condition. Therefore the obtained basis
represents well the snapshots used to construct the POD basis. In such situation, we may
think of constructing many POD basis for a set of operating conditions and then make an
interpolation of the reduced basis for a new operating condition. The issue with classical
interpolation methods is that they yield a non-orthogonal basis. Therefore, D Amsallem
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et al [46] proposed an interpolation in a tangent space to a Grassmann manifold . The
Grassmann manifold is the set of POD basis computed for the set of operating conditions.

The concept of this method is presented on Figure 3.5 where S is a subspace spanned by a
POD basis.

Figure 3.5 — Interpolation in the tangent plane [46]

The first step consists in transforming the POD basis from the Grassmann manifold (curved
space) to the tangent space (straight space) by means of a logarithmic function. The tan-
gent space is considered in a reference point. Then the interpolation can be performed in
the tangent space. Thereafter, the interpolated POD basis can be obtained using an expo-
nential transformation defined from the tangent space to the original space. This method
has been used to interpolate the POD basis as function of the Mach number and the angle
of attack for aeroelasticity applications [47].

Other interpolation methods of the POD basis exist. For instance Thuan Lieu et al. [48]
used the angle between subspaces spanned by the set of precomputed POD basis in order
to compute an adapted POD basis for the new operating condition.

3.2.3 Galerkin projection and the reduced order model

In this section, the ROM will be depicted for the two cases: steady state and transient state.

3.2.3.1 Steady state reduced order model

T
The steady state FEM is given by the following equation (Setting dd—z(ft) = 0 in equation (2.24) ):

(Ko+hKe) T=Plg+hTl (3.41)

where P, h and T.,, are respectively the overall power losses, the heat transfer coefficient and the
external fluid temperature. The definition of matrices K, K., 1o and 1., is given in Chapter 2.
The aim of model reduction is to compute the temperature field in the reduced basis ®,, namely:
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33.2. PROPER ORTHOGONAL DECOMPOSITION AND GALERKIN PROJECTION METHOD

T=>&,a, (3.42)

where a, € R’ is the coordinate vector of the temperature field T in ®,. We should keep in
mind that ®, is obtained from steady state snapshots for various operating conditions (P,h,7¢,:).
Inserting 3.42 in equation (3.41), yields :

(Ko+hK.) ®.a, =Plg+hTeyl, (3.43)

Equation (3.43) consists of r unknowns (a,) and M equations. In order to remove this
over-determination, equation (3.43) will be left-multiplied by ®!. This multiplication is called
Galerkin projection. This yields the low dimensional linear system :

&' (Ko +hK,) ®.a,=P® 15 +hT., &1, (3.44)

Let us introduce the following matrices :

Ko, =®7 K, ®, € R™ (3.45a)
K., =®' K., &, ¢ R (3.45b)
lg, =® 1 €R" (3.45¢)
lo,, =®7'1, €R" (3.45d)

The reduced order model can be written as :

(Koﬂ“ +h KCUJ‘) ap = PIQ,T +h Text lcv,r (346)

Equation (3.46) is a square linear system of order r. Matrices K, K., ,, 1o, and 1., , are
computed only once. The overall stiffness matrix (Ko, + 1 K, ,) , and the overall load vector
(Plg,+h1T.,1.,) are computed for any new value of operating conditions (P, h, T.,:). Solving
(3.46) is not time-consuming because r << M. Once the coordinates vector a, is computed, the
temperature field can be obtained by equation (3.42).

3.2.3.2 Transient reduced order model

The finite element model (State-space representation) resulting from the space discretization of
the transient heat equation and given by equation (2.24) can be written as follows :

C dz—?) + (Ko +hKe) T(t)=P(t)lg+hTew 1oy (3.47)

In order to solve equation (3.47), an initial condition is needed, that will be denoted by :

T(t=0)=T, (3.48)

The expressions of matrices C, Ky, K.,, 1o and 1., are given in Chapter 2.
The model reduction method consists in searching the solution in the low dimensional basis,
namely :

T(t) = ®, a,(t) (3.49)
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3 CHAPTER 3. MODEL REDUCTION METHODOLOGY

This can be seen as a basis change from the standard basis of R to the basis spanned by the

POD vectors. a,(t) is the coordinates vector of the temperature T(t) in the reduced basis. These

coordinates depend on time. ®, is the reduced POD basis obtained from transient snapshots.
Inserting equation (3.49) in (3.47) yields :

d®,a.(t)

¢ dt

+ (Ko +h Ke) ®,a,(t) = P(t)1g + h Tewt 1oy (3.50)

As the POD basis depends only on space, equation (3.50) becomes :

da,(t)
dt

The system (3.51) is over-determined as it contains M equations and r unknowns where
r < M. In order to remove this over-determination, we left-multiply the last equation by the
matrix W € R"™*M_ The obtained equation can be written as follows :

C o, + (Ko + h Key) ®,a,() = P(t)1g + h Togy 1, (3.51)

wiCco, de;_rt(t) + (W'Kg+hW'K,,) ®,a,(t) = PO)W g+ h T,y W' L, (3.52)

If W = &, the projection is called Galerkin projection, if also ® ®, = I the vectors of ®, are
orthonormal and the projection is called orthonormal Galerkin projection.

If W # &, the projection is called Petrov-Galerkin projection. If W' &, = I vectors of W and
® are bi-orthonormal and the projection is called bi-orthonormal Petrov Galerkin projection.
For instance, in [49] Petrov Galerkin projection has been used to reduce a fluid dynamics finite
element model.

In our case W = @®,, therefore equation (3.52) becomes :

da(t
e/ Co, Z—t() + (@] Ko @, + h @ K., ®,) a,(t) = P(t) @] 1o+ h Topy @ 1oy (3.53)

Equation (3.53) can be written in a compact form :

C P20y (Ko, Ky ) a0(t) = PO Lg, + 5 T L, (354)
where
([ C, =37 C®, cR™ (3.55a)
Ko, =®7 K, ®, € R™ (3.55b)
K., =@ K, ®, € R (3.55¢)
lg,=® 1 €R" (3.55d)
| Loy =B 1 €R (3.55¢)

Therefore, model reduction brings down the dimension of the ordinary differential equations
from M to r where r << M.

In practice, matrices (3.55) are computed once. For new operating conditions (P(t),h,T¢.t),
the overall reduced stiffness matrix and reduced load vector should be computed, as follows :
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K, (h) =Kq, + h K¢, (3.56a)
L(P(t),h, Tew) =P(t) 1o, + h Tegi 1oy r (3.56b)
By solving the dynamical system given by equation (3.54) the coordinate vector a,(¢) is ob-
tained. Then the temperature field is obtained using equation (3.49).
The initial condition is expressed as a function of T. An initial condition on the coordinate
vector a, (t) should be derived in order to integrate numerically equation (3.54).
Taking equation (3.49) at ¢t = 0 and left-multiplying it by ®! (®! ®, = I,) yields an initial
condition on the coordinates vector than can be written as follows:

a,(t=0)=® T(t=0) (3.57)
In conclusion, the reduced order model is described by equations (3.58) :

da,(t)

C —— +Ki(h)a,(t) =L (P(t) h, Ter) (3.58a)
a,(t=0)=®"'T, (3.58b)
T(t) =®, a, () (3.58¢)

e Remark

The reduced order model consists of r equations. This will require 4r? operations at each
time step when using the Crank-Nicolson numerical scheme. In order to obtain the phys-
ical solution, the matrix vector product T(¢) = ®, a,(¢) should be computed which corre-
sponds to M (2r — 1) operations. Therefore, the entire number of operations is 41>+ M (2r —
1). We recall that the time integration of the finite element model using the Crank-Nicolson
scheme requires 4M/? operations.
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3 CHAPTER 3. MODEL REDUCTION METHODOLOGY

3.3 Inverse reduced order model (IROM)

3.3.1 Introduction

In the previous section, the reduced order model is direct because it requires as input informa-
tions the boundary conditions, the heat source and the initial condition.

In many practical situations, boundary conditions may be inavailable or incorrectly esti-
mated. To overcome this limitation, the inverse reduced order model (IROM) will be intro-
duced. The main feature of the IROM is its capability to establish a relationship between the
known (available) and the unknown (field of interest that we aim to compute) information.

The method to be described is called here Inverse Reduced Order Model (IROM) but in the
literature it is known as gappy proper orthogonal decomposition [50] or Karhunen Loeve pro-
cedure for gappy data [51]. The term "inverse" stands for the fact that in our application the
measured temperature allows to compute the unknown information (temperature in inaccessi-
ble locations).

This section is focusing on how to establish a direct and simple mathematical relationship be-
tween the known information (measured temperature) and the unknown information (missed
temperature). The model is based on two main stages: the learning stage based on POD and
the usage stage based on a minimization algorithm. The block diagram describing the IROM is
given in Figure 3.6.

| i o e e e e e e e e e e e e ke e e e e e 1
1 1
i Input data Large order Snapshots : E
¢ Boundary model matrix ‘ Singular val_ue !
| conditions. - FEM » decomposition . :
! physical (Finite Element (SVD) POD Basis :
| properties, ... Model) :
1 1
1 1
¢ Selection of r :
: dominant modes :
: Reduced Basis } Learning stage (Offline) !
AR — i
! Temperature : i
: sei:lsors Temperature of interest :
! Reduced computing time I
1

1 1
i Usage stage (online) i
! o

Figure 3.6 — Block diagram of the Inverse Reduced Order Model

The description of each stage will be given as follows :

e The learning stage :

During this stage, a simulation with a reference model (FEM) is performed for given op-
erating conditions. Obtained results include all nodes (locations). In this step, we outline
the fact that the information is computed everywhere. The obtained results are stored in
the snapshots matrix. The singular value decomposition is then applied to the snapshots
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matrix. This decomposition represents each snapshot (the temperature field at ¢; ) as a
linear combination of the POD modes. The contribution of each POD basis component is
not the same. Therefore, a selection procedure should be carried out in order to keep the
dominant modes. This stage is done offline and only once. The dominant modes (reduced
basis) are the output of this stage and that will be used to construct the IROM.

e The usage stage :

In this stage, only the information (temperature) in a subset of mesh nodes are known.
The aim of this stage is to compute the missing temperature (aimed by the user) from
the measured temperature (obtained from sensors). The reduced basis establishes a cou-
pling between the known part and the unknown part. The usage stage takes advantage
of this coupling and derives a simple mathematical relation between the knowns and the
unknowns. This relation is based on the fact that known and unknown part have the same
coordinates in the reduced basis. Further mathematical details will be given in section
3.3.3.

This method have been used in many field:

e Improve the quality of marred data by filling its gaps in a reasonable manner [51].

e Reconstruct the entire pressure field from the airfoil surface pressure distribution [50,52,
53].

e Enhance the gappy particle image velocimetry (PIV) data of shallow rectangular cavity
flow at different Mach number [54].

In Chapter 5, an application of the IROM will be given in the case of the three-legs power
module. MOSFETs temperature will be computed from temperature sensors.

3.3.2 The learning stage (POD)

The learning stage for the IROM is similar to the learning stage of the ROM based on Galerkin
projection. For more details about the construction of the reduced basis using POD, the reader
can refer to section 3.2.2.

The temperature field is computed on the finite element mesh. We can choose to work on
the entire mesh or select locations of interest for instance the maximum temperature of each
MOSFET and the mean temperature of each sensor. The SVD is applied on the snapshots matrix
which yields the POD modes. After selecting the dominant POD modes, the reduced basis will
be denoted by ®,.

The temperature field can be written as:

w(t) =3 a;(ts) d; = @, an(t:) (3.59)

The temperature field is denoted by u, for the sake of generality because this method can be
applied to another physical field (pressure, density, velocity, energy, ...). u, € RY where M
can be the number of nodes or the number of locations of interest (sensors and nodes where the
temperature is sought).
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3.3.3 The usage stage

The field u, mentioned in the previous section contains the field of interest everywhere. In
the usage stage, only a part of the vector u, is known, for instance the temperature in sensors
locations. Equation (3.59) shows that all elements of u, have the same coordinates in the reduced
basis ®,. The idea of the IROM consists in extracting these coordinates from the known part of
u,. In this section, the procedure to compute these coordinates will be depicted.

The first step in this stage is to construct matrices allowing to retrieve the known part and the
unknown part of the overall temperature vector u,. Let us denote by Sy, € RMen*M the selection
matrix of the known part and by S, € RMunsn*M where My, and M1, are the number of
nodes where the temperature is known and unknown respectively (M = M, + Mynin). The
known part u, ,(¢;) and the unknown part u, .., (t;) of the temperature field are given by:

u,,,;m(ti) = Skn uT(ti) (360)

Wy unkn (tz) = Sunkn u, (tz) (361)

Let us denote by (aq, as, ..., an,, ) the set of indices of the nodes where the temperature is
knownand (1, B2, - - -, Bu,,,, ) the set of indices of the nodes where the temperature is unknown.

The selection matrix Sy, is given by equation (3.62):

T
Skn = [eal,ea27 Cee eOszm] (3.62)

where e,, = [0,...,0,1,0,...,0] € R is the a;-th column of the identity matrix I;; € R**".
The selection matrix Sy, is given by equation (3.63):

T
Sun]m = |:egl, 652, C ,EQMMM} (363)

where e, = [0,...,0,1,0,...,0] € R is the $;-th column of the identity matrix I, € R,
The entire temperature field can be written in the reduced basis as:

u,(t;) = Zaj (t:) ¢; = @, a,(t;) (3.64)

Equation (3.64) shows that the known part and the unknown part have the same coordinates
in the reduced basis ®,. This fact is the main idea behind the IROM construction. The coordi-
nates a,(¢;) of the entire solution will be computed from the known part u, x,(#;). Inserting
equation (3.64) in (3.60) and (3.61) yields the two following equations:

Uy jon (1) = Sin ®ra,(t;) (3.65)
ur,unk‘n (t7,> - Sunk‘n ‘pr a, (tz) (366)
The known temperature provided online by temperature sensors will be denoted by uZi"¢(t;).

The only unknown in equation (3.65) is the coordinates vector a, (¢;). In order to compute it, the
following minimization problem is solved:

||u°"“”e(ti) — Skn ‘PT a, (tz) ||2 — min (367)

r.kn
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The problem (3.67) consists of M}, equations and r unknowns, which is not a square linear
system of equations. Therefore, a minimization algorithm should be carried out in order to
solve (3.67). A possible way is to compute the pseudo inverse of S, @, that will be denoted by
(Skn <I>,,)T. Therefore, the coordinates of the new solution in the reduced basis are :

a.(t:) = (Spa @) Wi (1) (3.68)

The unknown part can then be computed as :

ur,unkn(ti) - Sunkn (I)r é'r(tz) - Sunkn (I)r (Skn (1,7)1 uonline(ti) (369)

r.kn

Let us define
A = Spnin ®, (Sp ®,)1 € RMunknxMyn (3.70)

Then equation (3.69) becomes :

Uy unin (1) = A} (t;) (3.71)

r.kn

The matrix A is computed only once for given operating conditions. Equation (3.71) is the
simplest mathematical relation that can link a unknown information to the known information.

e Remark 1

The accuracy of the IROM depends on the ratio between the number of known and un-
known variables.

e Remark 2

The accuracy of the IROM depends on the number of retained modes with respect to the
number of known variables. An important requirement for the success of this method is
that the number of retained modes should be less than the number of known information

(sensors). This requirement is important to achieve a unique minimum for the problem
(3.67).

e Remark 3

The known information can include a physical quantity different from the field of interest.
For instance, when computing the temperature field, we can add the cooling fluid tem-
perature or the convection coefficient if they are available. The added information should
preferably have a strong link with the field that we want to compute.
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3.4 Conclusion

In this chapter, a survey on reduction methods have been conducted and the difference between
reduction methods have been outlined. The chosen reduction method is based on the Singular
Value Decomposition (SVD) for its convenience with commercial software.

The two reduction methods used in this work have been described and both can be seen as
a combination of two stages: the learning stage and the usage stage.

In the learning stage a reduced basis is computed from FEM solution using SVD. This stage
is the same for the two methods.

For the first method (direct ROM), the usage stage is based on Galerkin projection. It con-
sists in projecting the FEM on the reduced basis which results in a low dimensional model.
Simulations using the reduced model are much faster than with the FEM.

For the second reduction method (IROM), the usage stage is based on the fact that the known
information (temperature from sensors) and the unknown information have the same coordi-
nates in the reduced basis. Therefore, these coordinates will be computed from the known in-
formation (temperature provided by sensors), and then the unknown part can be determined.

In Chapters 4 and 5, an application of the two methods will be presented in the case of the
industrial 2MPECT power electronic module.
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Chapter 4

POD/Galerkin reduced order model of one
leg power electronic module
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CHAPTER 4. POD/GALERKIN REDUCED ORDER MODEL OF ONE LEG POWER
4 ELECTRONIC MODULE

4.1 Introduction

Failure occurring in electrical power package are mainly due to excessive temperature ampli-
tude or cycling [1]. Hence, the reliability of electronic components is strongly dependent on the
temperature. To avoid failure in the electronic package, we should choose the suitable cooling
solution, design it accurately and monitor on real time the temperature of electronic compo-
nents.

An accurate thermal design of the cooling system requires an accurate thermal model of the
system (power electronic module and the cooling system). Many thermal models have been
worked out in the literature and are based on a lumped parameter representation of the sys-
tem [2-7]. This lumped parameter representation is a thermal network consisting of thermal
resistances and capacitances. The resistances and capacitances can either be computed from
physical and geometrical properties of the system or can be identified from results.

For instance, M. Ishizuka et al [8] constructed a transient thermal network of an electronic de-
vice by assuming one-dimensional heat conduction. To take into account the three-dimensional
effect of heat conduction, F. N. Masana [9] derived an expression of the spreading resistance and
validated it by comparison with an analytical solution. The weakness of the thermal spreading
resistance lies in the fact that it varies with operating conditions (heat transfer coefficient and
power losses density) and the power module layout [10]. Therefore, this model is not suitable
for the heat transfer in multilayer electronic packages.

Another method for deriving compact thermal models is based on the identification of the
thermal network parameters from reference results (temperature obtained by finite element sim-
ulation or by experiments). A straightforward explanation of this approach can be found in [11].
This method generates a thermal network that depends solely on the power losses and a refer-
ence temperature [12]. This thermal network model does not depend explicitely on the cooling
system design parameters (heat transfer coefficient). Therefore, it is not convenient for the de-
sign of the cooling system.

The most accurate thermal models are those obtained by space discretization methods (finite
element or finite difference methods, ...). The main drawback of the latter methods is its high
computing time when dealing with high-dimensional systems requiring a large number of mesh
nodes. This weakness makes the FEM unsuitable for realtime monitoring of the temperature or
for the design of the electronic package.

In this chapter, we propose a model that gathers the mathematical structure of a compact
thermal model and the accuracy of a finite element model. These two qualities (compact mathe-
matical structure and accuracy) are achieved by proper orthogonal decomposition and Galerkin
projection.

In the first section the studied system is described in details and the considered boundary
conditions are adressed. Then, the convergence properties of the FEM are depicted. After that,
the steps of the ROM construction are addressed. In the following sections, the ROM has been
studied for the steady and transient states. The learning stage of each model is described. The
performances of the steady and transient ROMs have been assessed when the usage operating
conditions are different from those of the learning conditions. The effect of the snapshots time
step on the accuracy of the transient ROM is analyzed.
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4 4.2. THE STUDIED POWER ELECTRONIC MODULE (PEM)

4.2 The studied power electronic module (PEM)

The studied industrial system consists of a three-legs power electronic module mounted on a
cooling system. For the sake of simplicity, a single leg power module was considered in this
study. The constructed model can be expanded to study the thermal behavior of the three legs
power module by considering relevant values of the boundary conditions (the fluid temperature
and the convection coefficient). Under the assumption that all heat flows to the heat sink air
stream and not to the surroundings, the fluid temperature of the considered one leg power
module T}“ can be computed from the fluid temperature of the upstream one leg power module
T} by the following relationship:

P,

T'H-l :TZ
f f+m0p

where P, h and C), are respectively the power losses in the i-th power module (i = 1,2, 3 for a
three phase DC/AC converter), the mass flow rate and the heat capacity of the cooling fluid.

4.2.1 Geometry and materials of the PEM

The power module described in the Chapter 1 consists of 12 MOSFETs. These 12 MOSFETs are
soldered on a DBC. The DBC is mounted on a base plate in order to spread out the hot spots
created by the power losses in MOSFETs. In Figure 4.1, the top face of the power module is
presented with the corresponding dimensions in mm. The dimensions of the MOSFET chip are
6.44 mm x 4 mm x 0.19 mm.

108

60

20.5

Figure 4.1 — The power electronic module top surface

A description of the power module layers is given in Figure 4.2.
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CHAPTER 4. POD/GALERKIN REDUCED ORDER MODEL OF ONE LEG POWER
4 ELECTRONIC MODULE
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Figure 4.2 — The power electronic module layers and the equivalent heat transfer coefficient
The DBC consists of two copper layers and a ceramic layer. Each of the copper layers is
0.3 mm thickness. The ceramic layer is 0.35 mm thickness. The heat spreader is a copper base-

plate measuring 3 mm thickness.
The physical properties of the used material in the power module are listed in Table 4.1

| | p(kg/m®) | C, (J/kg/K) | K(W/m/K) |

Copper 8700 385 400
AIN (Ceramic) 3255 800 180
SiC 3200 750 370

Table 4.1 — Physical properties of the materials used in the electronic power module

Each MOSFET is soldered to the DBC. The contact between the MOSFET and the DBC is not
perfect which results in a contact thermal resistance. The contact thermal resistance between
the MOSFET and the DBC is chosen to be equal to :

REet = 3.107° K.m® /W

solder

The contact thermal resistance between the DBC and the heat spreader is chosen to be equal to :
REEET s = 4107 Kom? /W

These values of the contact thermal resistances are chosen with respect to experimental mea-
surements carried out on a single chip power module delivered by I2MPECT partners. The
chosen contact thermal resistances are in the range of values found in the literature [13].

4.2.2 Boundary conditions and thermal load

The top surface of the power module is covered by an electrical insulator which is also a ther-
mal insulator. Therefore an adiabatic boundary condition has been considered on this surface.
The edge surface of the power module are surrounded by a plastic border. For that reason, an
adiabatic boundary condition has been considered on this surface. The bottom surface of the
power module is in contact with the cooling system as shown in Figure 4.2. Consequently a
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4 4.3. CONVERGENCE OF THE FINITE ELEMENT MODEL (FEM)

convection boundary condition is considered here. The choice of the heat coefficient and the
temperature is goverened by heat transfer law in the heat sink as described in Appendix A. In
the case of steady state ROM many values of the heat coefficient have been considered and the
accuracy of the ROM with respect to this parameter have been studied. In the case of transient
ROM, the heat coefficient and the fluid temperature are chosen equal to h., = 4000 W/m?/K
and Ty = 50 °C. The inlet fluid temperature 7y = 50 °C corresponds to the operating conditions
that are defined by industrial partners.

Power losses occur in MOSFET chips. We assume that this dissipated power is uniformily
distributed over the MOSFET volume. In the case of steady state ROM, several values of power
losses have been considered in order to assess the performance of the ROM. In the case of tran-
sient ROM, we considered a power loss profile depending on time and the accuracy of the ROM
with respect to this parameter is investigated.

4.3 Convergence of the finite element model (FEM)

4.3.1 Mesh convergence

In order to assess the discretization quality using finite element method, a convergence study
has been carried out. In this study, 5 meshes with different refinement level have been consid-
ered. For each mesh, the maximum temperature over the power module is computed and the
energy conservation is checked. The energy conservation condition that has been checked can
be written as :

P—heyS(T,—T) =0

where S in the bottom surface of the power module submitted to convection heat transfer, 7 is its
mean temperature, and P is the overall power losses in MOSFETs. The mesh convergence study
have been performed in the case of steady state heat transfer in order to avoid time discretization
errors. Table 4.2 summarizes the mesh convergence results in the case of linear shape functions.
hnax and hy,;, stands for the maximum and minimum mesh size. The convergence study have
been performed in the case of h., = 4000 W/m?/K, Ty = 50 °C and P = 300 W'.

| ' Number of nodes | hyin(mm) | hyax(mm) | 7,,,,(°C) | Energy balance |

Mesh 1 505818 0.009 2.8 153 0
Mesh 2 142240 0.064 4.6 15291 0
Mesh 3 19984 0.056 57 152.48 0
Mesh 4 8386 0.177 9.2 151,8 0
Mesh 5 2953 0.649 15.2 149.26 0

Table 4.2 — Mesh convergence in the case of linear shape function

It can be noticed that the energy conservation is verified for all meshes. The maximum tem-
perature (7,,,,,) obtained for the finest mesh is equal to 153 °C.

A good trade-off between small number of nodes and an accurate model is made by choosing
the mesh 3 with linear shape functions. This choice results in an absolute error on the maximum
temperature equal to 0.5 °C at steady state.
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CHAPTER 4. POD/GALERKIN REDUCED ORDER MODEL OF ONE LEG POWER
4 ELECTRONIC MODULE

4.3.2 Temporal convergence

The effect of the time step has been studied. The transient solution has been computed using
equation (2.28) which is an analytical solution for the time integration problem. The drawback
of the analytical solution is the high computing time. Therefore it is recommended to use a nu-
merical integration scheme. The chosen time integration scheme is the Crank-Nicolson scheme.
Four time steps have been considered: At = 0.001 s, At = 0.01 s, At = 0.1 sand At =1 s. The
absolute error time evolution in the node with the biggest error for these time steps has been
plotted on Figure 4.3.

1
g

10° ¢

[y

o
i
T

o '
T T T

Absolute Error (°C)
=
o

[EnY
)

w
T T

-4 . . H R | H H H | H i i R
107t 10° 10t 10
Time (s)

10

Figure 4.3 — Time step convergence in the node of the highest error

The time step convergence study has been carried out in the case of h., = 4000 W/m?/K,
Ty =60°C and P = 400 V.

The obtained results show that a time step convergence is achieved for At = 0.1 s. This time
step will be used in the next sections.

4.4 Construction of the reduced order model

The main steps to construct the reduced order model are:

1. Construction of the finite element model (FEM) on COM SOL®:;

Constructing of the power module geometry.

e Assigning the material for each component of the geometry.

Setting the boundary conditions.

Constructing the mesh: in this task many meshes are assessed and the best one is
kept.
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4.4. CONSTRUCTION OF THE REDUCED ORDER MODEL

e Running time-dependent simulation for given operating conditions.
2. Recovering the FEM matrices:

e The mass matrix C does not depend on boundary conditions, thus it is recovered from
the previous FEM.

e The stiffness matrix depends on boundary conditions (K(h) = Ky+h K., as described
in equation (2.22)). Therefore, two finite element simulations are run. In the first one,
by setting h = 0 in COM SOLY, the matrix Ky is recovered. In the second one, we
choose for instance h = 1W/m?/K and K(h = 1) is recovered, hence K., = K(h =
1) — Ko.

e The load vector depends on boundary conditions (1(P(t), h, Tprt) = P(t) lg+h Tewt Loy
as described by equation (2.23) ). Another two finite element simulations are carried
out in order to compute 15 and 1.,. In the first simulation, we set P = 0, h = 1 and
T,..: = 1. In this case the vector 1., is recovered. In the second simulation we set P = 1,
h = 0 and T,,; = 0 and the vector 1, is recovered.

e After recovering finite element matrices, a time-dependent simulation for arbitrary
boundary conditions is carried out using M ATLAB® and cOMSOL®. Obtained
result showed good agreement between the two computational tools which validates
the procedure used to recover finite element matrices.

e Assess the temporal convergence of the finite element model by testing various values
of time steps.

3. Preparing matrices used by the ROM:

e Run finite element simulation(s) on M AT LAB ® for given operating conditions (P (), h, T¢.:)
in order to construct the snapshots matrix.

e Apply SVD on the snapshots matrix and save the dominant POD modes (®,).

e Construct the matrices given by equations (3.55).
4. Online computing of the ROM

e Compute the ROM matrices (equation (3.56)) for given operating conditions.
e Compute the initial condition of the ROM as given in equation (3.57).
e Integrate in time the ROM given by equation (3.58a).

e Compute the temperature field from equation (3.58c).
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CHAPTER 4. POD/GALERKIN REDUCED ORDER MODEL OF ONE LEG POWER
4 ELECTRONIC MODULE

4.5 Steady state reduced order model

When designing a cooling system for a given power electronic module, the main design criterion
is based on the maximum temperature. When the power losses are constant, the maximum
temperature is reached at the steady state. A cooling solution is specified by the value of the heat
coefficient. A handy procedure to assess accurately and quickly the effectiveness of a cooling
system is to use a steady state thermal reduced order model. In this section, the construction
steps of the steady state reduced order model are depicted and the performance of the ROM
(accuracy and computing time) are investigated.

4.5.1 Learning stage: POD

The first step is to compute the temperature field for a set of operating conditions (h, P, Ty). The
used finite element mesh consists of M = 19984 nodes. For instance, the temperature field is
presented on Figure 4.4 in the case of P = 200 W, h,, = 1000 W/m?/K and T} = 50 °C.

150

140

1130

1120

1110

100

90

Figure 4.4 — Temperature field in the case of P = 200 W, h., = 1000 W/m?/K and T}y = 50 °C

The temperature fields will be used to construct the snapshots matrix. The chosen parame-
ters used to construct the snapshots matrix are presented on Figure 4.5. The fluid temperature
is equal to 50 °C and is kept the same for all cases.
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Figure 4.5 — The Learning map

The snapshots matrix is constructed from the computed temperature fields. Each column
of the snapshot matrix correspond to the temperature field obtained for the pair (., P). The
obtained snapshots matrix is A/ x N where M is the number of nodes and N = 12 is the num-
ber of pair (h.,, P). The singular value decomposition is performed on the snapshots matrix.
The first 6 spatial modes of this decomposition are presented on Figure 4.7. The singular value
distribution and the relative energy content are presented on Figure 4.6.

Figure 4.7 shows that the higher order modes have higher spatial gradients.

It can be seen from Figure 4.6 that the singular values decreases drastically. This rapid de-
crease is a typical behavior of the singular value decomposition. If we want to keep the modes
having a relative energy content greater than 10~'°, then we should retain 4 modes. We can con-
sider the singular value distribution to select the dominant modes. It has been shown in Chapter
3 that the reconstruction error using the first » modes is bounded by \/min(M, N) — r 0., (see
equation (3.37)). Therefore, the reconstruction error (based on maximum norm) induced by
taking r = 4 is bounded by /12 — 4 107® = 2.8 10~® °C. During the usage stage that will be
addressed in the following section, the coordinates of a new solution will be computed in this
POD basis. This approach reduces the number of unknowns from M = 19984 to r = 4.
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10° 10710+
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Mode number Mode number
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Figure 4.6 — Singular values and REC distribution
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Figure 4.7 — The 6 first POD modes
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4 4.5. STEADY STATE REDUCED ORDER MODEL

4.5.2 Usage stage

During this stage, the solution will be computed in the reduced basis (4 first POD modes). In
order to assess the robustness of this approach, we consider operating conditions (h, P, Ty) that
can be identical (red circles on Figure 4.8 )or different from the learning stage (Figure 4.5). The
usage stage operating conditions are presented on Figure 4.8. The temperature field has been
computed for all the operating conditions (117 pair (h, P,T};)) of Figure 4.8 using the FEM and
the ROM.
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Figure 4.8 — The Learning and usage map

The difference between the FEM and the ROM is computed and its norms are calculated and
plotted on Figure 4.9 for each usage operating condition.
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Figure 4.9 — Error distribution in the case of 4 retained modes

It can be noticed from Figure 4.9 that the error is important for operating condition different
from the ones considered during the learning stage. This behavior can be explained by the fact
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CHAPTER 4. POD/GALERKIN REDUCED ORDER MODEL OF ONE LEG POWER
4 ELECTRONIC MODULE

that snapshots skipped during learning (with respect to usage) are not well presented by the
POD basis. It can be seen that this error increases when the dissipated power increases and the
convection coefficient decreases.

In order to assess the selection criteria of dominant modes, we plot on Figure 4.10 the absolute
error field for different number of retained modes. The chosen operating condition is : P =
500 W and h., = 2000 W/ m? /K. Tt can be seen from Figure 4.10 that when increasing the number
of retained modes, the absolute error field decreases. The steady state can not be described by a
single mode. Using only the first mode results in an important error that is localised on the heat
sources (MOSFETs), and adding the second mode allows to remove it. It can be seen that far
r > 4, no improvement in the accuracy is notable which proves the robustness of the dominant
modes selection criteria.

Now, this study will be performed for all usage operating conditions. The [? norm of the
difference between the FEM and the ROM will be plotted for many values of retained modes.
Obtained results are presented on Figure 4.11. We can see that for the ROM of a single POD
mode, the error increases when power losses increases. This behavior does not depend on the
difference between learning and usage operating conditions.

Adding modes 2, 3 and 4, decreases the magnitude of the previous error without any depen-
dence on the dissipated power or the convection coefficient. From r = 4, the error in not affected
by adding other modes and the observed behavior is due to the difference between the learning
and the usage operating conditions.

We have seen that a ROM of 4 modes results in an [?> norm error that does not exceed 1 °C
and an absolute error less than 1072 °C.

The computing time for a single simulation for both finite element model and ROM is given
in the Table 4.3.

Model | CPU time (s)
FEM 0.267
ROM 0.001

Table 4.3 — Computing time

Thanks to the ROM a gain of 267 is achieved. Such computing time, allows to reduce drasti-
cally the design phase of a cooling system for large range operating conditions.
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Figure 4.10 — Absolute error |T,(z) — Tyrpr(x)| in the case of P = 500 W and h., = 2000 W/m?/K
for different number of retained modes
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Figure 4.11 — The error (I? norm) map for different number of retained modes
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4 4.6. TRANSIENT REDUCED ORDER MODEL

4.6 Transient reduced order model

As described in Chapter 1, the reliability of electronic components depends on temperature. In
order to increase the electronic components lifetime and prevent failure, the temperature in the
power module should be tracked in real time. Real time monitoring can be achieved by putting a
temperature sensor on the electronic component. Unfortunately, such procedure is not allowed
in I2MPECT project for packaging reasons. The proposed solution is to construct a virtual sensor
that will perform the same task as a real temperature sensor. This virtual sensor is the thermal
reduced order model. The ROM should be accurate and fast in order to measure in real time the
temperature. In this section, the construction steps of the transient ROM will be presented and
its performance will be assessed.

4.6.1 Learning stage: spatial modes and eigen values distribution

The first step to construct the ROM, is to perform a transient simulation for given operating
conditions. The boundary conditions considered in the learning stage are : h = 4000 W/m?/K
and 7Ty = 50 °C. The initial condition considered for this simulation is a uniform temperature
tield equal to T; = 20 °C. The power profile used for learning is presented on Figure 4.12. The
sudden variation in time of the power profile is a typical behavior in real operational conditions.
During the first 25 s, the power is set to 0 IV in order to adjust to the effect of boundary conditions.
From 25 s to 50 s the power is set to 400 IV in order to involve the power losses effect in the
snapshots matrix.
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Figure 4.12 — The Learning power profile

The obtained temperature field is stored in the snapshots matrix. The time step separating
two consecutive snapshots is equal to 0.1 s which is the FEM time step. The finite element mesh
consists of M = 19984 nodes. Therefore, the snapshots matrix U belongs to R!%%4*591  For
instance, 6 snapshots at instants ¢ = 0.1s,¢t =15s,t =10s,¢t =20s,t = 30 sand ¢t = 40 s are
presented on Figure 4.13.
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Figure 4.13 — The temperature field at different time instants

The SVD is applied on the snapshots matrix. The first 8 POD modes are presented on Figure
4.14.
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Figure 4.14 shows that higher order modes have larger spatial gradients.
In Figure 4.15, temporal modes are presented.
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Figure 4.15 — The first 8 temporal modes
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The temporal behavior of the temperature field is included in the temporal modes. When
the power losses vary suddenly (around 25 s) in time, the temporal modes vary as well. We
can notice that the time variation of the high order modes is much more important than the first
ones. Such behavior implies that important time variation of the temperature field are captured
by high order modes. In order to confirm this purpose, we plot on Figure 4.16 and 4.17, the
10 first temporel modes for 0 s < ¢ < 25 s and for 25 s < ¢t < 50 s. A logarithmic time scale
is used in order to better visualize important time variation. The temporal modes variation
when 0 s < ¢t < 25 s are due to the difference between the initial temperature and the fluid
temperature. These variations are not the same when a change in power losses is generated in
the power module as can be seen from Figures 4.16 and 4.17.
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Figure 4.16 — The first 10 temporal modes for 0 s <¢ < 25 s
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Figure 4.17 — The first 10 temporal modes for 25 s <t < 50 s
The singular value distribution and relative energy content are presented on Figure 4.18.
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Figure 4.18 - Singular values and REC distribution

As explained in the first section, the reconstruction error using the r first modes is bounded
by \/min(M,N) —r 0,1 (see equation (3.37)). In order to realize a reconstruction having an
error less or equal to 0.1 °C, the number of retained modes should be greater or equal to 25
modes.

If we want to keep modes having a relative energy constribution greater or equal to 10717,
then the number of retained modes should be greater or equal to » = 15 modes.

A graphic illustration of the singular value decomposition of the temperature field is given
in Figure 4.19. The SVD can be seen as the method of separation of variables. The spatial part
are called the POD or spatial modes. The product singular value times the temporal mode is
called the temporal amplitude. Each of the spatial and temporal modes are orthonormal(they
are all unit vectors and orthogonal to each other). Therefore the weight of the snapshots matrix
is localized in the singular values. The main feature of the singular value decompostion is the
exponential decrease of its singular values as it can be seen from Figure 4.18. This feature allows
to write each column of the snapshots matrix as a linear combination of a reduced number of
vectors (dominant POD modes).
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In order to assess the dominant modes selection criteria based on singular value distribution,
we plot the reconstruction error for each snapshot using » modes on Figure 4.20 and Figure 4.21.

Two recosntruction errors have been calculated:

The first one (Figure 4.20) is the /> norm of the difference between the baseline snapshot u(t;)
and the one reconstructed from the first » modes, namely:

[ut:) —up(t:)]l2

The second one (Figure 4.21) is the maximum norm of the difference between the baseline
snapshot u(¢;) and the one reconstructed using the first - modes, namely:

[u(t:) —w-(t:) ]l
The second error can be seen as the maximum of the absolute error over the nodes.
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Figure 4.20 — Reconstruction error of the snapshots matrix using the I norm
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Figure 4.21 — Reconstruction error of the snapshots matrix using the maximum norm
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Figure 4.22 shows that the reconstruction error raises during the sharp transient phases (sud-
dent variation of the power losses or the cooling fluid temperature). This error falls when the
number of retained modes increases. It can be noticed from Figure 4.22 that » = 15 modes
are required to obtain an approximation of the temperature field with an error less or equal
to 0.1 °C. The dominant modes selection criteria based on the singular value distribution states
that » = 25 modes are required to have an approximation error less or equal to 0.1 °C' (see Figure
4.18 ). Therefore, the selection criteria based on the singular values distribution overestimates
the number of retained modes. This can be explained by the fact that singular values give an
estimation of the reconstruction error for the total matrix and not for each snapshot.

Now, the reconstruction error of the snapshots matrix is plotted as function of r. Two errors
are plotted:

e The first error is the Frobenius norm of the difference between the baseline snapshots ma-
trix and the one reconstructed from the first r modes. This error can be written as :

Er)y=U-®,1:r)S(1:r1:r) ¥, 1:7)7||p

e The second error is computed as the maximum in time and space of the difference between
the baseline snapshots matrix and the one reconstructed from the first r modes, namely :

maztime(ma$x(|U - UT |))

105 -
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Figure 4.22 — Reconstruction error of the snapshots matrix

It can be noticed from Figure 4.22 that a ratio of 100 exists between the two types of errors.
The second error is more relevant than the first one as it gives an exact value of the maximum
reconstruction error.

Based on this statement, the number of retained modes that realizes a maximum error less
than 0.1 °C'is r = 13 modes.

In the next section a reduced order model consisting of 10 modes will be used. The temper-
ature field will be computed in the basis containing the first 10 POD modes.
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4.6.2 Usage stage

The power profile used to construct the POD basis is presented on Figure 4.12. The issue that
arises is: does the ROM remains accurate if the power profile vary with respect to the learning
one?

We remind that in practical situations, the power profile vary constantly. In this section
we investigate the robustness of the ROM when considering a power profile different from the
learning one. The power profile considered in this study is presented on Figure 4.23.
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Figure 4.23 — Usage power profile

The boundary conditions (., and Ty) are kept constant.
In this study the FEM and the ROM are simulated.

The surface temperature of the ROM and the FEM at different instants (t =1 s, ¢ = 55 s and
t = 110 s) in the case of r = 10 retained modes are presented on Figure 4.24. A considerable
resemblance between the ROM and the FEM can be seen on Figure 4.24 at each time step.

The absolute error between the FEM and the ROM at the same instants is plotted on Figure
4.25. There is no typical spatial behavior of the error over the power module. This error do not

exceed 0.1 °C' for the presented instants. Obtained results show a good agreement between the
ROM and the FEM.
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The time evolution of temperature in the hottest node is plotted on Figure 4.26.
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Figure 4.26 — Temperature profile in the hottest node given by the FEM and the ROM of order
10

A good matching between the FEM and the ROM can be observed. This agreement is main-
tained for large range of power losses.

In order to quantify the error of the ROM, the maximum norm of the difference between the
FEM and the ROM is plotted as function of time on Figure 4.27. This error is plotted for several
values of retained POD modes r = 5, 10, 15, 20, 30. It can be seen that the ROM of order 10 has
an error that does not exceed 0.4 °C over the time and space. Whatever the value of the power
losses, the error remains low and there is no typical behavior of the ROM error with respect to
power losses. It can be observed that increasing the number of retained modes improves the
accuracy of the reduced order model. In practice, an error less than 0.1 °C' does not affect the
lifetime of an electronic component.
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Figure 4.27 — Usage power profile

It has been proven in the previous results that the ROM of order 10 has an error that does
not exceed 0.4 °C for a large range of power losses. The question then arises is the computing
time gain realized with such model. The computing time is evaluated for both FEM and ROM
and is presented in Table 4.4.

] Model ] FEM ] ROM (r=10) \ ROM (r=20) \ ROM (r=30) \
CPU Time | 11 hours | 1.7 seconds 1.8 seconds 1.9 seconds
Gain 23 000 22 000 21 000

Table 4.4 — The computing time of the FEM and the ROM

It can be noticed that the CPU time is more or less the same between the ROM with r =
10, 20, 30. A relevant choice will be to use a ROM consisting of r = 30 modes.
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4.6.3 ROM limits: time step effect

The finite element solution has been computed in the case of Atpgy = 0.1 s using Crank-
Nicolson time integration. The singular value decomposition can be computed using all snap-
shots or a sub-sampling of the snapshots with a chosen time step that will be denoted Atgy p.

The reduced order model can be computed using a different time step from the two previous
ones, that will be denoted by Atgou.

All these time steps are illustrated on Figure 4.28.

At pEm
FEM b6+
At syp Selected snapshots
SVD | I | : l I I
/
Reduced basis @, 5

ROM ——

Figure 4.28 — The different time steps

In this section we will investigate the effect of Atgy p on the accuracy of the ROM.

For this purpose, we consider a set of snapshots time steps Atsyp respecting a power of 2
ratio, namely: AtSVD = AtFEM/ AtSVD = 2AtFEM/ AtSVD = 22 AtFEM/ AtSVD = 23 AtFEM/
Atsyp = 2* Atppu.

The ROM is executed with the same time step as the FEM: Atpoy = Atppy, but with a POD
basis obtained with different Atgy p time steps. The considered ROM consists of 10 dominant
modes. The maximum norm error is presented on Figure 4.29.
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Figure 4.29 — ROM (r=10) in the case of different Atgyp

Figure 4.29 shows that raising Atgy p improves the accuracy at the steady state.

During the suddent variation of the power profile, the error is important for all Atgy p.

In order to better visualize the effect of Atgyp on the accuracy of the ROM, only the first 50
s have been considered and the time-axis is set to a logarithmic scale .
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Figure 4.30 — ROM (r=10) in the case of different Atgyp

It can be seen from Figure 4.30 that during the first 15 s, the ROM obtained with Atgyp =
Aty pr has the better accuracy. Increasing the snapshots time step Atgy p decreases the accuracy
of the ROM during the transient phase.
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It is outlined in section 4.6.2 that the error raises up when changing power losses and that
increasing the number of retained modes decreases this error. In the Figure 4.31, the sudden
variation time region (around 50 s) is zoomed in. It can be stated that increasing the time step
Atgyp deteriorates the accuracy of the ROM during this period.
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Figure 4.31 — Zoom around ¢ = 50 s of the ROM(r=10) error in the case of different Atgy p

Two important conclusions can be drawn from the results :

e Increasing the snapshots time step Atgy p enhances the accuracy of the ROM during steady
state period.

e Decreasing the snapshots time step Atgy p enhances the accuracy of the ROM during tran-
sient state period.

The question is : can we predict such behavior during the learning stage be-
fore performing ROM simulation ?

The answer is YES and it will be by assessing the projection error of the baseline snapshots
matrix (computed with Atygr).
The procedure steps are described below :

1. Constructing the snapshots matrix with a sub-sampling time step Atsy p from the baseline
snapshots matrix .

2. Constructing a POD basis from the snapshots matrix obtained by a time subsampling time
step Atgyp. Inthe POD basis only r = 10 are kept. This POD basis will be denoted ¢

rAtsyp®

3. Projecting the baseline snapshots matrix on the POD basis obtained by Atgyp. The pro-
jection is computed by the following relationship :

(¢7'7AtSVD ‘¢ZAtSVD) U
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The time evolution of the projection error is computed as follows:

Eprojection (1 Atsvp: ti) = [[u(ts) = (@ avsyp-Pratsyn) ulti)ll

7"7AtSVD

This error is presented on Figure 4.33.
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Figure 4.32 — Projection error of the snapshots matrix in the case of different Atgyp

In order to investigate the error during a short time period, the current time-axis is set to a
logarithmic scale.
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Figure 4.33 — Projection error of the snapshots matrix in the case of different Atgyp

It can be seen from Figure 4.33 that the error behavior is roughly similar to the one presented
on Figure 4.30.

Therefore, it is recommended to compute the projection error for different Atgy p, if we in-
tend to use a time step different from learning.
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4.7 Conclusions

Two reduced order models have been constructed for two purposes: cooling system design and
temperature monitoring within the power module. The performances of both ROM is assessed
in terms of accuracy and computing time.

The constructed steady ROM consists of 4 POD modes. This model provides accurate results
with an error less or equal to 0.03 °C. This accuracy is maintained for large range of power losses
and heat coefficient. The steady ROM allows to divide the computing time by 267.

The transient ROM consists of 10 modes. The selection criteria of dominant POD modes have
been justified. A good agreement has been observed between the 3-dimensional temperature
tield given by the FEM and the ROM. The time evolution of the error shows that the accuracy is
degraded when power losses vary suddenly and that increasing the number of retained modes
reduces these error peaks. It has been shown that the accuracy of the transient ROM is preserved
for large range of power losses. We have noted that increasing the time step between snapshots
declines the accuracy of the ROM accuracy during the transient state and improves it during
steady state. For the usage power profile, the computing time gain is equal to 23000.

In conclusion, the reduced order models constructed using POD and Galerkin projection has
shown to be accurate and fast to study heat transfer in electronic components.
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CHAPTER 5. INVERSE REDUCED ORDER MODEL OF THE THREE LEGS POWER
5 ELECTRONIC MODULE

5.1 Introduction

Problem statement

The performance of semiconductors devices such as MOSFET transistors depends deeply on
temperature [1]. In order to predict failure that can occur in electronic components and pursue
their aging, the temperature in the power module should be monitored in real time.

Placing a sensor on each transistor is prohibited because of packaging constraints. To bypass
this problems, temperature measurement models have been developed. These models can be
either direct or inverse. Direct models require the knowledge of power losses in passive compo-
nents and boundary conditions, whereas inverse models can work with any physical quantities
of the thermal problem, for instance the temperature in allowed measurement locations.

State of the art

Several direct models are used to compute the temperature of electronic components such as
thermal network models. These models consists of a ladder of thermal resistances and capaci-
tances that are calculated either from physical and geometric properties (Cauer model) [2] or
identified by a minimization algorithm (Foster model) [3,4]. Numerical models based on space
discretization such as finite element method are also used to compute the temperature field in
electronics. The main drawback of this class of methods is its high computing time, thus they
can not be used to monitor in real time the temperature. Reduction methods such as POD are
used to decrease the dimension of the detailed model while conserving its accuracy. These mod-
els show good performance when treating industrial cases, for instance temperature calculation
of a buried oil pipeline [5], two-dimensional temperature field in a gas-cooled turbine blade [6]
and 3D temperature field in a power electronic module [7].

All the previous models are direct, but in many practical situations, it is difficult to have ac-
cess to power losses or boundary conditions. For instance in high power electronic modules,
the strong electro-magnetic waves will disturbe the current measurement and the on-state elec-
trical resistances of MOSFETs are not known with precision, thus the obtained power losses
are inaccurate. To overcome this obstacle, inverse techniques are used and aim to measure the
temperature in allowed locations in order to construct the missing information in the zone of
interest. For example, S.R.Carvalho et al [8] constructed a numerical thermal model for the cut-
ting tool using finite volume method. Then they minimized the square of the difference between
the measured temperature and the temperature obtained by thermal model in order to identify
the heat flux at the chip-tool interface.

Computing the detailed model inside the inverse model loop leads to high computing time.
To bypass this limit, some authors used the reduced model. For example M.Girault et al [9,
10] used a reduced order model based on the model identification method (MIM) to solve the
inverse heat conduction problem (IHCP). They used the future time steps method in order to
estimate a time dependent thermal input from the temperature measurement inside the domain.
E.Videcoqetal [11] used the same approach based on branch eigen modes reduced order model.
The model was shown efficient to compute the temperature of the cutting tool in the friction zone
which is inaccessible by direct measure of temperature.

The proposed solution
In the last approaches, we must first identify the power losses and then compute the temperature
in inaccessible locations.

122
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



5 5.2. THE STUDIED POWER ELECTRONIC MODULE (PEM)

The inverse reduced order model (IROM) skips the stage of power losses identification and
establishes a direct relation between the measured temperature and the temperature in inacces-
sible locations.

In this chapter an illustration of the IROM in the case of the three-legs power electronic mod-
ule is given. In sections 2, the geometry and the materials of the power module as well as the
boundary and initial conditions are described. In section 3, a brief description of the used finite
element model is given.

In sections 4 and 5, the construction (learning stage) of the IROM and its accuracy assessment
(usage stage) are depicted. The effect of the locations and number of measurement are adressed.

5.2 The studied power electronic module (PEM)

5.2.1 Geometry and materials of the PEM

The studied power module is presented in Figure 5.1. This system consists of 3 legs (phases)
power modules mounted on the cooling system. The geometry and material description of a
single leg power module is given in Chapter 4. The spacing between two consecutive legs is
5 mm.

Figure 5.1 — The 3 legs power electronic module

The chosen material for the cooling system is aluminum thanks to its good thermal perfor-
mance and its lightweight. The thermal physical properties of the aluminium used in this study
are: py = 2700 kg/m?, kay = 238 W/(m.K) and C,, 4, = 900 J/(kg.K).

The used fins are rectangular and their dimensions are presented in Figure 5.1. The cooling
fluid that will cross the fins is air. The thermo-physical properties of air used in this study are :
Pair = 1.2 kg/m?, koir = 0.025 W/(m.K) , Cp pir = 1005.4 J/(kg.K) and v, = 1.5 1075 m?/s.
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CHAPTER 5. INVERSE REDUCED ORDER MODEL OF THE THREE LEGS POWER
5 ELECTRONIC MODULE

5.2.2 Electronic components and temperature sensors

The power module consists of 36 transistors and 6 temperature sensors. The transistors are
MOSFETs. The used temperature sensors are thermistor of the negative temperature coefficient
(NTC) type. The number and placement of sensors was fixed by the industrial partners taking
into consideration electrical constraints. Locations of MOSFETs and temperature sensors are
presented in Figure 5.2.

D Temperature sensors

MOSFETs

Figure 5.2 - MOSFETs and temperature sensors in the power module

5.2.3 Boundary and initial conditions

The fluid region boundary conditions are:
e The inlet air velocity denoted by V;, is applied on the heat sink entrance.

e The relative pressure at the heat sink outlet is set to zero.

The heat transfer boundary conditions are:

e The inlet air temperature denoted by 7% ;, is set at the heat sink inlet.

e An adiabatic boundary condition is considered on the outer surface of the entire power
module except the fluid inlet and outlet.

Power losses are assumed to be uniformly distributed over the 36 MOSFETs. The overall
power losses is denoted by P(t).

The temperature att = 0 s is considered uniform over the solid and fluid regions and is equal
to T, = 20 °C.
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5 5.3. THE FINITE ELEMENTS MODEL

5.3 The Finite Elements Model

The first step consists in performing a steady state fluid dynamic simulation of the fluid region.
The flow is assumed laminar because the operating inlet velocity ranges between 2 m/s and
8 m/s (The Reynolds number ranges between 417 and 1668 which is less than 2400). During this
step, the velocity and the pressure field are computed by solving the Navier-Stokes equations.
The second step consists in solving the energy equation in the fluid and in the solid regions.
The computed velocity field is used in the energy equation for the fluid region.
These two steps have been implemented in the commercial finite element software COM S OL®,
The used mesh is presented in Figure 5.3. Linear shape functions have been used in this
study.

A\

»

:

VAV

4

Figure 5.3 — The mesh

The mesh convergence is assessed by performing an extremely fine mesh simulation. The
extremely fine mesh contains 3 456 182 elements in the fluid region and 7737384 elements in
the solid region whereas the considered mesh contains 312 074 elements in the fluid region and
283 366 elements in the solid region. The relative difference of the maximum temperature be-
tween the two meshes is equal to 0.4 %.

The numerical time integration of the finite element model is performed using a second order
backward Euler scheme.

The first step to construct the inverse reduced order model is to compute the temperature
tield using the FEM. For instance, the temperature field at t = 10 s and ¢t = 300 s are presented
in Figure 5.4 in the case where P(t) = 450 Wover the 300 s, V};, = 5m/s and T}, = 40 °C.

It can be seen in Figure 5.4 that the temperature along the fins (in the y-direction) is not
uniform. This can be explained by the fact that the cooling air heats up when crossing the fins
and removing the heat from electronic components.
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CHAPTER 5. INVERSE REDUCED ORDER MODEL OF THE THREE LEGS POWER

5 ELECTRONIC MODULE

Temps=10s (degC)

t=10s

t=300s

Figure 5.4 — The temperature field in the power module at ¢ = 10 s and ¢ = 300 s

5.4 Construction and assessment of the inverse reduced order
model

5.4.1 Construction

1. Construction of the finite element model (FEM) on COM SOL®:;

e Constructing of the power module geometry.
e Assigning the material for each component of the geometry.
e Setting the boundary conditions.

e Constructing the mesh: in this task many meshes are assessed and the optimal one is
kept.

2. Construction of the IROM matrice A:
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

e Recovering the finite element model results using LiveLink™ for MATLAB® . The
results considered in our study are the maximum temperature for each MOSFET and
the mean temperature of each NTC sensor. This procedure yields the snapshots ma-
trix.

e Performing a SVD on the snapshots matrix in order to extract a reduced basis (®,)
that represents well the temperature field behavior.

e Constructing the selection matrices Sy, and Sypn-

e Constructing the matrix A given by equation (3.70). This matrix links the MOSFETSs
temperature to the NTC temperature as shown in equation(3.71).

5.4.2 Assessment

Reference model

T £
MO.S‘:l( i) :® Error
Vin FEM Toosss(to) T
T, . _ 11Mmos36\li 1
[ in=——> — X (L) =
Pt LCOMSOL) O = yrea ()
| Thres(t;) |

Figure 5.5 — Assessment of the inverse reduced order model

In order to assess the IROM, we run finite element simulation for given operating conditions
(that can be different or identical to the learning). Then the maximum temperature of each
MOSFET and the mean temperature of each NTC sensor is extracted. The MOSFETs temperature
are supposed unknown and the NTC temperature are the input parameters for the IROM. The
IROM calculation is launched. Obtained results are compared to the MOSFETs temperature
given by the reference model. A schematic representation of this procedure is given in Figure
5.5.

5.5 Inverse Reduced Order Model of the Power Electronic Mod-
ule

5.5.1 Learning stage: Spatial modes and eigen values distribution

In this stage, the extraction of the maximum temperature for each MOSFET and the mean tem-
perature for each sensor is performed. As the power module consists of 36 MOSFETs and 6
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CHAPTER 5. INVERSE REDUCED ORDER MODEL OF THE THREE LEGS POWER
5 ELECTRONIC MODULE

temperature sensors, the snapshots matrix contains 42 rows. The time step between two con-
secutive snapshots is Atgyp = 0.1 s and the time simulation interval is 300 s. Therfore, the size
of the snapshots matrix is R*>***’!. The operating conditions used to construct the snapshots
matrix are P(t) = 450 Wover the 300 s, V},, = 5m/s and T}, = 40 °C.

SVD is performed on the snapshots matrix. Obtained singular values are presented in Figure
5.6.

0 5 10 15 20 25 30 35 40 45
Mode number

Figure 5.6 — Singular values distribution

Figure 5.6 implies that 15 modes are required to reconstruct the solution with a maximum
error bounded by /42 — 15016 = 0.26 °C' (see equation (3.37)).

The Relative Energy Content is presented in Figure 5.7.

0
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10-10 -
0
0 1020
g 10

10-30 =

-40
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0 5 10 15 20 25 30 35 40 45
Mode number

Figure 5.7 — Relative Energy Content (REC) distribution

Figures 5.7 implies that 5 modes should be retained in order to keep a relative information
content greater or equal to 107°.

At present, only » = 5 modes are retained in the usage stage. The effect of retained modes on
the accuracy of the model will be investigated in the following section. The matrix A introduced
in Chapter 3 is computed from the r = 5 first POD modes.
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

5.5.2 Usage stage
5.5.2.1 Identical operating conditions with respect to learning

In this section, the same operating conditions as in the learning stage are considered. We assume
that only the sensors temperature are known. The aim of the IROM is to compute the MOSFETs
temperature, by knowing only the sensors temperature. The temperature in the hottest MOSFET
is presented on Figure 5.8 for both the FEM and the IROM.

140
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Figure 5.8 — Temperature profile in the hottest MOSFET

It can be seen from Figure 5.8 that a good agreement exists between the FEM and the IROM
of order r = 5. A slight difference between the FEM and the IROM appears around ¢t = 55 .
The maximum error for all MOSFETs is plotted as a function of time in Figure 5.9.
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Figure 5.9 — The maximum error of the IROM

129
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



CHAPTER 5. INVERSE REDUCED ORDER MODEL OF THE THREE LEGS POWER
5 ELECTRONIC MODULE

It can be seen that the error is important during the transient period. Beyond the first 50 s
the maximum error becomes less or equal to 1 °C

5.5.2.2 Effect of the number of retained modes on the accuracy of the IROM

In order to assess the robustness of the dominant modes selection for the IROM, the maximum
error as function of time will be plotted for various values of retained modes r =1, ..., 19.

In order to ensure a proper representation, the results are divided in two groups. We plot
on Figure 5.10 the maximum error for » < 6 and on Figure 5.11 the maximum error for r > 6.

102,
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Figure 5.10 — The maximum error of the IROM for various values of retained modesr = 1,...,6
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Figure 5.11 — The maximum error of the IROM for various values of retained modesr = 7,...,19

It can be seen that the error increases drastically when the number of retained modes be-
comes superior to the number of sensors (r > 6). Such behavior is not expected because the
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

approximation of the temperature field should improve when increasing the dimension of the
reduced basis.

Let us try to understand this behavior. We recall that the IROM consists in identifying the
coordinates of the solution (in the reduced basis) from the sensors temperature. This means
that the determined coordinates aim to project the temperature coming from sensors on the
reduced basis constructed during learning. In order to verify this fact, we plot on Figure 5.12
the maximum error of the sensors temperature reconstruction for various values of retained
modes.

— =
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— ] g
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105+ -—13
-—15
—-—17
19

10-15 L L L L L |
0 50 100 150 200 250 300

Time (s)

Figure 5.12 — The maximum error of the IROM over the temperature sensors for various number
of retained modesr =1,...,19

It can be seen from Figure 5.12 that increasing the number of retained modes, improves the
reconstruction quality of the temperature sensors. This result is expected because the sensors
temperature vector belongs to R® and when the dimension of the reduced basis increases it be-
comes more representative of R°.

If the coordinates of the solution (MOSFETs and sensors temperature) are unique, then the
identified temporal amplitudes should be identical to the ones obtained from SVD during learn-
ing.

In order to investigate such assumption the temporal amplitude of the baseline SVD and
those obtained from the IROM are compared in Figure 5.13, for various number of retained
modes.
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Figure 5.13 — Temporal amplitude obtained by SVD and by IROM for various values of retained

modes
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

It can be seen that increasing the number of retained modes does not improve the IROM
accuracy. When the number of retained modes becomes greater than the number of sensors,
the identified temporal amplitudes become different from those of the SVD, despite the conver-
gence of the minimization algorithm (difference between the online sensors temperature and its
reconstruction in the reduced basis presented in Figure 5.12).

Such behavior can be explained by the fact that an under-determined system has no solution
or has an infinity of solutions [12]. Therefore, the number of retained modes should be less or
equal to the number of sensors.

It can be seen from Figure 5.10 that the IROM consisting of 3 POD modes has the best ac-
curacy. This fact can be explained by the non-uniqueness of the temporal amplitude obtained
by the least square method. The solution is unique if the matrix (Si, ®,)” (Sk, ®,) is invertible.
The optimal number of retained modes regarding this issue can be predicted by computing the
determinant of the matrix (Sy, ®,)” (Si, ®,). The determinant of this matrix for many number
of retained modes is presented in the table 5.1.

Number of retained modes r || det ((S,m @)1 (S, <I>r))
1 0.1324
0.0187
0.0024
191077
61010
1.41075
810~%
1.6 10~

R J| O U1 =] W N

Table 5.1 — The effect of the number of retained modes on the determinant of the matrix
(Skn ¢r>T (Skn Qr)

It can be noticed that beyond 3 retained modes the determinant becomes less or equal to
10~" which means that the uniqueness of the solution is lost. This fact can be confirmed by the
behavior of temporal amplitude presented in Figure 5.13.

Another explanation for this behavior can emerge from the temporal behavior of the sensors
temperature presented in Figure 5.14. Figure 5.14 shows that the temporal evolution of the NTCs
temperature in the same power module leg are very similar. Therefore, the number of retained
modes should be less or equal to the number of independent temperature measurements.
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Figure 5.14 — The temporal evolution of the 6 sensors temperature

In conclusion the number of retained modes should respect 3 main requirements:

1. Retain as much as possible the physical information. The information is measured by the
magnitude of the singular values.

2. The number of retained modes should be less or equal to the number of sensors.

3. The number of retained modes should ensure a non-zero determinant of the matrix (Sy,, ®,)” (Skn ®..).
This condition can be ensured by considering the number of independent temperature
measurements in the IROM.

In the following section an IROM of 3 modes will be used.

5.5.2.3 Effect of different operating conditions on the accuracy of the IROM

The question that arises is :

does the IROM remains accurate when usage operating conditions are dif-
ferent from those considered for the construction of the reduced basis ?

To assess the robustness of the IROM regarding this issue, three cases will be studied and
in each one an input parameter (fluid inlet velocity, fluid inlet temperature, power losses) is
changed with respect to the learning stage.

The parameters used for this task are presented in Figure 5.15.
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Figure 5.15 — The learning and usage map

5.5.2.3.1 Effect of changing the inlet fluid temperature

In this case, the inlet air temperature is changed while the other parameters are kept the same
as in the learning case. Two values of the fluid inlet temperature have been used in this section:
Tfﬂ'n =30°C and Tf’m =50°C.

The maximum error of the IROM is presented on Figure 5.16.
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Figure 5.16 — The IROM error when changing the inlet fluid temperature

It can be seen from Figure 5.16 that the error is important at the starting of the transient phase
because of the brutal variation of temperature at ¢ = 0. Beyond this period, the IROM becomes
accurate and the error does not exceed 0.6 °C.
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5.5.2.3.2 Effect of changing the inlet fluid velocity

In this case, the velocity has been changed with respect to the learning conditions while
keeping the same values of the power losses and inlet fluid temperature. The usage velocity
values used in this section are V};, = 2m/s and V};, = 8 m/s. The maximum error is presented
in Figure 5.17.

101 j = 'Vf,in =5m/s

—_—\/_ . =8 m/s
f,in

V.. =2 m/s
f.in

10'2 ! I I E'f—" v \ | |
0 50 100 150 200 250 300
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Figure 5.17 — The IROM error when changing the inlet fluid velocity

The same error behavior as in the previous case can be seen when changing the inlet fluid
velocity with respect to learning. The IROM realizes a good accuracy beyond the first seconds
of the transient period.

It can be seen that the IROM accuracy is less sensitive to the inlet fluid velocity as to the inlet
fluid temperature.

5.5.2.3.3 Effect of changing the power losses

In this case, the power losses have been changed with respect to learning while keeping the
same values of the inlet fluid temperature and velocity. The usage power losses values used in
this section are P = 300 W and P = 600 V. The error is presented in Figure 5.17.
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Figure 5.18 — The IROM error when changing the power losses

It can be seen from Figure 5.18 that changing power losses with respect to learning produces
an important error during the first 5 s. Beyond 50 s this error becomes lower than 0.5 °C.

5.5.3 Effect of sensors placement and number on the accuracy of the IROM

In section 5.5.2.2, the effect of the number of retained modes has been adressed in the case of a
fixed number of temperature sensors. The performance of the IROM when other measurement
locations can be added is not studied, which is the aim of this section. The additional mea-
surement locations for a single phase of the power module are presented in Figure 5.19. In this
study, the usage operating conditions are identical to the learning operating conditions. The
considered operating conditions are P = 450 W, T, = 40 °C' and V};, = 5m/s.
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Figure 5.19 — Measurement locations for one leg
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The temperature of each of these additional 23 locations is recovered in the snapshots matrix.
The mean temperature of NTC sensors and the maximum temperature for each MOSFET are re-
covered. Therefore, (23 measurement locations+2 NTCs+12 MOSFETs) x 3legs= 111 tempera-
tures are recovered for the three legs power module in order to construct the snapshots matrix.
The SVD is performed on the snapshots matrix and the singular values and relative energy con-
tent distributions are presented in Figure 5.20 and 5.21.

0 20 40 60 80 100 120
Mode number

Figure 5.20 — Singular values distribution

The relative energy content is presented in Figure 5.21.
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Figure 5.21 — Relative Energy Content (REC) distribution
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

There are several ways to place the temperature sensors on the power module. If we want

n!

to keep k measurement locations among n allowed locations, there exists C* = W Possible
ways to place the temperature sensors. For instance, there exist C8, = 735471 ways to place 8
sensors among 24 allowed locations, which is a huge number of possibilities that will require
important computational resources.

Therefore, an heuristic approach to select the locations of the sensors consists in keeping
the independent measurements. In our case, 6 arrangements have been considered and are
presented in Figure 5.22 (red dots). It should be outlined that the choice of sensors locations is
not unique and other optimal locations can be found.

e[ Jo[ ] [ o[ ot )| ol el

Arrangement 1 Arrangement 2

e[ Jol ][] el e[ 1 o[]

Arrangement 3 Arrangement 4

Arrangement 5 Arrangement 6

Figure 5.22 — Different temperature sensors placements

The temporal evolution of the temperature in the measurement locations for each of the sen-
sors arrangement is presented in Figure 5.23.
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Figure 5.23 — The temperature evolution in the temperature sensors for different arrangement

It can be seen from Figure 5.23 that for each arrangement the temperature evolution of the

dT(t)

-1
1
sensors are independent, as the tangent line sweeps a large range of characteristic times (— —)

T(t) dt

For each of the previous arrangements, the number of retained modes has been chosen equal
to the number of temperature sensors used for the three legs power module. For instance, in the
first arrangement = 7 x 3(legs) = 21 POD modes have been retained.
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5 5.5. INVERSE REDUCED ORDER MODEL OF THE POWER ELECTRONIC MODULE

The reconstruction error using the first » POD modes is bounded by /min(M, N) —r o,
(see equation (3.37)). The reconstruction error bound for each of the sensors arrangement is
depicted in Table 5.2.

Arrangement Number of measure- | number of retained | Reconstruction

ment locations per | modes r error bound
phase (vVmin(M,N) —ro,.1)

1 7 21 V111 — 21 099 = 0.2°C

2 5 15 1.4°C

3 9 27 0.03°C

4 8 24 0.08°C

5 8 24 0.08°C

6 10 30 210~ 10°C

Table 5.2 — The reconstruction error bound for different sensors arrangements

It can be seen from Table 5.2 that increasing the number of retained modes, decreases the
reconstruction error. For the arrangement 6, the reconstruction error have the same order of
magnitude as the round-off error.

The matrix A (equation (3.70)) relating the MOSFETs temperature to the measurement tem-
peratures have been constructed for each sensors arrangement.

The accuracy of the IROM has been assessed for each sensors arrangement and the maximum
norm of the difference between the IROM and the FEM have been plotted in Figure 5.24.
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Figure 5.24 — The IROM error for different temperature sensors arrangements
It can seen from Figure 5.24 that arrangement 2 has the worst accuracy. Therefore adding

temperature sensors at the corners of the heat spreader is not enough in order to improve the
IROM accuracy.
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In arrangement 1, additional measurement locations have been added on the circuit board
(measure locations 16 and 17), which have improved significantly the accuracy of the IROM. In
this case the IROM error becomes bounded by 0.2°C.

In arrangement 3, temperaure measurement locations have been added at the middle edges
of the heat spreader with respect to the arrangement 2. Such choice, improves the IROM accu-
racy and the IROM error becomes lower than 0.04 °C, which is very satisfactory.

In arrangement 4, all internal measurement locations (on the circuit board) have been re-
moved with respect to arrangement 3. This case reveals interesting performance and the maxi-
mum error is lower than 0.05°C. This result implies that there is no need to place temperature
sensors on the electronic board in order to track the temperature of MOSFETs.

In arrangement 5, temperature sensors are placed on the two edges of the heat spreader and
three internal measurement locations (NTC, locations 16 and 7) are considered. The accuracy
of such arrangement is similar to arrangement 4 which can be explained by the fact that the
number of retained modes is the same between the two cases.

In arrangement 6, 10 measurement locations have been considered as depicted in Figure
5.22. This configuration realizes the best accuracy and the error is lower than 1078 °C. In this ar-
rangement r = 30 POD modes are retained which correspond to the abrupt decrease of singular
values as can be seen from Figure 5.20.

It can be seen from Figure 5.24 that arrangements 1 and 4 have roughly the same accuracy. In
arrangement 1, 4 external measurements locations (outside the electronic board) and 3 internal
measurements locations have been considered. In arrangement 4, only 8 external measurements
have been chosen. Therefore, 4 external measurements can realize the same accuracy as 3 inter-
nal measurements. From a practical point of view, it is easier to place temperature sensors on
the heat spreader than placing them on the circuit board.

In the previous case, the POD basis have been computed using all the allowed measurement
locations. The question that arises is: does the IROM accuracy remains the same if we use only
the selected measurement locations (to construct the snapshots matrix) in order to construct
the POD basis? For this reason, we consider the arrangement 2, and we compare the two ap-
proaches:

1. The POD basis is computed only once using all allowed measurement locations, as in the
previous case. This procedure allows to test many selected measurement locations using
the same POD basis.

2. The POD basis is computed from the selected measurement locations and the information
that we aim to determine (MOSFETs temperature). The drawback of such procedure is
that a SVD has to be performed for each chosen measurement locations, which can be
very time consuming if we want to test a large number of sensors arrangements.

The maximum norm of the difference between the IROM and the FEM has been plotted for
the previous two cases in Figure 5.25.
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Figure 5.25 — The IROM error when constructing the POD basis using all measurement locations
and selected measurement locations

It can be seen from Figure 5.25 that the two models have roughly the same accuracy. From a
practical point of view, we do not need to construct a POD basis for each sensor location arrange-
ment. Therefore, a generic POD basis can be computed for all allowed measurement locations
and then test many selected ones.

This behavior can be explained from the singular value distribution for the two cases as
presented in Figure 5.26.

—6—all allowed measurement locations
—©—selected measurement locations
Only NTCs as temperature sensors

0 20 40 60 80 100 120
Mode number

Figure 5.26 — The singular values distribution for various measurement arrangements

It can be seen from Figure 5.26 that the singular values destribution is roughly the same for
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the two cases with a slight difference in the magnitude of the singular values. The difference in
magnitude is due to the fact that the snapshots matrix with all measurement locations contains
a larger amount of data.

The singular values distribution when only NTC sensors are considered is also plotted in
Figure 5.26. The singular values distribution has the same behavior as the previous two cases.
In section 5.5.2.1, only r = 5 POD modes have been retained because the number of sensors
should be larger than the number of retained modes. This can explain the lower accuracy of the
IROM presented in section 5.5.2.1.

5.6 Conclusions

In this chapter, an application of the inverse reduced order model has been given for the three-
legs power electronic module. The two stages of the IROM, namely the learning and the usage
stages, have been depicted. It have been shown that the number of dominant modes should
be lower than the number of sensors and should ensure a non-zero determinant of the matrix
(Skn ®,)7 (Skn, @) in order to identify the right temporal amplitude. The IROM constructed
in this chapter consists of 3 dominant modes which is convenient for real time temperature
monitoring in the electronic power module.

The only input information required for the IROM is the temperature sensors placed far
from MOSFETs. The IROM does not need to know the boundary conditions or power losses in
the power model, which represents the novelty of such approach. The accuracy of the IROM
when changing the operating conditions with respect to the learning stage has been studied.
Typically, obtained results show that the IROM remains accurate even when usage operating
conditions are different from the learning ones. The IROM accuracy has shown to be sensitive
to power losses and inlet fluid temperature variation with respect to learning, while it remains
unaffected when submitted to a different inlet fluid velocity.

Measurement locations have been added to the IROM and obtained results show an im-
provement of the IROM accuracy, in particular during sharp variations of power losses. Several
measurement arrangements have been chosen heuristically and the accuracy of each one has
been studied. For instance, when using 8 external temperature sensors per leg, the maximum
absolute error is less than 0.05°C.
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Summary and Outlook

Conclusions

This thesis focuses on the construction of two reduced order models for the purpose of moni-
toring the temperature in a power electronic module. The first reduced order model is called
direct because it has as input parameters the boundary conditions and source terms (such as
power losses, air inlet temperature and velocity) allowing the direct resolution of the thermal
problem. The second reduced order model is called inverse because it has as input parameters
only the sensors temperature located far from the electronic components (MOSFET transistors).
These two models will deal with any practical situation regarding the available information.
Each reduced order model consists of two main stages :

1. The learning stage :

In this stage, a reduced basis that represents accurately the temperature field is constructed.
The first step of this stage is to run the finite element model for given operating condition
(boundary conditions, thermal load, ...). This step can be time-consuming because the
finite element model has a dimension equal to the number of mesh nodes. The obtained
results are stored in a snapshots matrix. Each column of this matrix contains the three-
dimensional temperature field at a given instant #,. The singular value decomposition
(SVD) is then applied on the snapshots matrix. This decomposition allows to represent
each snapshot (the temperature field at ¢; ) as a linear combination of the proper orthog-
onal decomposition (POD) modes. The number of POD modes is equal to the number
of non-zero singular values of the SVD. The contribution of each POD basis component
is not the same. Therefore, a selection procedure should be carried out in order to keep
the » dominant modes. This stage is done offline and only once because the SVD is time-
consuming. The dominant modes (reduced basis) are the output of this stage that will be
used to construct the reduced order model.

2. The usage stage :

In this stage, the coordinates of a new solution will be computed in the reduced basis that
has already been constructed during the learning stage. The usage operating conditions
in this stage can be different from those used in the learning stage. This stage is performed
in real time.

For the direct reduced order model (DROM), the coordinates of the new solution are ob-
tained from the Galerkin projection of the finite element model on the reduced basis. For
the inverse reduced order model (IROM), the coordinates of the new solution are obtained
from the sensors temperature, because they have the same coordinates as the MOSFETs
temperature.
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5 CONCLUSION

The DROM has been constructed for both the steady and the transient states.

The steady state DROM of order 4 has been shown accurate for large range of power losses
and convection coefficient. This model realizes a computing time gain of 267 and an error that
does not exceed 0.03 °C. The effect of the number of retained modes on the accuracy of this
model has been investigated and confirms the relevance of the dominant modes selection crite-
ria.

The transient DROM has been constructed using the first 10 POD modes. This model has
shown to be accurate for a power profile containing sharp time variations and a large range of
amplitudes. The error generated by this model is less than 0.1 °C' (except during the first second
of sharp temporal variation of the dissipated power). Such model allows to decrease drastically
the computing time from 11 hours to 1.7 seconds for the studied case. The effect of the number
of retained modes on the accuracy has been studied. Obtained results reveal that high-order
POD modes are responsible for describing the sharp time variation of the temperature.

The accuracy of the latter model has been investigated with respect to the snapshots time
step. It has been found that increasing the snapshots time step enhances the accuracy of the
DROM during the steady state and decreases it during the transient phase.

The IROM has been constructed for the three legs power module. The novelty of this model
is its capability to compute the electronic components temperature by just knowing the sensors
temperature. It has been shown that the number of retained modes should verify two require-
ments: first, to be less or equal to the number of sensors and secondly to realize a non singular
matrix (Si, @,)7 (Skn @) (presented in Chapter 3). These requirements allow to identify the
physical solution coordinates in the reduced basis. Obtained results showed that the accuracy
of the IROM beyond the first seconds is satisfactory. The accuracy of the IROM has been investi-
gated when changing the usage operating conditions (the power losses, the inlet air temperature
and velocity) with respect to learning. Obtained results show that the accuracy is more sensitive
to a change in the power losses or the cooling fluid inlet temperature than a change in the cool-
ing fluid inlet velocity, with respect to learning operating conditions. Additional measurement
locations have been added to the IROM and obtained results show an improvement of the IROM
accuracy, in particular during the first seconds. Several measurement arrangements have been
chosen heuristically and the accuracy of each one has been tested. For instance, when using 8
external temperature sensors per leg, the maximum absolute error is less than 0.05°C.

Outlook

Many enhancements can be suggested for this work:

1. Study the effect of changing the convection coefficient and the cooling fluid temperature
with respect to learning operating conditions on the accuracy of the transient DROM. In
fact, the reduced basis is computed for given operating conditions and its capability to
represent other ones is not guaranteed. In our study, only the power losses have been
changed between the learning and the usage stage.

2. Improve the modeling of the heat transfer coefficient and the fluid temperature for the
DROM by considering their space variations. In fact, when the air crosses the heat fins,
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it heats up and its velocity profile changes in the flow direction which results in a non-
uniform heat transfer coefficient and fluid temperature.

Such improvement can be achieved by performing learning from conjugate heat transfer
numerical simulations or experimental measurements. In this stage, a POD basis can be
derived in order to establish a coupling between the unknown information (space varia-
tion of the convection coefficient and the fluid temperature) and the known information
(mass flow rate, inlet fluid temperature, sensors temperature). For new operating condi-
tions, the unknown information can be obtained using the mathematical formulation of
the IROM.

. Treat the case of a power losses that is not uniformly distributed between MOSFETs. In
fact, the on-state electrical resistance of MOSFETs are not identical which results in a non-
uniform power losses in the power module.

To deal with such situation, a POD basis can be computed for each case of a single turned-
on MOSFET. Then the DROM will be computed for each of these cases. The resulted tem-
perature field can be computed by applying the superposition principale.

. Mount an experimental bench in order to validate the numerical model. In fact, many
assumptions are made in the numerical model regarding the values of the contact thermal
resistance, the boundary conditions, etc. Calibration methods can be used to make the
numerical results in good agreement with experimental measurements.

. Broaden the study of the effect of snapshots time steps on the accuracy of the DROM in
order to find the optimal learning time step for a chosen usage time step. This can guide
us to choose the optimal snapshots time step if the user wants to run the DROM with a
different time step.

. Determine the optimal sensor locations for the IROM. A possible way to reach this target
is to consider the set of all allowed sensor locations. Instead of testing all combinations,
an error estimator can be constructed for the inverse reduced order model and can be
expressed as a function of the sensors selection matrix (Si, ). We have started working on
this estimator but numerical validation has not been performed yet.

. Construct a priori error estimator as a function of the usage and the learning operating
conditions. It has been shown in the DROM that the accuracy is affected by the change
in operating conditions with respect to learning. The resulted error is determined after
launching the finite element simulation and computing its deviation with respect to the
reduced order model. This error is computed after running the model that is why it can
be described as a posteriori.

. Interpolate the POD modes in space in order to simulate differents dimensions of the con-
sidered geometry. In fact, the POD modes are defined for a given mesh that depends on the
geometry. When changing the dimension of the geometry (for instance the fin’s thickness)
the old POD basis cannot be used for the new geometry (mesh). Classical interpolation
(Lagrange interpolation) cannot be used because it does not preserve the orthogonality of
the basis. Advanced interpolation methods can be worked out to meet this need.
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CONCLUSION
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Appendix A

Straight heat fins calculation

When conducting a thermal study on heat sink, modeling the energy exchange between the
cooling fluid and fins involves two coupled physics: fluid mechanics and heat transfer. In fact,
determining the temperature field in the heat sink requires solving the Navier-Stokes equations
and the energy equation in the fluid (cooling fluid) part and coupling it to the heat equation
in the solid part (fins). Such coupled heat transfer problem is called conjugate heat transfer
(CHT). The aim of this part is to model the heat sink by an equivalent heat transfer coefficient.
A demonstration of how to compute such coefficient will be presented as well as the physical
assumptions that allow to obtain it.

A.0.1 Geometry description

The heat sink geometry description is given in figure A.1.

Figure A.1 — Heat sink

Where L, H and t represent respectively the length, the height and the thickness of a single
heat fin. s denotes the spacing between two fins. W is the width of the heat sink.
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A APPENDIX A. STRAIGHT HEAT FINS CALCULATION

If we denote by N the number of heat fins then we can write:

W= (s+t)x (N—-1)+t

A.0.2 Single channel thermal resistance

To calculate the thermal resistance of the heat sink, a single channel is considered. A heat sink
can be viewed as an assembly of many channels arranged in parallel with respect to the main
heat flux coming from the base plate and hence the heat sink thermal resistance can be deducted.
To compute the thermal resistance of a single channel, an energy balance is performed on a
control volume located between z and z + dx as shown in figure A.2.

Figure A.2 — Thermal energy balance on a differential element in the channel

Let us define 7,,,(z) as the mean (or bulk) fluid temperature [1] at position x which is usefull
when performing an energy balance. 7, (z) is defined as :

1
e, /A puT'CpdA

Where 7 is the mass flow rate, C, is the fluid thermal capacity, 7' is the local temperature and u
is the x-direction velocity. 7}" and 77" are the fluid inlet and outlet temperature. A is the area
crossed by the fluid flow.

In steady state, the energy balance of the control volume located between x and = + dx can be
written as:

Tn(z) =

q)in - (I)out + q)convection (Al)
Where

Qe = mCYT,(x + dx)
q)convection - h<$) (de) (Tm(x) - Tp(‘r))

In the last equation A (x) is the local convection coefficient and P is the wetted perimeter (P =
2(s+ H)).
By replacing each flux by its expression in equation A.1, the energy balance becomes:
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C, T = Ph(a)(T,(x) — Ty(x) (A2)

Uniform wall temperaure

When the wall temperature does not depend on position z, equation A.2 can be integrated ana-
lytically. Let us denote by 7T}, the uniform wall temperature. Dividing equation A.2 by mC), and
integrating it between 0 and L yields:

/L T, /L —Ph(z) .
o Tn(z) =T, o MGy

zn(T’”(L) _Tp) = _,PL (l /OL h(x)dx) (A.3)

which gives

1 L
Let us define the mean convection coefficient by h,,, = 17 / h(x)dz then equation A.3 becomes:
0

) (Ad)

In order to determine the temperature at any position z, equation A.2 must be integrated
1 T
between 0 and z. Let’s define h,,(z) as h,,(z) = — / h(a)da then the fluid mean temperature
T Jo

at any position = can be obtained from equation :

Tm(x) - T,
In@) =Ty Phn(@), (A5)
Tf -1, mC,

We should keep in mind that the last equation is only valid in the case of uniform wall temper-
ature.

We can calculate the efficiency of the fin to assess the temperature gradient with respect to
the fin height direction. The efficiency does not give any information about the temperature
gradient in the fin along the fluid flow direction.

The heat removed by forced convection is equal to :

T, - T

Protar = 1C (TJ?M - T}n) = mC (TJL‘M =T, + 1T, T}n) ~ R hannel

(A6)

By inserting equation A.4 in A.6, the thermal resistance between the channel (assumed to be
isothermal) and the inlet air temperature is obtained:

1

Rc}lzannel — (A7)
t mC, [1 — exp(%)
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A APPENDIX A. STRAIGHT HEAT FINS CALCULATION

A.0.3 Thermal conduction in fins and fin’s efficiency

In previous sections, a description of the heat exchange at the interface between the fluid and
the solid is given without investigating what happens inside fins. In this part, the temperature
evolution within a single fin will be described.

P=2.(t+L)
A=Lt

Figure A.3 — One heat fin

The energy balance on a slice of the fin located between z and z + dz leads to the following
differential equation [1]:

d*T  hP

dz? kA,

Where A, is the cross-sectional area, P is the perimeter of the fin cross-sectional area and k is

the fin thermal conductivity. The excess temperature ¢ is defined in order to simplify equation
A.8:

(T —T) =0 (A8)

Equation A.8 becomes
— —m?0 =0 (A.9)

hP
Wh 2=
ere m A

The boundary conditions at z = 0 is an imposed temperature T; which can be written for the
problem variable as:

Q(ZZO)ZTb—TfZQb

Different boundary conditions at the fin tip (z = H) exist [1]. In our case, we consider an
adiabatic fin tip.
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The solution of the previous problem is:

cosh(m.(H — z))
cosh(m.H)

To quantify the temperature gradient within a fin, we define the fin efficiency 7, as the ratio
between the real transferred heat and the maximum heat that the fin can transfer (a fin with
infinite thermal conductivity):

Ay Y

Amazx B hA f eb

Where A; = P.H is the surface area of the fin and ¢y = \/h.P.k.A. 6, tanh(m.H) is the fin heat
transfer rate. Thus the fin efficiency can be written as :

_ tanh(m.H)
= m.H
It is clear that 7, is less or equal than 1. When 7; tends to 1 the fin is isothermal and its per-

formance are improved. A way to calculate the effective heat exchange area is to use the fin’s
efficiency:

Ny =

Acpp=ns P.L+ L.s (A.11)
Using this expression in equation A.7 the thermal resistance of a single channel becomes:
1
Ryt = (A12)
mC, [1 - exp(—fA;fCJ;hm)

Expression A.12 is in good agreement with the result obtained in [2].

A.0.4 Forced convection correlation

As mentioned in 1.2.1.2 the choice of the convection correlation depends on many factors. As-
sumptions made in our case are:

1. Laminar flow (in the range of design parameters, the Reynold number is less than the
critical one).

Internal flow with rectangular duct.
Uniform wall temperature.

The flow is thermally and hydrodynamically developped.

AR I

Forced convection.

The convection coefficient is calculated from the Nusselt number. The forced convection
correlation that fullfils all the previous points can be written as [3]:

0.024* 114
Nu,, = 7.55 A.13
! T 17 0.0358 P17 061 (A13)
pnC, . . x/Dy . . . o
Where Pr = o is the Prandtl number and z* = e P is the dimensionless axial distance
f e T

(z = L for this case). Correlation A.13 is valid for 0.1 < Pr < 1000.
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A APPENDIX A. STRAIGHT HEAT FINS CALCULATION

A.0.5 Equivalent heat coefficient of the heat sink

The thermal resistance of a single channel is given by equation A.12 in the case of uniform wall
temperature. If we consider N heat fins, then we can see that the heat will cross the N — 1
channels in parallel as shown in figure A.4.

(Th,,)

Figure A.4 — (Left) Heat sink thermal network (Right) Equivalent convective boundary condi-
tion

Hence, the thermal resistance of the heat sink can be calculated as:
N-1

1 1 N -1
= channe = channe (A14)
Ry® Zizl Rgjennet— Rgpannet

As the thermal resistance of all the channels is the same, the thermal resistance of the heat sink
RHS can be obtained by inserting equation A.12 in equation A.14:

1
(N — 1)C, [1 - eXp(M)]

mClp

RES = (A.15)

Let’s denote by S, the upper surface of heat sink base plate. This surface is equal to S., =
L x W, thus the equivalent heat transfer coefficient h., for the heat sink is defined as :

1
RIS —
! Seqheq

The heat transfer coefficient can then be obtained as :

1
heg = ——=
T Selt®
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A BIBLIOGRAPHY

This equivalent heat transfer coefficient allows us to model the thermal behavior of the heat sink
without building the finite element model. The thermal resistance of the channel is calculated
with respect to the inlet fluid temperature thus the overall exchanged heat is equal to:

P = hegSeq (T — T}”)

When performing finite element simulation, the heat sink can be modeled by a simple convective
boundary condition, which enables us to gain computing time.
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Appendix B

Finite Element Method

B.1 Finite element Method for heat transfer in solid medium

B.1.1 Weighted integral formulation

Lets denote by 7,(x, t) a trial solution function. The aim of the FEM is to compute 7}(x, t). The
residual resulting from using the trial function in equations 2.11a is:

. ot X, t
RO (x.1)) = p, Gy 2200

The weighted residual method consists in canceling the residual by means of a weight func-
tion 77 (x) and over the space domain €),. This can be written as :

— V.(ks VT, (x, 1)) — Q(x, 1) (B.1)

/ R(TA(x,£)) T*(x) ds = 0 (B2)

By inserting equation B.1 in equation B.2, the weak formulation becomes:

[ 20 220 g, - |
R T

V.(ks VT(x,1)) T (%) d2, — / Q(x,£) T*(x) d2, = 0
Qs Qs

(B.3)

The second term of equation B.3 can be integrated using Green theorem (annex C):
/ V.(ky VT,(x, 1)) TH(x) dQy = — / ks VI, NT* d), + / ks VI, T*nd(09Q,)  (B.4)
Qs Qs Gk

Therefore, equation B.3 becomes:

T ,(x, t .
/ ps Cs (;;‘ ) (%) 62, + / ko VLT a0, = | Q0t) T2 (x) 4o,

s

+ / ke VT, T* 1 d(89,) (B.5)
0N

Orq, = —kSVT s-n is the normal conduction heat flux on the solid boundary 9, = 925 U 0€2,.
Therefore the surface integral of equation B.5 becomes:
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B APPENDIX B. FINITE ELEMENT METHOD

s 8041 %2
Because the boundary 0€;, is insolated, equation B.6 becomes
/ ke VT, T* 1 d(09,) = — / @ T d(99,) (B.7)
00 01

Therefore the variational formulation given by equation B.5 takes the form:

[ (x.
[ o OL6) e ) -/
0, ot

ke VI, VT d, = / Q(x,t) TF(x) dS,
Qs Qs

B.1.2 Meshing and discrete weak formulation

The temperature field 7 (x, t) in the system domain can be approximated using shape functions.
This approximation is given by equation B.9:

Mrs

Ty(x,t) = Z X;(x) Ts 5(¢) (B.9)

Where {x;;(x)} ;<. are shape functions, {7 ;(x)}, ., are nodal temperature and
Mg is the number of temperature nodes in the solid domain.

Various kind of shape functions can be used : linear, quadratic cubic, etc. Shape functions are
usually obtained by Lagrange interpolation. Calculation methods and analytical expresions of
these shape functions can be found in [?,?]. The order of interpolation is related to the number of
nodes per element. For instance, figure B.2 represents linear and quadratic shape functions for
approximating the temperature in one-dimensional domain discretized into 3 elements. Figure
B.1 represents bilinear and quadratic shape functions for approximating the temperature in two-
dimensional domain discretized into quadrilateral elements.

> >é soé

Figure B.1 — Two-dimensional finite element (Left) Bilinear shape functions (Right) Quadratic
shape functions
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B B.1. FINITE ELEMENT METHOD FOR HEAT TRANSFER IN SOLID MEDIUM

T

K, K, Ky

?

K, K> K3

3

K K K3

H—’L
—e
e
L
]

2 = E 2 4 5 6
K, K, K3 K, K, : I&" 3

—g
v

Figure B.2 — One-dimensional finite element (Left) Linear shape functions (Right) Quadratic
shape functions

It’s obvious that when the number of nodes per element increase (the order increase), the
quality of the temperature approximation improves and consequently the temperature is com-

puted with a better accuracy.
Inserting ansatz B.9 in the integral weak formulation yields:

MTS dT (t) MTS
/ ps Cps sz,j(x) djf T (x) dQs + / ks Z Vs (X) Ts i (1). VT (x) d, =
Qs j=1 s j=1
/ Q(x, 1) T* (x) dS2, — / 4o T (x) d(692,) (B.10)
Qs 001

Galerking method consists in choosing the weight function identical to the shape function :

Tr(x) = xsi(x) for i=1,..., Mpg (B.11)

The discrete weak formulation given by equation B.10 becomes:

MTS dT (t) MTS
/Q Ps Cp,s Z Xs,j (X) Z; Xs,i(x) dQs + / ks Z VXS7j(X)'vXS,i(X) Ts,j(t) dQs =
s j=1 s j=1
/ Q(X, t) Xs,i(x) dQs - / An Xs,i (X) d<aQs) fOT L= 17 s 7MTS (Blz)
Qs 0051

Interchanging the sum and the integral gives:
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B APPENDIX B. FINITE ELEMENT METHOD

Mrs Mrs

> (7o v a9 ) TS (] V09 ) T) -

j=1 s j=1

/ Q(x, 1) xs.i(x) dQ2s — / Gn Xs.:(X) d(0Q25)  for i=1,..., Mrg
QS 8951

(B.13)
Lets denote by :
4
Cij :/ ps Cp.s Xs.i(X) Xs,5(X) dQs  the mass matriz (B.14a)
Qs
K;; = / ks Vxsi(x) Vxs,;(x) dQs  the stif fness matriz (B.14b)
Qs
() = / Q(x, 1) yoi(x) dOs — / G Yoi(X) d(0Q)  the load vector (B.14c)
\ Qs 0051
The finite element model can be written as :
Mrgs Mrs
dT, ;(t .
Z Cij d’;( ) + Z Kij TSJ(t) = ll(t) fO?" 1 = 1, ey MTS' (815)
i=1 j=1

Equations B.15 is a Mpg X Mrpg linear system for the Mpg unknown T ;. In matrix form,
equation B.15 can be written as:

dT, (1)

C
dt

FKT,(t) =1() (B.16)

B.1.3 Temporal discretization Scheme

Equation B.16 represents an approximation of the PDE 2.11a which is discrete in space and
continuous in time. The aim of time integration is to obtain the time evolution of temperature at
the mesh nodes. For this purpose, time inetgration method will be applied on equation ??. The
time interval [0, ¢.] will be subdevided into IV, time intervals of length At = ¢, ;1 —t,, = t, —t,,_1.
The outcome of time integration is called the numerical scheme. Many numerical schemes exist
and this section will exhibit the most widely used ones.

The most commonly used numerical scheme can be extracted from one-parameter family,
called the §-scheme:

ALtC(T?“ —TH+ KT + (1 -6 KT =01 +(1-6).1" (B.17)

Where 6 is a scalar in the interval [0, 1], T is the nodal temperature vector at time ¢,,.
For each value of 6, a well-known numerical scheme is obtained:
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B.1. FINITE ELEMENT METHOD FOR HEAT TRANSFER IN SOLID MEDIUM

e The forward difference scheme

This scheme is also called Forward Euler scheme. It is obtained when ¢ = 0. Equation B.17
becomes in this case:
1
At

1

TTL+1 —
e =

C- K) T +1" (B.18)

For effective implementation of equation B.18, the matrix C should be invertible. In such
case, the numerical scheme presented by equation B.18 can be written as :

T/ =(I-AtC'K) T+ (AtCH) 1" (B.19)

This scheme is first order accurate in time.

The main drawback of this scheme is that it is conditionally stable. The stability condition

can be written as:
p(I+A1CTK) <1 (B.20)

Where p stands for the spectral radius of a matrix. The stiffness and mass matrix are com-
puted only one time because the considered heat transfer problem is linear. Condition B.20
implies that a critical time step exists beyond which the scheme stability is lost.

e The Crank-Nicolson scheme
This scheme is obtained when § = % and can be written as :

1 1 n+1 1 1 m 1 n+1 n
<Atc+ 2K) T = (Atc 2K> T+ (1" +17) (B.21)
. 1 1 o . . . . .
Once the matrix <EC + §K> is invertible, equation B.21 can be written in a practical
format:
11\ (1 1 11 1.\
n+1 __ s - T C_ _ n i - n+1 n
T, _<(Atc+2K) (Atc 2K)>.TS+<2 (Atc+2K) ).(1 +1")

(B.22)

This method is inconditionally stable and is second order accurate in time.

e The backward difference scheme
This method is also called Backward Euler method. This scheme is obtained when § = 1
and can be written as:

1 1
— K| T = —CT? + 1" B.2
(Atc+ ) " Atcs+ (B.23)

1
For practical implementation, the matrix (EC + K) should be invertible. When the last

requirement is valid, the numerical scheme can be written as :

—1 -1
T+ = (é <éc + K) c) T + (éc + K) 1 (B.24)
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B APPENDIX B. FINITE ELEMENT METHOD

This method is inconditionally stable and is first order accurate in time.

Another well-known time numerical scheme is the second order Backward Euler method
which can be written as:

EC (ToH — 4T+ T2 + KT =17 (B.25)

Equation B.25 can also be arranged as:

v n+1 n __ - n—1 n+1
(mtc + K) T = 2er 2AtCT +1 (B.26)
Once the matrix (JC + K) is invertible, the numerical scheme can be written as :
T+t 2 C+K 71(: ™ (L C+K 71C T ! + C+K B 1"t
s At 2At s 2At 2At s 2At '
(B.27)

This method is second order accurate in time. When implementing this numerical scheme,
the solution at ¢,, and ¢,,_; are required to compute the solution at ¢,,,. That’s why this scheme
is termed as two-step method. In practice, only the initial condition is known. The first time
step is performed using a one-step method (for instance Forward or backward Euler scheme or
Crank Nicolson scheme).

When performing a multiplication of M/ x M matrix by M x 1 vector, 2M?* — M elementary
operations are carried out. Based on this fact, the number of elementary operation for both
backward and forward Euler scheme is 4M? — M, for Crank Nicolson scheme it’s 41?2, while
it's equal to 6 M2 — M for the second order Backwrd Euler method. In order to achieve a proper
trade-off between accuracy, low computational expense and easy implementation, the Crank
Nicolson scheme will be used in our case.

B.1.4 Finite element Method for heat transfer in fluid medium

In this section, equations 2.6 will be discretized using finite element method.

B.1.4.1 Weighted integral formulation

Using the trial solution t(x, t), (x, t) and Tf(x, t) in equations 2.6 yields the following residuals

Ry () =V.(4) (B.28a)
A o
Rao(0,9,Ty) =po 5.+ po (@.V)U+ VP — pV.(V@a) + po § (T —Th) g (B.28b)
A oT o A
Ry(Ty, @) =po Cps 8_tf + p0.Cpp 0.V(T}) = V.(ky VT}) (B.28¢)

The weighted residual method consists in canceling all the residuals using the weight func-
tions p*(x), u*(x) and 77 (x). This can be written as:
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B.1. FINITE ELEMENT METHOD FOR HEAT TRANSFER IN SOLID MEDIUM

/ Rl (ﬁ)p*de =0
Qf

/ Ry(t, p, Ty).u*.dQy =0
Qy

/ Rs(Ty,0). Ty .dSty =0
Qs

x

which yields

/ V.(a) p* dQ2y =0
Qf

ou ~ ~ N x N~k A *
/Q (po 8_:51'11* + po (W.V)uu" + Vpu' — p Awu” + py 8 (15 — Tp) gu ) dQdy =0
7

~

oT * ~ A * A *
/{; £0 Cp7f 8_tf Tf + po Cp’f u.V(Tf) Tf — kf ATf Tf dﬂf =0
f

The terms Vp.u* de,/
Qf Qf

development of / Vp.u* dSy
Qf

The gradient of a scalar function times a vector can be developped as follows:

V(pu) = Vpu© +pV.(u)
Which yields :

Vpu" =V(pu)—pV.(u")
The gradient theorem allows to compute the integral of Vp u* as follows:

Vi d = [ V() do, - / 5V () dOy
Q; Q; Q;

:/ ﬁu*.nd(an)—/ p V.(u") dQy
00 Q;

development of | Au.u” dQ)
Qf

Annex C allows to write :

/ Awu" dQdy = — [ Va.Vu' dQy + Va.u*.n d(0€y)
Qy Q; 00
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(B.29b)

(B.29¢)

(B.30a)

(B.30Db)

(B.30c)

Au.u” df)y and / ATy T} d€2y can be developped differently:
Qf

(B.31)

(B.32)

(B.33)

(B.34)

(B.35)



B APPENDIX B. FINITE ELEMENT METHOD

development of / ATy T7 dQy
Qf

Annex C allows to write :

VT;.VT} dQy + / VT;n T d(00y) (B.36)

/ ATy T} dQy = —
Qp o0y

Qy

By replacing integrals B.34, B.35 and B.36 in equations B.30, the variational formulation be-
comes:

V.(4) p*dQ; =0 (B.37a)

Qf
aﬁ * ~ Nk ~ *
Po —-u + po (u.V)u.u de + - p V(u ) de
o, Ot Q;
tp [ Vavurdo, — +/ po B (Ty —Ty) gu*dQ; =0 (B.37Db)
Qy Qy

aT ~ - * - *
/Q £0 CpJ 8_tf T; + po Cp7f UV(Tf) Tf de — kﬁf o VTfVTf de
f f

+ky / VT;nT;d0Q) =0 (B.37c)
oy

_ / ot d(09) (B.38)
o9

Where 7 = 1 Vi — p Iis the Cauchy stress tensor.

The integral B.38 is canceled by choosing a test function u*(x) equal to zero at the boundary
0Qy.

Let’s define the heat flux at the fluid boundary as :

q“(x) = —k; VTs(x,t).n (B.39)

Thus the variational formulation becomes:

V.(@)p*dQ; =0  (B.40a)

Qf

9%
/ 00 8—‘;.u* + po (.V)uu™ dQy — / pV.(u")dQys + p Va.Vu* dy
Qf Qf Q.f

+/ po B (Tf — Tp)gu* dQy =0  (B.40b)
Qf
oT [ .
/ Lo C ! T} + po Op’f UV(Tf) T; de — k)f / VTfVT; de
Qf

Y r-ve
Prot a,

+ / ¢“(x) T} d(dQ) =0 (B.40c)
00
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B B.1. FINITE ELEMENT METHOD FOR HEAT TRANSFER IN SOLID MEDIUM

In order to make equation B.43 more compact, the following linear, bilinear and trilinear
forms will be defined:

a,(,u*) = / pvVa.vVu dQ; (B.41a)
Qy
ar(Ty, T}) :/Q ky VT;.VT; dy (B.41b)
f
ao(ﬁ,p*) = V(fl) p* de (B41C)
Qf
Trwt) = [ o (T =~ T o (B41d)
f
n,(u, v,u") :/ po (v.V)uu* dQ; (B.41le)
Qf
ny(Ty, 4, T}) = /Q po Cp.p WN(Ty) T} dSyy (B.41f)
f
(q*,T}) = /a 00 T o)) (B4lg)
f
\ (B.41h)

Let’s define the following scalar product for two arbitrary vectorsaand b :
(a,b) = / a.b d) (B.42)
Q5

Therefore, the variational formulation given by equations B.43 can be written as:

( ao(u, p*) =0 (B.43a)
a/\ A
(Po 3—1:’ u*) + 1, (0, 0, 0%) + @y, (0, 0") — ag(u’, p) = —b(Ty, u") (B.43b)
Ty ... N . .
po Cp ﬁ,Tf +nr(Ty, 0, T5) + arp(Ty, T7) = —c(q", T ) (B.43¢)
\

The requirement for the existence of the bilinear, trilinear forms used in the weak formulation
is that:

o p(x), p'(x) € H(y)
o Tf(x)ﬂ T}k(x)a ﬁ(X), U*(x) € Hl(Qf)
Where H°(Q;) and H'(§2;) are respectively Sobolev space of order 0 and 1.
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B.1.4.2 Meshing and discrete weak formulation

The problem unknowns are u(x, t), p(x, t) and Ty(x, t). These unknowns will be approximated
using shape functions:

(

a(x,t) = Z o j(%).u;(t) (B.44a)

p(x,t) = Zp Bi(x).p;j(t) (B.44b)

Tr6t) =D xp Trilt) (B.44c)
j=1

\

Where M, and My are respectively the number of pressure and temperature nodes in the fluid
medium. M, is the number of velocity degree of freedom. M, is three times number of velocity
nodes when dealing with 3-dimensional fluid dynamic problem.

u;(t),p;(t) and T} ;(t) are respectively nodal (at nodes) values of velocity, pressure and tem-
perature at time ¢. An important rule when choosing shape functions for both velocity and
the pressure is that the interpolation used for pressure must be at least one order lower than
that used for the velocity field. This rule aims to prevent an overconstrained system of discrete
equations [?].

Galerkin method consists in substituting the weight functions u*(x), p*(x) and 77 (x) by the
corresponding shape function o;(x) ,5;(x) and xy;(x). Bi(x) and xy(x) are scalar functions
whereas o;(x) is a vector function belonging to R? in the case of three dimensional velocity
field. The variational formulation can be written as:

ao(w, B;(x)) =0 for i=1,...,M, (B.45a)

(5300 ) (0. 04(0) + 0. 70

—ag(o4(x),p) = —b(Ty,04(x)) for i=1,..., M, (B.45b)
oT 5
(pO'Cp,fa_tf7 Xf,l) + nT<Tf7 u, Xf,z)

—i—aT(Tf, Xfi) = —c(q”, xgi) for i=1,...,Mr; (B.45c)

Replacing the finite element approximation of the velocity, pressure and temperature field
(equations B.44) in the variational formulation (B.45) yields
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ap (i a'j(x).uj(t),ﬂi(x)) =0 fori=1,...,M, (B.46a)
8 M, 0'3 X Uj M, My,
<p0. 251 825( ) (t>,ai(x)> + Ny (;ak(x).uk(t),Zaj(x).uj(t),a (x))
+ay, (Zu aj(x).uj(t),ai(x)> — ay ( ZBJ )
M

j=1

My
—— (ZX“ x). T ;(t) (x)) fori=1,...,
) x).T}; Ry
(/00-0 Z] 1 Xg;( ) fﬂ( )7sz >+CLT (Zng Tf] sz(x>)
My
(Z X3 (%) Ty;(t) Z oj(x Xfl<x>)

_C(q 7Xf,i<x)) fO’I" 1= 17"'7MTf (B46C)

. (B46b)

Linear, bilinear and trilinear forms are linear with respect to each argument (except form
b(Ty, o;(x)) which is affine). Thus equations B.46 becomes:

Zao oj(x),Bi(x)) .u;(t) =0 for i=1,..., M, (B.47a)
> (s o) 10 Z (Z ak<x>.uk<t>,aj<x>,ai<x>> ()
3 0oy, Z%m () #3(0)

=—Z (90 B X15(X) 8, 05(x) Ty (1) + (po BTog, 03(x)) for i=1,...,M,  (BA7b)

MTf dT MTf
Z(p0-0p7fo7j(X>,Xf,i( . fj +ZGT Xf] sz( )).Tﬁj(t)
j=1
Mty
+Z”T (ij Zo'k t), xr.i(x )) Ty 4(t)
j=1
—c(q aXf,z‘( X)) for i=1,..., Mg, (B.47¢)
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Lets define the following matrices

( (Ly);; = a0 (05(x), Bi(x)) for 1<i< M, and 1 <j <M,
(Cru)y = (po-0§(x),04(x)) for 1 <i,5 <M,
(Kfu)ij = ay (0(x),04(x)) for 1<1i,j <M,

(d); = (po fTog oi(x)) for 1<i< M,
(Csr)i; = (P0-Cppxypi (%), x1i(x)) for 1<4,j < Mry
(Kyr),; = ar (x4,i(%), sz‘( )) for 1<i,j < Mry

(Qf)z - (qw7Xf7i( ) fOT 1 <4< Mryy

\

Therefore, the weak formulation can then be written as:

My,

Jj=1
M, M,

J=1 J=1 J=1
Mty

:—Z Bfu Ty(t)+d; for i=1,.

Mty

J=1 J=1

\

Equations B.49 can be cast in the following matrix form:

Where
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(Nyu);; = (Zak (X)vai(x)) for 1<14,j < M,

(Bru)i; = (o B X1 (x) 8 0i(x)) for 1 <j < Mry and 1 <i< M,

> (L), uit)=0 for i=1,...,

(), S (K, + (Npu(@) ) () = D0 (L),

_(Qf)i fori=1,...,

(NfT)z’j =nr (ij Zak t), Xr.i(x )> for 1 <i,5 < Mry

M,

- My,

> (Crr),; dTg—;(f) +) ((KfT)ij + (Nyr(u)) z‘j) Ty;(t)

Mr¢

(B.48a)
(B.48Db)
(B.48c)

(B.48d)

(B.48e)

(B.48f)
(B.48g)
(B.48h)

(B.481)

(B.48))
(B.48K)

(B.49a)

(B.49b)

(B.49¢)

(B.50)



B.1. FINITE ELEMENT METHOD FOR HEAT TRANSFER IN SOLID MEDIUM

P(t) = (pi(t), ..., pa,(t))

Ts(t) = (Tya(t), .-, Trany,)

0 0 0
cC=(0¢Cy, o0
0 0 Cyr
0 L, 0
K(U)= | -L; Ky, +Ny(U) B}
0 0 KfT—l—NfT(U)
0
L= d
_Qf
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Appendix C

Green’s Formula

Let Q be a domain in R?, with boundary 99, n is the outward pointing unit normal vector of the
boundary 02 and f € €.
The divergence theorem have the following form:

V.(f)dQ= [ £nd0Q) (C.1)
NGNS

N

Setting f = f g, Where g is a scalar function, the left hand side of equation C.1 becomes:

/QV.(fg) dQ:/Qg v.(f) dQ+/QfV(g) 40 (C2)

By replacing the left hand side of equation C.1, the divergence theorem (equation C.1) takes
the form :

/gv.(f) d0 — —/ £V(g) dQ+/ £ gn d(00) (C3)
Q Q o9
Finally, by choosing f = V(h) we obtain the so-called Green’s formula that can be written as:
/ g A(h) dQ = — / V(h) V(g)d2+ [ V(h)gndoQ) (C.4)
Q Q o0

Where A(h) = V.(V(h)) is the Laplacian of the scalar function h.
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APPENDIX C. GREEN’S FORMULA
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Appendix D

Analytical solution of linear first order
ODEs

Lets consider the following system of first order ordinary differential equations:

{ U _ Ax(t) +b(1) (D.1a)
X(t = to) = Xp (le)

Where A is an n x n matrix, b(¢) is an n x 1 vector and x(¢) is the unknown vector.
If A is a diagonalizable matrix, we can write:

M O - 0
plAaP-D-=| Y (D.2)
SO
0 0 A\
Where P is the matrix containing the eigenvectors of A and Ay, - - - , A, are eigenvalues of A.
By replacing A by its expression from D.2 in equation D.1a we obtain:
dx(t
% —P.D.P ! x(t) + b(t) (D.3)
Right-multiplying equation D.3 by P~' gives:
Pld’;(tt) —D.P~! x(t) + P~Lb(¢) (D.4)
Let’s introduce the new state variable y(t) = P~'x(¢) then equation D.4 becomes:
dy -1
— =Dy(t)+ P b(¢) (D.5)

dt

Equations of D.5 are decoupled, thus each one can be solved like a simple first order differ-
ential equation. The solution of D.5 is equal to :

y(t) = exp(D (t — to)) y(to) + / exp(D (t — 7))P b (r)dr (D.6)

to
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D APPENDIX D. ANALYTICAL SOLUTION OF LINEAR FIRST ORDER ODES

Therefore, the solution of D.1a is given equal to :

x(t) =P exp(D (t — to)) P 1x(ty) + P /t exp(D (t — 7))P~'b(7)dr (D.7)

to

Whe should know that exp(D (¢ — ¢)) and exp(D (¢t — 7)) are diagonal matrix and can be
written as :

exp(A; (t —to)) 0 e 0
exp(D (1 — 1)) = 0 exp(/\zft —to)) O (D)
6 e 0 exp(A\, (t—1tp))

Matrix exponential properties allows to write:

P exp(D.t) P! = exp(P.D.P7".t) = exp(A.t) (D.9)

Therefore, solution D.7 can be also be written as:

x(t) = exp(A (t — to)) x(to) + / exp(A (t — 7))b(7)dr (D.10)

to
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Appendix E

Spatial and temporal modes

E.1 Temporal modes
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Figure E.2 — The temporal modes of order 17 to 24



E APPENDIX E. SPATIAL AND TEMPORAL MODES

E.2 Spatial Modes
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E.2. SPATIAL MODES

Mode 9

Mode 11

Mode 13

Mode 15

Mode 10

Mode 12

Mode 14

Mode 16

Figure E.3 — The POD modes of order 9 to 16
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Figure E.4 — The POD modes of order 17 to 24
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Appendix F

Additional measurements

Figure F.1 — Number of measurement locations for one leg
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Appendix G

Résumé étendu en Frangais

G.1 Introduction

L'industrie de transport et en particulier l'aéronautique s’investit de plus en plus dans les sys-
témes électriques. Cette stratégie se justifie par le cout réduit de maintenance des systémes
électriques vis a vis des commandes hydrauliques. C’est dans ce contexte qu'un consortium eu-
ropéen s’est formé pour construire un convertisseur DC/AC de puissance pour les avions plus
électriques. Cette these a été réalisée dans le cadre de ce projet européen intitulé 2MPECT dont
les membres sont représentés sur la Figure G.1.

The
University

“ Sheffield.

SIEMENS ARBUS @ovNex [NSA " N S SAFRAN
|NNO¥£RTIU‘.;: . \\ Labinal Power Systems

@, AIRBUS ETH i

Figure G.1 — Consortium européen I2MPECT

Le convertisseur visé par le consortium est construit de transistors de type MOSFET a base
de Carbure de Silicium dont la puissance est de 45 kY.

La fiabilité des composants électroniques dépend fortement de la température. En effet, 55 %
des défaillances ayant lieu dans les convertisseurs électroniques sont dues aux dépassements de
température limite et aux cyclages thermiques (variations temporelles de la température). Les
causes de défaillance dans les composants électroniques sont représentées sur la figure G.2.

Vibration
20%e

Humidity

19%% Temperature

55%

Dust
6

Figure G.2 — Causes de défaillance dans les modules électroniques de puissance [1]
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Il est donc nécessaire de surveiller la température des composants électroniques en temps
réel afin de suivre leurs états de santé et prédire une éventuelle détérioration au sein du conver-
tisseur. Ceci permet d’appliquer la maintenance préventive dans le convertisseur de puissance.

La mesure directe de la température en placant un capteur sur le transistor n’est pas possible
pour des raisons d’isolation électrique. Par conséquent, une mesure indirecte est requise, soit
par une mesure de grandeurs électriques dépendantes de la température comme la résistance a
I'état passant des transistors, soit par une mesure de la température a proximité des transistors
(thermistances placées sur la carte électronique), soit par un modéle numérique thermique. Ce
modéle de mesure indirecte peut étre considéré comme un capteur virtuel. Le modéle mathé-
matique du capteur virtuel doit étre a la fois précis et rapide car il doit pouvoir fonctionner sur
un micro-contrdleur embarqué. Compte tenu de ces contraintes, un modele réduit thermique
est proposé.

Certaines conditions de fonctionnement pendant lesquelles les ondes électromagnétiques
générées par les variations brusques du courant et de tension rendent difficile la mesure de ces
deux grandeurs électriques et par conséquent la puissance dissipée calculée a partir du courant
est erronée. En plus, I'incertitude sur la résistance électrique a 'état passant des transistors est
considérable (La différence relative de la résistance entre deux transistors peut atteindre 25 %).
Ces facteurs ont poussé les partenaires a planter 6 capteurs de température (thermistance de
type NTC) sur la carte électronique. Ces capteurs étaient localisés légérement loin des MOS-
FETs, par conséquent la température mesurée est différente de celle des MOSFETs. L'objectif de
ce travail est de construire deux modeles réduits qui répondent a cette problématique :

1. Un modéle réduit direct :

Dans ce modele les données d’entrée sont la puissance dissipée et les conditions aux limites
thermiques du systéme de refroidissement de la carte électronique. Une représentation
schématique de la carte est donnée sur la Figure G.3.

MOSFET

PO ~ » Soudure - -

_I DBC

|
Diffuseur de chaleur _
-
rdT

ailettes

Figure G.3 — Représentation schématique de la carte électronique et de son systeme de re-
froidissement

Ce modele est obtenu a partir d"'un modele éléments finis et la projection de Galerkin sur
une base construite en utilisant la SVD (Singular Value Decomposition). Les détails de
cette méthode ainsi que les résultats obtenus seront exposés dans la section G.2.

2. Un modéle réduit inverse :

Dans ce modele, les seules données d’entrée sont les températures des capteurs placés sur
la carte. Ce modeéle est construit en utilisant la SVD et un algorithme de minimisation. Les
détails de cette méthode ainsi que les résultats obtenus seront exposés dans la section G.3.
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G.2 Le modéle réduit direct

G.2.1 Description de la méthode

Une description schématique de cette méthode est donnée sur la Figure G.4 :

e S S e S P S e Ty
: Matrice . ~ !
] Conditions Modéle large: hot BEGGH EeSI ]
l . e aux valeurs !
: opératoires - MEF (Modele SRGIEEES :
E P(t),h, T,y eléments finis) (SVD) E
1 1
I I Base POD ]
: Selection des r modes J
i dominants ]

|
I cofog : . !
: Basereduite |  pPhase d’apprentissage (offline) !
e e e e e e e o i i s e B s e B B s s Fl

Informations __ | Le modéle réduit direct - Champ de temperature
disponibles (projection de Galerkin) Temps de calcul reduit

|
|
|
|
|
|
|
P(t)l h ’ Text :
|
|
|
|
|
|

Phase d’usage (online)

Figure G.4 — Schéma du modele réduit direct

Cette méthode est basée sur deux phases:

1. La phase d’apprentissage (offline)

Au cours de cette phase, une base réduite qui représente le champ de température est
construite. La premiére étape consiste a construire une matrice nommeée snapshots a partir
d’une solution calculée par une simulation éléments finis de la carte électronique. Les
colonnes de la matrice snapshots sont les champs de température a différents instants.
Ensuite, une SVD (Singular Value Decomposition) est appliquée sur la matrice snapshots
afin d’extraire une base POD (Proper Orthogonal Decomposition). La contribution des
composantes de la base POD ne sont pas de méme ordre de grandeur. Une sélection des
modes dominants est effectuée en se basant sur la distribution des valeurs singulieres afin
d’extraire une base réduite. Cette sélection consiste a garder les modes ayant des valeurs
singuliéres supérieures a un seuil.

Les détails mathématiques de cette phase seront donnés en section G.2.1.1.
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2. La phase d’usage (online)

Au cours de cette phase, le champ de température pour un nouveau jeu de conditions
opératoires est calculé dans la base réduite. Les coordonnées de la nouvelle solution dans
la base réduite sont calculées a partir de la projection de Galerkin du modele éléments
tinis sur la base réduite. Cette projection réduit considérablement la taille mathématique
du systéme différentiel a résoudre. Plus de détails sur cette phase seront fournis en section
G212

G.2.1.1 Construction de la base réduite par POD

Dans cette phase, le champ de température obtenu par le modele éléments finis est regroupé
dans une matrice appelée la matrice des snapshots. Si on note par u(¢;) le champ de température
a l'instant ¢;, alors la matrice snapshots U est définie par I’équation suivante :

U= [u(ty),u(t),... u(ty)] (G.1)

U € RM*N avec M représente le nombre des noeuds du modele éléments finis et N représente
le nombre des instants. La SVD est ensuite appliquée sur cette matrice snapshots. Cette décom-
position consiste a écrire la matrice snapshots comme suit :

U= 0’ (G.2)

avec ®, ¥ sont deux matrices unitaires appartenant respectivement a R** et RV*N_ ¥ est
une matrice diagonale contenant les valeurs singuliéres et appartenant a R**". Par conséquent,
le poids de la matrice snapshots est concentré dans la matrice 3. Il a été montré que l'erreur
induite par la troncature a 1'ordre r de la décomposition SVD peut s’écrire :

[u(t;) — w,(t:)llo < VE: (G.3)

avec u,(t;) est le vecteur snapshot reconstruit a partir des » premiers modes.

E, = /(min(M,N) —r) 02, avec o; est la i valeur singuliere.

Une caractéristique majeure de la décomposition SVD est la forte décroissance des valeurs
singulieres. Ceci implique que la solution peut étre représentée avec un faible nombre de mode.

Dans la phase suivante le champ solution va étre calculé comme combinaison linéaire des r
premiers vecteurs propres (®,.), c’est-a-dire:

u(t) ~ @, a,(t) (G4)

avec a,(t) est le vecteur contenant les coordonnées de u(t) dans la base ®,..

G.2.1.2 Projection de Galerkin du modéle éléments finis

Le modele éléments finis (MEF) de la diffusion de chaleur dans le convertisseur de puissance
s’écrit comme suit :

¢ d‘;ff—” + (Ko + 1 Key) u(t) = P(t)1g + h Te 1y (G:5)
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avec C, K et K., sont respectivement la matrice de capacité thermique (ou de masse), les ma-
trices de conductance (ou de raideur). 1 et 1., sont respectivement les vecteurs de charge ther-
mique et de la condition au limite convective. h, T.,; et P(t) sont respectivement le coefficient
de convection, la température du fluide caloporteur et la puissance totale dissipée aux niveaux
des composants électroniques.

La résolution de (G.5) nécessite une condition initiale qui s’écrit :

u(t=0)=muy (G.6)

En remplagant le champ inconnu u(¢) par son expression (G.4) dans le MEF (G.5), on obtient
un systéme différentiel surdéterminé. Pour enlever cette surdétermination, on projette le MEF
sur la base réduite. Cette projection est appelée la projection de Galerkin et consiste a multiplier
a gauche les équations par ®,.”. Ces opérations donnent naissance au systéme suivant:

da,(t
C, ‘Zt( ) LK, (1) ay(t) =1, (P(£), h, Tour) (G.7a)
a,(t =0) =® u, (G.7b)
u(t) =®, a,(t) (G.7¢)

avec

C,=®7' C®, c R (G.8a)
K.(h) =0 Ky ®, + h®! K, &, € R (G.8b)
L(P(t),h, Tows) =P(t) @ lg + h Topy @11, €R" (G.8c)

L'équation (G.7a) compte r équations aux dérivées ordinaires. Comme r << M, résoudre
I'équation (G.7a) est beaucoup moins couteux que le MEF. Les performances de cette méthode
pour calculer le champ de température dans le convertisseur de puissance seront étudiées aux
paragraphes suivants.
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G.2.2 Résultats et discussions

G.2.2.1 Phase d’apprentissage
La phase d’apprentissage consiste a faire une ou plusieurs simulations éléments finis. Le mail-

lage compte 20000 noeuds. La matrice snapshots a été construite dans le cas h = 4000 W/m? /K,
Tt = 50 °C' et un échelon de puissance représenté sur la Figure G.5.

450 T T

400 r

300

Power (W)
N
o
o

100 -

0 10 20 30 40 50
Time (s)

Figure G.5 — Profil de puissance utilisé dans 1’apprentissage

La simulation est calculée sur une durée de 50 s avec un pas de temps de 0.1 s. Par con-
séquent, la matrice snapshots appartient a R20000%501

La distribution des valeurs singuliéres obtenus par SVD est représentée sur la figure G.6.

10 ; :
10 10°
10° 100} i
s 10° 1020 ]
107 1030 |
-10- . N . R
10 -40
10° 10 10 i 10t 10 10°
Mode number Mode number
Distribution des valeurs singuliéres Contenu en énergie relatif (REC)

Figure G.6 — Distribution des valeurs singuliéres et le contenu en énergie relatif (REC)
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L'équation (G.3) implique que r = 25 modes permettent de reconstruire la température avec
une erreur inférieure a 0.1 °C.

Si on voulait retenir les modes ayant une énergie relative supérieure a 107, alors il faut
choisir r = 10. Dans la suite, 10 modes seront retenus dans le modéle réduit.

G.2.2.2 Phase d'usage

Maintenant, on considere un profil de puissance différent de celui de I'apprentissage (Figure
G.7) tout en conservant les valeurs de h et T,,,.

600 [ 1
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W
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o
T
|

Power losses (W)
N
o
o
T

O C 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450

Time (s)

Figure G.7 — Profil de puissance utilisé dans 1'usage

Le champ de température obtenu par le modele réduit d’ordre 10 et le MEF sont en bon
accord comme le montre la Figure G.8.
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Figure G.8 — Champ de température donné par le MEF le ROM aux instants ¢t = 1 s, ¢ = 55 s et

t=110s
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L'influence du nombre des modes retenus sur la précision du modele réduit a été étudiée.
Sur la Figure G.9, on représente la propagation temporelle de la norme infinie de la différence
entre le MEF et le modéle réduit pour plusieurs nombres de modes retenus.

0 —r=5
10 —10
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—20
~ _[30 comn
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~ -2
_8 10
FIL
E 104}
10-6 I I | I | I | I |

0 50 100 150 200 250 300 350 400 450
Time (s)

Figure G.9 — Effet du nombre de modes retenus sur la précision du modele réduit

On constate que I'augmentation du nombre de modes retenus améliore la précision du mod-
éle réduit. Les modes d’ordre supérieur permettent de diminuer les pics d’erreurs pendant les
variations brusques de puissances.

Le temps de calcul pour le MEF ainsi que pour les modéles réduits d’ordre différents sont
représentés sur le tableau

Model ‘ FEM ROM (r=10) ROM (r=20) ‘ ROM (r=30) \
CPU Time | 11 hours | 1.7 seconds 1.8 seconds 1.9 seconds
Gain 23 000 22 000 21000

Table G.1 — Temps de calcul du ROM et du MEF

193
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés



G APPENDIX G. RESUME ETENDU EN FRANCAIS

G.3 Le modeéle réduit inverse

Dans le modele précédent, les parametres d’entrée du modéle réduit sont les conditions opéra-
toires (h, 1., et P(t)). En pratique, il est fort probable que ces données soient indisponibles ou
difficiles d’accés pour les raisons mentionnées dans 1'introduction. Pour franchir cette barriére,
on propose le modeéle réduit inverse qui est capable de reconstruire les températures des MOS-
FETs a partir des températures mesurées par les capteurs de température placés sur la carte.

G.3.1 Description de la méthode

Conditions Matrice DEesbatit
> : position
opératoires . II:A/ICI;(Ijze(Iﬁfllc?crlg?e- snapshots P
PO Vairin | gléments finis) SIQUIEIES
Tair,in (SVD)
I Base POD

Selection des r modes
dominants

Basereduite |  pPhase d’apprentissage (offline)

P Y e T e P e P T P P Y PP P P e P T Y
: v :
: N i

: In_formgtlons L& m_odele réduit Température des MOSFETs |
1 disponibles — inverse — o i
I Moindres carrés) Temps de calcul réduit i
I Tres(t) ( :
| |
: I
. 1

i Phase d’usage (online) !
Haruepepa s g unar e puranou e s g S nar o g o S e G e D A S oL Gl e DL A S Ca e R e S A s e L e et -

Figure G.10 — Schéma du modéle réduit inverse

Cette méthode est basée sur deux phases :

1. La phase d’apprentissage (offline)

Au cours de cette phase, une base réduite est construite a partir des données fournies
par un MEF. On suppose que le champ de température est connu sur tous les noeuds du
maillage. La base réduite est obtenue en appliquant une SVD sur la matrice snapshots.
La base réduite couple le comportement temporel de la température des MOSFETs et des
NTCs. Le formalisme mathématique de cette phase est identique a celui du modele réduit
direct.
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2. La phase d’usage (online)

Au cours de cette phase, la température provenant des capteurs de température est ex-
ploitée pour calculer la température des MOSFETs. L'idée fondamentale de cette méthode
provient du fait que les températures connues (capteurs) et les températures inconnues
(MOSEFETs) ont les mémes coordonnées dans la base réduite . Un algorithme de minimi-
sation est appliqué sur les équations correspondantes a 1'information connue (capteurs)
afin d’identifier les coordonnées dans la base réduite ®,. Le formalisme mathématique
sur cette phase sera détaillé dans la suite.

L'objectif de la phase d’apprentissage est d’écrire le champ température dans une base ré-
duite comme indiqué par 1'équation suivante :

T

u, (t;) = Z%(ti) ¢; = ®.a(t;) (G.9)

j=1

La partie connue u,.;,(t;) et celle inconnue u, i, (t;) du champ de température sont données
par les équations (G.10) et (G.11) :

un;m(ti) = S,m.uT(ti) (GlO)

Uy yunkn (tz) - Sunkn'u'r (tz) (Gll)

Avec Sy, et Synin sont respectivement la matrice de sélection des températures connues et
des températures inconnues.

L'équation (G.9) montre que la partie connue et la partie inconnue ont les mémes coordon-
nées dans la base réduite ®,.

Les coordonnées a, (¢;) du champ u,(t;) se calculent a partir de la partie connue u, ().

L'injection de I'équation (G.9) dans les deux équations (G.10) et (G.11) donne :

ur,kn(ti) = SknﬁI)T.ar(ti) (GlZ)

Uy unkn (tz) = Sunknui)?“ar (tl) (G13)

Les températures connues sont fournies online par les capteurs de températures et seront
notées u?i'i"¢(¢,). Le seul inconnu dans 1'équation (G.12) est le vecteur des coordonnées a, (t;).

r.kn
Pour déterminer a,(¢;), le probleme de minimisation suivant devra étre résolu :

a3 (t;) — Spn. @12, (t;) |2 = min (G.14)

Le probleme (G.14) contient M}, équations et r inconnus avec r # M. Par conséquent, un
algorithme de minimisation devra étre appliqué afin de résoudre (G.14). Une fagon possible
pour résoudre (G.14) est de calculer la pseudo-inverse de Sg,,.®, qui sera notée (S;m.@r)T. Par
conséquent, les coordonnées d"une nouvelle solution dans la base réduite sont :

a,(t;) = (Sen.®,)" uoiline(4)) (G.15)

r.kn
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La partie inconnue peut étre calculée comme suit :

ur,unkn(ti) = Sunknq)rér<tz) = Sunkn-Pr. (Sknq)r)T ‘uonline@i) (616)

r.kn

Onnote A = S,,in- P, (Slm.cin)T e RMunkn>Min = Alors I’équation (G.16) devient :

umnkn(ti) = A.uﬁ,’}fé”e (tl) (G17)

La matrice A est calculée une seule fois pour les conditions opératoires d’apprentissage.
L'équation G.17 est la plus simple relation mathématique qui peut lier la partie inconnue a la
partie connue.

G.3.2 Résultats et discussions
G.3.2.1 Phase d’apprentissage

Durant I'apprentissage, un calcul thermique conjugué (mécanique de fluide et thermique cou-
plés) a été effectué. Le champ de température est calculé par le modéle éléments finis (COM SOL
dans la partie fluide et solide. A titre d’exemple, on représente sur la Figure G.11 la température
al'instant ¢t = 10s

Temps=10s (deqgC)

55

50

1 45

4 40

1 35

y\L'x

Figure G.11 — Champs de température a t = 10s dans le convertisseur triphasé

Ensuite, on extrait de cette cartographie la température maximale au niveau de chaque MOS-
FET et la température moyenne de chaque capteur de température. L'emplacement des MOS-
FETs et des capteurs de température sur la carte électronique est donnée par la Figure G.12:

196
Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2019LYSEI07 1/these.pdf
© [H. Ben Aissa], [2019], INSA de Lyon, tous droits réservés

®)



G G.3. LE MODELE REDUIT INVERSE

D Temperature sensors

MOSFETs

Figure G.12 — Emplacement des MOSFETs et des NTCs

Ces températures constituent la matrice snapshots. La décomposition SVD de la matrice
snapshots donne les valeurs singulieres présentées sur la Figure G.13 :

I I I I I L & & 10-40 I I I I I I I I
0 5 10 15 20 25 30 35 40 ¢ 0 5 10 15 20 25 30 35 40
Mode number Mode number
Distribution des valeurs singulieres Contenu en énergie relatif (REC)

Figure G.13 - Distribution des valeurs singuliéres et le contenu en énergie relatif (REC)

On constate que les r = 5 premiers modes ont une énergie relative supérieure a 1075, Le
spectre des valeurs singulieres implique que » = 15 modes sont nécessaires pour reconstruire
la solution avec une erreur ne dépassant pas 0.1 °C.

Une condition importante a respecter lors de la sélection des modes dominants est que le
nombre des capteurs doit étre supérieur au nombre des modes dominants. C’est une condition
nécessaire pour que les coordonnées temporelles identifiées soient uniques. Dans la suite, le
modele réduit inverse sera construit a partir des r = 5 premiers modes.
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G.3.2.2 Phase d'usage

Dans cette phase, la seule information disponible est les températures données par les capteurs.
Par exemple, la Figure G.14 représente 1’évolution temporelle de la température dans le MOSFET
le plus chaud donnée par les deux modeéles : réduits inverse et éléments finis :

1401

120

=
o
o

Temperature (°C)
D [es]
o o

0 56 160 1éO 260 ZéO 360

Time (s)
Figure G.14 — Evolution temporelle de la température dans le MOSFET le plus chaud donnée
par le MEF et le modele réduit inverse

La Figure G.14 montre une bonne concordance entre le MEF et le modéle réduit inverse.

L'influence du nombre de modes retenus a été étudiée. Les résultats obtenus (Figure G.15 et
G.16) montrent qu’il est obligatoire d’avoir plus de capteurs que de nombre de mode dominant.
Dans le cas ot le nombre des capteurs est supérieur au nombre de modes retenus, le modéle
réduit inverse d’ordre 3 donne la meilleure précision comme représenté sur la Figure G.15.

102 -

&)

—
j
L

0 50 100 150 200 250 300
Time (s)

Figure G.15 — Erreur infinie du modéle réduit inverse pour différentes valeurs de modes retenus
r=1,...,6
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280 L 1 1 | 1 1 |
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Figure G.16 — Erreur infinie du modele réduit inverse pour différentes valeurs de modes retenus
r=7,...,19

On s’attendait a ce que le modele réduit inverse d’ordre » = 6 possede la meilleure précision
mais ce n’est pas le cas. Ce comportement peut s’expliquer par la dégradation de l'inversibilité
de la matrice (Sy,, ®,)" (Sk, ®,) lors du processus de minimisation du probléme (G.14). En effet,
pour que la méthode des moindres carrés fournit une solution unique, il faut que la matrice
(St @) (Sky, @) soit inversible. Ceci revient & comparer son déterminant a la valeur zéro.
Le tableau G.2 donne l’évolution de det((Sg, ®,)7 (Sk, ®,)) en fonction du nombre des modes
retenus.

Number of retained modes r || det ((Skn.ér)T.(Skn@r))
1 0.1324
0.0187
0.0024
1.91077
610~10
1.410°%
8102
1.6 10~

R J| O U1l = W N

Table G.2 - Effet du nombre des modes retenus sur le déterminant de la matrice
(Spn- @) 7. (Spn- )

On constate que le déterminant diminue quand le nombre des modes augmente et qu'au
dela de r = 4, le déterminant devient proche des erreurs d’arrondi.

Dans la suite, on va considérer un modeéle réduit inverse d’ordre r = 3 et on choisit des
conditions opératoires différentes de ceux de I'apprentissage. On fait varier respectivement la
température du fluide caloporteur, sa vitesse et la puissance dissipée au niveau des MOSFETs.
Les jeux de données utilisés dans 1'usage et I’apprentissage sont représentés sur la Figure G.17.
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Figure G.17 — Parameétres d’usage et d’apprentissage

Pour chaque cas, la norme infinie de la différence entre le modele réduit inverse et le MEF
est représentée sur les Figures G.18, G.19 et G.20.

On constate que changer les conditions d’usage par rapport a I'apprentissage génére une
erreur. Cette erreur est plus prononcée quand on change la température d’entrée d’air de re-
froidissement ou la puissance dissipée dans les MOSFETs. La Figure G.19 montre que 'erreur
du modeéle réduit n’est pas sensible au changement de la vitesse d’entrée de l'air. Dans les trois
cas, l'erreur calculée est inférieur a 0.6 °C' (en dehors des changement brusques de la puissance
dissipée).

1 —A0 ©
107§ - Tf,in_40 C
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Figure G.18 — Erreur du modele réduit inverse suite a un changement de la température d’entrée
d’air
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Figure G.19 — Erreur du modeéle réduit inverse suite a un changement de la vitesse d’entrée d’air
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Figure G.20 — Erreur du modele réduit inverse suite a un changement de la puissance dissipée
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G.4 Conclusions et perspectives

Dans ce travail, on a pu construire deux modeles réduits thermiques pour la carte électronique
dont la différence réside dans le type de parametres d’entrées.

Le premier modeéle réduit est direct car il a besoin de connaitre les conditions aux limites
pour calculer le champ de température. Grace a la projection de Galerkin et la SVD, le modéle
éléments finis (MEF) a pu étre réduit toute en préservant sa précision. Les simulations ther-
miques faites sur une phase du module de puissance montrent que 1’erreur du modeéle réduit
d’ordre 10 est inférieure a 0.01 °C' (en dehors des transitions brusques de la puissance dissipée).
Les pics de l'erreur durant les variations brusques de puissance sont amortis avec 1’ajout des
modes.

Le deuxieme modeéle réduit est inverse car les conditions aux limites ne sont pas nécessaires
pour calculer les températures des MOSFETs. Cependant, le modele a besoin de connaitre les
températures des capteurs placés sur la carte électronique. Grace ala SVD, une base réduite cou-
plant le comportement temporel entre les températures connues (température des capteurs) et
les températures inconnues (température des MOSFETs) est construite. Les coordonnées d"une
nouvelle solution sont calculées a partir des températures connues mesurées online. Les ré-
sultats obtenus montrent une bonne concordance entre le modéle de référence (MEF) et ceux
obtenus avec le modele réduit inverse. Une condition nécessaire pour la réussite de cette ap-
proche est que le nombre de capteurs devra étre supérieur au nombre de modes retenus. Leffet
du changement des conditions d"usage par rapport a 'apprentissage a été étudié. Les résultats
obtenus montrent que la précision du modele réduit inverse est affecté par le changement de
la température d’entrée d’air de refroidissement ainsi que de la puissance dissipée. La vitesse
d’entrée de l'air de refroidissement a un effet négligeable sur la précision du modéle réduit
inverse. Dans tous les cas, l'erreur absolue du modéle est inférieure a 0.6 °C' (en dehors des
transitions brusques de la puissance dissipée).
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Résumé

Dans la transition vers 1’avion plus électrique, un des verrous technologiques est
I’échauffement des composants électroniques ce qui affecte fortement leurs fiabilités
et leurs durées de vie. En conséquence, il est nécessaire de controler la température
des cartes électroniques. Cette thése a pour objectif de construire deux modéles ther-
miques réduits permettant de suivre en temps réel la température des composants
électroniques. La différence entre le modele réduit directe (MRD) et le modele réduit
inverse (MRI) réside dans les parameétres d’entrée et le formalisme mathématique de
leurs constructions.

Pour le MRD, les parametres d’entrées sont les conditions aux limites. Ce mod-
éle est élaboré sur deux étapes. La premiere étape consiste a construire une base
réduite représentative de la solution en appliquant la POD (Proper Orthogonal De-
composition) sur une matrice snapshots. La matrice snapshots regroupe la solution
du modéle éléments finis (MEF). La deuxiéme étape consiste a calculer les coordon-
nées d'une nouvelle solution en utilisant la projection de Galerkin du MEF sur la
base réduite. Un MRD construit avec 10 modes diminue considérablement le temps
de calcul et réalise une erreur absolue inférieure a 0, 1°C en dehors des variations
brusques de puissance.

Pour le MRI, les parametres d’entrée sont les températures des capteurs implan-
tés loin des composants électroniques. Ce modéle n’a pas besoin de connaitre les
conditions aux limites comme le MRD. La premiére étape consiste a construire une
base réduite qui couple les températures dans les composants électroniques et dans
les capteurs de températures en utilisant la POD. La deuxieéme étape consiste a iden-
tifier les coordonnées des températures des composants électroniques a partir des
mesures en utilisant un algorithme de minimisation. L'erreur du MRI d’ordre 3 ne
dépasse pas 0,6 °C en dehors des variations brusques de puissance.

Mots clés : Réduction de modele, POD (Proper Orthogonal Decomposition),
thermique des composants électroniques.
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Abstract

In the transition to more electric aircraft, one of the technological locks is the over-
heating of electronic components, which affects deeply their reliability and their life-
times. Therefore, it is necessary to control the temperature of the electronic com-
ponents. This thesis aims to build two reduced thermal models to monitor in real
time the temperature of electronic components . The difference between the direct
reduced model (DROM) and the inverse reduced order model (IROM) lies in the
input parameters and the mathematical formalism of their constructions.

For the DROM, the input parameters are the boundary conditions. This model is
developed in two stages. The first step is to build a reduced base representative of
the solution by applying POD (Proper Orthogonal Decomposition) on a snapshots
matrix. The snapshots matrix is obtained from the finite element model (FEM) so-
lution. The second step is to calculate the coordinates of a new solution using the
Galerkin projection of the FEM on the reduced basis. A DROM built with 10 modes
decreases drastically the computational time and the obtained absolute error is less
than 0.1 “"C' except during sudden power variations.

For the IROM, the input parameters are the temperature of the sensors placed
far from the electronic components. This model does not need to know the bound-
ary conditions as the DROM. The first step is to build a reduced base that couples
the temperature or electronic components and the temperature of sensors using the
POD. The second step is to identify the coordinates of the electronic components
temperature from the measurements using a minimization algorithm. The error of
the IROM of order 3 does not exceed 0.6 “"C except during sudden power variations.

Keywords: Model reduction, POD (Proper Orthogonal Decomposition), heat
transfer of electronic components.
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