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INTRODUCTION

1.1 Context

Computer vision has for a long time a great interaction with artificial intelligence. Today, some of the more complex tasks in image processing, such as facial recognition, object tracking, action detection, image captioning or semantic segmentation are being automatized by computers. Hence, using algorithms to retrieve semantic information from image content is a promising mechanism for many industries and computer vision applications such as medical imaging, self driving cars, astronomy, video surveillance, and so on.

From a broader perspective, general artificial intelligence is sometimes referenced as the next technology revolution and its ubiquity in our society seems inevitable in the near future. A particular branch of artificial intelligence that is under the spotlight is machine learning. This domain of computer science aims at automating the treatment of information using algorithms that have the ability to "learn" from data. In other words, a machine learning model uses statistical techniques to adapt an algorithm according to available data in order to respond correctly to a given task. Big companies like the GAFA (Google, Amazon, Facebook, Apple), are making unprecedented investments in research in this area.

In addition, the number of start-ups that market machine learning innovations is exploding. Such enthusiasm has risen recently due to impressive performance of machine learning algorithms in several applications. Sometimes the algorithms even beat humans in very skillful tasks like playing Atari video games [Mni+13], playing Go or chess [Sil+16; DNW17], recognizing handwritten digits [LeC+98], recognizing faces [BRM16], etc. Those popular achievements are not going to stay isolated in a domain that progresses every day, with a potential that seems to be limitless.

Two principal factors can plead for those major advances in artificial intelligence. First, machine learning is a statistical discipline that is data driven; and therefore it benefits from
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diversified, organized, and clean data. The current big data context is a perfect opportunity to explore machine learning capability and to extend its applications. The second factor is the substantial progress made in the field of statistical learning during the last two decades and specifically with the emergence of the promising "deep learning". Deep learning, which is a subset of machine learning models, will be our focus in this thesis.

1.1.1 Big Data and Supervised Learning

Among the reasons for such devotion around machine learning is the soaring volume of available data. Big data is a new paradigm in computer science which has emerged because of increased storage capacity and the facility to collect information from a super connected world. Gathering massive amounts of data is way easier today than it was decades ago. For instance, big databases of images (Flickr, Instagram, Facebook,...), of texts in different languages (Wikipedia), of videos (Youtube), or even of source-codes (Github) are today accessible to everyone. Moreover, many sources of data also provide side information like meta-data, contextual information, user information, commentary, etc. This additional information has proved to be very useful to create "training" data for machine learning models. Indeed, those rich databases have been cleaned and organized to construct task specific sets of pertinent data with multiple annotations. Those big datasets containing annotations constitute essential tools to train and apply machine learning models efficiently. In fact, when they contain semantic information, those annotations assist machine learning models by guiding them to fill what is called, the semantic gap. It is the difference between raw data and the semantic information it contains, which is interpretable by humans. For instance, an image, seen as a matrix of pixels, does not inform about the nature of the object it represents and it cannot be discussed. When the studied task requires to extract abstract semantic information, the gap has to be reduced by the algorithms. Even if most sources of data provide poor semantic information about the data, many efforts were done to create big datasets with task specific annotations (companies are even dedicated to this activity), enabling scientists and researchers to work on abundant, informative, and clean data.

Supervised learning. Above all, supervised learning, which is the training method studied in the thesis, is a particular machine learning paradigm that strongly benefits from increasing annotated datasets. Indeed, those annotated databases permit to construct training sets where all raw data is associated to a label. When given a piece of data as input, the associated label is the expected/targeted answer for a machine learning algorithm. For instance, in order to translate a sentence, the label could be the same text in another language. In order to translate music into a genre, the labels could be the style of the songs, if you are interested in music recognition. In order to recognize speech, the label could be the text corresponding to the sound. For a given raw data input, the machine learning algorithm outputs an answer due to respond to the task for which the database has been labelled. This output is called prediction because it is computed without being given any information about the expected answer. The objective of supervised training is then to obtain an algorithm whose predictions on the training set match the labels. This method ensures a good behavior of the predictive algorithm, at least for the training
A typical supervised training method that is studied in this thesis, is the Risk Expectancy Minimization principle (REM) which consists in minimizing the average error found on the training set:

\[
\hat{\epsilon}_{RN} = \frac{1}{N} \sum_{n=1}^{N} \ell(C(x^{(n)}), c^{(n)}).
\] (1.1)

It is the average error value made on the dataset. \(\hat{\epsilon}_{RN}\) is in fact, a proxy to estimate the expected value of the error function \(\epsilon_{rr} = E_p[\ell(\hat{c}(x), C)]\). For instance if the error function is the zero-one loss with discreet target space, \(\hat{\epsilon}_{RN}\) is the proportion of bad prediction made on the training set. In this case, the training accuracy is obtained with \(1 - \hat{\epsilon}_{RN}\). In this configuration, finding a hypothesis \(\hat{C}\) that minimizes the training error \(\hat{\epsilon}_{RN}\) can be \(NP\)-hard. When the target space is big, the minimization strategy usually resorts to a surrogate function that is continuous, enabling standard optimization methods such as gradient descent [LY08]. Then, a machine learning model is properly trained if its average error function is low on the training data. However, this achievement does not provide any guarantees that the model will continue to behave correctly on new data.

**Generalization.** The generalization gap measures the difference between the expected error \(\epsilon_{rr}\) of the algorithm, according to the natural data probability \(p\), and the empirical average error \(\hat{\epsilon}_{RN}\), computed from the training set: \(\epsilon_{rr} - \hat{\epsilon}_{RN}\). Recall that, a task is correctly realized by an algorithm if it has a low expected error which is the sum of the empirical error with the generalization gap: \(\epsilon_{rr} = \hat{\epsilon}_{RN} + (\epsilon_{rr} - \hat{\epsilon}_{RN})\).

Practically, it is not possible to compute \(\epsilon_{rr}\) because the natural distribution \(p\) is unknown. It is instead estimated by Monte Carlo sampling, from a side set called test set, that is not used during training. Because models are selected by REM to have small training errors \(\hat{\epsilon}_{RN}\), it is important to control the generalization gap, which is usually positive. Statistical learning is interested at minimizing this gap, which is the challenge of generalization theory [Hau90; Val13; NY72].

A first requirement to generalize correctly is to provide a training set that is representative enough of the natural distribution of the data. When the input variable \(X\) lives in a
large space with high dimensionality, a lot of samples are required to properly embody
the true distribution. This flaw is called the **curse of dimensionality**. Computer vision
applications suffer from this inconvenience and former state of the art machine learning
models had to consider a featuring process in order to reduce the dimensionality of the input
data.

**Standard supervised learning methods.** Among popular machine learning methods, the
Support Vector Machine (SVM) [Vap98] is a suitable model for supervised learning. It
trains a linear predictor to maximize a margin criterion. Not only the criterion indirectly
permits to reduce the training error, but it is also due to find a hypothesis that generalizes
well, according to theoretical generalization bounds [Vap98; NY72]. In order to enable a
non linear predictor, the SVM can be coupled with kernel methods [Sch01].

The overall method is usually associated to a featuring processing in order to reduce the
dimension of the input variable and avoid the curse of dimensionality. This process applies
different transformations to the raw data with the objective to extract the information about
the target in a variable of lower dimension. If the feature variable size is still high, the
more informative features can then be elected to feed the predictive algorithm via feature
selection techniques [GE03].

Other generic methods such as boosting [Sch99; CG16] or bagging [Büh04] can be
associated to the training to enhance the model performances by reducing its generalization
gap. Both techniques combine the predictions of several trained algorithms by aggregating
their outputs and producing a global prediction supposed to be more accurate. These
methods have been applied with success on many applications.

**Computer vision and image classification.** Frequently, supervised learning brings the
best results because it directly relates the algorithm behavior with the task for which it is
trained. Unfortunately, finding big labelled datasets can be difficult because annotating big
databases is not automatized easily and is thus expensive. In the field of computer vision,
however, several databases have been created associating a particular type of label to the
images in the dataset with the ambition to enable supervised learning applications. The
nature of the information provided in different datasets is miscellaneous. For instance it can
be pixel segmentation of the different items on the images [Eve+15; Lin+15], some textual
descriptions of the images [Ant+15], recipes associated to pictures of meals [Wan+15], etc.
The attention of this thesis will be image classification, according to their content (object,
scene,...) onto different predefined classes. In this context, the input variable is an image
and the label is the class of the image. For this task, existing datasets [Kri09; Lec+98;
Net+11; Lin+15; JDe+09] facilitate the study and the comparison of different machine
learning models. For instance, one of the most popular datasets in image classification is
ImageNet [JDe+09] which is an evaluation reference for large scale models. For this dataset
there are one thousand predefined classes (airplane, dog, car, truck, ...). Every image is a
picture of an object or animal and the goal is to design an algorithm that predicts to which
class it belongs. Example of images from ImageNet can be found on Figure 1.1.

The task of image classification attracts our attention for various reasons. A principal
one is the quantity and the quality of the existing datasets. Unlike many other computer
vision tasks, image classification rarely has to cope with small, noisy and biased datasets.
Figure 1.1.: Example of image from ImageNet dataset. They are considered as high resolution pictures with a size of approximately $256 \times 256$ pixels with RGB channels. The dataset is composed of 1.3M training images and 50K testing images equally spread into 1000 classes.
Requiring cheap annotations, supervised learning for image classification benefits from clean and bulky datasets. This advantage facilitates the focus on the machine learning models and their properties. This is not by any chance that it is on this particular exercise that a major breakthrough has favored the exhibition of deep learning potential. Indeed, for a while, state of the art algorithms for image classification were based on bag of words (BoW) models [BS97; Siv+05; FCP01]. Those algorithms build a "visual dictionary" from local image descriptors. For any image, local detection values of each "word" are pooled together to represent the final image feature, which is used as input for a SVM classifier. Today, those algorithms have been replaced by deep learning models, that are introduced in next section.

1.1.2 Deep learning for computer vision

Simultaneously with the evolution of big data, favouring supervised learning application, the spectacular progress in machine learning has raised this exercise to the status of theory [Vap98]. While generalization theory was bringing analytical guidances to design machine learning models [NY72; BLM02; Vap98], other tools borrowed from other mathematical fields such as signal processing, information theory, algebra, optimization, differential analysis, etc, where bringing their contributions. Many scientists, from many different domains are getting interested and are sharing their knowledge to the sake of machine learning. In the sphere of computer vision, a reviving family of models, called today deep learning, has empowered astonishing improvement on several challenging benchmarks, specifically on image classification. Deep learning defines the machine learning methods that use Deep Neural Networks (DNN) as predictive algorithms (or hypothesis). They have been applied and studied on different kinds of input (text, speech, temporal series,...) but their application on image is particularly convincing [KSH12; He+16; DTC16]. An appealing characteristic of deep learning is the ability to learn representations from raw pixels input. Unlike classical machine learning models, they do not require a handcrafted featuring operation to tackle the dimensionality issue and DNNs can be fed with raw data.

1.1.2.1 DNN architectures.

A DNN is a finite graph of operations that can be described as a sequence of layers. For instance, a DNN \( h \), with \( L \) layers, and parametrized by the vector \( w \), outputs a value \( y^L = h(x, w) \) for the input \( x \in \mathcal{X} \), that can be computed in the following sequential way: \( y^L = h_{w_L}^L (h_{w_{L-1}}^{L-1} (... h_{w_1}^1 (x) ...)) \) where \( h_{w_\ell}^\ell \) defines a layer’s operation parametrized by \( w_\ell \). The parameters \( w = [w_1; w_2; ...; w_L] \) are the learnable parameters, sometimes called weights. Unlike BoW, DNNs construct their own featuring system, from layer to layer. In fact, a layer \( \ell \) of the DNN can be regarded as a featuring step, that takes as input the features vector output by the precedent layer \( y^{\ell-1} \), and producing the feature vector \( y^\ell = h_{w_\ell}^\ell (y^{\ell-1}) \). These sequential operations introduce a semantic hierarchy between features of different layers. The outputs of the layers closer to the input are called low level features. The outputs of the layers closer to the DNN’s output are called high level features. The higher level features are supposed to capture abstract concepts (such as shape, object, visual texture, etc) and to provide semantic information about the input. In the rest of the thesis, we
call interchangeably a layer’s output, a layer feature variable. A neuron is defined as a particular coordinate of a feature variable.

The architecture of a DNN is defined by the number \( L \) and the nature of its layers. In modern architectures, a layer’s operation is usually the composition of a parametrized linear transformation, with an element wise, non-linear function, called the activation function.

**Linear Layers.** If the linear operation simply applies a (biased) matrix multiplication to the layer’s input, it is called a fully connected layer. In this case, the coefficient of the matrix and the bias are the learned parameters. A DNN with only fully connected layers is called a Multi-Layer Perceptron (MLP). Note that MLPs were tested without much success on image classification. In a convolutional layer, the linear operation is a convolution of the input with several filters [LeC+98]. The filters have a small compact support, called filter window, and their window coefficients are learned. For two dimensional images, the output of a convolutional filter is a two dimensional matrix, called a filter map. In image applications, the output of a convolutional layer is a three dimensional tensor that concatenates the different filter maps and that we call feature maps. Exploiting the natural decorrelation between distant pixels in the image, the convolutional filters have small windows and then, few parameters to learn, which is a particular advantage in machine learning. On the other side, the convolution operation takes advantage of the fact that the image probability distribution has translation invariances. A DNN that possesses convolutional layers is called a Convolutional Neural Network (CNN). CNNs have been introduced first by [Fuk80] and then popularized by [LeC+98]. In 2012, [KSH12], whose CNN architecture named AlexNet is pictured in Figure 1.2, has demonstrated deep learning aptitudes on image classification. In fact, AlexNet has beat all other models by a large margin, on the famous ILSVR2012 competition [AF10]. CNNs are currently the state of the art in image classification and used in most tasks of computer vision in general.

**Activation Functions.** Concerning the activation function that comes right after the linear operation, the bio inspired sigmoid or hyperbolic tangent were prominent activation functions in the early 2000’s. They can be found on the famous architecture LeNet [LeC+98], that was standing as a proof of concept for CNNs, on a handwritten digits dataset, MNIST [Lec+98]. Currently, the most popular activation function remains ReLU: \( ReLU(y) = \max(y, 0) \). In the following, unless specified, all considered DNNs are using ReLU as activation function. One great benefit of this activation is its capacity to speed up the training time by avoiding saturation issues [BL16].

A DNN with only ReLU activation defines a linear function per piece. It is known that any continuous function can be approximated on a compact set by a DNN, as closely as desired [Aro+18a]. This provides to the deep learning hypothesis space, the property of universal approximation. This property is important because it partially explains deep learning aptitude to fit the training data.

**Softmax and prediction.** In image classification, the final layer \( L \) of the DNN is usually a fully connected layer combined with a Softmax activation function. The linear operation projects its input in a space with same dimension as the number of classes. Then, the
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Softmax transforms this vector into a probability distribution on the class space. The predicted class is the one achieving the maximum probability:

$$\hat{C}_w(x) = \arg \max_{i \in \mathcal{C}} h(x, w)_i. \quad (1.2)$$

where we define $\mathcal{C} = \{1, 2, ..., |\mathcal{C}|\}$ as the indexed class space with finite number of classes $|\mathcal{C}|$.

**Invariant architecture and generalization.** In order to guarantee a good generalization, it is important for a machine learning model to be robust to natural variations of the input. Those variations can be reported on image by transformations, such as small translation, changes in brightness, or small object rotation. For simple transformations, images in the dataset can be artificially transformed to complete the training set. This method is called **data augmentation** and is almost systematically used in image classification. Unfortunately, more complex transformations, such as local elasticity or shooting viewpoint changes, are difficult to model. A simple approach to ensure that the trained model will be robust is to design an architecture that is invariant by design to those transformations, and this for any set of weights. We recall that a machine learning predictive algorithm is invariant to a transformation, if it returns the same prediction for any input and its transformation. For instance, some specific layer can be added to DNNs to provide invariance to some transformations. The **max pooling** operator [KSH12], that is optionally set after a convolution layer, is a good example. Max pooling returns the maximum activation value of small spatial window densely distributed among the feature maps. By aggregating information from a local neighborhood, this layer ensures to CNN the invariance to small translations and to local variations in general. However, this operation also filters a lot of spatial information because it summarizes the information of a window into a single value. For instance, AlexNet adds max pooling to the convolutional layers 1, 2 and 5. Pooling operations are also responsible for dividing each spatial dimension per two, as can be observed in Figure 1.2.
Modern architecture and DNN depth. The question of DNN representability occupies many researches and better understanding the architecture properties remains an matter of concern. The CNNs used for image classification have standard architectures. Some convolutional layers with optional max pooling operation precede some fully connected layers and a Softmax projection. However, since [KSH12], CNN architectures did not stop maturing, making constant progresses in term of generalization. The more remarkable evolution in the architectures is the depth that has constantly grew until now, by stacking more convolutional layers and having less fully connected layers. Until now, machine learning intuitions for better generalization, led by theoretical analysis, were privileging low complexity models. For example, the number of trainable parameters was maintained as low as possible because it is a factor of over-fitting. In deep learning, on the contrary, augmenting the complexity and the expressivity of CNNs architecture by increasing their depth has not necessarily a bad influence on the generalization performance. Indeed, right after AlexNet, came vgg architecture [Kar15] with its 19 layers and GoogLeNet [Sze+15] with its 22 layers. This last CNN differs from standard architecture by allowing non linear convolutional filters using Inception blocks [LCY14], to increase the expressivity of convolutional layer. Another noticeable difference in GoogLeNet is the class projection, which is not done by a fully connected layer but with an ad hoc average pooling which saves a significant amount of parameters. Today, DNNs exploiting new convolutional layers using a residual function can be very deep and are the state of the art, like the 151 layer CNN, ResNet [He+16]. Furthermore, all these modern architectures are extremely deep, and contain huge amounts of parameters to optimize. For instance vgg contains 160M parameters for 19 layers, GoogLeNet contains approximately 7M parameters for 21 layers and ResNet contains around 7M parameters for 151 layers. These figures could be frightening when considering to optimize the parameters. However, as explained below, DNN can be trained very efficiently on big datasets.

1.1.2.2 DNN training

A first factor enabling deep learning to obtain excellent performance in image classification is that DNNs can learn properly a training set even of substantial size. This training is effected by optimizing an objective function which enforces the DNN good predictions when minimized. The objective function, that we further describe in the following, is efficiently minimized by gradient descent methods.

DNN objective function. In image classification, the error function \( \ell \) used to train DNNs, is usually the cross entropy loss function [KSH12]. For an input \( x \), labelled with class \( c \), the cross entropy value is \( \ell(h(x, w), c) = -\log h(x, w)_c \). It corresponds to the Kullback Liebler divergence between the deterministic probability distribution associating probability one to the class \( c \), and the DNN’s output \( h(x, w) \), which defines a probability distribution on the class space. When this cross entropy is low, the output coordinate indexed by \( c \) has a high value compared to other coordinates. This ensures a good classification as the prediction of the DNN will be the class giving the maximum probability. Following the REM principle,
Figure 1.2: Architecture of AlexNet CNN. It begins with five convolutional layers, with max pooling function after convolutional layers at 1, 2, and 5. It ends with three fully connected layers before the Softmax projection. The CNN takes 224 x 224 pixel images as inputs and outputs probability distributions over 1000 classes. It has been trained on the ImageNet dataset for which it was state of the art in 2012.
the training objective function $\mathcal{L}(w)$ is the averaging of the cross entropy loss function over the training set, to ensure small prediction error in average:

$$\mathcal{L}(w) = \frac{1}{N} \sum_{n=1}^{N} - \log h(x^{(n)}, w)_{c^{(n)}}$$

The objective function is convenient because it is differentiable with respect to the DNN’s parameters $w$ and gradient descent methods can be contemplated. It is today the standard loss function used in deep learning for image classification.

**DNN optimization.** The most popular gradient method used in deep learning for image classification is Stochastic Gradient Descent (SGD) [Bot10]. The SGD iteratively applies a descent steps on the DNN’s weights. The descent direction is computed from the gradient of the loss function $\ell$, averaged over a random sub-sample of couple (input, label), draw from the training set. This sub-sample is different for every descent step and is called mini-batch or simply batch. Since the computed gradients at each step only involve a small amount of the data, it is much faster than a classical gradient descent on $\mathcal{L}$, that requires to compute the loss’ gradients for the whole dataset. Even if the computed gradient is then different from the objective function gradients, this method converges in reasonable time toward very small local minimum for $\mathcal{L}$. Although the objective function is non-convex, the local minimum found by the SGD for different initializations, are almost equivalent in terms of value. Many works tend to justify that all local minimum of the objective function of a DNN using ReLU, are global minimum [HV17; LL17]. This property remains unproven in the general case, but is observed empirically. In practice, for many DNNs, it is possible to get an objective function extremely low, ensuring good prediction on almost all the training set.

The SGD and its variant [Sut+13; KB15] have proved to be very efficient at optimizing DNN objective functions. However, the SGD is not able to find very low minimum for every given architecture. For instance, very deep architectures are difficult to train. Whereas the DNN depth has a positive impact on generalization performance, it also exacerbates unfortunate phenomena such as exploding of vanishing gradients. Some modification on the architectures had to be done in order to continue to study deeper DNNs. First, residual layers [He+16] were particularly helping the SGD to reduce the objective function without impacting the representability of the DNN. Nevertheless, Batchnorm [IS16] is also an essential layer to train very deep DNNs. This layer, placed before the activation function, aims at normalizing the feature variable of the convolutional layers to zero mean and unit variance. This operation eases the optimization by controlling the "covariate shift" but is also responsible for enhancement in generalization performance. For this reason it is also considered as a regularization method.

**Regularization.** As explained above, DNN optimization can find weights giving very high accuracy on the training set, sometimes reaching zero classification error. Observing this aptitude to learn easily the training set, one can fear that DNNs simply overfit the data and are guilty of big generalization gaps. In fact, for a long time, MLPs were demonstrating high ability to over fit the data without being able to generalize correctly. The question of
DNN generalization is essentially a question of architecture as illustrated in [Zha+17]. For instance, CNNs have a structural advantage compared to MLPs, which makes them more relevant for images applications where they have demonstrated small generalization gaps. Interpretations of convolutional layers show that they are equivalent to fully connected layers with a strong prior on the weights which has proven to be adequate for images.

Furthermore, one can wonder if for a given architecture, all sets of weight with similar training error have automatically equivalent generalization errors. Experiments in [Kes+16] have demonstrated that this is not true. Indeed, local minima found using large mini-batches in the optimization generalize poorly compared to minima found with small batches. They demonstrate that using small batches is a regularization technique because it influences the optimization toward local minima that are not sharp. This illustrates that for a given architecture, it is possible to regularize the training to obtain a better generalization gap. Regularization is in fact, a common practice in deep learning.

For instance, a classical method to regularize the training is to add another loss term to the objective function, aiming at influencing the optimization toward a local minimum with desired properties. A famous example is weight decay [KH92], which penalizes weights with high variations by adding to the objective function the euclidean norm of the parameters vector $\|w\|^2$. This method can also be interpreted as a Bayesian prior on the weights. Even if the benefits of this method seem to be negligible in modern architectures [Zha+17], it is still widely used because it also helps to stabilize the training. Dropout [Hin+12] is also a famous regularization method that aims at prioritizing DNNs which decision is not strongly dependent on a subset of learned features. However, this method is not systematically used with modern architectures because batchnorm lower its positive effect [Li+18].

The way to regularize deep learning training seems wide open, but one major difficulty to study new methods is the lack of theoretical interpretation of DNN mechanism. Indeed, the factors influencing deep learning generalization are not yet sufficiently understood to be optimized. Indeed, there is no consensus about the theory of deep learning generalization, which is a new exciting research topic. For instance, recent attempts have helped to understand deep learning performance with an information theory approach [AM17; JSO18; NN15].

1.1.2.3 Programming on GPU

It is not possible to talk about the rise of deep learning and CNN performance without mentioning the role played by GPU (Graphic Processus Unit) computing. Cuda is a language extending C and C++, that permits to execute computation on a GPU. GPU computing is well adapted to parallel CNN’s three dimensional convolutional operations. Implementing a framework enabling GPU computing to train CNNs was first proposed by [KSH12] who successfully trained a height layers deep CNN on the ImageNet dataset. Before [KSH12], CNNs had obtained promising performances on small and simple datasets such as MNIST [Lec+98], but were failing to demonstrate their full potential on large scale image classification tasks. Among the factors to blame is the training time of deep CNN that was way to long. Studying properly different architectures and different training method was not possible on big datasets. With GPU computing, [KSH12] was able to properly train a CNN within a week and to obtain convincing performance compared to the state of the art.
Today, GPU computing is omnipresent in deep learning for computer vision. Universities and companies have open sourced their frameworks, which have been quickly developed in many popular languages. For example, matconvnet for Matlab [VL15], torch 7 for lua [CBM02], pytorch and tensorflow for Python [Aba+16], among many others tools to apply deep learning. Since [KSH12], GPU computing for CNN has evolved very fast. For instance, the company Nvidia has developed and is maintaining CuDNN, a CUDA library especially made to optimize DNN computations on GPU. Furthermore, the GPU hardware has also improved, getting more memory and more cores to train big CNNs with tons of parameters. Today, it takes only a dozen of hours to train an AlexNet CNN on ImageNet with tensorflow.

1.2 Motivations and Contributions

As explained earlier, deep learning performance is impressive in many computer vision applications. For image classification, CNNs’ abilities to generalize is very appealing and their use has been systematized on existing datasets where they are currently state of the art. With such encouraging results, both industries and academia will consider applying deep learning on new challenging applications. As a consequence, deep learning models will be asked to perform well on more complex tasks like classifying blurry images [Che+15] or having a lot of classes to recognize [Zha+18]. Extending the human level results obtained on elementary datasets, such as CIFAR-10 or MNIST, is not obvious and improving deep learning general performance is still on the table.

We place our researches in this context, with the objective to strengthen deep learning productivity in image classification. With this motivation we focus our research on characteristics that impact the generalization capacity of deep learning. We bring the attention on three axes of interest that are identified as leverage to improve CNN performance. First, because the training time is critical in deep learning, we have inspected the way deep DNNs can accurately learn considerably-sized datasets with SGD in a reasonable time. With DNN depth constantly growing and datasets with consistently increasing number of images, this question is essential. Second, we have studied the influence of the architecture of a DNN on its generalization performances. By deciphering a DNN’s internal treatment of the information, we have studied alternative architectures. Finally, we have focused our research on regularizing DNN training. By modifying the objective function in the SGD optimization we studied how regularization can impact the DNN performance.

These three points of view offer a large panorama of deep learning methods that we intend to improve with the following contributions.

1.2.1 Training very deep DNN on massive datasets

Increasing the number of images in the training set is a straightforward solution to improve models generalization. Indeed, with more data, the natural image distribution is better represented, which allows higher quality learning. In general, training a machine learning model with a lot of data guarantees the robustness of the statistical evaluations.

Unfortunately, the training time of a DNN simultaneously increases with the number of images. Furthermore, modern state of the art architectures never cease to get deeper,
which slow down the SGD. Having a very long training phase is an issue because it reduces
the number of architectures that can be tested and training methods cannot be evaluated
adequately. For instance, before GPU computing, it was not possible to train a DNN on a
large scale dataset such as ImageNet. Being able to properly learn a very big dataset while
controlling the training time is a major issue in deep learning.

With the ambition to accelerate the optimization of DNNs’ weights, we have studied the
possibility to distribute the training over several GPUs. In fact, the sequential mini-batch
optimization can be distributed in order to process several mini-batches at a time. It is
important to watch that distributed methods do not deteriorate the overall optimization.
Indeed, the difference in the optimization process implied by a distributed method must be
studied. It is important to identify the properties a distributed strategy should ensure in
order not to degrade the training quality. A formalism covering existing methods is thus
necessary and will be part of our first contribution in this thesis:

- **Distributed framework**: Chapter 2 begins with the development of a framework that
  encompasses within the same formalism a particular family of distributed optimization
techniques. Those methods parallelize the mini-batch optimization on different GPU
processes. The framework allows us to observe important properties ensuring an
efficient optimization and enable to compare distributed methods.

Still with the objective to speed up DNNs training, the Chapter 2 proceeds to proposes
two distributed methods. We study them from our framework and confirm their good
properties on various experiments:

- **PerSyn** distributes the optimization in a synchronized and centralized way. Despite
  these two constraints the algorithm is efficient, although very simple.

- **GoSGD** is an asynchronous and decentralized algorithm based on gossip exchanges
  [Boy+06]. The algorithm has the advantage to only involve inter GPU-communication,
making it very efficient.

The framework, as well as the two distributed methods, are developed in Chapter 2 and
published in [Blo+18a].

### 1.2.2 CNN architecture and activation function

Apart from the number and the quality of the images in the training set, a major characteristic
that determines a DNN generalization performance is its architecture. For instance, CNNs
usually generalize way better than MLPs on image tasks. As already discussed, not all
architectures can be tested and exploring the architecture space randomly is quite inefficient.
Our strategy to consider better architectures is to address the question of layers expressivity
and filtering of information. The max pooling layer and the ReLU activation function
have been recently popularized in the deep learning community but they have not been
extensively studied in the context of image classification. They are both responsible for
filtering information, making the DNN invariant to some transformations. However, there is
a possibility that the eliminated information is correlated with the target class and could
help to predict it more accurately. With this intuition, we have inspected on an activation function that permits to filter little information and that does not impact the expressivity of DNNs:

- **MaxMin** is an activation function we propose, which permits convolutional layers to filter less information from their inputs. It separates the positive part from the negative part of the linear convolutional filters’ output. It then transmits both information values to the following layer. At equivalent architecture complexity and number of parameters, the CNNs using MaxMin as activation function, generalize better than the ones using ReLU. We also demonstrate that MaxMin activation can be seen as a new pooling function.

MaxMin activation function is developed in Chapter 3 and has been published [BCT16].

### 1.2.3 Regularizing the training

Finally, for a given dataset and for a given architecture, regularizing the training is a solution to improve the generalization of a DNN. By modifying the loss function, we intend to influence the optimization toward local a minimum with better generalization properties. In order to determine our regularization loss function, we first introduce a new criterion based on information theory, that is due to guarantee good generalization performance.

- **Entropy criterion**: To define our criterion, we assert that models with variable representations that have low entropy conditionnaly to the class variables, generalize well. The new regularization methods we propose in Chapter 4 and Chapter 5, are based on this criterion, which is close to the one proposed in the Information Bottleneck framework [TPB99]. We justify the betterment of our criterion and demonstrate that it guarantees invariant models, thus implying good generalization.

Implementing a loss function to minimize the proposed criterion during the optimization is not a simple task, because of the difficulty to estimate entropy measures. We propose two methods in chapter 4 and 5:

- **SHADE** loss function can be declined in a layer wise regularization. It estimates our criterion making some intuitive assumptions about the class information contained in each neuron. The method has been extensively tested on various datasets, demonstrating encouraging results.
  
  SHADE is described in Chapter 4 and has been published recently [Blo+18b].

- **REVE** loss function reduces our criterion, only for the last layer of the DNN. However, this work slightly modifies the proposed criterion, by estimating the entropy for the variable that effectively gives the prediction. This way, the regularization is more efficient at regularizing the DNN. It has been extensively tested on various datasets for similar architectures as SHADE. The results are systematically positive and the method presents several axes of improvement. It is described in Chapter 5 and is under review at AAAI [BSC18].
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Chapter abstract

In this Chapter, we investigate distributed methods to accelerate deep learning training on big datasets. More specifically, we study algorithms to parallelize the mini-batch processing of SGD over several threads and GPU. We develop a framework based on a formalism that incorporates popular distributed algorithms from the literature. From this framework, we propose two methods that give encouraging results when tested on challenging image datasets. A first method is PerSyn, that is centralized but limits the number of communication. The second one is GoSGD, which exploits gossip protocols to enable decentralized and asynchronous exchanges between threads.

The work in this chapter has led to the publication of a journal paper:

- Distributed Optimization for Deep Learning with Gossip Exchange, Michael Blot, David Picard, Nicolas Thome and Matthieu Cord, accepted with minor revisions at Neurocomputing, 2018
2.1 Introduction

As explained in Chapter 1, a DNN is trained by optimizing an objective function with gradient descents. For each descent step, the objective function and its gradient are estimated on random mini-batches according to [Bot10]. This method, called Stochastic Gradient Descent (SGD), has proven to be very efficient to train deep learning models in general in reasonable time.

However, this optimization time remains a matter of concern for researchers, because it prevents to test a lot of architectures and new training methods that are difficult to evaluate. It takes days to train the deepest state of the art architectures on ImageNet classification [CV16] and comparing different methods on this kind of DNN can be a true hurdle and a daunting task. Despite the fact that GPUs are developing toward substantial memory cache and more computing cores, the inconvenience is not going to disappear in the near future as training databases are growing and architectures are getting deeper.

Indeed, we explain in Chapter 1, that machine learning models benefit a lot from big collections of annotated images like ImageNet [JDe+09] or COCO [Lin+15]. As experimented in [Sun+17], bringing DNNs to the top of their potential requires the use of a maximum of available images. In order to boost deep learning performance, bigger databases are required. Public datasets used to train DNNs are developing in this direction, constantly increasing the number of labelled images. Simultaneously, modern architectures are getting deeper because of the positive effect it imparts on the generalization gap. Not long ago, the DNN number of layers \( L \), was limited by the difficulty to train very deep DNN. Too many layers aggravates phenomena like vanishing or exploding gradient. Today, DNNs using batchnorm [IS16] and residual layers [He+16] can be trained efficiently even if very deep. For instance, a state of the art architecture such as ResNet embodies 151 layers and contains around 7M parameters to updated at each gradient descent step.

It is thus important to find new mechanisms to accelerate the training time. In this chapter, we investigate the possibility to use distributed methods to train DNNs. In SGD, the mini-batch optimization seems suitable for distributing the training among several threads. Many methods have been studied with success, like [ZCL15; Dea+12], which propose that several threads, called workers, compute gradients on different mini-batches, at the same time. To compute the gradients, a workers hosts a local set of weights that is updated by applying SGD descents according to the mini-batches it receives. The workers periodically exchange information with the overall system via a central variable in order to synchronize their parameters. The information communicated by the workers can imply the gradients computed locally, or the set of weights they are in charge of.

The major issue of these methods is that they induce waits in all computing nodes due to the synchronization problems with the critical resource that is the central variable. A popular way for tackling this issue in distributed optimization involves exchanging information in a peer to peer fashion. In this category, Gossip protocols [Boy+06] have been successfully applied on many machine learning problems such as kernel methods [Col+16], PCA [FPG15], and k-means clustering [Di +11; FPG13]. We thus consider here, to combine Gossip protocols with SGD to efficiently train deep models without the need of a central node.

Proposing new distributed algorithms that have the properties required to speed up the training is not evident. In order to study the different methods in term of training
2.2 SGD and Related Work

In the following we note the variable couple (input, class) $S = (X, C)$, which follows the joint probability $p(S) = p(X, C)$. $w$ is the vector with DNN parameters which is the variable to optimize. Because the following does not depend on the loss function $\ell(h(X, w), C)$ as long as it is differentiable with respect to $w$, we note the precedent $L(S, w) = \ell(h(X, w), C)$ for simplification.

2.2.1 SGD for deep learning

In image classification, training deep learning models follow the empirical risk minimization (ERM) principle [Vap95] on the error function $L$. The underlying objective function to minimize is:

$$\mathcal{L}(w) = E_{S \sim p}[L(S, w)]$$  \hspace{1cm} (2.1)

Despite the objective function usually being non convex, gradient descent has been shown to be a successful optimization method for the problem. In general gradient descent algorithm [LY08], the update operation

$$w \leftarrow w - \eta \nabla \mathcal{L}(w)$$  \hspace{1cm} (2.2)

is sequentially applied to the optimized variables until a convincing local minimum for $\mathcal{L}$ is found or some stopping criteria are reached. $\eta$ is the descent step size, called the learning rate. Assuming some properties on the objective function and some constraints on the learning rate, the gradient descent is guaranteed to asymptotically converge toward local minimum [RSS12].
In image classification, it is possible to compute neither the expected value $L(w)$, nor its gradient $\nabla L(w)$ because the distribution $p$ is unknown (and not properly modeled). However it is possible to approximate the gradient update term using a Monte Carlo method\(^1\):

$$\nabla L(w) = \nabla_w (E_{S \sim p}[L(S, w)]) = E_{S \sim p}[\nabla_w L(S, w)]$$

The last quantity is approximated by a Monte Carlo estimator:

$$\hat{\nabla} L(w) = \frac{1}{K} \sum_{k=1}^{K} \nabla_w L(s^{(k)}, w)$$

The gradient estimator, $\hat{\nabla} L(w)$, defines the descent direction used at each update of the SGD. The set $(s^{(k)})_{k=1..K}$ of independent samples drawn from $p$ is called a mini-batch and $K$ is the batch size. In practice, the images in a mini-batch are drawn randomly from the training set and are different for every descent step. Since popular GPU enables the parallelism of the loss gradients ($\nabla_w L(S, w)$) computation within a batch, the computational time is not really linear with the batch size anymore but still grows with it.

Concerning the precision of the gradient indicator, we point out that it is unbiased. It can also be shown that the approximation with respect to the true gradient depends on the batch size. In fact, we have the following relation demonstrated in Appendix A.1,

$$E_{(S^{(k)})_{k=1..K}} \sim p^K ||\nabla L(w) - \hat{\nabla} L(w)||_2^2 \propto \frac{1}{K} tr(Cov_{S \sim p}[\nabla L(S, w)])$$

where $Cov_{S \sim p}[\nabla L(S, w)]$ is the covariance matrix of the gradient and $tr$ denotes the trace of the matrix. Therefore the bigger the batch size $K$, the more accurate the gradient estimator.

It is worth mentioning that the dimension of the gradient direction is immense (around 7M for ResNet) and the descent direction is very sensitive to noise. DNN architectures having a very high number of parameters require a high batch size to be optimize. For instance, the vgg architecture [Kar15], containing around 130M parameters, necessitates a minimum batch size of 256 image to be trained. More generally, the bigger are the batches, the more accurate are the gradients and the faster is the optimization. This is illustrated in Figure 2.1, that highlights the benefit of using bigger batches in the convergence speed. We see on the figure that with bigger batch size the optimization converges faster toward a lower minimum.

Unfortunately, GPU memory is limited and bounds the number of images that can be processed in a batch. For instance, a GPU card with 12Go of memory cannot process batches bigger than 16 images of resolution $256 \times 256$ RGB pixels for a ResNet CNN with 151 layers. Indeed, at each update step, the GPU needs to host the whole model intermediate computations for all images in the batch. As such, using a single GPU limits the precision of the stochastic gradient descent and thus hinders its convergence.

From the precedent, we identify two leverages on the general training time of a DNN. First the convergence rate, which measures the objective function value at constant number of

---

\(^1\) The properties allowing to swap the derivative and the integral are supposed to be respected and will not be discussed any further.
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Among the alternatives to accelerate the convergence rate of SGD, one of which is to optimize the learning rate $\eta$ for each gradient descent iteration as aimed at by second order gradient descent methods [LY08]. For deep learning, the parameters space is of high dimension and second order methods are computationally too heavy to be applied efficiently. Examples of first order gradient descent that adapt the learning rate with success can be found in [KB15; Hin13].

Regarding the descent direction $\hat{\nabla} \mathcal{L}(w)$, a second way to accelerate the SGD is to reduce its computation time or its precision. In this chapter we deal with both aspects. Augmenting the batch size and thus the precision of $\hat{\nabla} \mathcal{L}(w)$ is a solution to boost the convergence rate. However this option increases the computational time and has GPU memory limitations. Based on the availability of several GPUs, different methods that overcome the batch size constraints have been proposed by distributing gradient computation among the different GPUs. There are two fundamental approaches to distribute the computation of the gradients and updates, which are either splitting the model and distributing parts of it among the different GPUs, or splitting the mini-batch of images in subsets and distributing them.
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among the GPUs. A famous technique for distributing the model, used by [KSH12] and presented in [KI14], consists in paralleling the batch losses and gradients computations over two GPUs. The convolutional part of the DNN is split into two independent channels that are only aggregated with a fully connected layer at the top of the network. This conception enables to load the two parallel parts on two different GPUs, liberating space for more images in batches. However, the DNN models claiming current state of the art performances in image classification like [He+16; Hua+17], benefit a lot from the inter-correlation between features of each layer and do not allow independent partitioning within a layer. Thus, if the network is loaded in several GPU cards they would have to communicate during gradient computations. The communication being time-consuming, it is preferable to restrain a whole DNN on a single GPU.

The second manner, which consists in distributing subsets of a mini-batch to the different GPUs, is becoming increasingly popular. We use [ZCL15] notations to describe such methods: There are $M$ threads, called worker, each owning a GPU. Every GPU hosts an independent set of weights noted $w_m$ for worker $m$. When provided a mini-batch of image, a worker is able to compute a gradient estimate from it. The set of parameters used for inference is noted $\hat{w}$ and is specifically the model’s weights we intend to optimize. The easiest way of distributing mini-batches among workers is presented in [MMT16] and consists in computing the average of all the workers weights after every descent step as in Algorithm 1.

Algorithm 1 Fully synchronous SGD: pseudo-code

1: **Input:** $M$: number of threads, $\eta$: learning rate
2: **Initialize:** $w$ is initialized randomly, $w_m = w$
3: **repeat**
4: $\forall m, v_m = \hat{\nabla}^m L(w_m)$
5: $v = \frac{1}{M} \sum_{m=1}^{M} v_m$
6: $\forall m, w_m = w_m - \eta v$
7: **until** Maximum iteration reached
8: **return** $\frac{1}{M} \sum_{m=1}^{M} w_m$

We stress the fact that after each iteration, all workers host the same value of the variable $\bar{w}$ to optimize (i.e., $\forall m, w_m = \bar{w}$). The mini-batches used to compute $v_m = \hat{\nabla} L_m(w_m)$ are sampled from the training set independently from a worked to another. This is the reason we index the gradient with the worker’s index $m$. Averaging the workers’ gradient estimates is equivalent at using $M$ times the number of image to estimate the gradient at point $\bar{w}$ as demonstrated by the following equation:

\[
v = \frac{1}{M} \sum_{m=1}^{M} \hat{\nabla}^m L(\bar{w}) = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{K} \sum_{k=1}^{K} \nabla_w L(S^{(k,m)}, \bar{w}) = \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla_w L(S^{(k,m)}, \bar{w})
\]
The descent direction that updates $\tilde{w}$ is the averaging\(^2\) of the loss gradients of $M \times K$ random and independent sampled images. The method is thus equivalent at using $M$ times bigger batches for the gradients estimation in a single threaded SGD. Consequently, it is possible to alleviate the single GPU memory constraint that limits the number of examples in a batch when possessing several GPUs. However, in comparison with the classical single threaded SGD there are three additional phases of communication and aggregation that impose incompressible times:

1. The transmission to the master of the local gradient estimates computed by the threads at line 4.
2. The aggregation of the gradients at line 5.
3. The transmission of the aggregated gradient $\hat{\nabla}L(w)$ to all threads before local updates at line 6.

In large scale image classification, the communications involved at lines 4 and 6 imply a DNN with millions of parameters and are thus very costly. Moreover, to perform line 5, the master has to wait for all workers to have completed line 4. The additional time involved by communications and synchronizations can have a significant impact on the global training time and this naive synchronous distributed method can be very inefficient.

The goal of our study here is to reduce these communication and aggregation costs. Different algorithms have been proposed to reduce the amount of communication between the central variable and the workers with periodical exchange of information. In [ZCL15], when a worker exchanges information with the central node, it replaces its parameters variable with an elastic averaging of its own weight variable and the central node variable. The master thread does the symmetrical update on the central node variable. In [Dea+12], the workers accumulate in an additional buffer the gradients computed at the last steps, and applies this aggregated gradient to the central node parameters after a fixed number of descent steps.

As with existing strategies such as [ZCL15; Dea+12], the main idea is to control the amount of information exchanged between the nodes. This amount is a key factor in making all workers contribute to the optimization of the test weights $\tilde{w}$. Indeed, if no information is ever exchanged, the whole distributed system is equivalent at training $M$ independent models. As a consequence of the symmetry property of DNN explained in [Cho+15], these independent models are likely to be very different and almost impossible to combine in a single model $\tilde{w}$. Note that we are not interested here in training several DNNs, but to accelerate the training of a single one. As such, the distributed training would not improve over using a single GPU with a reduced batch size. The main challenge of distributed methods is thus to allow as little information exchange as possible to ensure reduced communication costs, while still optimizing a single aggregated model $\tilde{w}$.

In the next section, we introduce a matrix framework that allows to explicitly control the amount of exchanged information, and thus to explore different optimization strategies.

---

\(^2\) In [MMT16] they use the sum instead of the averaging of the gradients but both are equivalent by adjusting the learning rate by a factor of $M$. 
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2.3 SGD Distributed Framework

In this section we propose a general framework for distributed SGD methods. We start from the single threaded SGD update and we develop the equivalent centralized and synchronous distributed procedure. Then, we show that relaxing some equality constraints among workers is equivalent to consider different communication strategies. We are thus able to write methods found in the literature using a simple matrix expression.

2.3.1 SGD Recursive formulae

First, we unroll the recursion of the classic SGD update of Equation 2.2 to obtain the value of \( \tilde{w} \) after \( T + 1 \) gradient descent steps:

\[
\tilde{w}^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \hat{\nabla} \mathcal{L}(\tilde{w}^{(t)})
\]  

(2.3)

With \( \tilde{w}^{(t)} \) being variable \( \tilde{w} \) a time \( t \) (after \( t \) gradient descent iterations). The equivalent batch distribution method described in Algorithm 1 is the following:

\[
\tilde{w}^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \frac{1}{M} \sum_{m=1}^{M} \hat{\nabla}^m \mathcal{L}(\tilde{w}^{(t)})
\]

In order to make the communication between the workers and the central node more visible, we can use the equivalent recursive rule that introduces local workers’ variable \( w_m \) and consensus constraints. By doing so, we obtain the standard distributed SGD method:

\[
\tilde{w}^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \frac{1}{M} \sum_{m=1}^{M} \hat{\nabla}^m \mathcal{L}(w_m^{(t)})
\]

(2.4)

s.t. \( \forall t, \forall m, \ w_m^{(t)} = \tilde{w}^{(t)} \)  

(2.5)

We can replace the consensus equality constraints (2.5) by equivalent local update rules obtained from (2.4):

\[
\forall r, \ w_r^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \frac{1}{M} \sum_{m=1}^{M} \hat{\nabla}^m \mathcal{L}(w_m^{(t)})
\]

This formulation is a first step towards decentralized and communication efficient algorithms since it makes the communications between workers visible. Indeed, at each step, each worker gathers the gradients from all other workers and applies them to its local variable. The main drawback of this formulation is that the number of messages exchanged

---

3 For simplicity, we consider here a constant learning rate \( \eta \). The general case can be expressed by indexing the learning rate with the time \( t \), \( \eta^t \), and include it in the sum.
by workers at each step is now $M(M - 1)$ instead of $2M$ in the classical distributed version in Algorithm 1.

To allow for more efficient communication, we relax those consensus constraints by allowing local variables to differ slightly. This can be done efficient by introducing non-uniform weights $\alpha_{r,m}$ in the combination of the local gradients:

$$\tilde{w}^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \sum_{m=1}^{M} \alpha_{0,m} \hat{\nabla}^{m} \mathcal{L}(w_{m}^{(t)})$$ (2.6)

$$\forall r, w_{r}^{(T+1)} = \tilde{w}^{(0)} - \eta \sum_{t=0}^{T} \sum_{m=1}^{M} \alpha_{r,m} \hat{\nabla}^{m} \mathcal{L}(w_{m}^{(t)})$$ (2.7)

s.t. $\forall r, \sum_{m=1}^{M} \alpha_{r,m} = 1$ (2.8)

For coherency with the synchronous algorithm, the coefficients $\alpha_{r,m}$ have to sum to one ($\forall r, \sum_{m=1}^{M} \alpha_{r,m} = 1$). This ensures that the equivalent gradient estimator remains unbiased like in the synchronous method, where all coefficient are equal to $1/M$.

**Remark about the workers consensus:** The major consequence of the relaxation introduced by the coefficients $\alpha_{r,m}$ and the removal of constraint 2.5 is that the workers’ weights can now be different from the test variable $\tilde{w}^{(t)}$. Regarding that a worker’s gradient, $\hat{\nabla}^{m} \mathcal{L}(w_{m}^{(t)})$ contributes to the optimization of the test variable through the formula (2.6), its direction must be close to the direction of the true gradient at point $\tilde{w}^{(t)}$. If $-\hat{\nabla}^{m} \mathcal{L}(w_{m}^{(t)})$ is a increasing direction for $\mathcal{L}$ at point $\tilde{w}^{(t)}$, its impact on the optimization is unfavorable. Consequently, having a consensus between the workers’ variable and the inference variable is important. This requirement holds for every iteration $t$. The initial optimization problem is thus coupled with a consensus problem.

We point out that, at constant number of gradient descent iteration $T$, the more efficient method would be the synchronous algorithm 1 presented above because the consensus is always absolute and all local gradient estimators have expectancy equal to the gradient of $\mathcal{L}$ at point $\tilde{w}^{(t)}$. The goal of our study is to find algorithms with much fewer communication, and with comparable convergence rate.

### 2.3.2 Matrix notation

We introduce a matrix notation over $\alpha_{r,m}$ to simplify the expression of the update rules. We note $\mathbf{W}^{(t)} = [\tilde{w}^{(t)}; w_{1}^{(t)}; \ldots; w_{M}^{(t)}]$ the matrix\(^{4}\) concatenating the central variable $\tilde{w}^{(t)}$ and all local variables $w_{m}^{(t)}$ at time step $t$. Similarly, we note $\mathbf{V}^{(t)} = [0_{\text{dim}(\tilde{w})}; \hat{\nabla}^{1} \mathcal{L}(w_{1}^{(t)}); \ldots; \hat{\nabla}^{M} \mathcal{L}(w_{M}^{(t)})]$ the matrix concatenating all the local gradients $\hat{\nabla}^{m} \mathcal{L}(w_{m}^{(t)})$ at time step $t$, with a leading vector $0_{\text{dim}(\tilde{w})}$ to maintain the same size as $\mathbf{W}$. In fact, gradients are only computed locally on variables $w_{m}$. At initialization, every worker holds the same value of the weights

---

\(^{4}\) The weights $\mathbf{w}$ and the associated gradients $\hat{\nabla} \mathcal{L}(\mathbf{w})$ are considered as column vectors.
and $W^{(0)} = [w^{(0)}; w^{(0)}; \ldots; w^{(0)}]$. The coefficients $\alpha_{r,m}$ of the gradient combinations are enclosed in a matrix $K = (\alpha_{r,m})_{0 \leq r, m \leq M}$, which leads to the following matrix update rule:

$$W^{(T+1)} = W^{(T)} - \eta K V^{(T)}$$

$$= W^{(0)} - \eta \sum_{t=0}^{T} \left( \prod_{\tau=t}^{T} K \right) V^{(t)}$$

$K$ is the communication matrix and is responsible for the mixing of the local updates at iteration $t$. Because its rows sum to one, $K$ is called a **stochastic matrix** and $(\prod_{t=0}^{T} K) W^{(0)} = W^{(0)}$, giving:

$$W^{(T+1)} = \left( \prod_{t=0}^{T} K \right) W^{(0)} - \eta \sum_{t=0}^{T} \left( \prod_{\tau=t}^{T} K \right) V^{(t)}$$

If $K$ is sparse, there is few communication and a good consensus is difficult to get. On the extremes, if $K$ is diagonal ($K = Id$) (no information exchanged between workers and with central node), the update rule is equivalent to $M$ different models being independently trained. In the fully synchronous case, where the consensus is perfect, $K$ is the very dense matrix $\frac{1}{M+1} 1_M$, where $1_M$ is the $M+1 \times M+1$ matrix with all coefficients equal to one, except on the first column and the first raw which are zeros. Hence, the choice of $K$ is key in the trade-off between low communication costs and good consensus between workers. An important remark, is that the convergence rate of the distributed algorithm is bounded. It is upper bounded by the convergence rate of single threaded SGD with a batch size $M$ times bigger (perfect consensus) and lower bounded by the consensus rate of a single threaded SGD with similar batch size (worse case with no exchanges).

To further allow for the optimization of the matrix $K$, we introduce time dependent communication matrices $K^{(t)}$. This allows for the design of very sparse communication matrices most of the time, balanced with the use of a dense $K^{(t)}$ to enforce better consensus whenever it is required. We note $P_t^T = \prod_{\tau=t}^{T} K^{(\tau)}$, and obtain:

$$W^{(T+1)} = P_0^T W^{(0)} - \eta \sum_{t=0}^{T} P_t^T V^{(t)}$$

This corresponds to the following recursion:

$$W^{(T+1)} = K^{(T)} W^{(T)} - \eta K^{(T)} V^{(T)}$$

Note that since the update is linear, mixing the local gradients and mixing the local variables are equivalent. As such, we can define an intermediate variable $W^{(T+\frac{1}{2})} = W^{(t)} - \eta V^{(t)}$ that considers only the local updates and obtain the following update rules:

$$W^{(T+\frac{1}{2})} = W^{(T)} - \eta V^{(T)} \quad (2.9)$$

$$W^{(T+1)} = K^{(T)} W^{(T+\frac{1}{2})} \quad (2.10)$$
Since these rules make a clear distinction between local computation (step \( T + 1 \)) and communication (step \( T + 1 \)), they are the ones we will use in the remaining of this chapter.

Note that our framework incorporates other gradient descent strategies, like momentum SGD [Lan12; Sut+13]. In fact the general notation \( \mathbf{V}^{(T)} \) for the descent direction, allows us to consider any update rule.

In the presented formalism, the different distributed strategy can be compared by studying the properties of the exchange matrix \( K \) they define. In the following, we show how several existing distributed SGDs can be specified by their sequence of communication matrices \( K^{(t)} \).

### 2.3.3 Exemples

We first start with a naïve, yet communication efficient method, we call PerSyn (Periodically Synchronous) that considers exchanging information only once every few steps. Then, we show how EASGD [ZCL15] and Downpour [Dea+12] compare to PerSyn.

#### 2.3.3.1 PerSyn

As a first illustration of our framework we introduce a new communication and aggregation strategy for distributed SGD that is very simple to implement and yet surprisingly effective. The main idea is to relax the synchronization of all local variables with the master variable to occur only once every \( \tau \) steps. This is done by defining the following time dependent communication matrices:

\[
K^{(t)} = \begin{cases} 
\begin{pmatrix}
0 & \cdots & 0 \\
\mathbb{1}_M & \cdots & 0 \\
0 & \cdots \\
\vdots & \ddots & \mathbb{1}_M \\
\end{pmatrix}, & \text{if } t \mod \tau = 0 \\
\begin{pmatrix}
0 \\
\mathbb{1}_M \\
0 \\
\vdots \\
\end{pmatrix}, & \text{else}
\end{cases}
\]

\( \mathbb{1}_M \) being the identity matrix of size \((M \times M)\), and \( \mathbb{1}_M \) the column vector of size \( M \) with 1 for every component. The corresponding algorithm is described in Algorithm 2. The matrix for \( t \mod \tau = 0 \) is presented as the product of two matrices in order to exhibit two communications phases: the aggregation of the local variables and the distribution to workers of the averaged variable. Note that it is very similar to the standard distributed SGD Algorithm 1 and thus can be very easily implemented.

PerSyn involves no communication at all \( 1 - \rho \) \((=\frac{\tau-1}{\tau})\) percent of the time. However, during that time, models are driven by their local gradients only and can diverge from one another leading to incoherent distributed optimization. The trade-off with PerSyn is then to choose \( \rho \) such as to minimize the communication costs while preventing models to diverge from one to another during the time where no communication is done.

One major limitation of PerSyn is that the communication matrix \( K^{(t)} \) is very dense when \( t \mod \tau = 0 \). Because all workers exchange at the same time, the centralized operation can imply very long delay when using a lot of workers.
Algorithm 2 PerSyn SGD: Pseudo-code

1: Input: $M$: number of threads, $\eta$ : learning rate
2: Initialize: $w$ is initialized randomly, $w_m = w$, $t = 0$
3: repeat
4: for all $m$, $w_m^{(t+\frac{1}{2})} \leftarrow w_m^{(t)} - \eta \hat{\nabla}m \mathcal{L}(w_m^{(t)})$
5: $t = t + 1$
6: if $t \mod \tau = 0$ then
7: $\tilde{w}^{(t+1)} = \frac{1}{M} \sum_{m=1}^{M} w_m^{(t+\frac{1}{2})}$
8: $\forall m, w_m^{(t+1)} \leftarrow \frac{1}{M} \sum_{m=1}^{M} w_m^{(t+\frac{1}{2})}$
9: else
10: $\forall m, w_m^{(t+1)} \leftarrow w_m^{(t+\frac{1}{2})}$
11: end if
12: until Maximum iteration reached
13: return $\frac{1}{M} \sum_{m=1}^{M} w_m$

2.3.3.2 EASGD

In the synchronous version of EASGD in [ZCL15], the local models are periodically averaged like in PerSyn, however, the averaging is performed in an elastic way. The corresponding matrix is then:

$$K^{(t)} = \begin{cases} 
1 - M\alpha & \alpha \mathbb{I} \\
\alpha \mathbb{I} & (1 - \alpha)I \\
0 & \vdots \\
\vdots & I 
\end{cases}, & \text{if } t \mod \tau = 0
$$

With $\alpha$ being a mixing weight.

Every $\tau$ iterations, an averaging synchronization is performed to keep the local models from diverging from one another. We note that, contrarily to PerSyn, which replaces all models (local and central) by the newly averaged weights, only an elastic averaging is done here. With a similar number of communication as PerSyn, the consensus is not absolute after the communication phase making the algorithm sub-optimal. However, an asynchronous version of EASGD is proposed in [ZCL15] which allows the workers to proceed to individual elastic updates with the central variable independently, avoiding synchronization issues that can be encountered with PerSyn.

2.3.3.3 Downpour SGD

In Downpour SGD [Dea+12], another asynchronous update scheme is discussed. By asynchronous, the authors mean that each worker is endowed with its own clock and process gradient at a rate that is completely independent from the other workers. This can be easily described in our matrix framework by considering a universal clock that ticks each time one of the workers clock ticks. This corresponds to considering the finest time
resolution possible, when only one worker is awake at any given time step. In particular, this redefines $V(t) = [0, \ldots, 0, \nabla^m \mathcal{L}(w^m(t)), 0, \ldots]$ to have zeros everywhere but on the component corresponding to the awaken worker $m$.

Whenever they awake, each worker has the option to communicate with the master while performing its gradient update. These communications can either be fetching the global model from the master or sending the current update to the master. This is expressed by the following communication matrices:

$$K^{\text{(send)}} = \begin{pmatrix} 1 & e_m \\ 0 & I \end{pmatrix}, \quad K^{\text{(receive)}} = \begin{pmatrix} 1 & 0 \\ e_m & I - e_m e_m^\top \end{pmatrix}$$

with $e_m$ being the vector of zeros with a 1 on component $m$.

When nodes are neither sending nor receiving, the communication matrix is simply the identity and thus the only ongoing operation is a computation which involves a single worker that performs a local gradient update. The main drawback of Downpour is that it involves a master that stores the most up-to-date model. This single entry point can be a source of weaknesses in the training process since it acts as the communication bottleneck (all workers have to communicate with the master) and is also a critical point of failure. We intend to overcome this drawback by introducing in next section, new communication matrices that lead to fully decentralized training algorithms.

### 2.4 Gossip Stochastic Gradient Descent (GoSGD)

To remove the burden of using a master, several key modifications to the communication process have to be made. First, the absence of a master means that each worker is expected to converge to the same value $\tilde{w}$, which corresponds to ensuring a strict consensus among workers, at least asymptotically. Furthermore, this absence of a master is reflected by the communication matrix having its first row and first column to be 0. For simplification we will omit them in our notations in this section. Therefore, all communication are performed in a peer to peer way, which is reflected in the communication matrix where the columns are the senders and the rows are the receivers.

Second, the absence of a master also implies the absence of a global clock. This means that workers are performing their updates at any time, independently of the others. To reflect this, we consider the same clock model as with Downpour, where at each time step $t$, only a single worker $s$ is awaken. Consequently, this also redefines $V(t) = [0, \ldots, 0, \nabla_s \mathcal{L}(w_s(t)), 0, \ldots, 0]$ to have zeros everywhere but on the component corresponding to the awaken worker $s$. Furthermore, since the active worker is random, the communications have to be randomized too, which leads to random communication matrices $K^{(t)}$. These random peer to peer communication systems are known as Randomized Gossip Protocols [Boy+06], and are known to converge to the consensus exponentially fast in the absence of perturbations (which in our case corresponds to $\forall t, V(t) = 0$). To control the communication cost, the frequency at which a worker emits messages is set by using a random variable deciding whether the awaken node shares its variables with neighbors.

Finally, we want a communication protocol where no worker is waiting for another, so as to maximize the time they spend at computing their local gradients. Waiting occurs when
a worker is expecting a message from another worker and has to idle until this message arrives. This is the case in symmetrical communication where workers expect replies to their messages. It is well known in the Randomized Gossip literature that such local blocking waits can cause global synchronization issues where most of the workers spend their time waiting for the needed resources to be available. To overcome this problem, asymmetric gossip protocols have been developed such as in [KD03]. Asymmetric means that no worker is both sending and receiving messages at the same time, which translates in constraints on the non-zero coefficients of the communication matrix $K(t)$. To assure convergence to the consensus, a coefficient $\lambda^{(t)}_m$ has to be associated with every variable $w^{(t)}_m$ and is shared by workers using the same communications as the variables $w^{(t)}_m$. These communication protocols are known as Sum-Weight Gossip protocols because of introduction of the weights $\lambda^{(t)}_m$.

Using these assumptions, we define the Gossip Stochastic Gradient Descent (GoSGD) as follows: Let $s$ be the worker awaken at time $t$, which is our potential sender. Let $B \sim B(\rho)$ be a random variable following a Bernoulli distribution with probability of success $\rho$. Let $r$ be a random variable sampled from the uniform distribution in $\{1, \ldots, M\} \setminus \{s\}$. $r$ represents our potential receiver. The communication matrix $K^{(t)}$ is then:

$$K^{(t)} = \begin{cases} 
I + \frac{\lambda^{(t)}_s}{\lambda^{(t)}_s + \lambda^{(t)}_r} e_s e_s^\top + \left( \frac{\lambda^{(t)}_r}{\lambda^{(t)}_s + \lambda^{(t)}_r} - 1 \right) e_s e_s^\top, & \text{if } B \\
I, & \text{else}
\end{cases} \quad (2.11)$$

If $B$ is successful, the weights of the sender $s$ and the receiver $r$ are updated as follows:

$$\lambda^{(t+1)}_s = \frac{\lambda^{(t)}_s}{2}, \quad \lambda^{(t+1)}_r = \lambda^{(t)}_r + \frac{\lambda^{(t)}_r}{2} \quad (2.12)$$

Notice that this update involves a single message from $s$ to $r$ just as for the update of $w^{(t)}_r$ using $K^{(t)}$. In practice, both $w^{(t)}_s$ and $\lambda^{(t)}_s$ are encapsulated in a single message and sent together.

Remark also, that contrarily to what is found in the sum-weight gossip literature, we do not perform explicit ratio of the local variables and their associated coefficient. Our implicit ratio is performed by including the coefficients in the communication matrix $K^{(t)}$. This leads to more complicated matrices than what is common in the literature and hinders the theoretical analysis of the communication process (since $K^{(t)}$ are no longer i.i.d.). Furthermore, since the updates are equivalent, our proposed communication matrix keeps all the exponential convergence to consensus properties of standard sum-weights gossip protocols.

### 2.4.1 GoSGD Algorithm

The procedure run by each worker to perform GoSGD is described in Algorithm 3. Each worker is endowed with a queue $q_m$ which can be concurrently accessed by all workers. Each worker repeats the same loop which consists in a sequence of 3 operations, namely processing incoming messages, performing a local gradient descent update and possibly sending a message to a neighbor worker.
Remark that all messages are processed in a delayed fashion in the sense that several messages can be received and the corresponding variables may have been updated by their respective workers before the receiving worker applies the reception procedure. From this point of view, it seems the workers are taking into account outdated information. However, as we show in the experiment, even very low probabilities of communication ($\rho = 0.01$) yield very good convergence properties and satisfying consensus.

**Algorithm 3** GoSGD: worker Pseudocode

1: **Input:** $\rho$: probability of exchange, $M$: number of workers, $\eta$: learning rate, $\forall m,q_m$: message queue associated with worker $m$, $s$ current worker id.
2: **Initialize:** $w$ is initialized randomly, $w_s = w$, $\lambda_s = \frac{1}{M}$
3: **repeat**
4: processMessages($q_s$)
5: $w_s \leftarrow w_s - \eta^{(t)} \nabla_s \mathcal{L}^{(t)}$
6: **if** $B \sim B(\rho)$ **then**
7: $r = \text{Random}(M)$
8: pushMessage($q_r, w_s, \lambda_s$)
9: **end if**
10: **until** Maximum iteration reached
11: **return** $w_s$

**Algorithm 4** Gossip update functions

1: **function** pushMessage($q_r, w_s, \lambda_s$)
2: $w_s \leftarrow w_s$
3: $\lambda_s \leftarrow \frac{\lambda_s}{2}$
4: $q_r$.push(($w_s, \lambda_s$))
5: **end function**

6: **function** processMessages($q_r$)
7: **repeat**
8: ($w_s, \lambda_s$) $\leftarrow q_r$.pop()
9: $w_r \leftarrow \frac{\lambda_r}{\lambda_r + \lambda_s} w_r + \frac{\lambda_s}{\lambda_r + \lambda_s} w_s$
10: $\lambda_r \leftarrow \lambda_r + \lambda_s$
11: **until** $q_r$.empty()
12: **end function**

### 2.4.2 Distributed optimization interpretation

We now show that our proposed GoSGD solves a consensus augmented version of the distributed ERM principle. As shown in Section 2.3, the easiest way of tackling the distributed ERM principle is to consider local variables constrained to be equal:

$$\min_{w_1, \ldots, w_M} \sum_{m=1}^{M} \mathcal{L}(w_m)$$

s.t. $\forall m, w_m = \hat{w}$

$$\hat{w} = \frac{1}{M} \sum_{m=1}^{M} w_m$$
DISTRIBUTED SGD FOR DEEP LEARNING

As used in [ZCL15] and [Boy+11], the consensus constraints can be relaxed which leads to the following augmented problem:

\[
\min_{w_1, \ldots, w_M} \sum_{m=1}^{M} \mathcal{L}(w_m) + \frac{\gamma}{2} \|w_m - \hat{w}\|_2^2 \tag{2.13}
\]

s.t. \( \hat{w} = \frac{1}{M} \sum_{m=1}^{M} w_m \tag{2.14} \)

We can rewrite this loss in order to make the equivalent gossip communications visible:

\[
\min_{w_1, \ldots, w_M} \sum_{s=1}^{M} \left( \mathcal{L}(w_s) + \frac{\gamma}{4M} \sum_{r=1}^{M} \|w_s - w_r\|_2^2 \right) \tag{2.15}
\]

The gradient of this objective function contains 2 terms, the first being related to the empirical risk and the second being the pairwise distance between local models. We prove in Appendix A.2 that the update rules of GoSGD are in expectation equivalent to this two gradient terms and thus that GoSGD performs a stochastic alternate gradient descent on this augmented problem.

2.5 Experiments

![Example of CIFAR-10 images](image)

We conducted the experiment using a basic CNN described in [Wan+13a]. The CNN has three convolutional layers with max pooling each and two fully connected layers before the softmax prediction for a total of 200K parameters. This CNN is the one used in [ZCL15] experiments. In the first part of our experiments, we focus on the consensus ability of the
different communication strategies. In the second part, we test the convergence rate of different distributed algorithms, namely PerSyn, GoSGD and EASGD with updates driven by natural image distribution.

For distributed experiments we always use $M = 8$ workers, loaded on 8 different Tesla K-20 GPU cards with 5Go of RAM each. For all the experiments $\rho$ represents the frequency/probability of communication per batch for one worker. In order to get a fair comparison the methods are always compared at equal frequency/probability of exchange. For all experiments, we use the deep learning framework torch 7 [CBM02], implemented in lua.

### 2.5.1 Consensus with random updates

Our framework demonstrates that the convergence rate of different distributed algorithms is tightly related to the quality of the consensus they enable. In this experiment, we test the ability of GoSGD and PerSyn to control a consensus. We consider a worst-case scenario where the local updates are not correlated and as such, we replace the gradient term by a random variable sampled from $\mathcal{N}(0_{\text{dim}(w)}, I_{\text{dim}(w)})$, independently and identically distributed on each worker. We show on Figure 2.3 the following consensus error for different values of the frequency/probability of exchange $\rho$:

$$\varepsilon(t) = \sum_{m=1}^{M} \|w_m(t) - \bar{w}(t)\|^2$$

It can be observed on the Figure 2.3c, that for high frequency/probability of exchange ($\rho = 0.4$), GoSGD and PerSyn are equivalent on average. For low frequency/probability $\rho = 0.01$ on Figure 2.3a, the Gossip strategy has a consensus error in the range of the higher values of PerSyn, as both share the same magnitude. The main difference between the 2 strategies is that PerSyn exhibits the expected periodicity in its behavior which leads to big variation of the consensus error, while GoSGD seems to have much less variation. Overall, GoSGD is able to maintain consensus properties comparable to synchronous algorithms despite its random nature and the fact that the number of communication is divided per two for GoSGD for the same probability of communication $\rho$. 


Figure 2.3.: Evolution of the consensus error $\varepsilon(t)$ against SGD step for different communication frequency/probability $\rho$ for GoSGD (in blue) and PerSyn (in green).
The same experiment has been repeated with noise variables of different variance value. The results are similar and are plotted in Appendix A.3

2.5.2 Training speed and generalization performances

In the following experiments we study the behaviour of the distributed algorithms during training on CIFAR-10. This dataset is composed of 50K images in the training set and 10K images in the test set. They are of resolution $32 \times 32$ RBG pixels, split into ten balanced classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. Images from the dataset can be find in Figure 2.2 and more information in [Kri09].

We use the same data augmentation strategy as in [ZCL15] by randomly coping a $28 \times 28$ image within the $32 \times 32$ pixels images and we randomly flip the image horizontally. During training, the learning rate is set to 0.1 and the weight decay is set to $10^{-4}$. We still use eight workers.

We show on Figure 2.4 the evolution of the training loss for both PerSyn and GoSGD for different values of the frequency/probability of exchange $\rho$. As we can see, PerSyn seems to be slightly faster in terms of convergence rate (as measured by the number of iterations required to reach a specific loss value). This is expected as PerSyn seems to ensure a better consensus that GoSGD. However, remember that even not taking into account synchronization issues, PerSyn requires double the amount of message of GoSGD for the same frequency/probability since workers have to wait for the master to answer.
Remark. We stress that although the batch size is equal for each worker, the implicit global batch size of the algorithms are not equivalent for all curves. Indeed, the single thread run has a batch size of 16 while each of the 8 workers of the distributed runs has a batch size of 16. Therefore the distributed runs have an equivalent batch size of $16 \times 8 = 128$ as demonstrated in 2.3. These batch sizes are chosen so has to have equal hardware requirements per available machine, which we believe is the most fair and practical use case. In section 2, we recall that having a bigger batch size leads to a much more accurate gradient direction which may significantly speed up the convergence rate. This is indeed observed in Figure 2.4.
Similarly, we compare the training loss of GoSGD with EASGD on figure 2.5 using a real world clock. As we can see, GoSGD is significantly faster than EASGD, which can be explained by the non-blocking updates of GoSGD as well as by the fact that GoSGD requires less messages to keep the same consensus error.

![Figure 2.5: Convergence speed comparison between GoSGD and EASGD for similar frequency/probability of exchange $\rho = 0.02$.](image)

finally, we show on Figure 2.6 the evolution of the validation accuracy for both PerSyn and GoSGD for different values of the frequency/probability of communication $\rho$. For low frequency $\rho = 0.01$, despite PerSyn being faster in terms on training convergence rate, both PerSyn and GoSGD models obtain equivalent validation accuracy. However, GoSGD is expected to be at least twice as fast in term of real world clock since it uses half the number of messages for the same rate $\rho$.

At higher exchange rate $\rho = 0.4$, we can see that GoSGD obtains better validation accuracy than PerSyn, despite having higher training loss, which means that GoSGD is in practice more robust to overfitting. This can be explained by the randomized nature of the gossip exchanges, which perform a stochastic exploration of the parameter space, similarly to what is done by [Wan+13a].
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Figure 2.6.: Validation accuracy evolution for PerSyn and GoSGD for different frequency/probability of exchange $\rho$. 

(a) $\rho = 0.01$

(b) $\rho = 0.1$

(c) $\rho = 0.4$
2.6 Conclusion

In this chapter, we have discussed the distributed computing strategies for training deep DNN on large datasets. The matrix framework we have developed, provides two results for the methods it includes:

The convergence rate of a distributed method is upper bounded by the convergence rate of a single threaded SGD with bigger batches.

The convergence rate of a distributed method is related to the consensus between workers enabled by its communication strategy.

From these insights, we are able to compare different strategies by studying their communication matrix only, and more specifically their capacity to maintain a consensus, like was done in Section 2.5.1. There is indeed, a crucial trade-off between low communication costs and sufficient communication to ensure that all workers contribute to the same variable optimization.

The two methods we propose are compared in term of consensus quality and in terms of convergence rate on an image dataset. Our experiments confirm the fact that a higher consensus guarantees a higher convergence rate. However, these conclusions cannot be reported on the validation error and further studies have to be done in this direction.

Further more, the consensus properties of GoSGD could be further improved helped with the well developed theoretical gossip framework. Never the less, the peer to peer communication protocols propose in GoSGD permits efficient and scalable applications of distributed SGD.
IN THIS CHAPTER, WE STUDY THE INFLUENCE OF THE DNN ARCHITECTURE ON ITS GENERALIZATION PERFORMANCE. MORE SPECIFICALLY, WE DISCUSS THE QUESTION OF INVARIANCE AND INFORMATION FILTERING. WITH THE INTENTION TO USE CONVOLUTIONAL LAYERS THAT FILTER LESS INFORMATION, WE PROPOSE A NEW ACTIVATION FUNCTION. THE POSITIVE RESULTS OBTAINED IN OUR EXPERIMENTS WHEN REPLACING THE ReLU VALIDATE THE INTUITION THAT THE ReLU FILTERING IS SUB-OPTIMAL.

The work in this chapter has led to the publication of a conference paper:


3.1 Introduction

In the previous chapter, we have presented distributed methods to accelerate the training of DNNs. Reducing the training time is important to ease the study of deep learning on
very big datasets. Another motivation for developing distributed methods is the trend in DNN architecture to get deeper, which is a factor of slowness for the SGD. The reason is that deeper architecture implies higher time and memory consumption to compute the loss gradients. Besides, in image classification, empirical results tend to validate that deep architectures generalize better than shallow ones. This is why, since AlexNet, state of the art DNN architectures never ceased to get deeper despite the negative effect on the training time. This highlights on the prevalence of the architecture in DNN performance. The importance of the architecture is also illustrated in [Zha+17], where it is shown that different architectures enjoy different generalization properties even if they are all able to make zero error on the training data.

However, augmenting the depth of DNNs has limitations. The difficulty to train very deep architecture limits the depth and a DNN with substantial memory and computation complexity such as vgg [Kar15], is hard to exploit. Improving deep learning generalization through architectures without augmenting much DNN complexity remains a matter of concern and seems feasible. For instance, on computer vision tasks, CNNs have demonstrated generalization performance that has never been attained by MLPs before, even for equivalent computation complexity, number of parameters, and depth.

Above all, in CNN architectures, the activation function may be questioned. With ReLU, all negative activations from the convolutional map are set to zero. By introducing a non linear operation, this activation increases the representational power of the CNN but is also a source of information filtering. Studying on the nature of this unexploited information, we remark that ignoring it for the prediction can be somehow sub-optimal. With further inspection, we assume that strong negative activations contain discriminant information about the image class. Considering the possibility to exploit it, we propose a new activation function, that is one to one, meaning that there is no loss in the information processing. We call this activation function MaxMin because of its implication with pooling layers that is presented later in this chapter. Our experiments show that MaxMin activation enables to improve the CNN generalization performance at constant depth and equivalent number of parameters.

The remaining of this chapter is as follows. In the next section, we discuss related work about DNN architecture and more specifically, we focus on invariance by filtering information to introduce our new activation function. Next, in Section 3.3, we motivate our new activation function and present its implementation along with various discussions about its implication in a CNN. In Section 3.4, we present experiments demonstrating the benefits of using MaxMin instead of ReLU activation function before we conclude the chapter.

3.2 Related work

State of the art architectures in image classification are pretty standard. They are composed of a succession of convolutional layers with ReLU activations. Optionally a pooling layer and/or a local contrast normalization [KSH12] follow the convolution operations. Then, come some fully connected layers before the final Softmax activation. We present here, attempts to optimize the DNN architecture in order to improve deep learning performance.
3.2 RELATED WORK

3.2.1 Designing DNN for representability and invariance

Since AlexNet, the studies that are responsible for improving deep learning performances mainly focus on the expressivity of CNNs. Other approaches, which focus instead on making the architectures invariant, are also presented below.

Representation power. As already mentioned and pointed out in [He+16], the depth of the architecture has a positive effect of the DNN generalization. The reason for such observations is still unclear and many researches are trying to decipher the influence of the depth parameter [NN15; JSO18; Aro+18b; He+16]. Nevertheless, very deep DNNs are difficult to optimize, even though they have higher expressive power, as noticed by [He+16]. To alleviate this drawback, two new characteristics on the architecture seem today mandatory to permit very deep DNN optimization. The first one is the use of residual operations [He+16] for the convolutional layers. The second one is the use of a layer wise normalization of the feature maps, called batch normalization [IS16]. The implementation of both alternatives do not impact the expressiveness of the DNN but modify positively its gradients and enables efficient optimization with SGD. Note that the batch normalization is also responsible for improvement in the generalization error, probably due to implicit stochasticity. In fact, in the article [IS16], the authors explain that the mini-batches estimations of the neurons’ variance and expected value is noisy. The resulting stochasticity in the normalization could increase the robustness of the trained DNN.

On another hand, [ZK16] studies the influence of the layers’ width. The width defines the numbers of filters in a convolutional layer, which is also an important parameters of the representability of the architecture. They show that the widths also have an important impact on the DNN generalization performance and should be optimized accordingly.

Regarding the convolutional filters themselves, improvement have been done by modifying the size of their support. For instance, vgg uses a filter window size of 3 × 3 for all its convolutional layers. For comparison, AlexNet first convolutional layer has filters of size 11 × 11. Small filters necessitate few parameters to optimize but are less expressive than bigger ones. However, vgg counterbalances this diminution by using much more filters than AlexNet, increasing the layers’ width. Another strategy is tested in GoogLeNet [Sze+15], that adopts convolutional filters of different sizes within a same layer. This particularity enables to capture patterns of different scales more easily. Moreover, following [LCY14] implementation, this architecture uses convolutional filters with higher expressivity than standard linear filters.

Those studies mainly imply the representability of the architecture. It seems important to consider a DNN architecture with sufficient expressiveness to get satisfying generalization performances as illustrated in [Zha+17]. This particularity is in contradiction with many machine learning intuitions and theoretical analysis which recommend models with small representative power [NY72; BLM02]. This machine learning guidance is thus helpless to improve deep learning performance. From a different perspective, in order to obtain good generalization performances, another classical guideline is to design invariant models. Being invariant to natural transformations can also guarantee an architecture to have satisfying generalization.
**Invariance.** A natural transformation denotes an alteration of the input due to natural variations of the objects in the image which do not change its class. Those variations can affect the color of objects, their position, the viewpoint of the image like the distance to the objects or the angle of shooting, the brightness of the scene, etc. We recall that a model is invariant to a transformation if it outputs the same value, being provided an input or its transformation. Considering the limited number of training sample, a model invariant to many natural transformations will be able to generalize on unexplored area of the image distribution.

This motivates the work of [MBC03; Che+18], who have imagined an architecture invariant to local object or texture rotations in the images by allowing filters rotations. Other researches concerned about invariant architecture can be found in [Mal12], proposing scattering networks, inspired by wavelet transforms. Obtaining architectures invariant to intuitive transformations, such as local object rotation or scale changes, is not straightforward. The task is even harder for complex transformations that are difficult to model. To ease the research about invariant architectures, some efforts have been done to model the set of natural transformations under a symmetric group formalism [Ans+18; Bor15]. However, the application to deep learning remains unexplored.

Another approach to obtain invariant architectures is to use layers that eliminate information appropriately. Next section presents some precedent strategies to filter information and make DNNs invariant.

### 3.2.2 Filtering and pooling

We state that a layer filters information if it is not one to one on the distribution support of its input. This way, for some of the layer’s output, it is not possible to recover the input the output has been computed from. Such a layer induces invariance to the DNN architecture but also reduces its representability power. However, the invariance has to be to natural transformation. If it is not the case, there is a risk that the filtered information could have been discriminant for the prediction. Within classic architectures, the association of convolutional filters with ReLU and the pooling layers are responsible for filtering information and are discussed below.

**Pooling layers.** In standard CNNs, the pooling layer is responsible for filtering local spatial information. It summarizes into a single value, the information contained within a small window. The pooled windows are densely spread on the feature maps, as described in [LeC+98]. Within a DNN, such a layer provides invariance to local transformations on the image, such as local elasticity of objects, small translation of the image, etc. In modern architectures, max pooling, that returns the maximum value of the pooled window, is the most popular pooling function which has proved to be very efficient on image applications. This operation filters a lot of information, because, except from one well chosen neuron value from the pooled window, all the information is deleted by the pooling operation.

Other pooling strategies that would filter less information have been studied. For instance, the average pooling which returns the average value of the window, is not performing as well as max pooling when tested on image classification. In [BPL10], they investigate theoretical reasons for such a difference. In the article, they also propose a new parametric pooling
function, that generalizes average and max pooling operations. By varying parameters they can find a balance between max pooling, that filters a lot of spatial information, and average pooling that aggregates the spatial information. However, they did not find better results than with max pooling. In [Sze+15] on the contrary, they report that the average pooling is performing better when applied on the last feature maps of the DNN, right before the fully connected layer. In the presented architecture, this last pooling layer considers the whole feature maps as pooling windows. Another pooling strategy for the last feature maps, introduced in [DTC16], proposes a pooling function that is somehow between max and average pooling. This method has demonstrated impressive results on image classification and object detection, and is state of the art on several datasets.

Those pooling examples illustrate the difficulty to balance the filtering of information within the DNN architecture. Selecting layers that filter a lot of information is efficient to make the DNN invariant and help to generalize on the whole image distribution. On the other hand, it is important to exploit as much discriminant information as possible, to obtain accurate predictions.

**Convolutional filters and activation function.** Regarding the convolutional layers, a convolutional filter is due to extract a specific discriminant information from the image or from the precedent feature maps. Before transmitting the detection value to the following layer, the convolutional filter is complemented by a ReLU activation function. This function is supposed to eliminate the information from negative detections, by setting them all to zero. The intuition behind this activation function, is that a convolutional filter acts like a detector which useful information remains in positive detections only. This ReLU filtering is supposed to facilitate the exploitation of discriminative information, by de-noising the convolutional detections.

In this configuration, a strong negative detection provides a similar information as a weak negative detection. Indeed, they are both set to zero by the ReLU. However, there is good chances that those highly negative values contain discriminant information about the class and should be exploited in the prediction process. With this intention, [He+15] introduces the PReLU as an extension of ReLU. This function has two linear parts; the identity function on the positive values; and a learned linear mapping on the negative values. This activation function does not reduce the representative power of the DNN because the linear part on negative values can be set to zero. Popular variant of the PReLU, transmitting information about the negative detection, are the Leaky ReLU [Xu+15], the ELU [CUH15], and the recent SELU [Kla+17].

Concerning these activation functions, one can wonder if scaling negative values differently from positive values makes sense. Moreover, with those strategies, the transmitted detection is treated the same way by the following layer, whether it is negative or positive. Considering that the sign of the detection can provide semantic information, these functions can be inappropriate for image classification.

In this chapter, we also study the possibility to transmit information about the negative detections to following layers. However, to alleviate the described issues of PReLU and its variants, we adopt a different strategy by considering an architecture allowing both positive and negative activations to be transmitted in different channels. Next section further presents the MaxMin activation function.
3.3 MaxMin CNN

We explore in this chapter a different strategy to improve convolutional layers by studying alternative activation functions. We propose to keep high positive and high negative values obtained by the convolutional filter in a double ReLU scheme (MaxMin) that we detail in the following. Similar researches have been conducted concurrently in [Sha+16], resulting in the same activation function, named CReLU.

3.3.1 Motivation

We consider the intuition that linear convolutional filters are well designed to detect geometrical patterns, especially for low level layers. In this case the semantic information provided by a detection is mainly about a shape or a texture. Moreover, learned shapes and textures usually are invariant to the sign inversion of the detection. Unfortunately, the ReLU filters all negative detection of the patterns, removing the possibility to transmit information about the negative version of the patterns. This particularity could drive the CNN optimization to learn a filter, and its negative version in order to complete the information about the pattern.

![Figure 3.1: From [Sha+16]. Histograms of minimum negative match between filters of a same layer. In blue are the histogram for filters learned by AlexNet CNN, and in red histogram for random filters. For conv1, the distribution of AlexNet filters- is negatively centered, which significantly differs from that of random filters, whose center is very close to zero. The center gradually shifts towards zero when going deeper into the network.](image)

This intuition is confirmed with the observation in [Sha+16], who report that the learned filters of AlexNet present unexpected negative correlations. For every filters of a layer, the experiment consists in computing its scalar product with other filters (of the same layer) and selecting the minimum value obtained. On Figure 3.1, is plotted the histograms of the described value for the first four layers of a trained AlexNet. The histograms are compared to the ones obtained with random filters. Clearly, the filters learned by AlexNet present a negative biased correlation confirming the intuition that a CNN with ReLU activation has to learn two versions of a filter. The phenomena seems to fade on higher level layers (layer 4), for which the patterns detected become more abstract and less geometrical.
By transmitting to following layers the information about the negative detections, a CNN could avoid this redundancy in the learned filters. We present in next section our strategy to exploit the negative values obtained by the convolutional filters.

### 3.3.2 MaxMin function

In the following, we note the convolutional operation on \( x \) of the individual filter \( h, h \ast x \). Our method aims at transmitting directly the negative detections from the convolutional filter \( h \) in order to prevent the DNN to learn the opposite filter \( h^- \). Indeed, when convoluted with any input \( x \), \( h^- \) verifies, \( h^- \ast x = (-h) \ast x = -(h \ast x) \).

Then, if the pattern filtered by \( h^- \) is strongly detected on \( x \), \( h^- \ast x \) will be high and positive while \( h \ast x \) will be symmetrically low and negative. Thus, conserving the information from the convolution with \( h \), either the result is positive or negative, will provide the information about \( h^- \) and enables to use less filters in the architecture.

To implement our strategy, we duplicate the convolutional filter maps (represented in blue in Fig. 3.2) and multiply the copy by \( \times -1 \) resulting in the negative version of the detections (in red in Fig. 3.2). We then concatenate the original maps, and their negative copies as shown on Fig. 3.2. This operation increases the width of the convolutional layer’s output by two compared to classical CNN. We then, commonly apply the ReLU to the concatenated output and optionally process a pooling operation. This way, negative values are not filtered and can be exploited independently by following layers.

This new activation function can be written \( MaxMin(x) = (ReLU(x), ReLU(-x)) \) and is one-to-one, permitting to the global convolutional layer to filter less information from the input.

![Figure 3.2.: MaxMin scheme.](image)
3.3.3 Relation with max pooling

In the case a max pooling operation is applied after the convolutional layer, our following analysis demonstrates that an equivalent architecture can be found by only modifying the pooling function. The resulting pooling provides more information to the next layer than the classical max pooling as demonstrated here. Let first remark that $ReLU \circ max = max \circ ReLU$. It is possible to commute the pooling layer and the activation layer. Regarding our method, we notice that

$\left( max(ReLU(x)), max(ReLU(-x)) \right) = \left( ReLU(max(x)), ReLU(-min(x)) \right)$

where $x$ is a vector. Thus, our method can be interpreted as a new bi-dimensional pooling function, that is applied before the activation function, and that returns the maximum and the minimum of the pooled window, the two values being anti-correlated. Using MaxMin activation with max pooling is thus equivalent, at using instead the ReLU activation with a different pooling function, that provides more information about the local window.
Figure 3.3.: MaxMin CNN block for one input image with specific patterns. When considering an input with 2 specific triangles and a convolution with the filter $h$, we obtain a map with 2 strong positive and negative answers. Thanks to our MaxMin, we get additional information (red dotted line) that makes it possible to keep both extreme information after ReLU in a joint double map.
3.3.4 Discussion

Here we discuss the method in term of modeling and generalization.

**Number of parameters.** Compared to classical ReLU, MaxMin doubles the size of the output. Consequently, it necessitates to double the size of the following convolutional filters. This has the immediate effect of doubling the number of parameters of the following layer. It is worth mentioning that, if those additional parameters are all set to zero the CNN is equivalent to a CNN with ReLU and our method does not reduce the CNN expressivity.

Moreover, the intuition behind MaxMin activation prescribes to use half the number of filters, canceling this dimensional effect. After a convolutional layer, MaxMin activation enforces the transmission of a filter detection along with the detection of the negative version of the same filter. If the negative version was learned with standard CNNs, it is not necessary anymore with MaxMin. This is illustrated in Figure 3.3, were the MaxMin activation transmits the information of the presence of a triangle with a single filter, whether the triangle is yellow or blue. The same information requires two filters to be transmitted by a standard CNN with ReLU activations. It seems then reasonable, when using MaxMin activations, to reduce the number of filter of the convolutional layers in order to control the number of parameters.

**Generalization.** On a spatial window of a feature map, the maximum and the minimum pooling outputs are rarely simultaneously positively high and negatively low. Therefore, the ReLU filters very often one of the two values (min or max). This ensures a sparse activation of the CNN’s neurons. This property is known to enhance the generalization performance of DNN in computer vision as studied in [OF96; Goh+13]. Moreover, we claim that our method is able to learn more efficiently the convolutional filters than standard CNN. MaxMin method enforces discriminant patterns to be learned by gradient descent on the error function from both positive detections and negative ones. Learning a pattern from more occurrences enables to both learn faster and generalize better.

3.4 Experiments

In our experiments, we test our method on two well-known datasets, MNIST and CIFAR-10, and we compare our results with classical CNN.

**Learning protocol.** All the models and the learning framework are implemented in Lua using Torch 7 library [CBM02]. For the training, we use the same momentum SGD as in [KSH12] with 0.9 of momentum and a fixed weight decay ($10^{-3}$ for MNIST and $10^{-4}$ for CIFAR). We use an equal learning rate for all layers starting at 0.1, that is being manually reduced (divided by 10) when validation error stops decrease. All weights of convolutional filters are initialized from a zero-mean Gaussian distribution with standard deviation 0.01. The number of training epochs depends on the CNN but is between 30 and 120 for CIFAR-10 and around 250 for MNIST. Top-1 accuracies on test sets are computed to evaluate performances.
3.4 experiments

3.4.1 MNIST

MNIST is a 60,000 images dataset, containing handwritten versions of the nine digits. Images are of $28 \times 28$ pixels resolution with one color channel (see [LeC+98] for more information). We use the same protocol as [DS12]: 50,000 images for training and the 10,000 remaining images are used for testing. To compare our method, we use a LeNet like CNN. It is composed of three convolutional layers with ReLU activation function, all followed by a max pooling and a local contrast normalization layers [KSH12]. The filters are of size $5 \times 5$ with a stride of 1 pixel, for the convolutional steps. There is 64 of them in each convolutional layer. The pooling windows are of size $3 \times 3$ for a stride of 2. Those layers are followed by one fully connected layer, projecting the output onto the class space of dimension ten, before a Softmax is applied. For the MaxMin DNN setting, we simply replace ReLUs with MaxMin activation functions. We keep the same number of filters paying attention to double their size when needed.

The baseline network obtains a score of 99.34% accuracy. With our MaxMin DNN, we obtain an accuracy of 99.41%. Our strategy has 29 errors on the validation set against 36 errors for the baseline CNN. It corresponds to a relative improvement of 13.9%. Note that the performance scores on this dataset are very high, and any small performance gain is difficult to obtain.

3.4.2 CIFAR-10

In this section we present experiments on the image dataset CIFAR-10 [Kri09], presented in Chapter 2 experiments Section 2.5. The baseline CNN is the one implemented in [VL15] where we have replaced the average pooling layers with max pooling. The CNN has three convolutional layers with ReLU activation, all followed by max pooling. All filters have size $5 \times 5$ and stride 1 with 32 filters for the first two layers and 64 for the last one. The pooling windows have size $3 \times 3$ and stride 2 for all layers. The last pooling layer is followed by two fully connected layers before a Softmax is applied.

The accuracy score obtained using this simple CNN is 74.44% on the test set. When we train an equivalent MaxMin network, we reach an accuracy of 78.62%, showing an improvement of more than 4% on the test error.

Robustness to parameter number. As mentioned earlier, our MaxMin activation imposes to double up the size of following filters compared to standard CNNs. For a fixed number of filter, this implies to increase the number of parameters when including MaxMin activation to CNN. As the number of parameters directly impacts the performances of a CNN, we now compare both activation functions at constant number of parameters. We use the previous CNN and modify the number of filters on different convolutional layers in order to vary the total number of parameters. For the MaxMin CCN, we adapt the number of filters to get comparable amount of parameters as the standard CNN. As we intend to compare the quality of the exploitation of the convolutional filters information by CNN using different activation functions, we pay attention to get the same amount of neurons in the fully connected layers. Only the number of convolutional filters varies from a CNN to another. We report in table 3.1 the accuracies obtained on the test set for different
Table 3.1.: CIFAR-10 results for simple CNN and our MaxMin CNN. Accuracy scores are reported for different architectures distinct by their number of parameters. MaxMin CNN has systematically better performances than simple CNN for equal complexity (# Parameters).

Boosting performances. Current deep models on CIFAR-10 use several kind of learning tricks such as data augmentation, image preprocessing, or dropout, to improve final classification performances.

Our MaxMin CNN may benefit of the same tricks. As the learning becomes quite more complex and much more time consuming, we do perform only once the optimization for our MaxMin architecture on CIFAR-10. We thus apply some translations and flips on the images for data augmentation, a zca whitening referenced in [Goo+13] to preprocess the input, and dropout on the fully connected layer to boost the performance. We use the same CNN described above with additional local contrast normalization layer after each pooling operation.

With this setup, we obtain the accuracy of 90.03% on the test set. This score beats the results reported by [KSH12] that uses a deeper architecture (89%) and the ones reported by [DS12] that uses 8 networks for prediction (88.79%). On the contrary, our MaxMin CNN scores are obtained with only one network.

3.5 Conclusion

The MaxMin activation we propose in this chapter, transmits on different channels, the positive and negative activations values from the convolutional maps. It permits to following layers to exploit the discriminant information from patterns detected negatively by convolutional filters, avoiding some redundancies in the learned parameters. We evaluate and compare our strategy with classical architectures using ReLU, on two benchmarks CIFAR-10 and MNIST. Results demonstrate that our MaxMin CNNs perform better than standard
Architectures using MaxMin may be less invariant and filter less noise, but exploit better the discriminant information from an input to make a robust prediction.

In order to generalize our results, it would be interesting to test MaxMin activation on different architectures and on large scale tasks. Besides, more experiments can be found in [Sha+16], where the activation function is tested on ImageNet. Still, our experiments permit to highlight the difficulty to balance the information filtering in DNN. In fact, the question of information extraction and invariance remains unanswered in the context of deep learning. For instance, while pooling layers and ReLU activations are still present in state of the art architectures and seem important to provide invariance to the architectures, [JSO18] intends to demonstrate that filtering information before the class projection layer, preceding the Softmax, is not necessary to obtain good generalization performance.

In the next chapter, we will address this question of information filtering and invariance, but we rather focus on the parameters of a fixed architecture. We will adopt an information theory point of view, in order to find DNN parameters with good generalization properties.
In this chapter, we address the question of regularization in deep learning. Studies on generalization performance of machine learning algorithms under the scope of information theory suggest that compressed representations can guarantee good generalization. With this guidance, many regularization methods, aimed at compressing neural networks intermediate representations were proposed. We present here a new information based criterion to minimize: the entropy of the representation variable conditioned to the class variable. This criterion is due to influence the optimization toward compressed and invariant representations. We also propose a tractable implementation of this criterion that incorporates easily on the SGD process. We test our regularization on several datasets with various architectures. We report consistent improvements compared to standard regularizations.

The work in this chapter has led to the publication of a conference paper:

- SHADE: SHAnnon DEcay Information-Based Regularization for Deep Learning, Michael Blot and Thomas Robert and Nicolas Thome and Matthieu Cord, IEEE International Conference on Image Processing (ICIP), 2018, Best paper award
4.1 Introduction

In the previous chapter, we have talked about the influence of the architectures on deep learning generalization performance. Still in the context of image classification, we address, in this chapter, the question of improving the generalization performance for a DNN of a given architecture.

The objective function of a DNN is a non-convex function of the DNN parameters and it holds several local minima. Moreover, it was demonstrated in [Kes+16], that distinct local minima obtaining similar loss values on the train set, can show different behaviors on the test set. To compare those minima, they introduce a measure to quantify how flat is a local minima. According to their measure, they show that flatter minima generalize better. They also present experiments showing that this measure is tightly correlated with the batch size used during the training. Consequently, the training method has an impact on the generalization of the optimized DNN. Even though [Din+17] has proved that sharp minimum can also generalize well, making the condition on the measure of [Kes+16] unnecessary, it opens the way to explore new regularization methods. The ambition is to influence the optimization toward local minima, that present a smaller generalization gap.

However, the difficulty to exhibit predominant factors impacting DNNs generalization, complicates the task to study new regularization methods. In fact, despite constant progress since [KSH12], DNN generalization ability is still largely misunderstood. As illustrated in [Zha+17], theoretical tools such as PAC based analysis seem limited to help identifying the characteristics in DNNs that explain deep learning good performance.

Information theory has been applied successfully on many research areas, and recently, its application to generalization theory is winning interest [AM17; SST10]. For instance, several attempts to interpret deep learning performance are using information theory tools [NN15; AS17; GG17].

In this chapter, we study a regularization scheme based on a new information theory criterion. For a machine learning model, the entropy of its intermediate representation variable, conditionally to the class variable, is the criterion we propose to apprehend the generalization potential of a model. This criterion instantiates the Minimum Description Length Principle [Ris78], a machine learning interpretation of the Occam Razor.

As information measures are usually difficult to estimate when the number of data is low, compared to the size of the variable support space, we propose an implementation of a tractable loss. This loss, called SHADE for SHAnnon DEcay, has proven to reduce our criterion when minimized. It has the advantage to be layer-wise and more particularly neuron-wise.

The remaining of this chapter is as follow. The next Section 4.2 presents the relevant literature about regularization and information theory in deep learning. Then, we present how we develop the loss function SHADE and instantiate it in Section 4.3. Finally, in Section 4.4 we demonstrate the relevance of our criterion and our loss with experiments on several datasets, with various architectures before we conclude in Section 4.5.
4.2 Related work and motivation

We recall the notations used for this chapter. $X \in \mathcal{X}$ is the input variable, $C \in \mathcal{C}$ is the class variable and $\mathbf{w}$ is the model set of parameters giving $Y = h(\mathbf{w}, X)$ the (deep) representation of the input leading to the class prediction. $Y$ is naturally a random variable depending on the distribution of $X$. SHADE criterion is noted $H(Y \mid C)$, with $H$ standing for the Shannon entropy measure (see [CT91] for definition).

In the following, we present the relevant literature about DNN regularization and generalization.

Regularization in deep learning. For classification tasks, DNN training schemes usually use an objective function which linearly combines the expectancy of a classification loss $\ell_{\text{cls}}(\mathbf{w}, X, C)$ – generally cross-entropy – and a regularization term $\Omega(\mathbf{w}, X, C)$, that aims at influencing the optimization toward a local minimum with good generalization properties:

$$L(\mathbf{w}) = \mathbb{E}_{(X, C)}[\ell_{\text{cls}}(\mathbf{w}, X, C) + \beta \cdot \Omega(\mathbf{w}, X, C)]$$

(4.1)

with $\beta \in \mathbb{R}^+$. For example, the weight decay (WD) loss [KH92] is supposed to penalize the complexity of the model through the euclidean norm of its weights. There is strong motivations to use WD on linear models, in term of margins [Vap98] or in term of Lipschitz coefficient. WD is also equivalent to a Bayesian prior on the training [GG17]. However, the extension of those interpretation to deep learning is not straightforward and the effects of WD on DNN’s generalization performances is still not clear as demonstrated in [Zha+17]. Other regularization methods like [ZLL16], add a reconstruction cost to the classification loss. This strategy is essentially applied on semi-supervised tasks, when not all labels are available.

Our work adopts a similar strategy, as we intend to construct a loss $\Omega_{\text{SHADE}}(h(\mathbf{w}, X), C)$, that will be added to the classification objective function like in Equation 4.1. The regularization loss aims at influencing the optimization toward representations with low, class conditioned, entropy. We show in the experiments, that SHADE loss has a positive effect on our theoretical criterion $H(Y \mid C)$, resulting in enhanced generalization performances.

Other popular regularization approaches, like [Hin+12; Wan+13b], randomly deactivate part of the neurons during the training, by setting their values to zero. These methods, which intend to lower the dependency of the prediction to a reduced set of features, are backed by some theoretical interpretations like [AS16a; GG17; AS16b]. Other practices, such as batch normalization [IS16] or stochastic poolings [DF13; Ben14], induce stochasticity to the training. Beside being comparable to sophisticated data-augmentation, these strategies result in the addition of noise to the gradients during optimization. This property would enable the model to converge toward flatter local minimum, that are known to generalize well as shown in [Kes+17] and observed in our experiments in Chapter 2. More generally, stochastic methods tend to make the learned parameters less dependant on the training data, which guarantee tighter generalization bounds [AM17]. In this chapter, we focus on another strategy to make deep learning models less dependant on the training data. By focusing on representation that are invariant to many input transformations, the training becomes less
dependant on the training set. Favoring invariant representation is the motivation for our criterion $H(Y \mid C)$.

**Quantifying invariance.** Designing DNN models that are robust to variations on the training data and that preserve class information is the main motivation of this work. In the same direction, Scattering decompositions [Mal12] are appealing transforms. They have been incorporated into adapted network architectures like [BM13]. However, as mentioned in Chapter 3, for tasks like image recognition, it is very difficult to design an explicit modelling of all transformations a model should be invariant to.

Differently, a measure such as $H(X \mid Y)$ is suitable to quantify how globally invariant is the model’s representation. More specifically, it is agnostic to the transformations the representation is invariant to. Indeed, a model that is invariant to many transformations will produce the same representation for different inputs and inversely. It is then impossible to guess the input that has produced a given representation value. When trying to reconstruct the input from its representation, a high invariance means a high reconstruction error, even for the best strategy. Inequalities such as Fano’s inequality [CT91], demonstrate that this reconstruction error is lower bounded by a decreasing function of the measure $H(X \mid Y)$ (A general discussion illustrated with new bounds on the reconstruction error with $H(X \mid Y)$ can be found in Appendix B.1). The higher is $H(X \mid Y)$, the higher is the reconstruction error. Indeed, $H(X \mid Y)$ represents the uncertainty in the variable $X$ knowing its representation $Y = h(w, X)$ and is therefore, a good measure of invariance.

Regarding the entropy of the representation variable $H(Y)$, when $X$ is discrete and for a deterministic mapping $Y = h(w, X)$, we obtain:

$$H(Y) = I(X, Y) + H(Y \mid X) = I(X, Y) = H(X) - H(X \mid Y). \quad (4.2)$$

$H(X)$ being fixed by the problem, $H(Y)$ is inversely related to $H(X \mid Y)$ making $H(Y)$ also an equivalent good measure of invariant. This explains the search for compressed and sparse representations in [OF96; Goh+13; HMD15] and for pruning methods [LW17] for regularization.

Latter, considering the targeted classification task, we do not want two inputs of different classes to have the same representation but rather want to focus on intra-class invariance. Therefore, all this reasoning should be done conditionally to the class $C$, explaining final choice of $H(Y \mid C)^1$ as a measure of intra-class invariance.

**Information-theory-based regularization.** Many works like [Per+17; AS17] use information measures as regularization criterion. Still with the objective of making the trained model less dependant on the data, [AS17] builds a specific weight regularization. However the regularization resorts to a prior on weight distribution which could be discussed. The information criterion that is closer to ours is the one defined in the Information Bottleneck framework (IB) proposed in [TPB99], that suggests to use mutual information $I(X, Y)$ ([CT91])$^2$ as a regularization criterion. [Ale+17] extends it in a variational context, VIB,
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In this section, we will further describe SHADE, a new regularization loss based on the conditional entropy $H(Y \mid C)$, designed to drive the optimization toward more invariant representations. We first show how to derive a layer-wise, neuron-wise criterion before developing a proper tractable upper bound of the neuron-wise criterion. In order to properly develop entropy inequalities it is necessary to suppose that $X$ is a discrete variable of the space $\{0, ..., 255\}^{H \times W \times 3}$ with $H$ and $W$ respectively the height and width of the images. However, it is common to consider $X$ as a discrete quantization of a continuous natural variable, enabling to exploit some properties verified by continuous variables such as gradient computing\(^3\).

\(^3\) Regarding information measures, a discussion on this topic can be found in [AG18]
4.3.1 A neuron-wise criterion

A DNN is composed of a number \( L \) of layers that sequentially transform the input. Each layer output can be seen as an intermediate representation variable, noted \( Y_\ell \) for layer \( \ell \in \{1, \ldots, L\} \), that is determined by the output of the previous layer \( Y_{\ell-1} \) and a the layer set of parameters \( w_\ell \): \( Y_\ell = h_\ell(Y_{\ell-1}, w_\ell) \). Each layer filters out a certain part of the information from the initial input \( X \). Thus, the following inequalities can be derived from the data processing inequality in \([CT91]\):

\[
H(Y_L | C) \leq H(Y_{L-1} | C) \leq \ldots \leq H(Y_1 | C) \leq H(X | C). \tag{4.3}
\]

The conditional entropy of every layer is upper bounded by the conditional entropy of the previous layer. Similarly to the recommendation of \([NN15]\), we apply this regularization to all the layers, using a layer-wise criterion \( H(Y_\ell | C) \), and producing a global criterion\(^4\):

\[
\Omega_{\text{layers}} = \sum_{\ell=1}^{L} \beta_\ell H(Y_\ell | C). \tag{4.4}
\]

Where \( \beta_\ell \) is a weighting term differentiating the importance of the regularization between layers. Those coefficient will be omitted in the following as in our experiments, all \( \beta_\ell \) are identical. Adjusting the values of the variables \( \beta_\ell \) remains a lead for further research.

\(\text{\textsuperscript{4}Confirming the intuition, in our experiments, regularizing all layer has proved to be more efficient than regularizing the final layer representation only}\)
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Layer wise action is illustrated in Fig. 4.1 where we see that $I(Y_l, C)$ (in green) remains constant while $H(Y_l \mid C)$ (in red) decreases.

**Neuron-wise criterion.** Examining one layer $\ell$, its representation variable is a random vector of coordinates noted $Y_{\ell,i}$ and of dimension $D_{\ell}$: $Y_{\ell} = (Y_{\ell,1}, \ldots, Y_{\ell,D_{\ell}})$. The classical upper bound $H(Y_{\ell} \mid C) \leq \sum_{i=1}^{D_{\ell}} H(Y_{\ell,i} \mid C)$ enables to define a neuron-wise criterion that SHADE seeks to minimize. For each unit $i$ of every layer $\ell$ we design a loss $\Omega_{\text{unit}}(Y_{\ell,i} \mid C) = H(Y_{\ell,i} \mid C)$ that will be part of the global regularization loss:

$$\Omega_{\text{layers}} \leq \sum_{\ell=1}^{L} \sum_{i=1}^{D_{\ell}} H(Y_{\ell,i} \mid C) \cdot \Omega_{\text{unit}}(Y_{\ell,i} \mid C).$$

(4.5)

For the rest of the chapter, since the layers and coordinates are all considered independently to define $\Omega_{\text{unit}}(Y_{\ell,i} \mid C)$, we use the notation $Y$ instead of $Y_{\ell,i}$ for simplicity.

### 4.3.2 Estimating the Entropy

In this section, we describe how to define a loss based on the measure $H(Y \mid C)$ with $Y$ being one coordinate variable of one layer output. Defining this loss is not obvious as the gradient of $H(Y \mid C)$ with respect to the layer’s parameters may be computationally intractable. $Y$ has an unknown distribution and without modeling it properly it is not possible to compute $H(Y \mid C)$. Since $H(Y \mid C) = \sum_{c \in C} p(c) H(Y \mid c)$, a naive approach would consist in computing $|C|$ different entropies $H(Y \mid c)$, $1 \leq c \leq |C|$. This means that, given a mini-batch, the number of samples used to estimate one of these entropies is divided by $|C|$ on average. This becomes particularly problematic when dealing with a large number of classes such as the 1,000 classes of ImageNet. Furthermore, entropy estimators are extremely inaccurate considering the number of samples in a batch. For example, LME estimators of entropy in [Pan03a] converge in $O((\log K)^2 / K)$ for $K$ the number of samples. Finally, most estimators require to discretise the space in order to approximate the distribution via a histogram. This raises issues on the bins definition considering that the variable distribution is unknown and varies during the training in addition to the fact that having a histogram for each neuron is computationally and memory consuming. Moreover, entropy estimators using kernel density estimation [KLS11; SZS05], or nearest neighbors methods [Pan03b], usually have a too high complexity ($\approx O(K^2)$) to be applied efficient on deep learning models.

To tackle these drawbacks we propose the two following solutions: the introduction of a latent variable that enables to use more examples to estimate the conditional entropies; and a bound on the entropy of the variable by an increasing function of its variance to avoid the issue of entropy estimation with a histogram, making the computation tractable and scalable.

**Latent code.** First, considering a single neuron $Y$ (before ReLU or Softmax), the ReLU activation induces a detector behavior toward a certain pattern. If the pattern is absent from the input, the signal is around zero; if it is present, the activation quantifies the resemblance
with the pattern. We therefore propose to associate a binomial variable $B$ with each unit variable $Y$ (before ReLU). This variable $B$ indicates if a particular pattern is present on the input ($B = 1$ when $Y \gg 0$) or not ($B = 0$ when $Y \leq 0$). $B$ acts like a latent code from which the input $X$ is generated like in graphic models (e.g. [KW14]) or in generative models (e.g. [Che+16]).

Furthermore, it is very likely that most intermediate features of a DNN can take similar values for inputs of different classes – this is especially true for low-level features. The semantic information provided by a feature is thus more about a particular pattern than about the class itself. So $B$ represents a semantically meaningful factor about the class $C$. The feature value $Y$ is then a quantification of the possibility for this semantic attribute $B$ to be present in the input or not. We thus assume the Markov chain $C \to B \to X \to Y$.

Indeed, during the training, the distribution of $Y$ varies in order to get as close as possible to a sufficient statistic of $X$ for $C$ (see definition in [CT91]). Therefore, we expect $B$ to be such that $Y$ draws near a sufficient statistic of $B$ for $C$ as well. By assuming the sufficient statistic relation $I(Y,C) = I(Y,B)$ we get the equivalent equality $H(Y | C) = H(Y | B)$, and finally obtain:

$$H(Y | C) = H(Y | B) = \sum_{b \in \{0,1\}} p(b)H(Y | B = b). \quad (4.6)$$

This modeling of $B$ as a Bernoulli variable (one for each unit) has the advantage of enabling good estimators of conditional entropy since we only divide the batch into two sets for the estimation ($b = 0$ and $b = 1$) regardless of the number of classes. The fact that most of $Y$ information about $C$ is contained in such a variable $B$ is validated in the experiments Section 4.4.4.

**Variance bound.** The previous trick allows computing fewer entropy estimates to obtain the global conditional entropy, therefore increasing the sample size used for each entropy estimation. Unfortunately, it does not solve the bin definition issue. To address this, we propose to use the following bound on $H(Y | B)$, that does not require the definition of bins:

$$H(Y | B) \leq \frac{1}{2} \ln \left(2\pi e \operatorname{Var}(Y | B) \right). \quad (4.7)$$

This bound holds for any continuous distributions on $Y$ and there is equality if the distribution is Gaussian. For many other distributions such as the exponential one, the entropy is also equal to an increasing function of the variance. In addition, one main advantage is that variance estimators are much more robust than entropy estimators, converging in $O(1/\kappa)$ for $K$ samples instead of $O^{\left(\log(K)^2/\kappa\right)}$ for entropy estimators. The use of this bound is well justified in our case because the variable $Y$ is the quantization of a continuous variable. Moreover, even if $Y$ is discrete, this inequality still holds with respect to a constant term depending on the quantization steps.
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Algorithm 5 Moving average updates: for \( b \in \{0,1\} \), \( p^b \) estimates \( p(B = b) \) and \( \mu^b \) estimates \( \mathbb{E}(Y \mid B = b) \)

1: Initialize: \( \mu^0 = -1, \mu^1 = 1, p^0 = p^1 = 0.5, \lambda = 0.8 \)
2: for each mini-batch \( \{y^{(k)}, k \in 1..K\} \) do
3: \( \mu^b \leftarrow \lambda \mu^b + (1 - \lambda) \mu^b \)
4: \( p^b \leftarrow \lambda p^b + (1 - \lambda) \frac{1}{K} \sum_{k=1}^{K} p(B \mid y^{(k)}) \)
5: \( p^b \leftarrow \lambda p^b + (1 - \lambda) \frac{1}{K} \sum_{k=1}^{K} \frac{p(B \mid y^{(k)})}{p^b} y^{(k)} \)
6: end for
7: end for

The \( \ln \) function being one-to-one and increasing, we only keep the simpler term \( \text{Var}(Y \mid B) \) to design our final loss:

\[
\Omega_{\text{SHADE}} = \sum_{\ell=1}^{L} \sum_{i=1}^{D_{\ell}} \sum_{b \in \{0,1\}} p(B_{\ell,i} = b \mid Y_{\ell,i}) \text{Var}(Y_{\ell,i} \mid B_{\ell,i} = b). \tag{4.8}
\]

In the next section, we detail the definition of the differential loss, computed on a mini-batch, using \( \text{Var}(Y \mid B) \) as a criterion.

4.3.3 Instantiating SHADE

For one neuron of one layer, the previous criterion writes:

\[
\text{Var}(Y \mid B) = \int_{\mathcal{Y}} p(y) \sum_{b \in \{0,1\}} p(B \mid y)(y - \mathbb{E}(Y \mid b))^2 dy \tag{4.9}
\]

\[
\approx \frac{1}{K} \sum_{k=1}^{K} \sum_{b \in \{0,1\}} p(B \mid y^{(k)})(y^{(k)} - \mathbb{E}(Y \mid b))^2 . \tag{4.10}
\]

The quantity \( \text{Var}(Y \mid B) \) can be estimated with Monte-Carlo sampling on a mini-batch of \( K \) input-target pairs \( \{(x^{(k)}, c^{(k)})\}_{1 \leq k \leq K} \) of intermediate representations \( \{y^{(k)}\}_{1 \leq k \leq K} \) as in Eq. (4.10).

\( p(B \mid y) \) is interpreted as the probability of presence of attribute \( B \) on the input, and should clearly be modeled such that \( p(B = 1 \mid y) \) increases with \( y \). The more similarities between the input and the pattern represented by \( y \), the higher the probability of presence for \( B \). We suggest using\(^5\):

\[
p(B = 1 \mid y) = 1 - e^{-\text{ReLU}(y)} \quad p(b = 0 \mid y) = e^{-\text{ReLU}(y)} .
\]

For the expected values \( \mu^b = \mathbb{E}(Y \mid b) \), we use a classic moving average that is updated after each batch as described in Algorithm 5. Note that the expected values are not modified by the optimization since translating a variable has no influence on its entropy.

\(^5\) Other functions have been experimented with similar results
The concrete behavior of SHADE can be interpreted by analyzing its gradient as described in Appendix B.2.

For this proposed instantiation, our SHADE regularization penalty takes the final form:

\[
\Omega_{\text{SHADE}} = \sum_{\ell=1}^{L} \sum_{i=1}^{D_{\ell}} \sum_{k=1}^{K} \sum_{b \in \{0,1\}} p \left( B_{\ell,i} = b \right) \left( y^{(k)}_{\ell,i} - \mu_{b,\ell,i} \right)^2.
\]  

(4.11)

We have presented a regularizer that is applied neuron-wise and that can be integrated into the usual optimization process of a DNN. The additional computation and memory usage induced by SHADE is almost negligible (computation and storage of two moving averages per neuron). For comparison, SHADE adds half as many parameters as batch normalization does.

4.4 Experiments

All our experiments have been implemented on the framework TensorFlow [Aba+16].

4.4.1 Image Classification with Various Architectures on CIFAR-10

Table 4.1.: Classification accuracy (%) on CIFAR-10 test set.

<table>
<thead>
<tr>
<th></th>
<th>MLP</th>
<th>AlexNet</th>
<th>Inception</th>
<th>ResNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>No regul.</td>
<td>64.68</td>
<td>83.25</td>
<td>91.21</td>
<td>92.95</td>
</tr>
<tr>
<td>Weight decay</td>
<td>66.52</td>
<td>83.54</td>
<td>92.87</td>
<td>93.84</td>
</tr>
<tr>
<td>Dropout</td>
<td>66.70</td>
<td>85.95</td>
<td>91.34</td>
<td>93.31</td>
</tr>
<tr>
<td>SHADE</td>
<td><strong>70.45</strong></td>
<td><strong>85.96</strong></td>
<td><strong>93.56</strong></td>
<td><strong>93.87</strong></td>
</tr>
</tbody>
</table>

We perform image classification on the CIFAR-10 dataset. Following [Sze+14] and [ZK16], we used the following architectures:

- **Mlp**: it is a multi-layer perceptron described in [Zha+17], composed of three fully connected layers with ReLU activations.
- **AlexNet**: this architecture is an AlexNet like model. It possesses three convolutional layers of 64 filters of window size \(3 \times 3\) and stride 1. All convolutional layers are associated to a max pooling operation with window of size \(3 \times 3\) and stride 2. The architecture ends with two fully connected layers, with intermediate representation of 1000 neurons.
- **Inception**: this architecture is an inception like model described in [Sze+14].
- **ResNet**: We also use a ResNet architecture from [ZK16] (\(k=10\), \(N=4\)).

Those architectures have been selected because they represent a large family of DNN and some have been well studied in [Zha+17] and [ZK16] within the generalization scope.
They also illustrate the evolution of architectures in image classification, with some of them approaching the state of the art on CIFAR-10. Contrarily to the precedent chapter, our objective is not to study architectures. We are rather interested in the results of the use SHADE relatively to other regularization for different family of architectures.

We compare SHADE with two popular regularization methods, namely weight decay (WD) [KH92] and dropout [Hin+12]. For all architectures, the regularizations parameter has been cross-validated to find the best ones for each method and the obtained accuracies on the test set are reported in Table 4.1.

We obtain the same trends as [Zha+17], which shows a small improvement of 0.29% with weight decay on AlexNet. The improvement with weight decay is slightly more important with ResNet and Inception (0.79% and 1.66%). In our experiments dropout improves significantly generalization performances for AlexNet and MLP only. It is known that the use of batch normalization and only one fully connected layer for classification, lowers the benefit of dropout, which is in fact not used in [He+16].

We first notice that for all kind of architectures, the use of SHADE significantly improves the generalization performances, 5.77% for MLP, 2.71% for AlexNet, 2.35% for Inception and 0.92% for ResNet. It demonstrates the ability of SHADE to regularize the training of deep architectures. Finally, SHADE shows better performances than dropout and weight decay on all architectures.

4.4.1.1 Experiments details on CIFAR-10

We provide here the detailed protocol for the CIFAR-10 experiments.

Images. For training, we use randomly cropped images of size 28×28 with random horizontal flips. For testing, we simply center-crop 28×28 images.

Optimization. We use momentum SGD for optimization (momentum = 0.9). For all experiments the learning rate is initialize and a multiplicative decay is apply on it after every batches. We detail here the initial learning rate and the decay for every architecture used in the format (initial learning rate value, decay): mlp (0.1, 0.99), alexnet (0.1, 0.99), inception (0.8, 0.98), resnet(0.7, 0.97).

Hyperparameter tuning For WD and SHADE, the optimal regularization weight of each model has been chosen to maximize the accuracy on the validation sets. We tried the values \{[1, 5] \times 10^{-i}, i = 1..7\}. For the dropout we have apply it on the two last layer of every networks. The optimal activation probabilities for each model has been chosen among \{(n/10, m/10), n = 1..7, m = 3..10\} to maximize the accuracy on the validation sets.

4.4.2 Large Scale Classification on ImageNet

In order to experiment SHADE regularization on a large scale dataset, we train on ImageNet [JDe+09] a WELDON network from [DTC16] adapted from ResNet-101. This architecture changes the last pooling strategy by using the network in a fully-convolutional way and adding a max+min pooling, thus improving the performance of the baseline network.
The fine tuning in the experiment has been done with momentum-SGD with a learning rate of $10^{-5}$ and a momentum of 0.9 and a batch size of 16 images. It took 8 epochs to converge.

We used the pre-trained weights of ResNet-101 (from the torchvision package of PyTorch) giving performances on the test set of 77.56% for top-1 accuracy and 93.89% for top-5 accuracy. Provided with the pre-trained weights, the WELDON architecture obtains 78.51% for top-1 accuracy and 94.65% for top-5 accuracy. After fine tuning the network using SHADE for regularization, we finally obtained 80.14% for top-1 accuracy and 95.35% for top-5 accuracy for a concrete improvement. This demonstrates the ability to apply SHADE on very large scale image classification tasks successfully.

### 4.4.3 Training with a Limited Number of Samples

When datasets are small, DNN tend to overfit quickly and regularization becomes essential. Because it tends to filter out information and make the network more invariant, SHADE seems to be well fitted for this task. To investigate this, we propose to train DNN with and without SHADE on CIFAR-10 and MNIST-M with different numbers of samples in the training set.

First, we tested this approach on the digits dataset MNIST-M [GL15]. This dataset consists of the MNIST digits where the background and digit have been replaced by colored and textured information (see Fig. 4.2c for examples). The interest of this dataset is that it contains lots of unnecessary information that should be filtered out, and is therefore well adapted to measure the effect of SHADE. A simple convolutional network has been trained with different numbers of samples of MNIST-M and the optimal regularization weight for SHADE have been determined on the validation set (see training details in the following sections).

![Figure 4.2: Results when training with a limited number of samples in the training set for MNIST-M and CIFAR-10 with and without SHADE.](image)
sub section 4.4.3.1). The results can be seen on Figure 4.2a. We can see that especially for small numbers of training samples (< 1000), SHADE provides an important gain of 10 to 15% points over the baseline. This shows that SHADE helped the model in finding invariant and still discriminative patterns using less data samples.

Additionally, Figure 4.2c shows samples that are misclassified by the baseline model but correctly classified when using SHADE. These images contain a large amount of intra-class variance (color, texture, etc.) that is not useful for the classification tasks, explaining why adding SHADE, that encourages the model to discard information, allows important performance gains on this dataset and especially when only few training samples are given.

Finally, to confirm this behavior, we also applied the same procedure in a more conventional setting by training an Inception model on CIFAR-10. Figure 4.2b shows the results in that case. We can see that once again SHADE helps the model gain in performance and that this behavior is more noticeable when the number of samples is limited, allowing a gain of 6% when using 4000 samples.

4.4.3.1 Experiments details on MNIST-M

Dataset splits and creation. To create MNIST-M, we kept the provided splits of MNIST, so we have 55,000 training samples, 5,000 validation samples, and 10,000 test samples. Each digit of MNIST is processed to add color and texture by taking a crop in images from BST dataset. This procedure is explained in [GL15].

Subsets of limited size. To create the training sets of limited size $N$, we keep $N/10$ (since there are 10 classes) randomly picked samples from each class. When increasing $N$ we keep the previously picked samples so the training samples for $N = 100$ are a subset of the ones for $N = 250$. The samples chosen for a given value of $N$ are the same across all models trained using this number of samples.

Image preprocessing. The only preprocessing applied to the input images is that their values are rescaled from $[0, 1]$ to $[-1, 1]$.

Optimization. For the training, we use mini-batch of size 50 and use Adam optimizer with the recommended parameters, i.e. $\lambda_r = 0.001, \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$.

Hyperparameter tuning. For weight decay and SHADE, the optimal regularization weight of each model (for each value of $N$) has been chosen to maximize the accuracy on the validation sets. We tried the values $\{10^{-i}, i = 1..7\}$.

Model architecture. The model have the following architecture:

- 2D convolution ($64 \times 5 \times 5$ kernel, padding 2, stride 1) + ReLU
- MaxPooling $2 \times 2$
- 2D convolution ($64 \times 3 \times 3$ kernel, padding 1, stride 1) + ReLU
- MaxPooling $2 \times 2$
- 2D convolution \((64 \times 3 \times 3\) kernel, padding 1, stride 1) \(+\) ReLU
- MaxPooling \(2 \times 2\)
- Fully connected \((1024\) inputs, 10 outputs) \(+\) SoftMax

### 4.4.4 Further experiments: exploration on the latent variable

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>layer 3</th>
<th>layer 2</th>
<th>layer 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MLP</strong></td>
<td>64.68</td>
<td>64.92</td>
<td>62.45</td>
<td>61.13</td>
</tr>
<tr>
<td><strong>AlexNet</strong></td>
<td>83.25</td>
<td>82.71</td>
<td>82.38</td>
<td>82.01</td>
</tr>
<tr>
<td><strong>Inception</strong></td>
<td>91.34</td>
<td>91.41</td>
<td>90.88</td>
<td>90.21</td>
</tr>
<tr>
<td><strong>ResNet</strong></td>
<td>93.24</td>
<td>92.67</td>
<td>92.09</td>
<td>91.99</td>
</tr>
</tbody>
</table>

SHADE is based on the intuition that the class information encoded within a neuron is mostly contained in a latent Bernoulli variable \(B\). To justify this assumption we propose the following experiments on pre-trained DNN’s neuron variables.

For one chosen layer of a pre-trained DNN, we replace the ReLU activation function with a binary activation function. The used binary function is \(Y^+ = 1(Y \geq \bar{Y}^+)\) where \(\bar{Y}^+\) stands for the average value of the positive part of the neuron detection (before activation function).

After replacing the activation function, we fine tune the weights of the layers coming after the chosen layer, in order to adapt the top of the DNN to the new activation values. The experiments is done on CIFAR-10 dataset with the same architectures used in Section 4.4.1 and we report the obtained accuracies on the Table 4.2 for different chosen layers.

We observe that the accuracies do not differ much with ReLU and with the binary activation. This means that for a given layer, most of the information used for the prediction can be summarized in a binary variable. This validates the existence of a latent binary code for neurons activation, that contains the class information. The observation is valid for every layers of the tested DNNs, approving the layer wise application of SHADE. Further researches on this binary activation could help to better model the variable \(B\).

### 4.5 Conclusion

Regarding deep learning generalization, the criterion we propose in this chapter aims at compressing the intermediate representations variables of a DNN, without impacting the information about the class. In fact, there is close relationship between compressed variables and invariant representation. The good behavior on all our experiments of the instantiation SHADE consolidates the relevance of the entropy criterion.
The overall method could be further studied and improved from many angles, which makes it an exciting topic for future researches. First, regarding the criterion, it should be theoretically studied in the context of deep learning. The way, the information is encoded and exploited within a DNN should be deciphered in order to understand how our criterion influences the DNN generalization. On the other hand, the efficiency of SHADE instantiation can be improved by optimizing the model. Further studies could help to better approximate the conditional entropy and permit the regularization loss to minimize more efficiently the criterion. More particularly, the distance between the criterion and SHADE bound remains unclear. For instance, the Markov chain hypothesis on the binary variable has not been challenged much and it would be interesting to consider the dependencies between neurons of a same layers to better estimate the representation variable entropy.

Finally, the novelty of our approach opens the way to many researches and improvement of the method. The next chapter is an example. Indeed, we study there the same criterion, applied on a slightly different variable that is more pertinent to regularize. Moreover, to bound our entropy criterion by a tractable loss, we resort to a variation framework.
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Chapter abstract

In this chapter, we introduce a new regularization scheme, still based on information measures. Noting that compressing the representation variable can be sub-optimal, our first focus is to identify a variable in the representation that is really responsible for the final class prediction. We describe this selective variable for a DNN. Similar to SHADE, we aim at compressing the class conditioned entropy of this latter variable. To do so, we introduce a variational upper bound on this conditional entropy term. Finally, we propose a scheme to instantiate a tractable loss that is integrated within the training procedure of the DNN. We demonstrate the efficiency of our method on different families of CNN for different datasets.

The work in this chapter has led to the application paper under review at AAAI:

- Reve: Regularizing deep learning with variational entropy bound, Antoine Saporta, Michael Blot and Matthieu Cord, under review at AAAI 2019
5.1 Introduction

In the previous chapter, we have investigated on a regularization methods aiming at minimizing the entropy of layers representation variable conditionaly to the class variable. This criterion is instantiated as a layer wise regularization loss, SHADE, that has proved to improve DNN generalizations.

In this chapter, we investigate a different approach, that differs from SHADE in three aspects:

- **Single layer regularization:** First, in the new method, we focus on regularizing the last representation variable, just before the projection on the class space (before the last fully connected layer + Softmax). This specific variable is noted $Y$ in all the chapter. Regularizing on the penultimate layer of the DNN enables to lower the complexity of the regularization.

- **Identifying the predictive variable:** Moreover, we study a criterion that slightly differ from SHADE’s one. In fact, in the regularization, we propose to ignore the part of $Y$ information that is filtered out by the final fully connected layer. We study the other part, noted $Z$, and build our regularization framework around it. As $Z$ is responsible for the prediction, it also conditions the generalization power of the DNN. This is why we claim that it is more efficient to directly compress $Z$ instead of $Y$ which is somehow sub-optimal. We still focus on the class conditioned entropy, but of the selected new variable: $H(Z \mid C)$.

- **Variational bound:** To minimize our criterion, we study a variational upper bound on the entropy measure explaining the name of our method: REVE for REgularizing with Variational Entropy bound. This upper bound enables to define a loss function that will be minimized during the optimization.

In order to instanciate the loss function, it is necessary to establish a model for $Z$. However, the quality of the model only impacts the tightness of the variational bound and never invalidates it, contrarily to SHADE, which model can alter the Markov chain hypothesis. In particular, for REVE, we adopt a bimodal approximation for modelling the variable $Z$, following the empirical observations.

In order to validate our instancitation and the new criterion, we extensively experiment the regularization loss on different DNN architectures and datasets, to demonstrate the capacity of the method to improve DNNs generalization.

The chapter is organized as follow: Section 5.2 describes REVE objective function, necessitating to define $Z$ for a DNN and to develop variational upper bounds on our criterion. Section 5.3 instantiates our objective function as a tractable loss. Section 5.4 presents the experiments. We conclude in Section 5.5.
5.2 Reve Regularization

5.2.1 Reve Variable

Figure 5.1.: For four different DNNs, the figure shows an estimation of the density distributions for some coordinates of the variables $Z$. The DNNs are ordered by increasing test error, from top to bottom: ResNet (see Section 4), Inception (see Section 4), Alexnet (see Section 4) and MLP, a three layer perceptron presented in [Zha+17] that performs 35.45% error on CIFAR-10 test set. All the DNNs are trained on CIFAR-10 with the standard protocol described in Section 4, and the density distributions are estimated from the images of CIFAR-10 as well. In every plot, each coordinate of $Z$ seems to follow a mixture of two unimodal distributions. This observation gets clearer as the DNN performs better on the test set. The depth of the DNN may benefit to the quality of the separation between the two modes. We leave this hypothesis for further empirical and theoretical investigation.
In this section, we develop the regularization objective function that is implemented by REVE. We first present the informative variable $Z$ that is extracted from $Y$ and used in our regularization scheme. Then, we derive an objective function from the regularization criterion $H(Z \mid C)$ with a variational approximation. This objective function is implemented as a loss in Section 5.3.

Suppose $Y$ is any encoding of the input $X$, possibly stochastic. If the decoder that maps $Y$ onto the class space is linear, with corresponding multiplicative matrix $W_d$, then it is possible to uniquely decompose $Y$ in the following way: $Y = Z + Y_{\text{ker}}$, where $Y_{\text{ker}}$ is the projection of $Y$ on the kernel of $W_d$ ($W_dY_{\text{ker}} = 0$) and $Z$ is the projection on the orthogonal complement of the kernel in the representation space. Thus $W_dY = W_dZ$ and the term $Y_{\text{ker}}$ is not taken into account in the prediction. Consequently, there is no point to compress it and we prefer to focus on the other part $Z$. We stress that the class space is generally of much lower dimension (the number of classes) than the input space and the representation space. Thus, the kernel of $W_d$ is not reduced to zero and the kernel variable $Y_{\text{ker}}$ is very likely to contain a lot of information about the input $X$. This last observation may be transposed in deep learning, as current DNNs last layer is usually a linear layer before the Softmax mapping $Y$ onto the class probabilities space $P(C)$.

We study here a compression scheme on the part $Z$ of $Y$, the intermediate representation of the DNN, just before the last (fully connected) layer that maps the representation space onto the class space. Note that our motivation is not in contradiction with the recent work of [JSO18], which demonstrates that compressing the representation $Y$ is not of key importance for achieving good generalization.

Regarding the informative part of the neuron activation, we expect $Z$ to exhibit interesting properties. As suggested and studied in [OMS17], neurons may be interpreted as detectors of specific physical elements (object, shape, texture, etc.) that would be discriminant for the task. This intuition also matches the hypothesis in the last chapter 4, where we model the informative variable of a neuron as a binomial variable. Figure 5.1 shows the plotted estimations of the density for some coordinates of $Z$. The variable has been computed from CIFAR-10 images using different DNNs, further described in Section 5.4 and trained on this same dataset without the proposed regularization. Two modes seem to emerge in each distribution. This bimodality may justify the behavior of neurons as detectors for discriminant patterns. There is detection if the corresponding coordinate of $Z$ is positive, and absence of detection if it is negative. Furthermore, by comparing the density of $Z$ coordinates for different DNN architectures (see Figure 5.1), it seems that the better the modes are separated (distinguishable), the better the DNN generalizes. The separation of the two modes of $Z$ could benefit from the depth of the DNN.

### 5.2.2 REVE Regularization Function

We adopt the conditional entropy $H(Z \mid C)$ proposed in Chapter 3 ([Blo+18b]) as regularization criterion, for which we develop a general variational upper bound. First, notice that $H(Z \mid C)$ can be decomposed into simpler terms: $H(Z \mid C) = H(Z) - I(Z; C) = H(Z) - H(C) + H(C \mid Z)$. The entropy of the class variable $H(C)$ is entirely determined...
by the problem and is independent of any optimization. Therefore, we ignore it and define the following regularization loss:

\[ \mathcal{L}_{\text{Reve}}(Z, C) = H(Z) + H(C \mid Z). \quad (5.1) \]

for \( C \in \mathcal{C} \) and with any variable \( Z \in \mathcal{Z} \) such that the quantities defined below exist.

The definitions of the two terms in \( \mathcal{L}_{\text{Reve}}(Z, C) \) are as follow:

\[ H(Z) = -\int_{\mathcal{Z}} p(z) \log p(z) \, dz \quad \text{and} \quad H(C \mid Z) = -\iint_{\mathcal{Z} \mathcal{C}} p(z, c) \log p(c \mid z) \, dc \, dz. \quad (5.2) \]

**Variational Approximation:** For any space \( \mathcal{Z} \), the Kullback-Leibler divergence between any two probability distributions \( p(z) \) and \( q(z) \) both defined on \( \mathcal{Z} \) is always non-negative: \( D_{KL}[p||q] = \int_{\mathcal{Z}} p(z) \log \frac{p(z)}{q(z)} \, dz \geq 0 \). Thus, if \( p \) is the true distribution of a variable \( Z \), any \( q \) can be used to upper bound the entropy of \( Z \): \( H(Z) \leq -\int_{\mathcal{Z}} p(z) \log q(z) \, dz \). Another important property is that this inequality is an equality if, and only if, \( p = q \) almost everywhere. It is good to keep this property in mind since it ensures that the closer \( p \) and \( q \) are in the sense of the Kullback-Leibler divergence, the tighter our bound gets. Such a \( q \) is said to be a variational approximation of \( p \).

It is possible to upper bound the REVE criterion by defining variational approximations \( q(Z) \) and \( r(C \mid Z) \) of the true distributions \( p(Z) \) and \( p(C \mid Z) \), respectively:

\[ \mathcal{L}_{\text{Reve}}(Z, C) \leq -\int_{\mathcal{Z}} p(z) \log q(z) \, dz - \iint_{\mathcal{Z} \mathcal{C}} p(z, c) \log r(c \mid z) \, dc \, dz. \quad (5.3) \]

---

1 On classification tasks, the target \( C \) lives in a discrete space, meaning that the integral on \( C \) is a finite sum. Nevertheless, we prefer to keep the general formulation for the derivation of the bound.
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Figure 5.2.: Overview of the REVE learning framework. A stochastic representation \( Y \) is computed from the input \( X \) by the DNN parameterized by \( W_e \). A random variable \( \epsilon \) enforces the stochasticity of \( Y \) for deterministic DNNs. – The classification branch (in blue) maps \( Y \) onto the class probability space by a fully connected layer (parameterized by \( W_d \)), followed by a Softmax layer giving an estimated probability \( r(C \mid Y) \). The classification loss \( L_C \) is computed from this distribution. – The regularization branch (in green) starts by projecting the representation onto the orthogonal complement of the kernel of \( W_d \), leading to a variable \( Z \). One subbranch gives an estimated probability \( r(C \mid Z) \). The other models \( Z \) by a Gaussian Mixture Model (GMM) to get an estimated probability \( q(Z) \). The REVE loss \( \Omega_{\text{REVE}} \) is computed from these two distributions. – The two losses \( L_C \) and \( \Omega_{\text{REVE}} \) are linearly combined and minimized by SGD.

Similarly to [Ale+17], implementing REVE method necessitates to examine \( Y \in \mathcal{Y} \) as a stochastic encoding of the input \( X \). Its distribution follows the probability density \( p(y \mid x) = p(y \mid h(W_e, x)) \) where \( h(W_e, x) \) is the output for input \( x \), of a DNN of given architecture and with corresponding parameters \( W_e \). We also introduce the decoder that maps \( \mathcal{Y} \) onto the class probability space \( \mathcal{P}(C) \): \( \hat{C} = \text{Softmax}(W_d Y + b) \) with \( W_d \in \mathbb{R}^{C \times \text{dim}(Y)} \) and \( b \in \mathbb{R}^{C} \). When embedding REVE on a deterministic baseline, the decoder takes the expectancy of the variable \( Y \) as input to compute the prediction and the classification loss.

When experimenting with deterministic baselines, we use \( p(y \mid x) \sim N(h(W_e, x), \sigma^2) \) as stochastic encoding, that is to say, \( Y = h(W_e, X) + \epsilon \) with \( \epsilon \sim N(0, \sigma^2) \). Contrarily to [Ale+17], the variance \( \sigma^2 \) is not learned but is a parameter of the method. This has the advantage to cut the dimension of the DNN output by a factor of two. Moreover, since this \( \epsilon \) is averaged during testing for computing the predicted class, the choice of its law is somewhat arbitrary. As a consequence, different values of \( \sigma^2 \) lead to different evaluations of entropy and only affect the regularization efficiency.

Obtaining \( Z \) from \( Y \). The Singular-Value Decomposition (SVD) is the natural factorization of a matrix for extracting both its kernel and the orthogonal complement of the kernel. The matrix of parameters \( W_d \) can be factorized as \( W_d = U \Sigma V^T \), where \( \Sigma \) is a diagonal matrix of same rank as \( W_d \), containing all its non-zero singular values, and the columns
of $U$ (resp. $V$) form an orthogonal set. Since $Z$ is the projection of $Y$ on the orthogonal complement of the kernel of $W_d$, the compact singular-value decomposition where only the $r$ column vectors of $U$ and $V$ corresponding to the non-zero singular values are computed. As a consequence, $V^\top$ maps the representation space (of $Y$) onto the orthogonal complement of the kernel and $VV^\top$ is the orthogonal projection onto the orthogonal complement of the kernel. The part $Z$ is simply computed from $Y$ by the matrix multiplication: $Z = VV^\top Y$.

### 5.3.1 Reve Objective Function

We develop here the previous bound (5.3) by using a Monte Carlo method on the terms of the right-hand side of the inequality. By applying the Bayes rule we get:

$$H(Z) \leq -\int_Z p(z) \log q(z)dz = -\int\int p(x)p(z \mid x) \log q(z)dxdz. \quad (5.4)$$

Similarly:

$$H(C \mid Z) \leq -\int\int\int_{Z \subset C} p(z, c) \log r(c \mid z)dzdc \quad (5.5)$$

$$= -\int\int\int\int_{X \times Z \subset C} p(x)p(c \mid x)p(z \mid x) \log r(c \mid z)dxdzdc. \quad (5.6)$$

To pass from line (5.5) to line (5.6), we exploit the Markov chain hypothesis $C \leftrightarrow X \leftrightarrow Z$ of the model that implies that $p(c \mid x, z) = p(c \mid x)$ and thus $p(z, c) = \int_X p(x)p(c \mid x)p(z \mid x)dx$.

We obtain:

$$L_{\text{Reve}}(Z, C) \leq -\int\int\int_{X \times Z \subset C} p(x)p(c \mid x)p(z \mid x) \left( \log q(z) + \log r(c \mid z) \right)dxdzdc \quad (5.7)$$

Then, we can use the empirical distribution of $(X, C)$ given by the mini-batch sample $(x_n, c_n)_{n=1..N}$ to use the Monte Carlo method. Finally, the objective function to minimize we can extract from the upper bound (5.7) can be written:

$$\Omega_{\text{Reve}}(X; C; W_e; W_d) = -\frac{1}{N} \sum_{n=1}^N \left( \int_Z p(z \mid x_n) \left( \log q(z) + \log r(c_n \mid z) \right)dz \right). \quad (5.8)$$

In order to estimate $\int_Z p(z \mid x) \ldots dz$, we again use the Monte Carlo method by sampling $Z$ from chosen probability $p(z \mid x_n) = p(z \mid h(W_e, x_n))$. To sample $Z$, $S$ samples $\varepsilon$ of $\varepsilon$ are drawn leading to the representation samples $y_{n,s} = h(W_e, x_n) + \varepsilon_s$ from which we deduce the samples $z_{n,s}$ of $Z$.

---

2 We consider without further justifications that the conditions of the Fubini-Tonelli theorem allowing to invert the integrals are respected.
Finally, we approximate the right-hand side term in (5.8) to define our REVE loss function \( \Omega_{\text{REVE}} \):

\[
\Omega_{\text{REVE}}((x^{(k)}, c^{(k)})_{k=1..K}; W_c, W_d) = -\frac{1}{KS} \sum_{k=1}^{K} \sum_{s=1}^{S} \left( \log q(z^{(k,s)}) + \log r(c^{(k)} | z^{(k,s)}) \right).
\]  

(5.9)

As suggested by Alemi et al. [Ale+17], we choose to use \( S = 12 \) which seemed to capture well enough the noisy distribution of \( Y \) in our experiments.

In everything that follows, we consider the approximation (5.9) as the objective function we want to minimize for regularization.

### 5.3.2 Model for \( q \)

Since the dimension of \( Z \) can be arbitrarily large depending on the considered architecture, we start by adopting the mean field approximation in order to limit the complexity of our model:

\[
q(z) = \prod_{i=1}^{\text{dim}(Z)} q(z_i)
\]

(5.10)

This factorization means that we consider independent the coordinates of \( Z \).

We have already mentioned in Section 5.2 the intuition of a bimodal variable related to two modes, a neuron acting as a detector of a discriminative attribute. Thus, we choose to model \( q(z_i) \) by a Gaussian Mixture Model (GMM) with two modes, \( M_i = 1 \) and \( M_i = 0 \):

\[
q(z_i) = \alpha_i \mathcal{N}(z_i | \mu_{1,i}, \sigma_{1,i}^2) + (1 - \alpha_i) \mathcal{N}(z_i | \mu_{0,i}, \sigma_{0,i}^2)
\]

(5.11)

where the parameters \( \alpha, \mu_1, \sigma_1^2, \mu_0, \sigma_0^2 \) must be properly estimated.

While Expectation-Maximization is the standard algorithm for computing the parameters of a Gaussian Mixture Model, it is practically not applicable because the size of the mini-batches is in general too small. To circumvent this problem, we suggest to skip the E-step by directly approximating \( \pi_i(z_i) = p(M_i = 1 | z_i) \) by the sigmoid function: \( \pi_i(z_i) = \frac{1}{1 + \exp(-z_i)} \).

Indeed, we observe empirically that one mode tends to be positive while the other one tends to be negative. Using this approximation, we compute the parameters of the two Gaussians on the mini-batch through the M-step.

### 5.3.3 Model for \( r \)

Similarly to [Ale+17], the approximation \( r(c | z) \) can be defined by the multinomial logistic regression model at the end of the DNN using the Softmax:

\[
r(c | z) = \text{Softmax}(W_d z + b)_c
\]

(5.12)

where, for any \( u, u_c \) is the coordinate of \( u \) related to the class \( c \). Unlike for \( q(z) \), all the parameters of this variational approximation are defined by and optimized with the DNN.
5.3.4 Reve Regularization Loss

Combining the results of the previous subsections, the Reve regularization loss is computed as:

\[
\Omega_{\text{Reve}}((x^{(k)}, c^{(k)})_{k=1..K}; W_c; W_d) = -\frac{1}{KS} \sum_{k=1}^{K} \sum_{s=1}^{S} \left[ \log \text{Softmax}(W_d z^{(k,s)} + b)_{d(k)} \right] + \sum_{i=1}^{\text{dim}(Z)} \log \left( \alpha_i \mathcal{N}(z^{(k,s)}_{i} | \mu_{1,i}, \sigma_{1,i}^2) + (1 - \alpha_i) \mathcal{N}(z^{(k,s)}_{i} | \mu_{0,i}, \sigma_{0,i}^2) \right) \]  

(5.13)

Figure 5.2 summarizes the architecture of Reve and how it is embedded to a DNN.

5.4 Experiments

In this section, we present various experiments, done on several databases, which demonstrate the benefits of using Reve during the training of DNNs, thus supporting the theory. In all our experiments we use the cross entropy loss as classification loss. We also use a weight decay of \(10^{-3}\) in every experiment, mainly to stabilize the training. Note nevertheless that the use of weight decay does not seem to impact Reve in any way. The DNNs are trained using SGD with 0.9 momentum and an exponentially decaying learning rate with a default value set for each considered architecture. Unless stated otherwise, the batch size used for the experiments is 128.

We experiment with our regularization strategy on three DNNs, constituting a variety of architectures: AlexNet and Inception from the previous chapter. We recall: AlexNet: an AlexNet-like model [KSH12] with three \(5 \times 5\) convolution + \(2 \times 2\) max-pooling layers, then two fully connected layers with 1000 neurons as intermediate representation; Inception Net: a small Inception model [Sze+14] similar to the one used in [Zha+17]; And ResNet, an architecture from [ZK16] which varies from the architecture of the previous chapter. In fact, for the experiments here, we have chosen the ResNet configuration, depth = 28 and \(k = 10\) which give better accuracies.

Please note that we use our own implementation of these DNNs on TensorFlow [Aba+16], thus explaining that the observed results may slightly differ from published results on those architectures. In particular, the preprocessing we apply to the datasets may be different to those used in the original papers. Please also note that we use the same three architectures on every dataset in order to better understand the influence of Reve on various data. The aim of these experiments is not so much to achieve state-of-the-art performance but to prove the efficiency of our regularization. Thus, for fair comparison, the training with and without Reve is performed with the exact same experimental protocol.

We would like to point out that Reve does not add additional parameters to the DNN training except for the two hyper-parameters \(\sigma^2\) and the Lagrange multiplier of the regularization loss \(\beta_{\text{Reve}}\). Most of Reve’s computation remains in the SVD that is computed once per batch, the rest of the computation being negligible for the studied architectures.
For instance for the ResNet architecture, on CIFAR-10, involving a SVD on a matrix of size $640 \times 10$, REVE increases by less than 10% the training time$^3$.

### 5.4.1 CIFAR Experiments

Table 5.1.: Classification error (%) results on CIFAR-10 and CIFAR-100 test sets. REVE regularization is applied on three different architectures on CIFAR-10 and its performance is compared to the baseline performance of these models. REVE systematically reduces the error on both datasets and every network architecture, even the most challenging.

<table>
<thead>
<tr>
<th></th>
<th>CIFAR-10</th>
<th></th>
<th>CIFAR-100</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AlexNet</td>
<td>Inception Net</td>
<td>ResNet</td>
<td>AlexNet</td>
<td>Inception Net</td>
</tr>
<tr>
<td>Baseline</td>
<td>15.62</td>
<td>6.10</td>
<td>5.39</td>
<td>48.29</td>
<td>27.36</td>
</tr>
<tr>
<td>REVE on $Y$</td>
<td>14.80</td>
<td>6.38</td>
<td>5.71</td>
<td>48.56</td>
<td>27.10</td>
</tr>
<tr>
<td>REVE</td>
<td>13.92</td>
<td>5.92</td>
<td>5.18</td>
<td>48.07</td>
<td>26.94</td>
</tr>
</tbody>
</table>

We compare here the test error of DNNs trained with and without the use of REVE on CIFAR [Kri09]. Some classic data augmentation techniques are applied to the images: the $32 \times 32$ training images are padded to $40 \times 40$ and randomly cropped to $32 \times 32$ and a random horizontal flip is applied. For preprocessing, we normalize the data using the channel means and standard deviations of the training set. We make sure that every DNN achieves zero percent error on the training set. The two hyperparameters $\sigma^2$ and the Lagrange multiplier of the regularization loss $\beta_{\text{REVE}}$ are cross validated to maximize the performance of REVE. However, we notice that the regularization is fairly stable to slight changes of these parameters ($\sigma^2 \sim 10^{-2}$ and $\beta_{\text{REVE}} \sim 10^{-4}$).

**CIFAR-100** The CIFAR-100 dataset is, similarly to CIFAR-10, composed of $32 \times 32$ color image, representing 100 different classes. There is also 50K images for training and 10K images for test.

**Generalization Improvement** The classification errors obtained on the test set of CIFAR are reported on Table 5.1. Our experiments show that the application of REVE systematically improves the performances over the baseline on both CIFAR-10 and CIFAR-100. Especially, we insist on the fact that REVE improves the generalization of every architecture, even the best engineered and performing of them. To further emphasize the benefit provided by applying our method on the variable $Z$, we also present in Table 5.1 the classification error obtained by applying the REVE paradigm on the representation $Y$ (referenced as REVE on $Y$). This strategy never outperforms the proposed method and sometimes increases the error over the baseline. This experiment highlights the fact that a focused compression on $Z$ is definitely beneficial to DNNs generalization. We also experiment with another variant

---

$^3$ To speedup the method, an option consists in updating the SVD every few batches without many consequences on the regularization.
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of REVE using a basic approximation for \( q(z) \): a normal model instead of a GMM. This variant gives poorer results compared to regular REVE on CIFAR-10 (14.24%, 6.17% and 5.34% on AlexNet, Inception Net and ResNet, respectively), proving that the choice of a bimodal model to describe \( Z \) is experimentally validated.

Evolution of the Loss Functions Figure 5.3 presents a comparison of the losses evolution with and without application of REVE. It appears that REVE significantly reduces the classification loss on the test set compared to the baseline, further highlighting the good generalization of REVE-regularized DNNs. Moreover, the application of REVE drastically reduces the loss \( \Omega_{\text{REVE}} \) which bounds the conditional entropy \( H(Z \mid C) \), proving that our regularization strategy by introduction of a loss is quite effective. The plots of the regularization loss on the baseline show that the SGD naturally reduces our criterion. This observation supports the claim that the criterion of REVE benefits to the generalization of a DNN. It is also interesting to note that the REVE loss shows consistent generalization, achieving similar values on both the train and test sets.

Best Performance on CIFAR-10 To achieve the best performance possible on CIFAR-10 with REVE, we adopt an ensemble strategy: six ResNets are trained with REVE and a batch size of 16, then are stacked together by averaging their Softmax predictions. Applying this strategy, we achieve 3.29% test error on CIFAR-10. To contextualize, DenseNet-BC [Hua+17], the known published state-of-the-art architecture on CIFAR-10, achieves 3.46% test error with a single model, showing that REVE allows us to achieve competitive results using this strategy.

5.4.2 SVHN Experiments

Table 5.2.: Classification error (%) results on SVHN test set. REVE regularization is applied on three different architectures on CIFAR-10 and its performance is compared to the baseline performance of these models. REVE systematically reduces the error of every network architecture, even the most challenging.

<table>
<thead>
<tr>
<th>SVHN</th>
<th>AlexNet</th>
<th>Inception Net</th>
<th>ResNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>7.68</td>
<td>3.78</td>
<td>3.27</td>
</tr>
<tr>
<td>REVE on Y</td>
<td>6.78</td>
<td>3.52</td>
<td>3.43</td>
</tr>
<tr>
<td>REVE</td>
<td><strong>6.55</strong></td>
<td><strong>3.29</strong></td>
<td><strong>3.21</strong></td>
</tr>
</tbody>
</table>

To show that REVE performance generalizes to other datasets, we conduct similar experiments on SVHN [Net+11] using the same architectures. The dataset includes color images of cropped digits of size \( 32 \times 32 \) pixels. It is composed of 73257 images in the training set, and 26032 images for the test set. The same data augmentation by padding and cropping is applied on the training set. The accuracy results presented in Table 5.2 show a behavior similar to the results on CIFAR with a systematic improvement by applying REVE.
Figure 5.3.: Comparison of the losses evolution with and without application of REVE with ResNet. (a) Classification loss on the test set; (b) REVE loss on the training set; (c) REVE loss on the test set.
5.4.3 Large Scale Experiments on ImageNet

REVE application is not limited to architectures that end with a fully connected layer. As an illustration we study here the model WELDON [DTC16] in the context of large size images with ImageNet dataset [JDe+09]. WELDON architecture modifies the classical ResNet-101 [He+16] by replacing the final average pooling and the following fully connected layer by a $1 \times 1$ convolutional layer followed by a max + min pooling described in [DTC16]. Apart from these modifications, the architecture of the DNN leading to the considered representation $Y$ stays identical. WELDON last $1 \times 1$ convolution layer can be seen as a linear operation applied on each spatial coordinate of the map $Y$. The corresponding matrix is thus used to compute the SVD providing the projection matrix $VV^\top$. This last matrix parameters are used for a $1 \times 1$ convolution on $Y$ in order to obtain $Z$ on which REVE is applied.

The experiment consists in fine-tuning by regularizing with REVE the WELDON architecture initialized with pre-trained ResNet-101 parameters. The accuracies obtained without fine-tuning are 78.51% for the top-1 accuracy and 94.65% for the top-5 accuracy on the validation set. After only one epoch of fine-tuning we obtain a top-1 accuracy of 79.87% and a top-5 accuracy of 95.43% on the validation set. In addition to demonstrating the efficiency of REVE on large scale tasks, this experiment gives an insight on the adaptation of REVE for different kind of DNN architecture.

5.5 Conclusion

The regularization loss studied in this chapter, REVE, is a alternative to SHADE, based on a similar criterion. To be more efficient, REVE removes from the representation variable the information that is naturally filtered by the class projection layer. The conditioned entropy of the obtained variable is reduced by minimizing a variational entropy bound.

The positive results on the generalization error obtained for all tested DNN architectures, on several datasets, is a second confirmation for our class conditioned entropy criterion. More generally, our work on REVE and on SHADE, has demonstrated that information measures can be pertinent to study deep learning generalization performances.

Moreover, the exhibition of a predictive sub-variable $Z$, from the representation variable, is a promising technique to better decipher deep learning mechanisms. By restricting DNN study to a simpler variable, responsible for the class prediction, it is easier to extract the deep learning properties enabling good generalization.
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In this thesis, we have investigated several options to improve deep learning generalization performance in the context of image classification. We have addressed the problem from three axes. The first direction studies the SGD training optimization through distributed methods, in order to accelerate the optimization of DNNs on huge datasets. Speeding up the training is especially important for DNNs that are extremely deep. A second approach consists in studying the architecture of CNNs, in order to optimize the processing and filtering of information through the layers. The last angle explores the possibility to modify the training objective function, to regularize the optimization.

Distributed methods. Concerning the first point, we have introduced in Chapter 2, a framework that enables to interpret distributed methods in term of batch size. It demonstrates that the speed up is limited by a convergence rate of a single threaded optimization with bigger batches. The distance to this upper bound is related of the consensus quality between workers’ variable, which is determined by the quality and the frequency of communication. Knowing that communication time is not negligible, it is important to exploit an efficient strategy to limit the communication impact. Distributed methods are then distinguishable with a ratio consensus versus quantity of information exchanged. Within this framework, we also introduce a matrix notation, that represents the exchanges of information in the system. A distributed method, can thus be studied from its update matrix only.

This framework encompasses several of the popular existing distributed methods like EASGD [ZCL15] and Downpour [Dea+12], and we have proposed two additional methods. A first one, PerSyn, is centralized and periodically synchronous. It periodically synchronizes the workers’ variable, by forcing a perfect consensus once in a while. A second one, GoSGD, gets inspiration from Gossip protocols, that are known to perform well at controlling a consensus. By only requesting peer to peer communication, it is decentralized and asynchronous avoiding synchronization latencies. It demonstrates a slightly higher average consensus error than PerSyn, but for fewer and more efficient communications.

An extension of our work could be to explore a distributed method, that would update the communication matrix after every batch processed. The update on the matrix aims at optimizing the consensus. It can be described as a optimization problem under constraints. The objective function would be the distance from an ideal matrix, for instance: $K^t = \arg \min_K \|KP^{(t-1)} - 1/M \mathbb{1}_{M\times M}\|$ and the constraints would define the methods characteristics (centralized or not, synchronous or not) as well as some communication restrictions.

More generally, we have studied distributed methods in term of optimization speed and convergence rate. Accelerating the optimization enables testing more methods and using
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more images in the training set. A promising and alternative research direction would be the study of distributed methods under the scope of generalization. We have observed that our distributed methods are able to improve the generalization error of CNNs while being similar to using bigger batches. This phenomenon is counterintuitive because small batches are usually better for generalization. It would be interesting to inspect further this aspect of the distributed SGD.

Architecture. In Chapter 3, we have introduced a new activation function, MaxMin. Contrarily to ReLU, MaxMin does not filter any information but separates the positive part from the negative part of neuron activations after linear convolutions. In fact, machine learning predictive algorithms have to balance between filtering information in order to be invariant and robust to noise, and transmitting sufficient discriminant information in order to make accurate predictions. In the case of CNN, the pooling layer filters spatial information making the model invariant to local natural transformations. For the activation function, the benefit of the filtering is not evident. The fact that the convolutional filters of a same layer are negatively correlated demonstrates that negative activations contain relevant information for the prediction. With MaxMin, both negative and positive parts of the neuron activation are transmitted to the following layer and can be treated differently contrarily to PReLU or LReLU. In our experiments, CNN with MaxMin activation are able to significantly outperform CNN with ReLU activation for equivalent number of parameters.

By not filtering negative detections, MaxMin activation function is able to exploit them with fewer parameters and then to improve the global generalization of CNNs.

The intuition leading to MaxMin could be reported to other types of transformation. If a transformation $T$ correlates the filters, it means that there is redundancy in the learning. It could be avoided by transmitting the information about the filters and their transformation. As such, the learned filters would benefit for more occurrences in the training data. The transformation $T$ can be defined by intuition, like filter rotations for instance, or it can be learned. Moreover, the question of redundancy in the learned parameters can be addressed from a theoretical point of view.

Regularization. Regarding regularization, we have inspected in Chapter 4 and Chapter 5, the possibility to regularize the DNN training, for a fixed architecture, on a given dataset. We have first introduced a new regularization criterion: $H(Y|C)$. This information theory criterion is inspired from the Information Bottleneck Framework. We claim that it is a good measure of invariance for any machine learning model.

In Chapter 4, we have instantiated this criterion in a layer wise and neuron wise fashion in order to regularize efficiently all layers of the DNN. We have used statistical modeling and information theory inequalities to properly upper bound our criterion and construct a loss that can be evaluated on a mini-batch. For all layers and all neurons, this loss is added to the objective function in order to be minimized. The resulting regularization scheme is called SHADE. Experimental results show that SHADE is more efficient at improving generalization performance of a DNN than existing regularization methods. The fact that it systematically improves the DNN generalization performance for several architectures, on many datasets is very convincing and validates both the criterion and its implementation. Despite being already competitive, the fact that the method can be challenged in many
aspects to improve its efficiency at minimizing the proposed criterion is very encouraging. For instance, the model of the latent variable can be adjusted, or some inequalities can be optimized to obtain a sharper bound.

In Chapter 5, we have presented an alternative to SHADE, based on a similar criterion. Unlike SHADE, the new regularization focuses on the penultimate variable layer of the DNN. From this variable, our method extracts a sub-variable that is not filtered by the class projection layer. This variable, named \( Z \), is prevalent in the prediction and is thus more efficient at regularizing. In order to minimize the criterion \( H(Z|C) \), the regularization scheme, called REVE, exploits a variational upper bound on the conditional entropy. This upper bound uses a bimodal model for \( Z \), with a mixture of two Gaussians. This model is motivated both by intuitions and empirical observations. Contrary to SHADE, this bound is general and does not require any approximation. It can be estimated on a mini-batch and minimized with SGD when added to the global objective function. The new regularization method is also able to outperform SHADE generalization error, as well as other information based regularizations for all architectures it has been tested on, and on several datasets. Moreover, many improvements of the method should be expected. For instance, some works in progress are considering the use of a decomposed matrix system \( U \Sigma V \) of the last projection matrix, in order to avoid computing the SVD at every batches. The decomposition \( U \Sigma V^\top \) of \( W_d \) is directly learned by SGD, with \( U \) and \( V \) projected on orthogonal matrices after each step. This method trades the SVD computation for the addition of \( C^2 + C \) parameters and has already demonstrated positive results.

Furthermore, in both Chapter 4 and Chapter 5, we have studied the new entropy criterion supposed to be correlated with the generalization performance of a machine learning model. Our experiments validate the intuition but there is still few strong theoretical demonstrations to legitimate it in the context of machine learning. Developing generalization bounds depending on this entropy, in a PAC fashion, could be very convincing to deploy much more energy on this criterion.

From a broader perspective, an essential question that came all along with our researches, remains unanswered. It is the role of the depth on the good generalization performance of deep learning. State of the art DNNs are still growing and the main limitation for deeper architectures seems to be the optimization constraints as mentioned in Chapter 2.

As seen previously, A DNN layer with ReLU activation filters information about its input. As explained in Chapter 4 and illustrated in Chapter 3, this filtering is not efficient if it applies on information correlated with the class. One benefit of the depth could then be the increased capacity conveyed to the DNN, to construct a top representation variable that has small dependency with the input variable, while conserving high mutual information with the class variable. This is the hypothesis exposed in [NN15], which authors interpret the effect of the depth from the Information Bottleneck Framework point of view. However, CNN architectures with reversible layers (that do not filter any information) and that generalize well have been exhibited in [JSO18], contradicting the precedent hypothesis.

If most of the generalization theory principles do not apply on deep learning models’ representation, it would be interesting to rather focus on the underlying variables that have no information filtered before the prediction. For instance, the approach in Chapter 5, that exhibits an underlying variable from the penultimate representation, with no information
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filtered by the class projection layer, could be sharpened and generalized to other layers of
the DNN. Understanding how the depth affects the properties of these variables could lead
to better understand deep learning generalization performance.
Appendix

GOSGD

a.1 Estimator variance

The error introduced by the Monte Carlo estimator of the gradient is proportional to the batch size.

Proof. The relation between the approximation error and the size of the sample batch is given by:

\[
E(S_k)_{k=1..K} \sim p^K \|\nabla \mathcal{L}(w) - \hat{\nabla} \mathcal{L}(w)\|_2^2 = E(S_k)_{k=1..K} \sim p^K \left( \sum_{i=1}^{\text{dim}(w)} |\nabla \mathcal{L}(w)_i - \hat{\nabla} \mathcal{L}(w)_i|^2 \right)
\]

\[
\hat{\nabla} \mathcal{L}(w)_i\text{ being an unbiased estimator of } \nabla \mathcal{L}(w)_i, \ E(S_k)_{k=1..K} \sim p^K (\hat{\nabla} \mathcal{L}(w)_i) = \nabla \mathcal{L}(w)_i \text{ and } E(S_k)_{k=1..K} \sim p^K |\nabla \mathcal{L}(w)_i - \hat{\nabla} \mathcal{L}(w)_i|^2 = \text{Var}(S_k)_{k=1..K} \sim p^K (\text{Var}(\hat{\nabla} \mathcal{L}(w)_i)). \text{ For Monte-Carlo estimators we have that } \text{Var}(S_k)_{k=1..K} \sim p^K (\frac{1}{N} \sum_{k=1}^{n} \nabla \ell(w, S_k)_i) = \frac{1}{N} \text{Var}(S_i) \sim p (\nabla \ell(w, S)_i), \text{ the } S_k \text{ being iid.}
\]

\[
E(\|\nabla \mathcal{L}(w) - \hat{\nabla} \mathcal{L}(w)\|_2^2 = \sum_{i=1}^{\text{dim}(w)} \frac{1}{N} \text{Var}(\nabla \ell(w, S)_i)
\]

\[
= \frac{1}{N} \text{tr(CovS[\nabla \ell(w, S)])}
\]

\[\square\]

a.2 Alternate Gradient

The update rules of GoSGD are in expectation equivalent to the empirical risk and the consensus loss parts of the gradient of the consensus augmented distributed problem.

For the empirical risk part, since at each time step \( t \) one of the workers performs a local stochastic gradient descent update with probability \( 1/M \), it is in expectation equivalent to performing the gradient descent on the empirical risk part with a learning rate divided by \( M \).
For the consensus part, let us recall that the update for a receiving worker is:

$$w^{(t+1)}_r = \frac{\lambda_r}{\lambda_s + \lambda_r} w^{(t)}_r + \frac{\lambda_s}{\lambda_s + \lambda_r} w^{(t)}_s$$

This update is occurring with probability $pM(M-1)$ for all pairs $(s, r)$ of workers. First we demonstrate the following lemma:

**Lemma 1.** $E\left[\frac{\lambda_r}{\lambda_r + \lambda_s}\right] = 1/2$ for all possible pairs $(r, s)$.

**Proof.** The weights update can be written with a random communication matrix $A^{(t)}$ with the following definition:

$$A^{(t)} = \begin{cases} I, \text{ with probability } p \\ I - \frac{1}{2}e_s e_s^\top + \frac{1}{2}e_r e_r^\top, \text{ with probability } 1 - p \end{cases}$$

The sequence of $A^{(t)}$ are i.i.d. and we note $E\left[A^{(t)}\right] = A$:

$$A = pI + (1 - p) \sum_{s, r \neq s} \frac{1}{M(M-1)} \left( I - \frac{1}{2}e_s e_s^\top + \frac{1}{2}e_r e_r^\top \right)$$

$$= \left( 1 - \frac{1 - p}{2M} \right) I + \frac{1 - p}{2M(M-1)} I I^\top$$

Using $A$ and denoting $\Lambda^{(t)}$ the vector concatenating all coefficients at time $t$, we have the following recursion:

$$E\left[\Lambda^{(t+1)}|\Lambda^{(t)}\right] = E\left[A^{(t)}\right] \Lambda^{(t)} = A \Lambda^{(t)}$$

Since all weights are initialized to 1, unrolling the recursion leads to:

$$E\left[\Lambda^{(t+1)}\right] = A^t \mathbf{1}$$

Since $\mathbf{1}$ is a right eigenvector of $A$ (associated with eigenvalue $\lambda$), we have:

$$E\left[\Lambda^{(t+1)}\right] = \Lambda^t \mathbf{1}$$

Which means that all weights are equal in expectation. □

This lemma leads to the following expected update step:

$$E\left[ w^{(t+1)}_r - w^{(t+\frac{1}{2})}_r \right] = \frac{p}{2M(M-1)} \left( w^{(t)}_s - w^{(t+\frac{1}{2})}_r \right)$$

Which corresponds in expectation to a gradient descent performed on the consensus part with a learning rate of $\frac{p}{2M(M-1)}$.  
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A.3 Consensus measures

As expected, the higher the variance, the larger the consensus error. This seems intuitive, however, it appears that it is not the variance of the update terms that differentiates the algorithms in term of consensus, but it is mostly the frequency of exchange. Indeed for low probability of exchange ($p = 0.01$) we note that the consensus distance with gossip exchanges is almost always above the consensus distance with PerSyn exchange. For bigger probability ($p = 0.4$) the consensus distance of GoSGD is somewhere between the worst and the best consensus error of the PerSyn. However the average consensus distance of GoSGD is still above PerSyn.
b.1 Entropy bounding the reconstruction error

In Section 4.2 we highlight a link between the entropy $H(X \mid Y)$ and the difficulty to recover the input $X$ from its representation $Y$. Here we exhibit a concrete relation between the reconstruction error, that quantifies the error made by a strategy that predicts $X$ from $Y$, and the conditional entropy. This relation takes the form of an inequality, bounding the error measure in the best case (with the reconstruction strategy that minimizes the error) by an increasing function of the entropy. We note $\hat{x}(Y) \in \mathcal{X}$ the reconstruction model that tries to guess $X$ from $Y$.

The discrete case In case the input space is discrete, we consider the zero-one reconstruction error for one representation point $Y$: $\varepsilon(Y) = E_X[1(\hat{x}(Y) \neq X)]$. This is the probability of error when predicting $\hat{x}(Y)$ from $Y$. The function that minimizes the expected error $E = E_Y(\varepsilon(Y))$ is $\hat{x}(Y) = \arg\max_{x \in \mathcal{X}} p(x \mid Y)$ as shown in Proof 1. We derive the following inequality:

$$\frac{H(X \mid Y) - 1}{\log |\mathcal{X}|} \leq E \leq 1 - 2^{-H(X \mid Y)}. \quad (B.1)$$

The left side of the inequality uses Fano’s inequality in [CT91], the right one is developed in proof 2. This first inequalities show how the reconstruction error and the entropy are related. For very invariant representations, it is hard to recover the input from $Y$ and the entropy $H(X \mid Y)$ is high.

Besides, there can be an underlying continuity in the input space and it could be unfair to penalize predictions close to the input as much as predictions far from it. We expose another case below that takes this proximity into account.

The continuous case In the case of convex input space and input variable with continuous density, we consider the 2-norm distance as reconstruction error: $\varepsilon(Y) = E_{X \mid Y}[\|X - \hat{x}(Y)\|_2]$. This error penalizes the average distance of the input and its reconstruction from $Y$. The function that minimizes the expected error $E = E_Y[\varepsilon(Y)]$ is the conditional expected value: $\hat{x}(y) = E[X \mid Y = y]$. Then $E = \text{Var}(X \mid Y)$. Helped by the well-known inequality $H(X \mid Y) \leq \frac{1}{2} \ln(2\pi e \text{Var}(X \mid Y))$ we obtain:

$$\frac{e^{2H(X \mid Y)}}{2\pi e} \leq E. \quad (B.2)$$
Here again, notice that a high entropy $H(X | Y)$ implies a high reconstruction error in the best case.

**b.1.1 Proof 1**

We have

$$\mathcal{E} = \int_Y p(y) \varepsilon(y) \, dy$$

(B.3)

$$= \int_Y p(y)p(X \neq \hat{x}(y) \mid y) \, dy$$

(B.4)

$$= \int_Y p(y)(1 - p(\hat{x}(y) \mid y)) \, dy.$$  

(B.5)

Since

$$p(\hat{x}(y) \mid y) \leq p(\arg\max_{x \in X} p(x \mid y), y),$$

(B.6)

the reconstruction that minimizes the error is $\hat{x}(y) = \arg\max_{x \in X} p(x \mid y)$. However, this is theoretical because in most cases $p(x \mid Y)$ is unknown.

**b.1.2 Proof 2**

We have:

$$\log(1 - \mathcal{E}) = \log \left( \int_Y p(y)(1 - \varepsilon(y)) \, dy \right)$$

(B.7)

$$= \log \left( \int_Y p(y)p(\hat{x}(y) \mid y) \right) \, dy$$

(B.8)

$$\geq \int_Y p(y) \log(p(\hat{x}(y) \mid y)) \, dy$$

(B.9)

$$= \int_Y p(y) \int_X p(x \mid y) \log(p(\hat{x}(y) \mid y)) \, dx \, dy$$

(B.10)

$$\geq \int_Y p(y) \int_X p(x \mid y) \log(p(x \mid y)) \, dx \, dy$$

(B.11)

$$= -H(X \mid Y).$$

(B.12)

The Eq. (B.9) is obtained using Jensen inequality and Eq. (B.11) is obtained using the result of Proof 1.

Thus,

$$\mathcal{E} \leq 1 - 2^{-H(X \mid Y)}.$$  

(B.13)
b.2 SHADE Gradients

Here is studied the influence of SHADE on a gradient descent step for a single neuron $Y$ of a single layer and for one training sample $X$. The considered case of a linear layer, we have: $Y = \mathbf{w}^\top \mathbf{x} + b$.

The gradient of $\Omega_{\text{SHADE}}$ with respect to $\mathbf{w}$ is:

$$
\nabla_{\mathbf{w}} \Omega_{\text{SHADE}} = (\delta_1 + \delta_2) \mathbf{x}
$$

with $\delta_1 = \sigma'(y) ((y - \mu^1)^2 - (y - \mu^0)^2)$
and $\delta_2 = 2\sigma(y) (y - \mu^1) + 2(1 - \sigma(y))(y - \mu^0)$.

With $\sigma(y) = p(B = 1|y)$ which has positive derivative. We can interpret the direction of this gradient by analyzing the two terms $\delta_1$ and $\delta_2$ as follows:

- $\delta_1$: If $(y - \mu^0)^2$ is bigger than $(y - \mu^1)^2$ that means that $y$ is closer to $\mu^1$ than it is to $\mu^0$. Then $\delta_1$ is positive and it contributes to increasing $y$ meaning that it increases the probability of $B$ being from mode 1. In a way, it increases the average margin between positive and negative detections. Note that if there is no ambiguity about the mode of $B$ meaning that $\sigma(y)$ or $1 - \sigma(y)$ is very small then this term has negligible effect.

- $\delta_2$: This term moves $y$ toward the $\mu^b$ of the mode that presents the bigger probability. This has the effect of concentrating the outputs around their expectancy depending on their mode to get sparser activation.
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