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Summary

Within sedimentary basins, gravity-driven mass transport events play a key role in the

delivery of sediments from continental shelves to the deep ocean. Current investigations

intend to better understand the processes involved during a mass transport event, both for

a better characterization of the sedimentary basin history and for present-day geohazard

assessments.

Special attention is given to the nature and potential of seismic data as invaluable in-

formation source. From seismic data, both quantitative analyses and qualitative elements

are commonly extracted for interpretation purposes on a studied area. We observe a need

to integrate seismic data-extracted information and existing expertise on seismic interpre-

tation of mass transport deposits (MTDs), into formalized interpretation schemes.

In the same time, ways to investigate data and take advantage of organized knowledge are

tremendously developed and evolve rapidly. Current arti�cial intelligence, learning algo-

rithms and knowledge-based systems allow to apprehend, use and mine large or complex

datasets e�ciently.

This PhD project is a way to be at the crossing of seismic interpretation and statisti-

cal learning in their recent developments for image segmentation and knowledge mining.

The project contributes to investigations on mass transport processes by concentrating

on the deposits generated by a mass transport event, approached through information

available in seismic data. To carry on the project, we rely on a seismic dataset acquired

o�shore the Amazon River Mouth basin, in Brazil.

Two main lines of research are followed and presented in this report, corresponding to

the two objectives of the PhD: (1) to locate MTDs in seismic data, in position and exten-

sion, while preserving the variety of their characters; (2) to characterize physical processes

acting over geological times, responsible for location, geometry and internal heterogeneities

of these MTDs.

The �rst objective is tackled by proposing a methodology for detecting heterogeneous
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objects within seismic data, considered as images. The main associated challenges are

how to deal with 3D seismic images and, within them, the heterogeneity of the internal

characters of MTDs. Our methodology provides a speci�c seismic data representation that

is coupled to little prior input on MTD positions, needed to guide the procedure but for

which uncertainty is admitted and taken into account. It �nally produces a 3D identi�-

cation of MTDs. The work
ow relies on a probabilistic approach, enabling to keep track

of uncertainties. Our methodology is applied to a 3D seismic data volume of the Amazon

basin, showing consistent detection results, although with overall volume under-estimation.

The second objective is treated by building a methodology producing interpretations hy-

potheses on physical processes involved in mass transport events. The methodology is

based on literature-extracted elements, organized into a graph, whose nodes and edges

carry the existing interpretation knowledge. The graph is then used as an inference en-

gine, where the observed features of MTDs give rise to hypotheses on processes playing in

the MTD history. We provide an application of our methodology, showing that it allows

to recover consistent interpretation hypotheses. The knowledge base that is built for the

methodology provides a framework for an explicit procedure where di�erent interpretation

paths are gathered and considered equally before inferring the most likely ones.

The two methodologies that we propose have proven e�ective for our case study. They en-

able the retrieval of more varied properties than in model-driven-only methods, and more

interpretable results than in data-driven-only methods. Improvements for the next future

include using more e�cient computing schemes for better taking into account structural

orientations, and enhancing the knowledge base by extending its content and implement-

ing it on dedicated automated tools.

Both methodologies can be used independently from one another, or combined into a

global work
ow. This PhD contributes to prove that it is possible to combine data-driven

and knowledge- or model-driven information in e�cient ways for seismic interpretation.
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Chapter 1

Introduction

This chapter gives the context and objectives of this PhD. We introduce our object of

study: mass transport deposits, and their generating mass transport events. We then

introduce seismic data and its potential for interpreting buried sedimentary systems. We

also present the case study that will be used for applications in the next chapters. Finally,

we highlight the main challenges that are addressed in this PhD.

1.1 Context and motivations

1.1.1 Interest for better understanding sedimentary basins on continental
margins

Sedimentary basins on continental passive margins are submarine areas located at the

transition between continental and oceanic crusts, where sediments generated by inland

erosion and transported by rivers are deposited and accumulate. These basins comprise,

from continent to ocean, the continental shelf ending with the shelf-break, the continental

slope, and the deep ocean basin, where a deep-sea fan may form at the bottom of the slope

(Figure 1.1).

Interests in these natural environments are diverse: on the one hand, they are a unique

source of information on the geological history of their surrounding settings, through the

study of sedimentary records. On the other hand, submarine basins and ancient subma-

rine basins are the main supply of natural resources on Earth: mineral resources, water,

and hydrocarbons.

O�shore hydrocarbon exploration and production has grown as one key activity for world-

wide energy production. Renewable energies such as wind, wave- and tide-related, or

geothermic energies, are also increasingly developed in coastal or o�shore areas. These

developments go along with transport infrastructures and submarine cables for telecom-
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munications or energy transport (see for example the Submarine Cable Map website1).

Meanwhile, coastal and o�shore environments are subject to natural and industrial risks:

gradual erosion and sea-level rise shifting the shoreline inland; tsunamis and storms threat-

ening infrastructures and cities; slope instabilities jeopardizing sea
oor-anchored infras-

tructures; pollution of soils, waters and air.

The development of human activity in sedimentary basins has therefore motivated pri-

vate companies and institutions to study these environments with scienti�c approaches.

Data of many kinds are acquired there, comprising samples (water samples, cores, pro-

duced hydrocarbons) and geophysical data such as bathymetric, magnetic, gravimetric

and seismic data. Data processing and interpretation is then conducted, as well as numer-

ical modeling to simulate the physical processes acting in the formation and evolution of

a sedimentary basin.

1.1.2 Mass transport: one sedimentary process in sedimentary basins

Among sediment deposition processes, gravity-driven mass transport is one that con-

tributes to the reorganization of the basin deposits. Continental margin settings count a

signi�cant amount of mass transport deposits in their sedimentary records (Shippet al.

(2011), Posamentier & Martinsen (2011)), on their slopes and in the deep basin. Such sub-

marine mass transport deposits can be up to two order of magnitude bigger than terrestrial

ones (e.g., Massonet al. (2006)). They constitute a critical portion of basin sediments

that remain to be better understood, considering two interests: the present description of

1TeleGeography (2018)

Figure 1.1: Main features of a passive continental margin. Tilted fault blocks, dikes, salt (or evaporites),
reef and lagoon deposits, are signatures of the passive margin formation and past evolution. Shallow
marine sediments, slump blocks, turbidites and deep marine sediments are continuing deposited sediments
in the basin. Modi�ed from Christiansen & Hamblin (2015).
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Figure 1.2: Various geohazards related to mass transport along a continental slope and their potential
impacts on coastal to marine infrastructures. Among them: slope failures, impact of debris 
ows on infras-
tructure, dissociation of hydrates, shallow-gas pockets, overpressure, 
uid escape features (gas chimneys,
mud volcanoes), diapirism, seismicity, and highly destructive tsunamis. From Vanneste et al. (2014).

sedimentary structures and resources in a basin, and the reconstruction of its geological

history.

Depending on their lithological content, mass transport deposits can constitute imper-

meable sedimentary bodies acting as potential seals for hydrocarbons; their own material

may on the contrary have potential reservoir properties (e.g., Posamentier & Martinsen

(2011)). Large mass transport deposits result from processes that modi�ed the morphol-

ogy of the basin. A mass transport event might also remove sediment from a region,

creating an access to previously covered layers.

The characteristics of mass transport deposits within a basin are helpful to infer the evo-

lution of deposition processes through time (e.g., Ortiz-Karpf et al. (2016), Patruno &

Helland-Hansen (2018)). Their study should increase the understanding of sea
oor stabil-

ity during the basin history and thus at the present day, in order to assess the impact of

geohazards on the basin environment (see Figure 1.2).

Lastly, although mass transport deposits are most-easily detected and interpreted when

they are still on the sea
oor, a lot of them are buried and 'hidden' within the basin sedimen-

tary layers. Therefore, studying them requires speci�c approaches enabling the broader

study of other buried geological elements, speci�cally those that have to be approached

by indirect measurements such as geophysical data acquisition.

1.2 Main questions and objectives of the PhD

The project presented here falls within the scope of such research aiming at improving

the understanding on sedimentary basins. In this theme, some investigations are led re-

13
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garding gravity-driven mass movements in these basins. They address the problem of

understanding the relationship between such mechanisms and the in�lling and sedimen-

tary geometries of a basin. Attention is also given to the impacts of external factors (for

instance, climatic changes, oceanic circulations, chemical conditions, continental erosion

or sedimentary in
uxes) on mass transport processes.

Among the possible approaches to deal with these questions, studying the record of mass

movements in the basin stratigraphy, in particular mass transport deposits (MTDs), is

an approach based on present-day observations enabling the inference of past evolutions.

MTDs are geobodies, i.e. geometrically-closed objects within the sedimentary layering.

Di�erent kinds of data may be available to get access to these objects: if directly visible

on the sea
oor e.g. on bathymetric data, then the surface and morphology of the object

is easy to derive, potentially with a detailed resolution. However, from bathymetric data

only, one does not have access to the internal/bottom parts of the object.

For cases where the MTD is buried, core samples might be available; these data also give

localized, precise information that do not necessarily generalize to the rest of the object.

Among geophysical imaging methods, seismic re
ection data provide a more global infor-

mation on the object, as the image can cover the whole object and especially its internal

material. Seismic data have been acknowledged as an invaluable source of information

for 3D geomorphology studies of geological objects (e.g., Posamentieret al. (2007), Frey-

Mart��nez (2010)). In this thesis we focus on this kind of data - although ultimately,

merging information from several kinds of data such as mentioned above is necessary.

The questions driving this PhD project are the following:

What is the expression of MTDs in seismic data?

How can we relate the resulting seismic evidence of mass transport to the processes that

made them?

These questions address several issues: the origins and actual processes of mass transports;

the properties of the resulting deposits and their spatial positioning; the link between ge-

ological properties of MTDs and their seismic expression; and the methodology to handle

seismic data and exploit seismic information.

Given these issues and the abundance and variety of traces of these mechanisms in the

data available for this study, two main lines of research were chosen:

14
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1. Identi�cation: to locate MTDs in seismic data, in position

and extension, while preserving the variety of their characters.

2. Interpretation: to characterize physical processes act-

ing over geological times, responsible for location, geometry

and internal heterogeneities of these MTDs.

Identi�cation of objects means determining what features are associated to these objects

(i.e. how to recognize and discriminate them), searching the seismic image numerically,

and �nding the positions and limits of the objects. Interpretation is about understanding

the reasons: reasons why mass transport originally took place (process of trigger), reasons

why deposits were placed in a certain way (process of deposit), reasons why the deposits

have a certain seismic aspect (process of transport and deposit), reasons why the geometry

of the region is shaped as it is (larger-scale gravity-driven evolution). Bothidenti�cation

and interpretation require to extract information from a seismic dataset in a relevant,

e�cient manner.

1.3 Mass transport deposits, mass transport events

1.3.1 Mass transport deposit: a geological object

As referred to in this report, a submarine mass transport is an event of 'en-masse' trans-

port of sediments (Posamentier & Martinsen (2011)) following a mechanical rupture and

with horizontal predominant displacement (as opposed to in-place collapse). It is also

sometimes called submarine landslide or submarine mass failure; the latter terms are re-

strictive compared to 'mass transport' which usually encompasses the failure, transport

and deposit, and which can occur with any kind of deformation, not restricted to sliding.

The de�nition of a mass transport deposit (MTD) is given by its name: it is the deposit

resulting from a mass transport event. The most downward portion of such sedimentary

object (geobody) is called the 'toe region'. The upper portion is called either 'head' or

'tail', conversely. In this report we will use the term 'head' (see Figure 1.3). An accumu-

lation of deposits from several mass transport events over a period of time is called a mass

transport complex (MTC).

MTDs can have contrasting sizes. The head region of an MTD may be, or not, still at-

tached to its source zone. In the MTD source zone, a 'headscarp' is sometimes visible; this
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Figure 1.3: Schematic description of the three domains in an MTD. This scheme does not cover all kinds
of MTDs.

scarp corresponds to the place from where the material was removed at the mass transport

trigger. The headscarp may not be distinguishable anymore within the sedimentary layers.

The typical representation of an MTD (see Figure 1.3) proposes three main domains

(e.g., Richardsonet al. (2011), Reiset al. (2016)): (i) the extensional domain in the head

region; (ii) the translational domain in the central region, corresponding to the largest part

of the MTD;(iii) the compressional domain in the toe region. These three names refer to

the major kinds of deformation that may be found in each domain. Note, however, that

this model is only valid for certain kinds of MTDs: those that have developed keeping

attached or close to their headscarp and subject to frontal con�nement. Nevertheless,

apart from MTDs, the model also applies to MTCs in some large-scale contexts (e.g.,

Moscardelli & Wood (2008)): then, upper-slope regions of the MTC shows predominantly

extensional deformation while compression is evidenced in its downslope regions.

Figure 1.4 gives examples of observation of mass transport deposits: either direct obser-

vation of a modern subaerial MTD or indirect observation of a submarine, buried MTD,

in marine seismic data o�shore Japan.

Three stages associated to mass transports can be distinguished: (i) the trigger stage,

to which are associated pre-conditioning and triggering factors (PTF); (ii) the trans-

port stage, and (iii) the deposition stage, to which are associated depositional and post-

depositional processes (PDP). A presentation of each stage, together with explanations on

how forward models are able to reproduce the processes involved, is given here.

1.3.2 Pre-conditioning and triggering factors

A mass transport is generally due to a combination of environmental mechanisms acting

over di�erent temporal scales. In order to evaluate the likelihood of a landslide to occur,
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(a)

(b)

Figure 1.4: Mass transport examples. (a) Subaerial mass-transport in the Austrian Alps; extensional and
compressional features are seen, as well as lateral shear. These features are also seen in submarine mass
transports. From Posamentier & Martinsen (2011). (b) Map (A), seismic pro�le (B) and interpreted
seismic pro�le (C): MTD in brown (interpreted preserved blocks inside), headscarp in red. On this pro�le
the MTD toe is its right-most part. From Moore & Sawyer (2016).
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geotechnics use the Factor of safety; this factor is the ratio between the shear strength of

the material and the e�ective shear stress driving a possible de-stabilization. Both values

depend on several parameters, that are in turn a�ected by pre-conditioning and triggering

factors. In the present context, we will refer to the Flow factor Ff , de�ned by Sawyer

et al. (2012) as the inverse of the Factor of safety:

Ff =
driving shear stress

resistive shear strength

So that if Ff < 1, the material is likely to stay still; and if Ff � 1, the material is unstable;

the higher Ff , the more likely a 
ow is to occur.

Assessment and prediction of thisFf is done via stability analysis methods.

'Limit equilibrium analysis' is the simpler among them; it computes a global value of

Ff on a system with a pre-de�ned potential slip surface, generally a circular one. Meth-

ods of this kind (e.g. Bishop (1955), Morgenstern & Price (1965)) rely on the theory

by Terzaghi (1942) (itself derived from the Mohr-Coulomb principle) which relates the

resistive shear strength� on the potential failure surface to the e�ective stress� 0, e�ective

internal friction angle � 0, and e�ective cohesionc0 of the material, as:

� = � 0tan� 0+ c0 ,

where � 0 = � � u

The e�ective stress corresponds to the total stress� , minus the pore pressureu. A sudden

increase in pore pressure on the surface may not be drained rapidly enough to prevent a

decrease in shear strength� , so that Ff is increased; pore pressure is therefore one of the

critical elements acting in the stability of submarine slopes.

An empirical limit equilibrium analysis is presented by Sawyer et al. (2012), for studying

mud
ow transport behavior and associated deposit morphology. Their approach is based

on laboratory experiments of subaqueous 
ows with di�erent Ff values (see Figure 1.5).

Their study results in the de�nition of three main domains of Ff , each associated to a set

of characteristics of the �nal deposit:

� High Ff (6.23 in their case) leads to a thin and broad MTD, with the maximum

thickness located at the slope change (material accumulation); the head of the MTD

thins until a point.

� Medium Ff (3.05 and 3.53 in their case) leads to a retrogressive failure, which creates

a hummocky surface on the top of the MTD; during the process, internal levees are

formed on the edges (see Figure 1.5D), which may allow the transport to be continued

further.
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� Low Ff (1.38 in their case) leads to a short, thick deposit, made of blocks containing

fractures.

These trends, resulting from an experimental study, illustrate the potentially strong im-

pact of the initial conditions of a slope system on a mass transport event and its deposit.

A more precise analysis for slope instability can be done by numerically modeling the

Figure 1.5: Mud
ow features characteristic of Flow factor. A, C, E: lateral view of source area. B, D, F:
top view of the basin area. From Sawyer et al. (2012).

whole slope system. This is proposed for instance by Sultanet al. (2001) in a 'pseudo-3D'

approach (a 2D pro�le extended in the third dimension) with special attention to the

pore pressure distribution. In 2D, Chemendaet al. (2009) model numerically the gradual

alteration of rock properties with time. The advantage of complete numerical modeling is

to assess the precise regions of highest deformation before the failure with little a priori

on the type and position of the rupture surface (e.g., integrated approaches as by Bouziat

et al. (2016) or Bussonet al. (2018), and softwares like FLAC3D by Itasca (2018)). This

solution is computationally more costly than Limit Equilibrium Analysis, as Ff is typically

computed on every cell of the 2D or 3D mesh.

An intermediate solution is 'Limit Analysis'; based on mechanical principles and theorems,

it allows to assess the stability of a slope structure without the need for an exhaustive

computation of the structure as in numerical limit equilibrium models (Drucker & Prager

(1952), Optum CE (2018)).
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.

In any case, numerical stability analysis methods do not reproduce the moment subse-

quent to failure where solid rocks lose their cohesion and begin to be transported.

The literature records the following kinds of pre-conditioning and triggering factors (PTF).

PTF 1 - Geomorphology of the slope environment: gravity in
uence on the

balance of forces

The morphology of a submarine sloping environment, and therefore its in
uence on the

balance of gravity (which drives movement) vs. shear strength, is usually related to several

factors:

� Geomorphological elements in a sedimentary basin may provide an initial steep path-

way; for example, incisions of channels reaching the top of the continental shelf, in-

cisions caused by a former mass transport, or caused by contouritic/bottom currents

(e.g. Miramontes et al. (2016)), decrease the shear strength of a formation. On the

contrary, a downslope buttress, initially or due to a previous mass transport, limits

the available pathway and increases the region stability. Geomorphological elements

also impact the 
uid pore pressure distribution within the formation, as shown by

Lacosteet al. (2012) through laboratory experiments.

� Tectonic- or isostasy-related uplift or subsidence may lead to a change in location

of the basin depocenter (zone of thickest deposits) (Nelsonet al. (2011)), thereby

modifying the basin depositional environment.

� Change in sedimentation rate and sediment type may also lead to a change in the

morphology of the basin, and/or a change in load a�ecting in-place sediments.

PTF 2 - Weak layer: locally low shear strength

Within sediments accumulation, the presence of a 'weak' layer (i.e. with low, or contrast-

ingly low, shear strength), along which a mass transport would occur, can be related to

several elements:

� The layer sediments themselves may have low shear strength. Examples include:

evaporites; clayey mudstones of a condensed layer created by a 
ooding event; clayey

mudstones of a contouritic deposit on a glaciated margin (Leynaudet al. (2009));

cohesionless sandy soils, which may be lique�ed by an increase in pore pressure.

� A pore pressure increase in the layer may have occurred before its consolidation and

burial; for instance, a too quick overloading of �ne-grained unconsolidated sediments

can prevent the pore 
uid drainage (Leynaud et al. (2009)).
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� A pore pressure increase in the layer may have occurred after its consolidation by

contraction of the sediment matrix, for example if the compaction induced by burial

is too quick to allow 
uid drainage; horizontal compression may also occur in the

basin due to lateral tectonics.

� A pore pressure increase in the layer may have occurred after its consolidation by

pore 
uid quantity increase. Examples include: instability of gas hydrates which, in

precise temperature and pression conditions, can release gas very suddenly (Mienert

(2009)); or, generation and migration of hydrocarbons into a reservoir layer. An

example of 
uid migration is shown by Frey-Mart��nez et al. (2011) on the Ebro

margin, where they suggest that the vertical stacking of submarine canyons created

a preferential pathway for 
uid migration, which led to overpressure concentration

and mass transport triggering.

A weak layer that favors the trigger of mass transport is sometimes called 'd�ecollement

layer', especially when laterally expanded in the basin.

PTF 3 - Seismicity

Seismicity can trigger a mass transport by a single earthquake, if its magnitude is high

enough or if the pre-conditioning factors are su�cient. Yet long-term seismicity can also

progressively a�ect the environment geomorphology (impacting PTF 1) or the properties

of the medium (possibly impacting PTF 2), so that mass transport is more and more likely

to occur with time.

PTF 4 - Localized deformation

Volcanic activity can create localized stresses and deformations, which then impact PTF

1 and PTF 2. Creep is another kind of deformation process which is long-term and occurs

within evaporite layers or diapirs, driving deformation of contiguous rocks (e.g., Type-3

failure scarps in Migeonet al. (2011)).

PTF 5 - Climatic impact

The most famous climate-related factor is the sea-level change. In their study case, Nel-

son et al. (2011) note that most MTDs were deposited during low sea-level periods, and

where accurate age data are available, MTDs are connected to rapid sea-level rises or falls.

Both low-stand periods and transitional periods are therefore regarded. The intermediate

factor is unknown, however: a sea-level rise can induce slope instability if the rise changes

the conditions of other PTFs. Although it is apparent from some studies (e.g., Maslin

et al. (2005), Owenet al. (2007), Leynaudet al. (2009)), Urlaub et al. (2013) have shown

that statistics on available known cases are not actually su�cient to prove this relationship.

Note that submarine mass transports di�er from subaerial ones especially in that some
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very large-scale submarine events - both in terms of volume and of runout distance (the

distance overrun by the transported mass) - have been shown to occur on slopes as low as

1� . For instance, Damuth & Embley (1981) report transports of up to 300 km on slope

angles of 0:3� to 0:6� . The triggering processes of such events are still under debate (e.g.,

Elverhoi et al. (2010), Urlaub et al. (2015), H•uhnerbach & Masson (2004), Hamptonet al.

(1996)). On quasi-
at slopes, overpressures high enough to trigger instability may be gen-

erated by rapid sedimentation in environments close to river mouths (e.g., Flemingset al.

(2008)), yet as highlighted by Urlaub et al. (2015), some submarine mass transports also

occur in regions with low sedimentation rates. Urlaubet al. (2015) show that the presence

of a highly-compressible sedimentary layer may allow to trigger very large submarine mass

transports; such high compressibility may occur because of the presence of organic matter

or because of a rapid break down of sediment structure (here the cement between grains).

Several factors are generally adding up to trigger a submarine landslide. Knowing the

precise cause for one event is complex, as shown by the above-mentioned PTFs, which

cannot all be called 'causes' for the trigger of a mass transport. For instance, is the cli-

matic impact really a cause for trigger of a mass transport, or would it be rather the

change in pore 
uid distributions that a sea-level change implies?

One may rather consider to distinguish between long-term and short-term e�ects (e.g.,

Richardson et al. (2011)), although requiring to de�ne what are 'long' vs. 'short' terms.

In this view, short-term changes in the geomorphology, in the 
uid overpressure distribu-

tion (thus involving 
uid 
ow), in the seismicity are more adapted to be considered causal

processes. To them, two other processes may be added: o�shore events (punctual storms)

and waves (e.g., Hamptonet al. (1996)) which can destabilize a slope rapidly, and chemical

e�ects within the sedimentary formation. This 'long-term' vs. 'short-term' distinction is

yet to be quanti�ed.

1.3.3 Transport processes

En masse transports and turbidity currents

Di�erent kinds of transport processes can be classi�ed according to their material and

velocity properties; a complete classi�cation of submarine mass transports based on macro-

scopic transport behavior was given by Posamentier & Martinsen (2011). It is illustrated

on Figure 1.6. The authors distinguish, by decreasing order of mass cohesion and increas-

ing order of 
ow velocity: creeps, slides, slumps, 
ows with plastic behavior, and 
ows

with 
uidal behavior. Falls are the quickest, less cohesive processes in their classi�cation.

'Flows' can be 'en masse' sediment transport which keep cohesion between grains (such

as creeps, slides or slumps), or sediment transport where grains are mostly separated such
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as turbulent 
ows (among which turbidity currents) (Posamentier & Martinsen (2011)).

Nelsonet al. (2011) introduce additional names for 
ows that have a brittle deformation:

debris slides (corresponding to the 'slides' in Figure 1.6, but where sediments are divided

in blocks), and 
ows with mixed plastic and laminar behavior: debris 
ows (suggesting

the presence of a matrix and some blocks inside).

Turbidity currents are considered distinct from other mass transport kinds (Posamentier

Figure 1.6: Schematic cross-sections illustrating gravity-driven deformational processes, including those
that form mass-transport deposits. Modi�ed from Posamentier & Martinsen (2011).

& Martinsen (2011), Nelsonet al. (2011)), although transport properties vary continuously

from cohesive mass transport to low-density turbidity current. Turbidity currents are not

en massetransports (see Figure 1.6) and do not necessarily result from a rupture of the

sea
oor material. According to Mulder & Alexander (2001), their main particle-support

mechanism is 
uid turbulence, as opposed to particle interaction or matrix support which

characterize other kinds of mass transport. Turbidity currents can occur simultaneously

with, or because of, more cohesive mass transports (see for instance Figure 1.5 (B)). Nelson

et al. (2011) describe how MTDs and turbidite systems interplay in several case studies of

continental margins. They show that MTDs can dominate by far compared to turbidite

systems, or on the contrary be almost absent from the sedimentary records, depending

on the margin; both kinds of deposits can also be mixed at all spatial scales. This inter-

play is in
uenced by the combination of triggering factors. For example, Leynaud et al.

(2009) show that statistics distinguish submarine mass movements on European continen-

tal margins depending on their latitude, i.e. if the margin is glaciated (rather subject to
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large-scale slides) or non-glaciated (rather subject to turbidity currents).

Relationship to environmental factors and controls

Mass transport events are part of the more global sediment transfer from the continental

shelf to the deep basin. The transport process is therefore linked to the location of the

event within the sedimentary basin: on the higher slope, downslope, in the basin, or on

the slopes of a deep-sea fan if there is one. This is why the above classi�cation is able to

describe the 
ow itself, but the interpretation of the 
ow characteristics depends on its

environment.

Both analog and numerical models of mass transport have been developed to relate these


ow characteristics with environmental factors. They are mostly based on a granular-

medium assumption for the transported material. We here rely on studies from both

subaerial and subaqueous modeling.

In this respect, one parameter of interest to reproduce by a model is the runout dis-

tance (or area). For subaerial mass transports, a few models give good estimates of this

parameters. Mangeney-Castelnauet al. (2005) study the collapse of an initially cylindrical

granular mass along a rough horizontal plane, comparing a numerical, depth-integrated,

model, to laboratory experiments. They conclude that the area overrun by the transported

mass is correlated to its initial potential energy; their model suggests that the e�ective

friction angle of the basal surface depends on the initial aspect ratio of the moving mass.

This global view illustrates the transfer of energy involved in a mass transport: a high

initial potential energy is transformed into kinetic energy driving the movement, and even-

tually dissipated through internal, basal or upper friction with surrounding sediment or

water. The SHALTOP numerical model (Mangeney et al. (2007)) has shown e�ective in

reproducing the runout distance of some natural landslides (e.g., Favreauet al. (2010)); it

is based on a depth-averaged thin-layer approximation for a continuous 
ow representa-

tion. The Flow-R empirical model (Horton et al. (2013)) provides regional susceptibility

assessment of instability, based mainly on a digital elevation model and user-input fea-

tures like planar curvature (computed feature) or land use. It also models the runout of

debris 
ows. Transport propagation mainly relies on a multiple 
ow direction spreading

algorithm (Holmgren (1994)), and a friction loss function determines the 
ow energy loss.

This model is used in applications for geohazard assessment (e.g., Kappeset al. (2012)) at

the regional scale. Both models were developed for subaerial conditions. Submarine mass

transports have di�erent characteristics.

Other modeling studies build relationships between the initial conditions of a submarine

24



MTDs identification and characterization P. Le Bouteiller

mass transport and the qualitative type of transport. Via sandbox modelling, Mourgues

& Cobbold (2006) classify 'gravity spreading' versus 'gravity gliding'. In gravity spread-

ing, they �nd that the propagation of the spreading and of the extensional deformations

(normal faults) depends on the 
uid overpressure on a d�ecollement layer. For medium

overpressure, normal faults are closely spaced and bound rotated blocks. For higher over-

pressure, the propagation of the deformation is faster, and the blocks between faults are

not rotated. In gravity gliding, both the 
uid overpressure (on the d�ecollement layer and

within the sliding mass) and the basal surface properties (frictional behavior and shape)

control the sliding.

Still with sandbox models, Mourgueset al. (2009) simulate the e�ect of pore 
uid pressure

increasing and reaching the lithostatic pressure. In this situation, they observe a local 
u-

idization of the sand, and a ductile 
ow of this sand associated to local thickening of the

deforming zone.

In a numerical slope stability analysis, 'deep gravity spreading' (i.e. rooting on a basal

detachment surface) is distinguished from 'shallow slumping' by Mourgueset al. (2014).

With illustrative experiments, the authors explore the relative e�ects of 
uid overpressure

in the basal layer, 
uid overpressure in the material above, basal dip and upper slope

angle, on the kind of 
ow likely to occur. Results (see Figure 1.7) show that for a low

overpressure ratio � �
b in the basal layer, instabilities are driven only by a wedge surface

slope angle (� ) being higher than the material internal friction angle; in this case, shallow

landsliding is naturally preferred: slides do not root in the basal detachment surface. But

above a certain overpressure ratio threshold� � m
b in the basal layer, deformation can occur

in the form of gravity spreading, triggered for higher overpressures if the surface slope

angle is smaller; for large slope angles and high overpressures in the basal layer, both pro-

cesses can be mixed (top-right corner of Figure 1.7). The threshold of basal overpressure

� � m
b between the two domains depends on the surface slope angle, the basal slope angle,

the internal friction angle of the wedge material and that (reduced) on the basal layer.

Another element impacting transport is the lithological content of the transported mass.

Elverhoi et al. (2010) present laboratory experiments that demonstrate the impact of the

initial clay-to-sand ratio on the separation of the 
ow into a lower dense 
ow and an

upper turbidity current. As shown on the top of Figure 1.8, clay-rich 
ows remain cohe-

sive longer, with a thick muddy matrix in laminar regime in the lower part supporting a

turbulent 
ow. They are subject to hydroplanning and acceleration of their frontal part,

which can produce large runout distances. More sand-rich 
ows (bottom of Figure 1.8)

are less cohesive. Their lower layer is thinner than that of clay-rich 
ows and it is formed

of sand rather than clay; most of the material is actually transported through turbulent

current above. These sand-rich 
ows are subject to water intrusion and 
uidization. They

also have reduced erosive capacities compared to clay-rich 
ows.
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Figure 1.7: Solutions of the model of Mourgues et al. (2014) for sand-like material. � is the slope angle
of the free surface; � �

b is the overpressure ratio of the basal detachment surface, with value zero if no
overpressure and 1 if overpressure equals hydrostratic pressure. The dashed line represents the solution for
a compressive state of stress. The black bold line represents the solution for a gravity-driven extensional
state of stress (the one studied in this PhD project): this line is the limit where the Flow factor (inverse
of the Factor of Safety FS here) is Ff = 1. The grey area shows domains of slope instability triggered by
gravity only. From Mourgues et al. (2014).

Figure 1.8: Sketches of subaqueous (a) clay-rich and (b) sand-rich debris 
ows, as observed in experiments.
From Elverhoi et al. (2010). In their article, clay portion ranges from 5 to 25%, but the authors precise
that these critical values may change depending on the kind of clay and the scale of the experiment / �eld
data.
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The afore-mentioned studies by Mourgues et al. and Elverhoi et al. highlight the role

of pore pressure (at the initial stage and during transport), initial lithological content of

the moving mass, slope angle, and basal surface properties during transport, on the type

of deformation of the 
ow and its rheology.

Grain-to-grain interactions are also studied as part of transport processes; these a�ect

in particular the occurrence of an instability of the front of a granular 
ow, called '�nger-

ing'. The distribution of grain size in a granular 
ow is studied via analog (e.g. Goujon

et al. (2007)) and numerical (e.g. Gray & Kokelaar (2010)) modeling. The internal distri-

bution of grains, their relative friction coe�cients, and their size compared to the size of

heterogeneities on the gliding surface, have shown to have e�ects on the morphology of the

MTDs. Narrowing, �ngering e�ects can be found because of heterogeneities in size and

frictional behavior of the grains (e.g. Goujon et al. (2007)). These studies were done for

subaerial conditions; subaqueous conditions may modify the results as the density ratio

between the ambient 
uid and the grains changes; nevertheless, this phenomenon has also

been observed in submarine environments (e.g., Moscardelli & Wood (2008)).

Finally, the precise dynamics of a mass transport (velocity change, variations of prop-

erties within the transported mass) are di�cult to capture in a model. For example, local

slope angle variations can modify these dynamics but cannot always be taken into account

in models which are limited in resolution. For dense 
ows, the change in basal surface

frictional energy has been shown to be related to the shape of the envelope of the seismic

signal generated by the 
ow (e.g., Favreauet al. (2010), Durand et al. (2016)). Although

e�ective mostly for low signal frequencies and far from its source, this relationship enables

to approach the dynamic behavior of a dense mass transport. Again, to our knowledge,

this relationship has only been shown for subaerial mass transport.

***

The existing global controls on mass transport processes therefore comprise various el-

ements: initial morphology of the transported mass; morphology of the sea
oor and of

the d�ecollement level if any; transported material properties: grain size and density, grain

type proportions and dynamic distribution, frictional behavior, internal 
uid pressure;

underlying material properties: frictional behavior, 
uid overpressure. Similarly to pre-

conditioning and triggering factors, the actual controls in a real environment are complex

to de�ne as several usually interfere.

Mass transports, in turn, a�ect their proximal environment, by triggering: 
uid migration

in altered preferential pathways (Frey-Mart��nez et al. (2011)); development (enlarging) of

gullies (canyons); further mass transport (case of retrogressive events); induced seismic-

ity; water displacement, tsunami. These elements, however, are little seen in literature
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concerning ancient, buried mass transport deposits.

Despite the number of models that exist and can partially explain the transport pro-

cesses involved in a mass transport, two limits seem to remain: (i) the incapacity to model

a trigger and transport on a quasi-
at slope, and (ii) the incapacity to simulate in a de-

terministic way the spatial variability inside the transport, which is later recovered in the

heterogeneous internal geological facies of an MTD.

1.3.4 Depositional and post-depositional processes (PDP)

Depositional and post-depositional processes (PDP) concern the end of the transport,

when the mass stabilizes; they also include the posterior evolution of the deposit, with

burial-related and possibly chemical changes. The following processes are often referred

to as potential impacts on the process of deposition.

PDP 1 : Compression at the front of the 
ow (e.g., Silva et al. (2010));

PDP 2 : Loss of mass, especially if a turbidity current is triggered by the mass transport

(e.g. Figure 1.5 (B));

PDP 3 : Turbidite deposition on top of the mass transport initial deposit;

PDP 4 : Terminal dispersion: the 
ow dispersing and getting much wider and slower (e.g.,

Moscardelli & Wood (2008), Richardsonet al. (2011));

PDP 5 : Remobilization, i.e. part of the deposited material falling again (e.g., Moore &

Sawyer (2016));

PDP 6 : Compaction during burial due to post-deposition sedimentation

PDP 7 : Fluid migration and associated changes to the sedimentary pile: possibly, vol-

cano creation, or PDP 3 or PDP 4;

PDP 8 : Regional deformation, impacting the morphology of the deposit, and possibly

some other PDPs (e.g., Omosanya & Alves (2013));

Models either take these PDP into account together with the transport phase, or do not

consider them at all. For example, compression is observed at the toe of mass transport

deposits in analog modelling, while loss of mass is seldom considered. Post-depositional

processes acting on MTDs are complex to model, given that they imply the whole sedi-

mentary cover.

***

We have seen a few examples of models that relate one of the three stages of a mass

transport to the �nal properties of an MTD. In the work of Mourgues et al. (2014),

several parameters are shown to impact the kind of transport that will occur, when outside

the stability zone (see Figure 1.7). In that of Sawyer et al. (2012), the value of Ff is
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shown to impact the �nal depositional properties (see Figure 1.5). Each model brings in

new elements on one aspect of a mass transport event. It is clear, however, that many

di�erent processes may be involved in the formation of one MTD character. This makes

the modeling of a mass transport event very complex.

1.4 Approaching MTDs through seismic data acquisition and

interpretation

MTDs may be studied by forward models presented above. Some models are especially

useful for geotechnical applications for instance. Ultimately though, data is needed to

observe existing MTDs resulting from past events, understand how they were formed, and

constrain model parameters. In this section, we present seismic data and its potential for

sedimentary systems interpretations.

1.4.1 Seismic data acquisition and processing

Seismic imaging allows to study the structure of sedimentary basins through the propa-

gation of seismic waves. Seismic data such as the ones in use in this project are acquired

by means of a source and receiver system. A source generates vibrations; the source is

either vibrating trucks or explosive on land, or one or several air guns for o�shore acquisi-

tions. The wave travels through the underground medium, and its propagation undergoes

changes due to varying properties of the medium. The receiver records the resulting total

vibration at the place where it is set (e.g., at the sea surface) - see Figure 1.9a.

Each point on the map that is targeted by the acquisition is then given its several seismic

response signals, corresponding to several distances (or 'o�sets') between source and re-

ceiver: a set of seismic 'traces', each of which is a seismic signal in amplitude versus time;

a trace is usually visualized vertically. The seismic signal re
ects the surveyed medium

properties, mainly rock heterogeneities and wave-propagation e�ects such as dispersion.

After a few processing steps, these traces are stacked into only one trace, allowing to im-

prove the signal-to-noise ratio. The resulting data have one trace for each targeted point

on the map (e.g. Figure 1.9b). In any case, several processing steps are applied on the

seismic traces; they are then grouped to form 2D or 3D data. A '2D pro�le', or '2D line', is

made of several adjacent traces that were acquired on a line. A '3D volume' or '3D cube'

is made of several adjacent traces that were acquired in the two horizontal directions; sec-

tions of the cube along the two directions are called 'inlines' and 'crosslines' respectively,

according to the data storage. The axes of the 2D / 3D data are then distances hori-

zontally and time vertically. 2D pro�les, generally acquired along rather long distances,

provide a regional overview of the stratigraphy of a basin; and 3D cubes, generally limited

in length, o�er multi-directional information on a local scale.
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(a)

(b)

Figure 1.9: Marine seismic acquisition: example for 2D data. (a) The acquisition ship drags a system of
sources (air guns) and receivers (hydrophones on the streamer). Modi�ed from the Schlumberger Oil�eld
Glossary. (b) Display of seismic data (not depth-converted), positive amplitudes shaded for enhanced
inter-trace continuity. Each trace results from the operation of stacking signals from all receivers. TWT:
two-way traveltime. Modi�ed from the US EPA web archive.
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Additional processings of seismic imaging include time-to-depth conversion, where the

time data is converted into depth-interpreted data (so that the vertical axis is depth)

thanks to the use of a velocity model. This conversion is not always done as it requires

acquiring a velocity model and it demands extra processing time. A seismic dataset, in

the end, consists in seismic amplitude data for every sample of every trace. Visualizing

a vertical seismic section or pro�le gives as primary information some laterally-correlated

amplitude peaks, called re
ectors. These correspond to interfaces between layers of con-

trasting acoustic properties. Re
ectors that correspond to 3D surfaces interpreted as

representative of a given event in geological time are called 'horizons'.

Due to signal acquisition and processing, seismic data are limited in resolution. The

resolution is the minimum spatial or temporal separation between two geological features

(typically re
ectors) for them to be well separated by seismic imaging. Both vertical and

lateral resolutions depend on the dominant signal frequency and the wave velocity in the

medium. The lateral resolution also depends on the depth; migration, one of the seismic

processing steps, improves it, so that very often the lateral resolution is limited by the

lateral sampling rate.

Typical wave velocities (c) in the subsurface range from 1500 m/s to over 6000 m/s. They

most often increase with depth. The dominant frequencyf of the output seismic signal

ranges from 20 to 50 Hz. It decreases with depth. The dominant wavelength� is related

to c and f as:

� = c=f

Vertical resolution depends on this wavelength: the minimum spatial separation between

two re
ectors to be identi�ed is typically chosen as �= 4 (see for example the SEG (2018)

webpage), i.e. from 10m to 63m. As for lateral resolution, it does not usually surpass

a few meters. Seismic vertical resolution is thus relatively poor compared to cores or log

measurements, for which centimeter variations are observed vertically. Geomorphologic

structures visible on the sea
oor surface can be described with �ne precision by multi-beam

echo-sounder data acquisitions. These kinds of data are advantageous for characterizing

the �ne scale (up to 10� 1m) of the surface, in a local area. For buried geobodies, seismic

data o�er two advantages: (i) they give continuous information on the lateral extent of

the MTD, and (ii) they give vertical information, i.e. on the internal content of the object

(e.g. Frey-Mart��nez (2010)). A seismic section can actually be analyzed as an image. In

particular, interpreters focus on the visual aspect of the seismic image in a local area, or

patch (in 2D or 3D); this aspect is often called a 'seismic facies'.

1.4.2 Seismic facies and interpretation

Regions or patches of a seismic image that share common visual features can then be

quali�ed with a seismic facies name. Note that such facies and seismic interpretation in
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general are commonly determined for time data as well as for depth-converted data. Two

kinds of approaches are mainly used to study seismic facies. Here we brie
y present both

approaches and we de�ne seismic geomorphology.

1.4.2.1 Model-driven seismic facies: seismic stratigraphy

The �rst approach for studying seismic facies is related to seismic stratigraphy, a discipline

that was initially highlighted by the works of Mitchum Jr et al. (1977). Since then, seismic

stratigraphy has developed together with sequence stratigraphy, the latter being de�ned

by Catuneanu et al. (2009) as the study of 'facies relationships and stratal architecture

within a chronological framework'.

Figure 1.10a from Bacchiana (2008) gives a 3D sketch view of sedimentary deposits result-

ing from evolving depositional settings in a basin. Depositional settings evolve because

of variations in the space available for sediments between the sea
oor and the sea level

- this space is called 'accomodation'. For a constant sediment in
ux and static sea
oor,

the depositional setting evolution depends on the eustacy, i.e. sea-level variations. The

various shapes of 'systems tracts' in Figure 1.10a correspond to di�erent moments in the

eustatic cycle.

Seismic stratigraphy is based on the assumption that one seismic re
ector corresponds to

sediments deposited during a time interval of similar sedimentation conditions. Under this

condition, the geometry of a set of re
ectors corresponds to a speci�c depositional setting,

as shown on Figure 1.11 (Berton & Vesely (2016)). On this �gure, simple descriptions for

seismic facies A to F are: oblique parallel clinoforms; oblique tangential clinoforms; sig-

moidal clinoforms; discontinuous and dipping; discontinuous in several directions; parallel

and 
at. These geometries are classi�ed according to reference geometries as shown in

Figure 1.10b, in turn corresponding to various depositional settings such as sketched in

Figure 1.10a - so that seismic facies are de�ned to be part of the highstand systems tract,

transgressive systems tract, or other, de�ned in the stratigraphy model (Figure 1.10a).

1.4.2.2 Data-based-only seismic facies

In the previous approach, a prior, model-driven input (coming from stratigraphy), is pro-

vided to the de�nition of facies. Conversely, the second approach for de�ning seismic

facies is a pure description of the patterns seen in the amplitude distribution with no a

priori analysis. It can be similar to the 'sigmoidal clinoforms', 'discontinuous and dipping'

descriptions mentioned before - although sticking to this low-level kind of description.

However, it often also includes amplitude information, such as in 'parallel high-amplitude

continuous re
ectors', 'high-amplitude semi-continuous re
ectors', 'low amplitudes' for ex-

ample. These descriptive labels will be the �nal labels of the facies, with no association

to a stratigraphic type. This distinction is inconspicuous; yet this second de�nition di�ers

from the previous one where the �nal labels are necessarily part of the stratigraphic model.
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(a)

(b)

Figure 1.10: Sequence stratigraphy and stratal geometries. (a) Systems tract shapes and boundaries
associated with eustatic cycles. Modi�ed from Bacchiana (2008)). (b) Several reference geometries used
for seismic stratigraphy. From Berton & Vesely (2016) and Mitchum Jr et al. (1977).
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Figure 1.11: Seismic stratigraphic features on an example 2D seismic section, as interpreted by Berton &
Vesely (2016): '(A) Seismic facies A, interpreted as shelf-margin deltas/shoreface deposits; (B) seismic fa-
cies B, interpreted as slope clinoforms with tangential (oblique) geometry; (C) seismic facies C, interpreted
as slope clinoforms with sigmoidal geometry; (D) seismic facies D, interpreted as turbidites; (E) seismic
facies E, interpreted as mass-transport deposits; (F) seismic facies F, interpreted as continental to shelfal
deposits'. On the top image, the red and orange lines are horizons. From Berton & Vesely (2016).
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In this way, the description of patterns does not necessarily rely on re
ector geometry as

understood by sequence stratigraphy; it may then be able to consider not only re
ectors

corresponding to iso-age formations, but also re
ectors created by contrasts in e.g. litholo-

gies or 
uid content. For instance, in Figure 1.11, a unique stratigraphic seismic facies (E)

has been created to depict mass transport deposits. In some cases, however, more preci-

sion is needed, either to detail the variations within a globally 'E-like' facies, or because

the MTD does not appear as a uniform facies. Some examples will be given in section 1.6.1.

Facies may be created as a mutually exclusive facies set (i.e. one region is characterized

by one facies only); one may also use non-exclusive facies sets, where one region is de-

scribed by several facies. Further analyses then relate these non-semantically-meaningful

seismic facies (e.g., homogeneous low amplitude values on a laterally large region of a 3D

cube) with interpreted geological facies (e.g. open-marine deposition of pelagic sediments).

Details on facies numerical de�nition will be given in section 2.2.1.1.

***

To sum up, seismic data analysis leads to de�ning seismic facies. These facies can them-

selves correspond to some geological characteristic of a depositional environment or be

de�ned only via pure descriptions awaiting future interpretations. We will study further

what kind of approach is more appropriate to our case study in chapter 2.

1.4.2.3 Seismic geomorphology

Seismic geomorphology is the discipline concerned with the 'extraction of geomorphic in-

sights using predominantly three-dimensional seismic data' (Posamentieret al. (2007)).

It is generally the name given to methods using seismic data (2D or 3D) for retrieving

present-day- or paleo-landform features (SEG (2018)). Seismic facies analysis, for exam-

ple, can be used in seismic geomorphology. Geomorphology itself describes the formation

and evolution of landscapes (and submarine landscapes), thereby giving clues on the pro-

cesses shaping a depositional environment. These processes are typically part of sediment

deposition and erosion. Seismic data give access to information on buried sediments and,

thus, on the past evolution of landscapes, giving rise to the name 'seismic geomorphology'.

Studying MTDs with seismic data is therefore a contribution to seismic geomorphology.

1.5 Data and settings of the case study

In this PhD, we use for applications a set of seismic data that were acquired in the region

of the O�shore Amazon River Mouth basin (Foz do Amazonas), hereafter called Amazon

basin. In the current section, we present the geological settings of this data.
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1.5.1 Regional setting: the Amazon River basin geological history

The Amazon River marine depositional system, fed by the discharge of the Amazon River,

has been studied for several decades. The Amazon River, the biggest in the world in

terms of water 
ow (mean water 
ow: 190 000 m3=s), currently delivers the discharge of

a transcontinental drainage basin of size 6:1 106km2. This drainage basin spreads from

the Andes mountains to the mouth of the Amazon River, on the Atlantic side of South

America. The basin history is connected to that of the Andes mountains (Roddazet al.

(2005), Campbell et al. (2006), Figueiredo et al. (2009), Shephardet al. (2010), Hoorn

et al. (2010), Espurt et al. (2009)), and to the regional/global-scale tectonics of the Brazil-

ian continent. Figure 1.12 presents the main regional settings, with the data available for

the study.

The Brazilian Equatorial Margin and its associated sedimentary basins initiated in the

opening of the Atlantic Ocean. Dating back to before the Atlantic Ocean opening are ma-

jor structures still having an important role in the geology of the basin: the Guiana and

Brazilian shields (now bordering the Amazon River mouth on the Northern, resp. South-

ern sides), and pre-rifting-related grabens that, according to Soares Junioret al. (2011),

eventually turned into the continental break-up of the margin. The Atlantic Ocean open-

ing occurred in the early Cretaceous (Moulinet al. (2010), Soares Junioret al. (2011)).

Soares Junioret al. (2011) propose a place in the Gondwana and Pangea continents (ear-

lier stage studied: late Triassic, i.e. 237 - 201 Ma), that corresponds to the Amazon Basin

current position. By following the evolution of tectonic plates with time, they reconstruct

the earliest structures of the Amazon basin as well as two other neighboring basins, in

a forward manner. The Atlantic Ocean opening occurred in the early Cretaceous (after

145 Ma, Moulin et al. (2010), Soares Junioret al. (2011)); its Equatorial part was com-

pletely opened by the late Albian (100 Ma). This corresponds to the start of deposition

of deep marine mudstones and siltstones; this depositional environment, lasting until the

Paleocene, led to the sedimentary so-called Limoeiro Formation (Figueiredoet al. (2007),

Reis et al. (2016)). Subsidence happened relatively late in the passive margin evolution:

instead of occurring just after the rift phase (Albian), it took place at a late Paleocene

{ early Eocene stage (56 Ma, Soares Junioret al. (2011)). This period approximately

coincides with a new phase in the sedimentological history of the Amazon basin, with the

establishment of a carbonate platform (Wol� & Carozzi (1984)). The carbonate platform

was then built in 4 cycles until middle Miocene (15 - 13 Ma) (to late Miocene (8 - 5

Ma) in the Northern part of the basin, see Cruz (2018)), with clastic deposition periods

in between (Wol� & Carozzi (1984), Figueiredo et al. (2007), Cruz (2018)). During the

4th cycle, i.e. from early to middle Miocene (23 - 15 Ma), the carbonate platform was

progressively destroyed (Wol� & Carozzi (1984)); shale deposition expanded and turned

from a lagoonal to a marine deposition-type (Cruz (2018)).
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Figure 1.12: Bathymetric map of the Amazon basin with location of major previously-studied MTDs and
seismic data. Modi�ed from Reis et al. (2016) and Silva et al. (2016). The 50� W (Damuth & Embley
(1981)), WMTD, EMTD (Western / Eastern MTDs, Damuth et al. (1988)) are super�cial MTDs. URMTD
and BMTD (Unit R / Buried MTDs, Damuth et al. (1988)) are buried. The Amap�a and Par�a-Maranh~ao
Megaslides (ALC-AUC / PMM) were studied by Silva et al. (2010) and Reis et al. (2016). Amap�a Lower
Complex (ALC), the deepest mass transport complex of Amap�a, is mapped in blue; Amap�a Upper Complex
(AUC), more recent, is mapped in orange, after Reis et al. (2016). The 3D seismic cube is mapped with
available seismic data in dark orange and 2D seismic pro�les are mapped in dark red.
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After the setting of these early structures on the Brazilian Equatorial margin, the South-

American continent underwent major tectonic changes in its Northern part during the

Miocene epoch.

On the continental side, an East-West tilt of the South American continent has been

highlighted by Shephard et al. (2010): mantle-convection-driven subsidence (Eastwards)

and the Andean uplift (Westwards) were the two main processes driving this tilt. By

using coupled models of mantle convection and plate kinematics, they propose a conti-

nental evolution as follows. An initial subsidence formed the Amazonia 'mega-wetland',

that existed from late Oligocene / early Miocene (Hoorn et al. (2010)) until middle to

late Miocene. Meanwhile, the South American continent was driven westwards from 30

Ma on (early Oligocene) and over the subducted neighboring western plates. This west-

ward motion of South America over subducted slabs induced a 'rebound', i.e., part of the

plate was uplifted { and this uplift propagated eastwards. This would be the origin of

the Andes formation. The Eastern subsidence rate decreased a little, and the continuous

eastward-propagating uplift �nally reached previously mega-wetland zones during the late

Miocene (14 to 6 Ma). In the end, both subsidence and uplift induced an East-West tilt of

the continent. This led to the establishment of the Amazon drainage and 
uvial systems

(Hoorn et al. (2010), Shephardet al. (2010)).

On the marine side, the depositional system also changed during the Miocene epoch,

as observed in sedimentological records (exploration wells / 2D seismic data) in proximal

and distal parts of the Amazon basin by Figueiredoet al. (2009) and Gorini et al. (2014).

Sedimentation was �rst primarily carbonates on the shelf; the little amount of clastic

sediment input, appearing at least in the early Miocene (18.3 to 15 Ma, according to

Gorini et al. (2014)), was that from the (small) eastern Amazonian basin. Carbonate sed-

imentation terminated abruptly (9.5 to 8.3 Ma) on distal seismic lines from the Amazon

paleo-canyon, but gradually on proximal seismic lines, especially on the North-West part

of the shelf (Gorini et al. (2014)). The transcontinental Amazon River establishment dates

back to the early- or mid-Tortonian (11.5, resp. 9.5 Ma) according to Figueiredoet al.

(2009), resp. Goriniet al. (2014). With the 
uvial system transporting sediments from the

Andean erosion and through a large drainage basin, the clastic continental in
ux initiated

the deposition of a deep-sea fan (Figueiredoet al. (2009)). The carbonate sedimentation

probably stopped because of two combined processes: a very rapid sea-level rise after a

major lowstand (carbonates not able to develop quickly enough), and the increased in
ux

of clastic material (Gorini et al. (2014)). Since then, sedimentation rate kept increas-

ing, two major increases occurring at around 5.6 and 3.8 Ma, the latter jointly with a

widespread progradation. At 2.4 Ma, a third increase occurred, together with changes in

drainage system (incisions in the shelf and rather basinwards deposits). From then on,
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Figure 1.13: Interpretation of a 2D seismic pro�le accross the Amazon basin: horizons corresponding to the
main evolution stages of the basin. From Cruz (2018). The top sin-rift dates back to the late Cretaceous
(100 - 66 Ma); above it is the Limoeiro Formation (deep marine mudstones and siltstones). The base of
the carbonate platform dates back approximately to the early Eocene (60 to 56 Ma). The 7-8 Ma horizon
corresponds to the end of the top of the carbonate platform, and base of siliciclastic sedimentation. The
dark lines connecting the slope and basin regions within the Limoeiro Formation are examples of an
extensional-compressional tectonic system.

400 ka cycles appeared in the deposits (highest eccentricity cycle), characteristical of high

sedimentation rates in deltaic environments (Figueiredoet al. (2009), Gorini et al. (2014)).

The Cear�a Rise is a relief o�shore the Amazon basin (see Figure 1.12). The origin of

this topographical high is still under debate. Figure 1.13 summarizes the main evolution

stages of the Amazon basin, as interpreted by Cruz (2018) from a basin-scale 2D seismic

pro�le.

1.5.2 Gravitational processes in the Amazon basin

In the Amazon basin, information on the presence/absence of mass transport signatures

and their characteristics (source of detachment, mass-transport process, composition...)

give clues to con�rm or make hypotheses on the region geological history (subsidence

and tectonics, sea level in
uence, South-American continent evolution...). More locally,
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understanding the causes and e�ects of MTDs should give insights on the probability of

presence of 
uids, among which hydrocarbons, pressure e�ects, slope stability, sea
oor

topographic evolution, and other factors.

Multiple in
uences

The Amazon basin sedimentation has been subject to two kinds of in
uences:

(A) Transform-fault-related controls: neighboring sedimentary basins along the Brazilian

Equatorial margin have been impacted by tectonic movements linked to transform

faults along the Atlantic dorsal (Darros de Matos (2000)). Silva et al. (1998) also

mention the Saint-Paul's fracture zone as a control on the morphology of the Amazon

basin. However, Cruz (2018) highlights that the Amazon basin itself might not be

subject to such description, partly due to the large thickness of deposited sediments

{ which changes a lot the balance between geological controls on this part of the

margin.

(B) Compression-extension tectonic controls, linked to the Andean uplift and to speci�c

subsidence e�ects on the margin

Focusing on the second in
uence (B), a lot of work has been done to connect the large-

scale gravity tectonics to smaller-scale elements that are speci�c to the Amazon basin:

a succession of submarine slides, which occurred accordingly since the establishment of

a clastic sedimentation in the basin (Reiset al. (2016)). Two main aspects can then be

distinguished regarding gravity-driven processes occurring in the Amazon basin:

1. Large-scale, tectonic-related gravitational processes, a�ecting the whole marine sed-

imentary sequence from the carbonate platform to the top. These processes are

mostly driven by an extensional-compressional tectonic system, and are typically

observed in the form of listric normal faults in the upper slope and fold-and-thrust

belts in the middle-to-down slope (Reiset al. (2010); see also Figure 1.13). These

faults and folds are thin-skinned and their possible causes and aspects have been

discussed by several authors (Cobboldet al. (2004), Silva et al. (1998) for example).

2. Somewhat smaller-scale (because 'localized') gravity-driven events, namely, subma-

rine slides (in the Amazon case, they are sometimes called 'megaslides' given their

outstanding size), appearing mainly in the Miocene-to-present sedimentary series

(Maslin et al. (2005), Silva et al. (2010)), in the form of Mass-Transport Deposits

(MTDs). These 'smaller-scale' processes are still among the largest known subma-

rine slides on Earth, covering areas of up to 103km2 with estimated thicknesses of

several 102m (Reis et al. (2016)).
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A study by Reis et al. (2010) shows that the 2 kinds of processes are strongly linked,

notably through the trigger of MTDs along thrust belts. As such, MTDs may be seen

as the dynamical counterpart of the slower, long-lasting, tectonic-related gravitational

processes.

First aspect: large scale processes - analog models

Studying the Amazon basin extensional-compressional system, Cobboldet al. (2004) set

up a sandbox model with production of 
uid 
ow (air) through the sandbox material.

They conclude that the upper slope features (listric normal faults) would be linked to the

downslope features (folds and thrusts belts) by a common basal detachment within the

Cenomanian-Turonian strata (i.e. in the Limoeiro Formation). They also show that 
uid

overpressure may be the most likely factor that induced small shear stresses on this level,

also arguing that hydrocarbon generation most probably created this 
uid overpressure

rather than compaction. However, they do not assess the possibility of gas hydrates pres-

ence as a possible source of short-term 
uid overpressure.

Still with a similar experimental apparatus, but focused on progradational delta more

generally than just the Amazon region, Mourgueset al. (2009) observe that thrust belts

could be created by high 
uid pressures inducing a �ne shear band (corresponding to the

detachment level) where the sands used in the experiments behave like a 
uid, with ductile


ow. They also point out that old buried thrustbelts can be reactivated during progra-

dation. These elements can be related to the Amazon basin: overpressured detachment

levels seem to be a likely hypothesis according to several authors.

Second aspect: localized events

Inside these localized events, a �rst kind of MTDs are the ones that are observed on

the Amazon Fan itself; the main trigger of these is subject to debate, as the slope there is

very low (current slope: maximum 0.9� according to Reiset al. (2016); slopes followed by

the transported masses: maximum 0.6� according to Damuth & Embley (1981)). Damuth

& Embley (1981) suggest that they could be related to the channel-levee system in the

fan; Maslin et al. (2005) argue instead that the climatic control drove these 'localized'

MTDs, triggering them either by a gas-hydrate release, or by a sediment over-burdenning.

In any case, these authors study MTDs dating to the Quaternary (after 2.58 Ma), which

are either buried or super�cial, one of them (the '50� W') being further NW from the fan

(see Figure 1.12).

The other kind of MTDs are even larger, and were exclusively produced on the NW

and SE sides of the Amazon Fan. Several MTDs are seen almost stacked vertically, lead-
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ing them to be called 'Mass Transport Complexes'. These large MTDs were described by

Silva et al. (2010) and Reiset al. (2016) through 2D seismic data analysis. Due to their

size, they are visibly related to the extensional-compressional system mentioned earlier,

as extension (faults) and compression (folds and thrusts) are present inside the MTDs

themselves.

Reis et al. (2016) distinguish 6 main megaslides on the NW side, calling them the 'Amap�a

Megaslide Complex', with megaslide AM1 in the Amap�a Lower Complex and AM2 to AM6

in the Amap�a Upper Complex; and 4 on the Southern side, called the 'Par�a-Maranh~ao

Complex' (PM1 to PM4).

Reis et al. (2016) suggest that the AM1 megaslide, from a mixed carbonate-siliciclastic

source, was formed in the late Miocene to early Pliocene from the platform that collapsed

under its own weight (maybe triggered by seismicity), falling towards NW (as guided by

the paleobathymetry). AM2 to AM6 and PM1 to PM4, from siliclastic origin only, were

triggered in separate periods due to instability on a same speci�c horizon called 'H3' in

the article, imprecisely dated back before the end of the carbonate production { the pro-

cess of sliding was 'continuous' along this horizon (called a 'd�ecollement' level), i.e., one

megaslide was not formed by only one event. H3 is in lateral correlation with the base

of all these megaslides. In Reiset al. (2016)'s interpretation, H3 could be a condensed

section (formed during a major 
ooding of the zone, i.e. during a rapid sea-level rise),

which impermeability and 
uid overpressure led to these sliding events. One may note the

possible correspondence between this H3 horizon and the basal detachment mentioned in

the Limoeiro Formation by Cobbold et al. (2004) and Figueiredoet al. (2007).

Figure 1.14: Synthetic schema of the main types of transport mechanisms in the Amazon River Mouth
basin, according to the literature (Damuth & Embley (1981), Silva et al. (1998), Cobbold et al. (2004),
Maslin et al. (2005), Figueiredo et al. (2007), Silva et al. (2010), Reis et al. (2016)).
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Figure 1.14 summarizes the aspects discussed above about mass transports in the Amazone

River Mouth Basin. From the literature, we highlight that:

� MTDs exist at di�erent scales, and their aspect is sometimes in
uenced by the

compression-extension environment;

� Compression patterns can be seen in seismic data, inside or nearby the head (front)

of some MTDs; they appear as folds and thrusts, i.e. patterns oriented basinwards;

� Extension patterns can be seen in seismic data, usually not inside the tail (back) of

MTDs; they can be a structural indicator for interpretation. The tail of MTDs can

either be distinguished (by its thinner thickness), or not;

� A surface could be identi�ed to correlate several MTDs (or their headscarp) or

gravity-driven mechanisms; this surface could be an overpressured detachment level;

� The channel-levee system in the deep-sea fan could be related to MTDs on/near the

fan.

Overall, the Amazon basin has several examples of di�erent kinds of gravity-driven mech-

anisms. These elements make it an appropriate setting for the objectives of this PhD.

1.5.3 Data used for this PhD project

The seismic data used in this study consist in a 3D post-stack seismic cube BM-FZA-4-

5 provided by CGG (Houston o�ce). We also use three partial stacks: the near-o�set,

mid-o�set and far-o�set datasets. In each case, the cube is time-migrated (post-stack

migration) but not depth-migrated. Its size is 60 x 43 km (2388 inlines, 1732 crosslines),

with 25 m of intertrace. In the 60 x 43 km rectangle, data is available in parts only (see

dark orange in Figure 1.12). The vertical sampling rate is 4 ms, and the seismic cube

contains 2225 samples vertically, i.e. 8896 ms of record. The dominant frequency of the

full-stack signal is 37 Hz, yielding a 10-20 m vertical resolution for velocity considered in

[1500 to 3000 m/s]. The cube is on the current shelf break with dip-oriented inlines, at the

junction of three major sedimentary domains: shelf, basin and deep-sea fan in its south-

eastern part and further South-East (Figure 1.12). It is also situated at the beginning of

the North-West sub-basin of the Amazon basin (Cruz (2018)), called Cassipor�e sub-basin.

Additional 2D data are provided by Rio de Janeiro State University (UERJ). In the 2D

seismic pro�les, the inter-trace distance varies between 12.5 m and 200 m, and the vertical

sampling rate is 4 ms. These seismic pro�les are spaced of about 5 to 20 km; they have

10 to 12 s recorded and 20 m vertical resolution. Only part of them were used (see Figure

1.12).
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Figure 1.15: Seismic section extracted from the 3D cube. Most recent, upslope sedimentary series are
shown, together with several horizons. Progradation is the deposition of sediments gradually further in the
basinward direction; aggradation is the deposition of sediments that gradually builds upwards. No MTD
is visible on this section.

Figure 1.16: 2D seismic pro�le compared with a 3D section extracted from the 3D cube. Most recent,
downslope sedimentary series are shown, together with horizon G (2.4 Ma) from Gorini et al. (2014)
(yellow line). The top-left image displays the context of the 3D section extract shown on the right; this
green-contoured extract corresponds spatially to the green-contoured region of the 2D section.
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Figures 1.15 and 1.16 give examples of a section extracted from the 3D cube and a

2D pro�le, respectively. Some characteristic elements of the history of the Amazon basin

are visible on the seismic data: the top of the carbonate platform, a few horizons and

a prograding trend within the most-recent clastic units. Figure 1.16 shows how the two

kinds of data are related; the 2D pro�le allows to hypothesize the continuation of the

MTD part that is visible on the 3D-extracted section.

1.6 Challenges

Several challenges are addressed by the two objectives of this PhD. The diversity of mass

transport processes and MTD characters, the nature of seismic data, and the nature of

prior information, are discussed here.

1.6.1 Diversity of mass transport processes, diversity of MTD characters

In section 1.3, the three main stages of a mass transport event, as considered by a modeling

approach, have been presented. Each of these stages may occur in various ways, so that

the overall genesis of one MTD character (an observed feature on seismic data) depends

on several di�erent processes. Nevertheless, the diversity of these processes will have to

be taken into account for our objectives.

Now, from a the point of view of data analysis, a variety of seismic visual characters

are often used for MTD description. We here describe the most prominent of them.

Posamentier & Martinsen (2011) listed 6 seismic visual criteria for MTD characterization,

illustrated on Figure 1.17. They include features that are seen from seismic vertical section

views (internal chaotic to transparent facies, basal erosion, plowing of substrate, thrust

faulting), another one from horizontal slices of a 3D seismic cube (irregularities), and an-

other one from both (presence of 'clasts', i.e. blocks). Frey-Mart��nez (2010) gathered such

features into 4 groups. Features of Figure 1.17 are included in the 3 �rst groups, related

to the toe region, basal shear surface, and internal architecture; the last group is features

related to the headscarp of the MTD, i.e. the place where the mass transport initiated.

Bull et al. (2009) also proposed feature groups: one for the headscarp domain and one for

the toe domain, and a larger one for the 'translational' domain, i.e. the main body of the

MTD. This one contains sub-groups of features, concerning the MTD basal, upper and

lateral surfaces, and its internal architecture.

Reis et al. (2016) noted such seismic characteristics of MTDs in the Amazon region, on

2D seismic pro�les. Figure 1.182 shows examples of them on MTDs visible on the Amazon

2Figure with elements from the Virtual Seismic Atlas, VSA partnership (2018).
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Figure 1.17: Seismic recognition criteria for MTDs; modi�ed from Posamentier & Martinsen (2011).

seismic data, and MTDs from other places in the world as interpreted in the literature.

Here we summarize their main features:

� Chaotic facies These are visible in almost every MTD, in the form of, either, middle

to high frequency amplitude variations in all directions, or, in several directions but

still containing one main direction (e.g. compressional patterns, Fig. 1.18h, similar

to the thrust faulting in Figure 1.17) or a non-homogenous direction of pattern, as

in Fig. 1.18c. On other images of the Figure, more contrast is necessary to visualize

the chaotic facies of MTDs.

� Transparent facies These are very low amplitude regions (in absolute value), as

in Fig. 1.18d.

� Internal preserved slid blocks (corresponding to 'clasts' mentioned by Posamentier

& Martinsen (2011)), visible as preserved parallel re
ectors locally; this element is

only visible in the case of an MTD thick enough for the blocks to be distinct. An

interpreted example of preserved block in a MTD is shown on Figure 1.4b.

� Close to the upslope limit of the MTD, signs of previous strati�cation ; this is

not seen on any of the examples here. Reiset al. (2016) suggest that these signs

evidence a soft-deformation or slide-style of the mass transport at its beginning (see

Figure 1.6).

� Staircase-like geometries on its basal surface, as it locally ramps up and down

the stratigraphy. On Figure 1.18d, it is interpreted as an erosional feature. On Fig.
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1.18d, the ramps are rather due to posterior extension processes and shifting of the

sedimentary sequence.

� Strong amplitude re
ector at the base of the MTD. This might have di�erent

interpretations: in Fig. 1.18f and 1.18h, the strong re
ector is warped and sug-

gests that the mass transport followed an eroded surface, or eroded the basement

itself (this is also mentioned in Figure 1.17); a 
at base re
ector might lead to

other hypotheses, e.g. a condensed section deposited during a 
ooding event, or an

overpressured surface. Note that the directions of the viewing section and of the

transport are crucial to any interpretation of that kind.

� Head scarp at the upslope limit of the MTD. This element is not often visible. First,

because only mass transports triggered in a fragile way can leave such an evidence;

second, because it is often hidden by, and/or mixed with, posterior sedimentary

deposits.

Note that, although not in line with the assumption of sequence stratigraphy (one re
ector

corresponding to sediment deposited during a same period of time), the facies and features

presented here have been subject to a �rst analysis, which associated them to a geological

label. Their de�nition has involved an initial interpretation. This interpretation is more

local than the ones found by seismic stratigraphy. Among these elements, the chaotic

facies is used by most interpreters as an MTD marker. Yet it is not the only one; all

elements of the list are important to keep track of. MTDs also vary in size and shape.

The variety of natural processes originating in MTD formation is such that MTDs are

de�ned not by any common lithological content, nor by any regular seismic aspect, but by

both stratigraphic and internal descriptions which may vary from one dataset to another

(considering di�erent data acquisition/processing schemes), or from one MTD to another.

In this PhD, we have to cope with this variability of characters, both for identifying MTDs

numerically in the seismic data and for interpreting their formation. How to use the infor-

mation contained in seismic data to highlight this variability is also one of the underlying

goals of the PhD.

1.6.2 Making the most of seismic data

The process of interpreting seismic images relies on several standardized methods that

link some seismic-extracted information to characteristics of the studied area. These in-

clude seismic stratigraphy and seismic facies interpretation, as presented previously in this

chapter. Some processings may be run on the seismic data, manually or manually-driven

within a seismic interpretation software. These include fault and horizon picking and

'attribute' computations to help facies de�nition (seismic attributes will be introduced
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(a) A slide deposit on the 
ank of a salt diapir, Gulf of Mexico.
Image by Henry Posamentier (2010).

(b) Post-avulsion evolution of a channel complex (in unit E).
MTD in unit D. Image by Andrea Ortiz Karpf (2015).

(c) Mud volcano seismic section (part), lower Niger fan. Sev-
eral MTDs on its 
anks. Image by CGG Veritas (2010).

(d) Zoom-outs from 2D seismic lines illustrating internal facies of AMC megaslides. From Reis et al. (2016).

Figure 1.18: MTD seismic expression diversity in the literature: (a), (b), (c) (from the VSA (Virtual Seismic Atlas)
website). MTD and extension processes diversity in the Amazon region: (d), (e), (f), (g), (h), (i), (j). Figure continued
below.

further in the next chapter). Most of seismic interpretation is therefore rather model-

driven, i.e. depending on several assumptions: available knowledge on the studied region,

known correspondence with similar environments, chosen parameters, importance given

to one part of the dataset, etc. This is what makes seismic interpretation results strong

and reliable.

On the other hand, some limitations remain to the model-driven paradigm, particularly

the time needed for repetitive tasks that may be quickly achieved through automation;

this is particularly noticeable when it comes to using 3D seismic data. Another limit that

arises is the need for high expertise and experience, which justi�es the assumptions taken
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(e) (cont.) One MTD on inline IL2300 in the Amazon
seismic cube.

(f) (cont.) Same MTD as in (e), on crossline XL1800 in the seismic
cube.

(g) (cont.) Extensional patterns, inline IL2450 in the
seismic cube (top of carbonates, also a�ecting clastic
units).

(h) (cont.) Compressional patterns in a MTD (inline IL1750) in the seismic
cube (contrast exaggerated).

(i) (cont.) Extensional patterns visible deep in the seismic cube
(inline IL2000).

(j) (cont.) Position of sections in the seismic
cube. Map colored according to bathymetry.

Figure 1.19 (cont.): MTDs and extensional diverse seismic signatures.
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in a model but may also jeopardize the objectivity of one interpretation. Therefore, new

ways have to be explored to extract information from a seismic dataset.

From a seismic dataset, we need to extract semantic interpretations on geological ob-

jects, their shapes and sizes, their internal organization. These elements all relate to a

certain geological 'structure'. Now how is such structure de�ned? Is there in seismic im-

ages a structure that naturally relates to the geological structure?

A simple analogy with natural images (e.g. photographs) could suggest to de�ne 'struc-

ture' in an image as the set of objects separated by the most obvious borders (or most

salient gradients) between them; objects are then represented as smooth regions between

these borders. This corresponds to the piecewise-smooth component of the image. It

is called the 'cartoon' or 'geometry' component, as opposed to the 'texture' component,

which typically contains the detailed patterns of the image (e.g. Le Guen (2014)). In this

framework, the image f is decomposed into its geometry componentu and its texture

component v such that f = u + v. As an example, a texture-geometry decomposition

algorithm by Le Guen (2014) is here applied to two images: a reference, natural image,

and a seismic image (Figure 1.19). The natural image application gives signi�cant results.

The geometry component shows the largest regions: the 
oor, the tablecloth, the clothes;

the texture component enhances the details in each region (patterns on clothes, carpet).

In the seismic image, however, such regions are not clearly de�ned by the algorithm. The

geometry component highlights dark elongated regions which are actually the horizons, i.e.

the borders of the geologically-meaningful regions; horizons of interest are not retrieved

(Figure 1.19).

This illustrates the puzzle of de�ning numerically the 'structure' of a seismic image. Ge-

ological structures such as those de�ned in seismic stratigraphy (e.g. horizons on Figure

1.11) do not always correspond to the existing borders of regions visible in the seismic

image. Indeed, while a geological structure can be the spatial arrangement of the lithol-

ogy at the scale of a few meters, it can also mean the spatial arrangement of sedimentary

layers that are several kilometer long or wide, and all other scales in between. The mean-

ing behind the word 'structure' actually results from a choice of scale which is sometimes

implicit. The seismic signal, on the other hand, is sensitive to acoustic impedance varia-

tions whatever the spatial scale (within the seismic resolution). A seismic image therefore

re
ects all of them, not necessarily following any model-de�ned geological structure.

Depending on the scale chosen, some will then call 'structure' of a seismic image the sur-

faces of interest for a certain geological duration and kind of processes, while denoting

the remaining patterns 'textures'. But texture and structure are intrinsically mixed in a

seismic image. In this project, we will choose to consider only a local de�nition of seismic

'texture', i.e. referring to the spatial arrangement of pixel intensities within a local area.
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This inter-connection between spatial scales makes seismic images very di�erent from

natural images. Because of this, (i) the numerical de�nition of a structural model within

a seismic dataset requires a lot of manual input, to pick most-important horizon and fault

surfaces properly; (ii) the numerical de�nition of an object within a seismic image depends

on the scale of study; and (iii) the numerical de�nition of seismic facies also depends on

(a) Original image f

(b) Geometry component u

(c) Texture component v

Figure 1.19: Texture - geometry decomposition ( f = u + v) applied to a natural image (left) and to
a seismic image (middle), with expected main geological region borders (right). The algorithm clearly
yields a distinction between the geometry and texture parts of both natural and seismic images. However,
the geometry component of the seismic image does not reveal the expected geological structure. Images
obtained by applying algorithm and code from Le Guen (2014).
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that scale. In particular, the size of the region/patch used to de�ne a facies impacts this

facies de�nition. For example, Berton & Vesely (2016) illustrate facies (E) on Figure 1.11

with a seismic patch of 350ms x 6.5km; zooming in this patch, however, one could get

access to detailed variations of patterns, which could lead to de�ne more precise facies

based on smaller image patches.

The scale issue is also related to the seismic data quality. A poorly-resolved seismic

dataset may not allow to spot small-scale or medium-scale surfaces of interest, for exam-

ple. As 2D seismic pro�les are often less well resolved than 3D data, they may not be

used in the same way for studying MTDs as objects.

Finally, 3D seismic data contain invaluable information on the lateral variations of a

surveyed area. How to use this information e�ciently remains a challenge, as 3D data

processing is computationally intensive.

Quantitative seismic interpretation, which relies on numerical results and quanti�ed data-

extracted elements, is therefore a time-consuming and complex task. Despite existing

numerical helps for interpreters, the interpretation process could be further improved

by developing numerical interactions between existing geological knowledge and the data

itself. Bridging this gap requires a special care; it should allow to use data-driven infor-

mation and geological knowledge more e�ciently for interpretation.

1.6.3 Making the most of prior information

From seismic data acquisition to interpretation of mass transport processes, various steps

of processing or modeling are involved. Each of them introduces uncertainty in the results.

Apart from the inevitable uncertainties related to data quality and processing steps, we

here emphasize that models, and projections of concepts on speci�c data, are always biased

themselves. In this respect, we should remain conscious of the following major sources of

uncertainty:

� Intra-class object variability. Among other geobodies, mass transport deposits

can be considered as one class of objects. However, as mentioned in section 1.6.1,

there is a huge variability inside this class. As a result, di�erent kinds of MTDs may

yield varied seismic signatures. The object itself may have di�erent shapes and sizes,

which prevents identi�cation from relying on morphology alone for example. It may

also be internally organized in a speci�c way that is more characteristical, e.g., of

soft deformation than of 
uidized 
ow. As a result, one often needs to spot several

di�erent parts of an MTD before clearly identifying it within a seismic volume.

� Seismic facies representativity. Although admittedly useful for geological facies

estimation, seismic facies are not a perfect proxy either. As two very di�erent
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rocks (or rock geometries, or rock pore saturations...) may have equivalent acoustic

impedances, their corresponding seismic facies can match. This has to be kept in

mind: data representation is never uniquely representative.

� Intra-interpreter group variability . A manual delineation of e.g. fault surfaces

or geobody delineation on a same geological data, done by di�erent people, can yield

di�erent results. If these results are to be used as a reference prior information for

a model, then how to select the best interpretation? Especially for underground

studies where no outcrop and no well is used, the 'ground truth' is never known.

Considering these points, the prior input added to seismic information has to be used with

care, in order to decrease its impact when too uncertain.

1.7 Organization of the next chapters

In this chapter, we have de�ned the main research questions driving this PhD. Our ob-

jects of study, mass transport and mass transport deposits, have been de�ned. We have

described seismic data acquisition and primary interpretation methods. The data used for

our case studies have been introduced. Finally, the most critical challenges associated to

our objectives have been explained.

The next chapters of this report are organized as follows. Chapter 2 addresses the �rst

objective of the PhD: to locate MTDs in seismic data, in position and extension, while

preserving the variety of their characters (Identi�cation). Chapter 3 is devoted to the

second objective: to characterize physical processes acting over geological times, respon-

sible for location, geometry and internal heterogeneities of these MTDs (Interpretation).

In both chapters 2 and 3, some introductory elements are given with literature review

and/or details on the material needed for the methods developed afterwards. The main

contributions are given in an article, included in this document, followed by discussions

and conclusions. Chapter 4 provides a synthesis on the developments of chapters 2 and

3 and on the contributions of this PhD; it assesses their limits and their advantages and

suggests ways forward.
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Chapter 2

Retrieving MTDs in seismic data: a

speci�c setting with varied object ex-

pressions

2.1 Introduction

The �rst purpose of this PhD project is to identify MTDs in a seismic dataset. These

sedimentary geobodies should then be considered as targets to retrieve, in any numerical

or manual framework. We aim at identifying the position and 3D extension of MTDs,

quickly but exhaustively, and in a way that the recovered geobodies may help for further

geological interpretation of the region. We rely on numerical methods considering seismic

data as 2D or 3D images to be interpreted.

In this chapter, section 2.2 �rst presents existing methods for object recognition in seismic

images. Considering our objective, this consists in three parts: (i) how to represent the

information of a seismic dataset (2.2.1), (ii) how to quantify the similarity of two seismic

images (2.2.2), and (iii) based on the two previous points, how to extract new semantically-

informative representations (2.2.3). A brief synthesis of the review is given in 2.2.4. After

this review, the approach proposed to meet our objective is detailed in section 2.3, in the

form of an article. A discussion is led in section 2.4, and section 2.5 concludes this chapter

with opening remarks.

2.2 Object recognition in a seismic image: related work

What de�nes an 'object' in an image is what we perceive and interpret as being an object.

This understanding implies going from the primary perception of the image to the �nal

interpretation of the object. This global work
ow is applied in numerical image analysis.

A 'low-level' representation of the image data corresponds to primary perception, and
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higher- and higher-level representations get closer and closer to a semantic interpretation.

For instance in a picture, low-level features such as intensity, color, shape, texture, can

highlight several zones: blue with plain texture / green with rough texture / dark with


u�y texture and straight shapes. These groups give no understanding of the image

unless labels are attached to them (e.g. sky, grass, trees). Such labels are higher-level in-

formation; they are used for object recognition applications, such as content-based image

retrieval, answering a request like 'image with landscape' in a search engine.

For object retrieval in seismic images, some strategy has to be created to bridge the gap

between low-level representation (features extracted from the data) and high-level repre-

sentation (i.e. our interpretation of the image).

This section gives an overview of existing methods for data representation, similarity

quanti�cation and image segmentation, leading to the choices we made for our develop-

ments.

2.2.1 Seismic data representation

Formally, data representation is a transformation from the data space to a feature space,

i.e. where an image is replaced by a set of data features. This process is often based on

the computation of descriptors of the image. Such representation is typically useful for

further applications such as a segmentation procedure.

2.2.1.1 Seismic attributes and seismic facies numerical representation

In section 1.4, we have introduced seismic facies. Two approaches to de�ne them have

been presented: the �rst one is model-driven. It is guided by a guess on the visual aspect

of a seismic patch given certain sediment depositional conditions (see Figures 1.10 and

1.11 on seismic stratigraphy). This facies representation is high-level, i.e. close to our

interpretation. It is made possible thanks to the expertise of experimented interpreters

(e.g. Mitchum Jr et al. (1977)). The drawback is the underlying assumption on the

re
ectors being representative of a unique time interval with similar depositional condi-

tions, which is not always met. The second approach is only data-driven: facies are only

de�ned through descriptions of the seismic patterns. This one is a low-level representation.

In any of the model-driven or data-driven approaches, translating these facies de�nitions

to numerical ones starts from a low-level representation (corresponding to the data-driven

case). It relies on combinations of local quantitative descriptors of the seismic image. Such

a descriptor is called 'seismic attribute'; it is de�ned by Chopra & Marfurt (2007) as 'any

measure of seismic data that helps us visually enhance or quantify features of interpreta-

tion interest'. Analyzing the values of seismic attributes in di�erent regions of the seismic

image then allows to de�ne seismic facies as regions with speci�ed values of attributes. For
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instance, Alveset al. (2014) de�ne facies based on three attributes: Contrast (C, related

to the amplitude heterogeneity), Directionality (D, related to amplitude anisotropy) and

Energy (E, related to the average signal power). They distinguish either 'low' or 'mid' or

'high' value for each attribute. Facies are de�ned as e.g. 'high C - high D - low E' or 'mid

C - low D - high E' etc.

Seismic attributes are computed either on the 1D trace around a sample (or pixel of the

seismic image), involving 1D signal features, or on the 2D/3D environment of the sample

(vertically and laterally de�ning a window, or patch, around the pixel/voxel). They can be

computed for every sample of the image (with overlap between the neighboring windows),

or only some of them (e.g. with no overlap). De�ning and computing seismic attributes

corresponds to representing the seismic data in another domain: the attributes space.

Since the 70s (e.g., Taneret al. (1979)), an outstanding amount of seismic attributes

have been designed so as to enhance speci�c geological features: they result from a 'fea-

ture engineering' process. Pigottet al. (2013) for instance highlight the advantages of

Amplitude envelope, Chaos, Cosine of phase, Dip deviation, Instantaneous frequency, In-

stantaneous quality, Relative acoustic impedance, and Variance attributes for interpreting

such geological features as concave and convex channels and clinoforms, bed continuity,

gas presence, faults and fractures, lithologic change, porosity, sequence boundaries and

unconformities, and terminations. The book by Chopra & Marfurt (2007) and the 'At-

tributes Revisited' report (RSI (2003)) provide quite exhaustive reviews of such attributes.

Choosing among them is thus governed by speci�c applications - among which, for exam-

ple, de�ning stratigraphic facies; this choice can be challenging, as selecting part of the

information introduces subjectivity in the interpretation. In any case, the authors, simi-

larly to Barnes (2006), emphasize the need to limit the number of attributes used.

On the other hand, textural attribute sets, which were de�ned as a decomposition of

the seismic image, yield a relatively exhaustive, thus non-biased, data representation. The

following section summarizes the coupled evolution of textural analysis in image processing

and in seismic facies analysis.

2.2.1.2 Texture analysis and seismic textural attributes

Texture analysis developed together with image analysis/processing and computer vision.

It has been much used in other imaging �elds such as medical imaging, textile or material

defect detection, or �ngerprint recognition (e.g., Nailon (2010), Liu et al. (2015), Yazdi &

Gheysari (2008)). Initially, the statistical characterization of textures was intuited by the

neuroscientist and psychologist B�ela Julesz, who suggested that two images (or patches)

having the same textural aspect for a human eye must have some N-th order statistic in
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common. First-order statistics are statistics of the pixels distribution; 2nd-order statistics

are statistics of pairs of pixels. Julesz's �rst hypothesis was that 2nd-order statistics were

su�cient to entirely describe distinguishable / undistinguishable textures (Julesz et al.

(1973)); he then showed that higher orders were actually necessary (Juleszet al. (1978) {

see also Portilla (2000)).

At the same time, for applied image analysis, Haralicket al. (1973) developed the ancestor

of the Gray-Level Co-occurrence Matrices (GLCM), called Gray-Tone Spatial-Dependence

Matrices. One GLCM describes joint statistics of gray levels (i.e. discretized intensity

values) in an image, according to a spatial relationship between two pixels, de�ned by a

speci�c vector:

GLCM ~v(i; j ) = card

8
>>>><

>>>>:

(A; B ) such that:

GL(A) = i

GL(B ) = j
��!
AB = ~v

9
>>>>=

>>>>;

where A, B are two pixels on the image,GL denotes their gray level, and~v is the vector

de�ning the spatial relationship between two pixels.

Quantities extracted from this matrix thus provide 2nd-order attributes related to a spe-

ci�c scale and orientation, given by the norm and direction of the chosen vector (see e.g.

Figure 2.1).

Seismic attributes were �rst based on 1D signal processing techniques, namely the ana-

lytic signal of each seismic trace: 'instantaneous' attributes (Taneret al. (1979), Bodine

(1984)), 'response' attributes (Bodine (1984), Bodine (1986)).

In the 1980s, techniques coming from machine learning were introduced in seismic facies

analysis: pattern recognition (Justice et al. (1985), Kubichek & Quincy (1985), Pitas &

Kotropoulos (1992)), classi�cation, clustering and segmentation (Love & Simaan (1985),

Roberto et al. (1989)); some of these authors describe 'texture attributes', however not

using the statistical de�nition from image analysis. Attributes were rather related to the

analytic signal of a trace or the sub-horizontal length of a re
ector, which were probably

the most-relevant attributes for the data quality of that time.

A bit later on, spectral decomposition of the seismic signal enjoyed success (Peytonet al.

(1998), Partyka et al. (1999)), as it allowed an interpreter to visualize di�erent scales

contained in seismic traces. Attributesvisualization through appropriate color scales then

gained signi�cance, as also discussed in Marfurtet al. (1998). Seismic spectral decompo-

sition is still much used; an RGB color blend can give an insightful visualization of the

low-, mid- and high-frequency bands (see e.g. GeoTeric (2018)). Seismic 'geometrical'

attributes were also introduced; they involve the neighborhood of a seismic trace. The

dip and azimuth attributes are classi�ed among them, as well as coherence and similarity-

based attributes (Bahorich & Farmer (1995), Peyton et al. (1998)).
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Figure 2.1: Example of GLCM attributes computed on several patches of a seismic image. Axes of the
scatter plot correspond to GLCM contrast (abscissa) for a reference vector drawn in light blue, and GLCM
energy (ordinate) for a reference vector drawn in orange.
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In image processing, Portilla (2000) proposed to de�ne a texture model based on statistics

of paired coe�cients of a steerable pyramid (Simoncelli & Freeman (23-26 Oct. 1995)),

a speci�c transform of the image. Other approaches using 2D signal decomposition were

already used, or appeared from that time (e.g. Gabor �lters for texture segmentation in

Jain & Farrokhnia (1990), wavelet transform for texture classi�cation in Unser (1995),

curvelet transform appearing in Cand�es et al. (2006)). On the other hand, new local tex-

ture descriptors were created: the Local Binary Pattern (LBP, Ojala et al. (2002)), the

Local Radius Index (LRI, Zhai et al. (2013)), and are still improved with time (e.g., Liu

et al. (2014)). Current texture analysis / synthesis methods involve either statistics of

several scales of the image (e.g., Galerneet al. (2018), or Sifre & Mallat (2013) using the

scattering transform representation), or patch re-arrangement (e.g., convolutional neural-

net approaches for synthesis: Gatyset al. (2015), Jetchev et al. (2016)), or both (see a

review by Raad et al. (2017)).

Textural analysis was �nally applied to seismic data in 2D and 3D with a focus on local

statistical attributes (West et al. (2002), Gao (2003), Gao (2008), Eichkitzet al. (2015)),

GLCM attributes enjoying large popularity. Berthelot et al. (2013) showed how textu-

ral attributes of di�erent kinds (GLCM, frequency-based, and geometrical attributes) are

valuable for salt detection in seismic data. Longet al. (2015a) showed that texture at-

tributes, either based on scale decomposition (steerable pyramid, curvelet transform), or

not (LBP, LRI), are able to characterize a migrated seismic volume with great accuracy.

Sizes of local seismic patches used to compute textural attributes depend on the quality

of the data and the aim of the study. For studies on reservoirs, Westet al. (2002) propose

a size of about 50m vertically and 325m laterally (i.e. 13 samples for 25m inter-trace

distance). For the textural characterization of seismic data in time in general, Gao (2008)

recommends that the vertical size of the patch contain at least one wavelength of the

dominant frequency of the signal, with lateral sizes of 5 to 9 samples.

In his review of state-of-the-art seismic attributes, Marfurt (2015) expects statistical tex-

tural attributes to be developed more and more, together with other improvements in

geomorphology thanks to geometrical segmentation methods.

***

We have seen that seismic data representation is achieved by seismic attributes. Some

attributes are close to the trace waveform, and may be used by an interpreter for enhancing

speci�c geological features. Others rely on textural characteristics of the image; they are

rather designed to be a decomposition of the signal, thus conveying more information than

the former.

Now, to be able to use a seismic attribute representation, we need to know how to estimate

the di�erence between two seismic facies. This question is tackled in the next section.

60



MTDs identification and characterization P. Le Bouteiller

2.2.2 Comparing seismic patches: similarity quanti�cation

Representing a seismic image via attributes yields a vector of attributes, or 'attribute

vector', for every considered patch in the image, close values of attributes representing

similar facies. Such similarity has to be quanti�ed by a metric, chosen together with the

attributes. For instance, according to the two GLCM attributes of Figure 2.1, the dissim-

ilarity of the seismic patches can be quanti�ed by the Euclidean distance between points

in the graph.

The choice of attributes and metric should ensure discriminative power, low computa-

tional requirements, and robustness (Liu et al. (2014)). In this respect, the attributes

set should be as uncorrelated as possible (e.g., Barnes (2006)) to avoid any bias in the

metric. The attributes set should also be small, to limit computation time and to avoid

the so-called 'curse of dimensionality' causing unreliable distance assessment in too high-

dimensional spaces (e.g. Mougeot (2015)).

To satisfy these needs, a dimension-reduction method can be used. It keeps the high-

est amount of non-correlated information, which may be done by �nding the rank of the

matrix of attributes. A feature extraction method (e.g., Principal Component Analysis)

or feature selection method (e.g., Luet al. (2007)) can be applied for this purpose. The

resulting set of attributes is a new, lower-dimensional data representation.

In the context of textured images, Zhao et al. (2008) introduced the Structural Tex-

ture Similarity Metrics (STSIM), inspired from the Structural Similarity Metrics (SSIM),

which were originally designed for image quality assessment (Wanget al. (2004)). An

STSIM is de�ned by the association of 4 elements:

1. A subband decomposition / multiscale frequency decomposition, i.e. a decomposi-

tion of an image into several components of di�erent scales and orientations. 'Scale'

and 'orientation' are, respectively, the typical size and direction of heterogeneity in

the image component;

2. A set of statistics that describe one image component at the scale and orientation

studied (e.g. statistical moments, horizontal or vertical autocorrelation, or other);

3. Formulas for comparing statistics of 2 image components;

4. A pooling strategy to combine all the results from the formulas and �nally compare

the 2 images.

STSIMs have the advantage of using statistical attributes of an image instead of pixel-

based attributes (Pappaset al. (2013), Zujovic et al. (2013)), which is relevant for texture

comparison. In this framework, seismic textural attributes correspond to the statistics

computed in step 2.
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Long et al. (2015b) introduced SeiSIM, an STSIM speci�cally designed for seismic images.

In SeiSIM, the subband decomposition is a steerable pyramid decomposition (Simoncelli

& Freeman (23-26 Oct. 1995)). Statistical attributes are computed on the subbands of

the image X , comprising horizontal and vertical correlations � h
X and � v

X :

� h
X =

E[[X (i; j ) � � x ][X (i; j + 1) � � x ]� ]
� 2

x

� v
X =

E[[X (i; j ) � � x ][X (i + 1 ; j ) � � x ]� ]
� 2

x

where i and j are the indexes of a subband ofX and (� x , � 2
x ) are the empirical mean and

variance of X .

They additionally use a global attribute (computed on X rather than its subbands); it is

computed from autocorrelations on the discontinuity map DM X
1 of the imageX :

� h
DM X

=
E[[DM X (a; b) � � DM X ][DM X (a; b+ 1) � � DM X ]� ]

� 2
DM X

� v
DM X

=
E[[DM X (a; b) � � DM X ][DM X (a + 1 ; b) � � DM X ]� ]

� 2
DM X

where a and b are the indexes of position inDM X and (� DM X , � 2
DM X

) are the empirical

mean and variance ofDM X .

The comparison of attributes from two images is done with a power-like distance, for

instance to compare� h
X and � h

Y :

ah(X; Y ) = 1 � 0:5j� h
X � � h

Y jq

with q equaling 1 in the article of Longet al. (2015b). av(X; Y ), ah
DM (X; Y ) and av

DM (X; Y )

are similarly de�ned. Long et al. (2015b) also use luminance and contrast comparing terms

l(X; Y ) and c(X; Y ) originating from the SSIM framework.

The pooling step is performed by multiplying all distance values, weighting them with

appropriate powers:

Q1(X; Y ) = [ l(X; Y )]
1
4 [c(X; Y )]

1
4 [ah(X; Y )]

1
4 [av(X; Y )]

1
4

Q2(X; Y ) = [ ah
DM (DM X ; DM Y )]

1
2 [av

DM (DM X ; DM Y )]
1
2

SeiSIM (X; Y ) = [ Q1(X; Y )]
1
2 [Q2(X; Y )]

1
2

1The discontinuity map DM is derived from a semblance attribute map. High values of DM tend to
relate to the occurrence of a fault. We refer to Long et al. (2015b) for the equation de�ning DM .
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The framework of STSIMs (Zhao et al. (2008)), as applied above, is advantageously 
ex-

ible, for instance to add or remove as many statistical descriptors as wanted, and to put

di�erent weights on them within the metric according to a certain objective (e.g. the

powersq, 1
4 , 1

2 in SeiSIM description).

The main contribution in SeiSIM is the discontinuity map, added to the textural correlation-

based attributes. It could be replaced by any kind of seismic dissimilarity or inversed

semblance attribute in general. SeiSIM has shown good results for seismic image retrieval

with four di�erence textural facies in Long et al. (2015b), however it has not been tested

on large datasets and for very diverse textures.

When a proper set of attributes and metric is chosen, object retrieval can be performed.

It is tackled in the next section.

2.2.3 Highlighting regions of interest in a seismic image: segmentation

'Segmenting' an image means creating a partition of this image according to some de�ned

rule. The output of a segmentation is a categorization of pixels into groups.

When one kind of object, or region of interest, is searched for in an image, two groups

of pixels only are generally expected: 'object' pixels and 'background' pixels. For such

a binary partition, segmentation algorithms often focus on geometrical properties of the

image. They can also rely on more local, pixel-based approaches. In the following, both

kinds of methods as applied for seismic images will be explained.

2.2.3.1 Segmenting an object with geometrical methods

Several families are found among geometrical segmentation tools (Bernard (2013), Kervrann

(2010)): Deformable models, Graph-based methods, Region-growing methods, Mathemat-

ical morphology and Probabilistic methods.

Deformable models assume the contour of the targeted object is a 
exible 2D line or 3D

surface that deforms until reaching the optimal shape and position. Parametric models,

where the curve/surface is explicitly parameterized, and non-parametric (or geometric)

models, where the curve is implicitly de�ned, have been proposed. The former allow fast

real-time implementations, the latter allow topological changes (the contour may split or

merge (Xu et al. (2000))).

Active contours, or 'Snakes' (Kass et al. (1988)) are part of deformable models. They

rely on the optimization of an energy comprising two main terms: an external energy

constraining the contour to �t the data, and an internal energy which puts some prior

constraint (regularization) on the contour (Rousselle (2003), Kervrann (2010)).

Also part of deformable models, level-set methods, introduced by Caselleset al. (1997),
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(a)

(b)

Figure 2.2: The Chan-Vese deformable model (Chan & Vese (2001)). (a) The level-set formulation of
the delineation problem states that the contour line is the zero-level set of a function �. � is modi�ed
iteratively to �t a contour in the image while respecting a regularization constraint (e.g., on the total
curvature or length of the contour). (b) Example of application: detection of freely swimming �sh in a
SONAR image; initial image, and zero-level-set contour after 4, 10 and 16 iterations. From Sharma &
Anton (2009)

de�ne the contour line or surface as the zero-level set of a function de�ned on the whole

image.

Deformable models in general can be related to the Mumford-Shah functional (Mumford

& Shah (1989)). This functional models the image as a piecewise-smooth function; its op-

timization may be simpli�ed by rather considering piecewise-constant images, as proposed

by Chan & Vese (2001); an example of application of their model on a SONAR image

(Sharma & Anton (2009)) is shown on Figure 2.2.

Graph-based methods correspond to representing the image as a graph, where each pixel

is a node, and pixels are connected by the graph edges. The weight (i.e. strength) of the

edges joining pairs of pixels has to be representative of the inverse of the similarity that is
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used (e.g. a grayscale similarity). A binary segmentation is called a 'cut'; it corresponds

to partitioning the graph into two distinct sub-sets of nodes, by removing some edges.

The weight of a cut is the sum of the weights of removed edges. In a 'min-cut' approach,

the best segmentation is the cut with lowest weight.

Region growing methods start from a seed point: a pixel selected a priori as belong-

ing to the targeted region. Neighboring points to that pixel are determined as belonging

to the same region or not, based on some criteria on the points properties and/or on the

internal statistics of the object; the region is updated iteratively with the validated points.

It expands until a stopping criterium is reached.

Segmentation through mathematical morphology is mostly performed by the watershed

algorithm (Beucher & Meyer (1993)); watershed segmentation focuses on the major con-

tours in an image. A scalar-valued image (or its gradient) is represented as a topographic

surface. 'Sources' are introduced in the topographic minima, and they gradually 
ood the

surface. The last parts of the topographic surface that are kept out of the 
ooding are the

edges of segmented regions. Edges are 
ooded at di�erent levels of the water 
ooding. If all

of these edges are kept, it yields an over-segmentation; an appropriate selection of markers

for sources among all local minima helps avoid this problem. Alternatively, weights can be

assigned to the edges, corresponding to the level at which they were 
ooded. Watershed

segmentation results di�er from region-growing segmentation in that the watershed runs

on the whole image; the �nal edges around one object depend on both the presence of a

marker inside and the outside markers.

Probabilistic methods for segmentation consider an image as a noisy realization of a model

image whose pixels are all labeled, i.e. tied to one region. From a prior probability model

on the �eld of labels to recover, a Bayesian formulation allows to get the posterior proba-

bility of this �eld of labels, given the observed image (Kervrann (2010)).

Some of these methods have already been used in seismic image segmentation (see Fig-

ure 2.3). For example, Gao (2003) proposes a region growing algorithm for salt body

delineation inside a 3D seismic volume. In Purveset al. (2015), the authors combine two

deformable models to e�ciently �nd the contours of a geological object of interest, based

on its unique character. Hauk�as et al. (2013) use a level-set method for salt body delin-

eation, allowing for manual constraint inside an automated work
ow (Figure 2.3a). For

this, they de�ne a speci�c attribute: the squared Frobenius norm of the local structure

tensor, which allows to discriminate non-spatially-coherent re
ections from strati�ed re-

gions. Kadu et al. (2017) introduce salt body delineation inside a full-waveform inversion

work
ow, representing salt edges by the zero level-set of a function that evolves during the

inversion. Sha�q et al. (2015) use one seismic attribute, the Gradient of Texture (GoT in
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(a) (b)

(c)

Figure 2.3: Examples of geometrical segmentation methods for seismic image partitioning: (a) salt body
delineation via level-set and manual constraint based on a speci�cally-designed seismic attribute, from
Hauk�as et al. (2013): 1- seismic section and intersection of extracted boundary in green; 2- attribute
section and intersection of extracted boundary (red indicates lack of spatially coherent seismic re
ections,
blue indicates locally strati�ed region); 3- 3D view of extracted salt body. (b) Salt body delineation via
region-growing and morphological post-processing, from Sha�q et al. (2015) (GoT: Gradient of Texture).
(c) Morphological and topological segmentation (right) of a 3D seismic volume (left) according to its
structural surfaces, from Faucon (2007).

66



MTDs identification and characterization P. Le Bouteiller

Figure 2.3b), and then couple a region-growing result with morphological post-processing

in this attribute space for retrieving consistent salt body contours.

We have seen in section 1.6.2 that the 'structure' of a seismic image is related to the

scale of study. Morphological segmentation allows a hierarchical approach of the detected

contours, giving more strength to more important ones. Thanks to this, Faucon (2007)

develop morphological methods to segment a whole 3D seismic volume, not into 'object

vs. background', but according to its structural surfaces (Figure 2.3c). To our knowledge,

however, morphological segmentation has not yet been applied speci�cally for object re-

trieval purposes in seismic images.

The examples of Hauk�as et al. (2013) and Sha�q et al. (2015) show attributes designed

speci�cally for one application: salt body retrieval. In fact, in applications of geomet-

rical methods for object retrieval, much of the result relies on the accuracy of the data

representation.

2.2.3.2 A local approach: classifying pixels

All segmentation methods reviewed in the previous section take advantage of the geomet-

rical nature of images, i.e. the arrangement of pixels on a 2D or 3D grid, for partitioning

them. In this section we focus on a slightly di�erent approach: classifying pixels as indi-

vidual vectors, e.g. of RGB values for segmenting a colored picture. In pixel classi�cation,

the pixels spatial arrangement is not taken into account, unless some constraint is put in

the process.

However, if considering pixels individually, the dataset (set of pixels) is then comparable

to any other dataset of independent points/individuals. This allows to use any existing

classi�cation algorithm, supervised or unsupervised. In this case, feature vectors attached

to each seismic pixel are local descriptors of either the seismic waveform, or the neighbor-

hood seismic amplitudes.

Automated classi�cation algorithms (either neural networks of not) involve an iterative

optimization, which should converge to the 'best' partition according to the criteria of the

cost function. These criteria are di�erent when the classi�cation is supervised or unsuper-

vised.

In a supervised classi�cation, some reference dataset is given for the algorithm to be

'trained' on it. This reference dataset (also called 'training dataset') is usually part of

the whole dataset to be processed; it includes an associated 'ground truth', i.e., labels

of classes available for all its data points. The 'best' partition is a transformation of the

training data into labels that match the labels of the training ground truth: the cost

function to minimize is then based on the di�erence of true labels to computed labels.

On the other hand, in an unsupervised classi�cation, no ground truth is available. The
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'best' partition is de�ned according to the intuition that the data is naturally clustered

into groups of similar points. A basic criterion for designing the cost function is to suppose

the optimum is reached for lowest intra-class variance and highest inter-class variance.

Supervised classi�cation for seismic image segmentation

In seismic facies analysis, supervised classi�cation is useful for cases when a targeted

facies is known and part of the seismic data has already been labeled by an interpreter.

Carrillat et al. (2002) provide an example of such supervision: six seismic facies of interest

are de�ned, and a few patches of the seismic dataset are labeled to one of these facies.

The authors choose some seismic attributes for data representation. Then a neural net

classi�er is trained on the training patches in the attributes space; after the training, the

resulting neural net is parameterized so that for all training patches, it produces labels

that match the true labels. That way, when applying the neural net classi�er to any part

of the seismic dataset, one of the six labels of interest will be output, so that the whole

seismic dataset can be labeled. Similarly, Westet al. (2002) classify a seismic dataset

with a neural net, starting from a set of training patches. Their case mainly di�ers from

the previous by the use of a textural data representation. Figure 2.4 shows the typical

resulting labeled data obtained from such classi�cations.

Supervised seismic facies classi�cation is also extensively developed for salt body detec-

tion. In this application, not all seismic facies are targeted; the classi�er rather produces

a binary result of 'salt vs. background'. This is done by two approaches:

� Designing an adequate seismic data representation and learning the best binary par-

tition according to training patches labeled as 'salt' or 'background' (or alternatively,

labeled as 'salt boundary' or 'other'). This approach has been promoted by the ef-

�ciency of textural attributes for salt representation (e.g., Berthelot et al. (2013));

so that a lot of improvements are done more on the data representation itself than

on the learning algorithm. The example of Carrillat et al. (2002) cited above is a

case where 'engineering' the appropriate seismic attributes is crucial, more than the

classi�er quality.

� Designing an adequate learning algorithm that, from a simple initial data representa-

tion or the image itself, may automatically �nd the best data representation for the

goal of discriminating salt from background. This is typically an area of application

of deep neural networks (e.g., Gramstad & Nickel (2018)); the parameterization that

is learnt in such cases actually corresponds to an automated data representation, the

best representation for discriminating salt from the rest (deep neural networks will

be presented in section 2.2.3.3). Orozco-del Castilloet al. (2017) propose a similar

approach: they use a genetic algorithm to learn the optimal size of volume elements
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Figure 2.4: A typical seismic facies classi�cation using the interpreter trained probabilistic neural net,
where multiple seismic facies classes have been identi�ed. The seismic classi�cation scheme on the right
consists of high amplitude (HA), moderate amplitude (MA), low amplitude (LA), continuous (C) and
semi-continuous (SC) seismic facies. Training patches are contoured in green lines. From West et al.
(2002).

69



MTDs identification and characterization P. Le Bouteiller

for texture representation, according to the goal of distinguishing salt regions.

In the case of salt detection, only one training facies is de�ned, e.g. non-spatially-coherent

re
ections in the case of Hauk�as et al. (2013) (see Figure 2.3a). A supervised approach

is thus interesting for object-based approaches where the targeted facies is homogeneous;

then, the similarity of a data region to this facies can be quanti�ed, interpreted and

thresholded to produce a binary partition. However, it is not adapted for objects or

regions that are internally heterogeneous.

In the case of several user-de�ned training facies, two drawbacks appear:

� The user-de�ned reference set of facies may not cover the whole variability of seismic

facies actually present in the data. This may lead to some regions of the seismic data

being classi�ed into one facies class by default, but being in fact quite dissimilar to

them.

� The user-de�ned reference set of facies may give an unbalanced representation of this

data variability, as some chosen pairs of facies may be more similar than others; e.g.,

the user may de�ne many distinct classes for facies that have actually very similar

textures, while other di�erent textures would be covered by too few distinct facies.

This yields a bias in the output facies classes probabilities.

Unsupervised classi�cation schemes can, to a certain extent, limit this drawback, as the

produced clusters are data-driven only, i.e. with no (or very limited) input from the user.

Unsupervised classi�cation for seismic image segmentation

Unsupervised learning methods for seismic facies analysis are mostly used in the ex-

ploratory stage of seismic interpretation. In unsupervised methods, no training dataset is

used. The best partition of the data should give a representation of how seismic regions

are grouped into similarity-based clusters. Methods such as the k-means clustering (Mac-

Queen (1967)) and its derived/improved versions (e.g. Veenmanet al. (2002), Arthur &

Vassilvitskii (2006)) are now standards of unsupervised classi�cations.

In their work, Marroqu��n et al. (2009) note four kinds of unsupervised classi�cation al-

gorithms: partition models (type 1), probabilistic models (type 2), hierarchical models

(type 3), soft competitive models (type 4). Types 1, 2 and 3 produce clusters, but do

not output any information on the similarity betweenclusters. This is also highlighted by

Col�eou et al. (2003), when comparing, as Marroqu��n et al. (2009), several methods that

are used in seismic facies analysis: k-means, Principal Component Analysis, Projection

Pursuit, Neural networks - and, among them, the Self-Organizing Map (SOM) algorithm

(Kohonen (1986)). The latter (SOM, of type 4 in the framework of Marroqu��n et al.

(2009)), contrary to the others, yields information about the similarity between clusters;
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Figure 2.5: Comparison between a k-means clustering map (left) and a SOM clustering map (right) of a
Frio Channel gas play (South Texas). One color corresponds to one cluster. From Col�eou et al. (2003).

it is therefore more suited to further interpretations. According to Col�eou et al. (2003), the

main advantages of SOM lie in the continuous characteristics of the created clusters. This

allows the algorithm to be almost independent of the number of clusters input initially

by the user: above a certain number, additional clusters are created within the existing

clusters map and only re�ne its precision rather than arti�cially adding variability in the

results. Results of a SOM clustering are more visually sensible, as the similarity in colors

corresponds to the similarity of clusters, as shown by Figure 2.5.

The Generative Topographic Mapping (GTM), an alternative to SOM, was provided by

Svensen (1998) and Bishopet al. (1998b). It shares the same cluster ranking properties as

the SOM; however, it is based on a probabilistic framework using an iterative Expectation-

Maximization algorithm for optimizing a Gaussian Mixture Model as the �nal clustering.

GTM builds a mapping from a regular grid of cluster nodes in a latent space, to a grid

of cluster nodes in the data space that lies on a manifold (Figure 2.6a). Therefore, GTM

learns both a manifold representation and serves as a clustering of the data. Contrary

to SOM, GTM has mathematical advantages such as proven convergence and continuity

of the mapping from the latent space to the data space. Figure 2.6b displays, for an

application similar to that presented in section 2.3, the GTM-built magni�cation factors

(Bishop et al. (1997), Svensen (1998)), MF, which give a measure of how stretched the

manifold is in the data space. The higher the MF, the more stretched the manifold, and

generally the less data points have been assigned to this cluster; regions with high MF val-

ues correspond to natural boundaries between groups of points in the data space. Above a

certain number of clusters, the MF map becomes stable and is only re�ned, not modi�ed

in shape. Details on the mathematical formulation of GTM can be found in Appendix A.

Roy (2013) has shown the applicability of GTM for seismic facies interpretation. Since

then a few applications have been published; for example, Royet al. (2014) show how

clustering seismic inversion volumes allows to visualize the heterogeneity of a carbonate
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(a)

(b)

Figure 2.6: Generative Topographic Mapping: principle and characteristic of the Magni�cation Factors.
(a) GTM principle; x is the data representation in the latent space, W is the parameter matrix built during
the optimization, and y is the mapping function. From Svensen (1998): \Points on a regular grid in the
low-dimensional latent space (left) are mapped, using a parameterized, non-linear mapping y(x ; W ), to
corresponding centers of Gaussians (right). These centers will lie in the low-dimensional manifold, de�ned
by the mapping y(x ; W ), embedded in the potentially high-dimensional data space". (b) Magni�cation
factors maps of applied GTM clustering for increasing number of clusters. From 36 - 49 clusters and above,
the shape of the manifold is caught by the algorithm; more clusters re�ne it but do not modify it.
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Figure 2.7: GTM and posterior clustering analysis for highly heterogeneous facies classi�cation. (a), (b)
Data distribution in the GTM 2D latent space for two di�erent reservoir units. Seven di�erent polygons
with di�erent colors around clusters signify rock types for the two reservoir units. (c) Generated seismic
facies volume. From Roy et al. (2014).
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conglomerate reservoir (see Figure 2.7).

For both SOM and GTM, further processing is often carried out on the results of the

algorithm. Interpreting how clusters relate to geological facies is done by studying the

'U-matrix' (SOM case) or the GTM mean posterior probabilities of the data points pro-

jected onto the latent space (GTM case). In these two cases, data points are gathered

into semantic groups, as proposed by de Matoset al. (2007) for SOM, and Roy et al.

(2014) for GTM. This is exempli�ed in Figure 2.7a and 2.7b, where polygons were drawn

manually to obtain a meaningful grouping. Note that gathering data points based on the

projected GTM mode of posterior probabilities would also be relevant; these modes all

lie on cluster centers (Bishopet al. (1998b)), which leads to gathering several clusters of

interest rather than individual data points. In any case, some posterior work has to be

done by an interpreter, as emphasized by Chopra & Marfurt (2014) and Qiet al. (2016).

This leads us to the last sub-part of this section: in the end, performing a meaningful

segmentation requires both data-driven input and input from an interpreter - which may

be prior input, posterior input, or external knowledge that constrains parameters.

Seismic image segmentation: data-driven vs. model-driven information

For seismic interpretation, a few studies have been led to combine an unsupervised clus-

tering with some external input. For instance, Zhao et al. (2016) modify the SOM cost

function by adding a stratigraphic constraint, through the Variational Mode Decompo-

sition of a seismic trace. The resulting clustering is constrained so that regions that

belong to a same stratigraphic layer are assigned to similar clusters. In another approach,

Hashemi et al. (2017) constrain the results of SOM a posteriori, by iteratively modifying

the clustering according to some facies maps created from well logs. This way, similarity

of well-log-extracted facies is added to the data-driven similarity facies.

On the other hand, other authors start from a supervised classi�cation, and focus on

limiting the afore-mentioned biases it can involve. For example, Ebunaet al. (2018) pro-

pose a statistical method to optimize the inputs of a neural network for multi-attribute

analysis. Such a method should then enforce the neural net to be fed more from the data

itself than in a standard supervised learning approach. Alaudah & AlRegib (2016) pro-

pose a 'weakly-supervised labeling of seismic volumes', where very few training patches

are used: the training dataset is actually built from a mix of the patches of this manual in-

put and other patches, recovered from the dataset thanks to an e�cient similarity function.

These examples illustrate the need to use both data-driven and model-driven information

to create a local seismic facies representation. Knowing this, uncertainties corresponding
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to both domains have to be taken into account for analyzing results.

***

A number of methods have been presented for segmenting an image with geometrical

methods, or via classifying pixels based on local descriptors. In a last section, we present

a kind of local approach which is speci�cally designed to convey multi-scale information.

2.2.3.3 A speci�c kind of local approach: learning abstract high-level representations for

segmentation

Classi�cations presented earlier could be called 'machine learning' algorithms, in the sense

that the computer learns to partition the image given a certain data representation and

a certain optimization scheme. 'Machine learning', however, commonly refers to neural

network-based classi�cations.

An arti�cial neural network is a set of connected entities called 'neurons' as they were

initially biologically-inspired, to mimic the signal transmission of a real neuron. In a stan-

dard neural net, each neuron computes a linear combination of its inputs plus a scalar value

called 'bias'; its output is a nonlinear function of this intermediate result (see Figure 2.8a).

The nonlinear function is called 'activation function', and transforms the combined input

signals into an activated or non-activated answer (similarly to a real neuron being 'acti-

vated' when its input stimulation reaches a threshold). The sigmoid, hyperbolic-tangent

functions, or Recti�ed Linear Units (ReLU, Nair & Hinton (2010)) are examples of acti-

vation functions. Once chosen the activation function, one neuron is parameterized by its

weights and bias. Training the neural net consists in �nding the 'best' parameterization of

the weights and biases of all neurons of the net, according to an objective task, e.g. clas-

si�cation. As presented on Figure 2.8a, a neural net is typically organized with one input

layer of neurons (the input multi-dimensional signal, typically the feature representation

of a data sample), one or several hidden layers or neurons, and one output layer yielding

the result. Designing a neural net implies choosing several hyper-parameters, e.g. the size

and number of layers.

Deep neural networks are networks with a large number of hidden layers (e.g., LeCun

et al. (1998), Krizhevsky et al. (2012), LeCun et al. (2015)). A deep neural network is

typically trained not from an initial 'handcrafted' representation of the data (with pre-

de�ned features), but from the data itself; it is supposed to learn the most-appropriate

data representation for its task. Convolutional Neural Networks (CNNs) are the deep

networks used for image data, often for classi�cation purposes. They include (Figure 2.8b,

from Deshpande (2016)) a series of linear and nonlinear operations on an input image:

typically convolutions and pooling, which create features of di�erent scales of the image.
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(a)

(b)

(c)

Figure 2.8: (a) A simple neural net structure. The parameters of the orange neuron are its input weights
w( j )

1 (j = 1 ::3) and its bias b1 . Its output is a (nonlinear) activation function (e.g. sigmoid as represented)
of the weighted sum of its inputs plus the bias. Deep learning is based on the use of a lot of hidden layers.
(b) Convolutional Neural Nets structure: after a series of 2D operations (convolution, pooling), fully-
connected layers allow to produce a classi�cation result. From Deshpande (2016). (c) Extract of Figure 2
from Zeiler & Fergus (2014); for each layer, their visualization of features (gray pictures) of a deep CNN
allows to understand a posteriori which parts of the input images (photos) were the most important in
training the network for the given classi�cation task.
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The resulting representation is then described as 'hierarchical'; appropriate structures of

CNNs allow to take full advantage of this multi-scale information (for instance, the U-

Net by Ronnebergeret al. (2015), or the Feature Pyramid Networks by Lin et al. (2017)).

These layers dedicated to 2D data processing are followed by some 'fully-connected' layers,

similar to the standard neuron layers of Figure 2.8a, and connected to the output layer.

There, the 2D data is brought back to 1D.

Once a CNN is optimized, the information carried by the features is gradually of a higher

level while gradually passing through the hidden layers; consequently, with deeper and

deeper CNN architectures, a higher and higher level representation of the data is learnt by

the network. Analyzing CNN responses, Zeiler & Fergus (2014) visualized the 2D features

learnt by the network, thus highlighting the most important parts of the image that the

CNN used to achieve a classi�cation task (Figure 2.8c).

In this way, CNNs provide ways to bridge the gap between data, data-extracted low-

level attributes and high-level interpretation, as the image representation is then learnt

by a machine, not 'engineered' anymore. Furthermore, unsupervised clustering can also

be addressed with CNNs, for instance through Auto-Encoders (e.g., Kingma & Welling

(2014)) or Generative Adversarial Networks (GANs, Goodfellowet al. (2014)).

If applied to seismic data, the image to consider for classi�cation would be a seismic patch.

In a CNN, the several steps of convolution would retrieve patterns of several scales in the

patch, which corresponds to our needs; it would then be usable in a supervised or unsu-

pervised framework.

There are, however, some drawbacks to the deep learning approach. The design of a

neural net, especially of a CNN, requires to choose hyper-parameters: the size and num-

ber of layers, but also the �lters used for convolution layers, and how hidden layers are

organized; this is usually done based on earlier experience and depending on the appli-

cation. Despite deep neural net practical e�ciency, their good results rely on empirical

rather than mathematical proof. This is related to their 'black box' character (e.g., Lipton

(2016)): because there is no mathematical model in a neural net, it is actually hard to

know why certain network architecture is better than another - although there was initially

a rationale motivating its design (e.g. the U-Net by Ronnebergeret al. (2015), where the

speci�c 'U-like' CNN structure aims at capture both context and precise localization).

In supervised analyses, deep networks are characterized by the need for high amounts of

training data to learn from, which can be a strong limit for applications on speci�c kinds

of images (e.g. seismic images) where training data is not freely available, or is subject to

uncertainty.

Recently, though, Veillard et al. (2018) have shown the applicability of unsupervised learn-

ing with CNNs on seismic data. Their methodology relies on learning an unsupervised
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representation of a seismic dataset (via the afore-mentioned GAN and Auto-Encoder), thus

creating a high-level, low-dimensional representation of this dataset. This representation

is then available to apply any supervised learning task, being application-independent.

Such a local approach still requires to choose a size of seismic patch (e.g. 16 time samples

x (16x16) traces in Veillard et al. (2018)) around each seismic sample to represent it; the

multi-scale character is thus limited by the prior-de�ned size of the patch. This makes a

CNN-based representation actually comparable to local textural representations presented

in 2.2.1.2.

Textural attributes are therefore attractive for local seismic data representation when it

comes to classifying seismic patches, as their multi-scale information somehow compares

to the hierarchical representation induced by CNNs. Bhalgatet al. (2018), for instance,

have implemented the scattering transform, initially introduced by Mallat (2012), for

categorization of seismic patterns. The scattering transform itself o�ers a mathemati-

cal framework of interest for deep network understanding. In their application, Bhalgat

et al. (2018) show that this transform allows to distinguish speci�c types of seismic pat-

terns; their approach is supervised, with only four kinds of patterns, which are de�ned on

512x512 images. A smaller patch size, as suggested in section 2.2.1.2, may be preferable

for more local studies at the sample level.

Contrary to a CNN, a textural representation of seismic data may help to understand all

steps of an interpretation process, from the low-level data description to the higher-level

object retrieval, in order to have a consistent support for geological interpretations.

2.2.4 Synthesis

Although e�cient segmentation schemes are essential for seismic interpretation, we have

seen a number of methods which heavily rely on a speci�c seismic data representation. For

instance, a region-growing algorithm (Gao (2003)), or a similarity thresholding to segment

di�erent parts of the image (Wang et al. (2015)), may allow to distinguish objects that

are rather homogeneous in terms of seismic properties, such as salt bodies or mineralized

bodies. CNN developments also tend to show that the data representation may be even

more important than the classi�er or segmentation method itself. Our objects (MTDs)

are preciselynot homogeneous, which constrains the choice of the data representation. In

the next section, we thus present an e�cient scheme for coupling a heterogeneous repre-

sentation carrying the seismic facies variations, with a homogeneous one, carrying a prior

delineation information.

In section 1.4.2, we have presented two approaches for seismic facies de�nition. The
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�rst one (from seismic stratigraphy) consists in associating facies names or labels, to

descriptions of re
ectors' organizations; such labels carry an interpretation in terms of

depositional environments. The second one is limited to the description of the data only:

they are representations of a lower level than the �rst type.

In a similar way, we have seen two di�erent kinds of seismic attributes. The �rst kind

results from some 'feature engineering', where an attribute is custom-built from a speci�c

content of the data in order to represent certain rock property. For the second kind of at-

tributes, signal decomposition is chosen, such as curvelets (Alaudah & AlRegib (2016)) or

scattering networks (Bhalgat et al. (2018)) for example. These attributes are independent

of any prior knowledge on their relationships to rock properties; as signal decompositions,

they are designed to convey more information than the former kind of attributes. They

are textural attributes, as they bear information on several scales and orientations in a

window of the seismic image. The �rst kind of attributes relates to the �rst approach of

seismic facies de�nition, while the second kind of attributes relates to the second approach.

The contribution presented in the next section tends to bridge both ways, by using a

sensible attribute decomposition as an initially low-level data representation, and a data-

driven clustering algorithm, to then learn in this higher-level representation space the

regions that allow to singularize a multi-facies geobody. This learning step is the way to

go to a semantic data representation, i.e. one where the seismic data is annotated with

objects. It requires an input labeled database (the training set) which is usually given

by an interpreter after a time-consuming manual work. In our approach, the training set

is of reasonable size - and in 2D, thus easier to annotate manually. More importantly,

the input annotations are not a crisp delineation of objects but a fuzzy one, i.e. with

probabilities; a con�dence parameter is also given to account for potential uncertainties in

this input annotation. The interpreter is therefore only weakly involved, and these input

annotations may also be provided by external computations rather than given manually.

In concrete terms, we choose a local yet multi-scale approach. We use the GLCM at-

tributes as an initial textural representation of the seismic data, calculated at the sample

level on 2D sections. The patch size for GLCM computations is 11 samples vertically (40

ms TWT) and 11 samples laterally (250 m). The �nal attribute set is recovered after a

dimension-reduction scheme. The metric comparing two pixels (or samples) is then an

Euclidean distance between their respective attribute vectors, in a low-dimensional space

which avoids any dimensionality bias in the similarity. Our approach �ts in the framework

of STSIMs; instead of relying on multiplicative pooling like SeiSIM (see section 2.2.2), our

additive pooling should avoid abnormally high similarities when only one attribute has

similar values in the compared patches. The GTM unsupervised clustering algorithm is

then used for pixel classi�cation, based on the MATLAB Netlab toolbox by Nabney &

Bishop (2002). It is followed by a novel supervised learning of probabilities, which adds a
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global constraint to the delination. The whole process runs on MATLAB code.

2.3 Recovering MTDs as heterogeneous geobodies from seismic

data - ARTICLE

In this section, we present our main contribution on MTD identi�cation in seismic data.

First, Figure 2.9 illustrates the main steps of image processing performed on a seismic

section. On Figure 2.9a, one section is presented with available prior information in the

form of probabilities of presence of an MTD (on this examplar section, all prior positive

probabilities are 1). On Figure 2.9b, the GTM-clustered section is shown, as well as pos-

terior probabilities resulting from the supervised learning step of our method. On Figure

2.9c, the result of propagating the probability computation is presented.

We then give the article that presents the methodology. It was submitted to the Math-

ematical Geosciences journal on October 1st, 2018. It is related to a patent application

(Le Bouteiller & Charl�ety (2018)) made on May 18th, 2018.
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(a)

(b)

(c)

Figure 2.9: Illustration of the method presented in this section. (a) One seismic section and the available
prior probabilities on MTD occurrence. (b) The same section where every pixel is colored according to
its GTM cluster label (a number between 1 and 49), and the posterior probabilities computed from our
method. A 2D colormap is used for GTM labels to account for the 2D topographic \ranking" given by
GTM. (c) Retrieval of probabilities for several sections.

81





MTDs identification and characterization P. Le Bouteiller

83



MTDs identification and characterization P. Le Bouteiller

84



MTDs identification and characterization P. Le Bouteiller

85



MTDs identification and characterization P. Le Bouteiller

86



MTDs identification and characterization P. Le Bouteiller

87



MTDs identification and characterization P. Le Bouteiller

88



MTDs identification and characterization P. Le Bouteiller

89



MTDs identification and characterization P. Le Bouteiller

90



MTDs identification and characterization P. Le Bouteiller

91



MTDs identification and characterization P. Le Bouteiller

92



MTDs identification and characterization P. Le Bouteiller

93



MTDs identification and characterization P. Le Bouteiller

94



MTDs identification and characterization P. Le Bouteiller

95



MTDs identification and characterization P. Le Bouteiller

96



MTDs identification and characterization P. Le Bouteiller

97



MTDs identification and characterization P. Le Bouteiller

98



MTDs identification and characterization P. Le Bouteiller

99



MTDs identification and characterization P. Le Bouteiller

100



MTDs identification and characterization P. Le Bouteiller

101



MTDs identification and characterization P. Le Bouteiller

102



MTDs identification and characterization P. Le Bouteiller

103



MTDs identification and characterization P. Le Bouteiller

104



MTDs identification and characterization P. Le Bouteiller

105



MTDs identification and characterization P. Le Bouteiller

106



MTDs identification and characterization P. Le Bouteiller

107



MTDs identification and characterization P. Le Bouteiller

108



MTDs identification and characterization P. Le Bouteiller

109



MTDs identification and characterization P. Le Bouteiller

110



MTDs identification and characterization P. Le Bouteiller

111



MTDs identification and characterization P. Le Bouteiller

112



MTDs identification and characterization P. Le Bouteiller

113



MTDs identification and characterization P. Le Bouteiller

2.4 Discussion

As stated in the article, the developed method allows to recover several multi-facies ob-

jects from seismic data, by mixing data-driven and prior information. Figure 2.10 provides

a global view of the work
ow used for this identi�cation. The work
ow starts from the

acquisition of training and validation datasets. The training consists in two main steps:

unsupervised representation of the training dataset and supervised learning of posterior

probabilities. This training phase corresponds to Phase 1 in Fig. 1 of the article presented

before. It is followed by propagation, i.e. apply the trained representation and probability

assignment to other parts of the dataset. Finally, 3D post-processing is added to select

and retrieve the most appropriate objects corresponding to MTDs. The inputs that are

Figure 2.10: Proposed work
ow for MTD identi�cation in seismic data.
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given by the interpreter at the several steps of the methodology are displayed on the left

column of Figure 2.10.

In this section, further analyses are provided, in order to put in perspective this con-

tribution regarding the �rst objective of the PhD. The �rst section concerns the way we

have handled seismic data. The second section enhances the di�erent ways that MTDs

are depicted as well as their common points, in the four di�erent seismic stacks. Then, we

examine the variability of the objects we detect. And �nally, we compare our approach to

existing approaches. Note that a side discussion on the choice of the metrics we used in

the article for the validation step is given in Appendix B.

2.4.1 Handling seismic data: balancing computer power constraints and ori-
entation representativity

The methodology we have developed dealt with 2D sections extracted from a 3D seis-

mic block, and then used the third dimension during the propagation and post-processing

stage. Using 2D sections �rst essentially limits the quality of the textural facies that are

recovered by the attributes and the clustering. As physical sediment structures are 3D,

computing 3D-textural attributes would be more relevant. Two main reasons led us to

use 2D sections only:

(i) Getting access to some prior delineations from a seismic interpreter was eased by the

fact that seismic manual interpretation is done on 2D views or random lines.

(ii) Computing 3D-textural attributes requires an extended computation time (for GLCM

attributes, the computation time then grows as n3 instead of n2 - Clausi & Zhao (2003)).

The choice of using 2D sections was thus helpful for building and testing the method-

ology. In future developments and applications, 3D data would yield attributes more

representative of sediment structures.

One option that would allow point (i) (but not point (ii)) would be to consider 'slices'

of the seismic cube instead of 2D sections, i.e. a series of e.g. 10 adjacent sections, that

would have to be interpreted a priori by the interpreter. In this case he/she could use the

central section of the series as a usual 2D view for interpretation. However, this option

still requires 3D computations, which can be long especially during the propagation stage.

For our methodology to be applied as in our case study (i.e. with 2D sections), it is

needed to consider parallel sections, that have to be oriented so that an interpreter may

provide the prior delineations: in our case, dip-aligned sections allow to spot several mass-

transport-related facies such as compression ridges, deformations of strata etc.
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Figure 2.11: Qualitative comparison of the Magni�cation Factor (MF) maps resulting from GTM mappings
on our four seismic datasets: full-stack, near-, mid- and far-o�sets.

2.4.2 MTD depiction in the four studied datasets

We have applied our methodology to four di�erent seismic stacks of a same cube. Their

content di�ers due to di�erent seismic processing applied after acquisition; we take advan-

tage of them to analyze the response of the methodology for slightly di�erent input data,

where the di�erence is due to seismic processing. For each cube, the work
ow went from

a seismic section, through an unsupervised representation, to learnt probabilities on MTD

occurrence in the seismic image.

Four di�erent GTM-based manifolds have been created and, together with the supervised

step, the four manifolds allow to distinguish MTDs in their respective datasets. Their

respective Magni�cation Factor (MF) maps are presented on Figure 2.11 for qualitative

comparison. They show similar trends of the shape of the generated manifold in the four

cases. Lighter regions correspond to high values of MF, i.e. regions where the manifold is

relatively more stretched (details on MF are given in Appendix A.4). Thus, we can derive

that, although optimized to �t four di�erent data clouds, the variations between clusters

within each of the four manifolds are similar.

By studying the posterior probabilities associated to clusters, we can observe which re-

gions of the manifold have been assigned positive probabilities; Figure 2.12 displays these

probabilities, projected on the grid of 49 clusters, for the four datasets used, and for two

cases:� = 0 :3 and � = 0 :8. As de�ned in the article, � = 0 :3 corresponds to a low con�-

dence in the prior input of the training dataset; the emergence of high probabilities away

from the initially delineated MTDs is not much limited. By contrast, � = 0 :8 corresponds

to a high con�dence in this prior input, more restrictive on the emergence of unexpected

high probabilities.

We observe that, from the �rst case (Figure 2.12a) to the second case (Figure 2.12b), fewer

clusters are highlighted with positive probabilities. This illustrates the point given before.
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(a) Case � = 0 :3

(b) Case � = 0 :8

Figure 2.12: Computed probabilities on MTD representativeness for the 49 clusters of the GTM-built
manifold in each case of the four seismic datasets: full-stack, near-, mid- and far-o�sets. Cases where
� = 0 :3 or 0:8 correspond to low or high con�dence in the prior annotations, respectively. False positives
are less permitted for � = 0 :8 than for � = 0 :3. GTM cluster labels (numbers from 1 to 49) are displayed
only once for simplicity.

One may also note that the clusters with positive probabilities are in the same regions of

the manifold for the four datasets: highest probabilities in the top-left region (clusters� 1,

2, 3, 8, 9), lower in the top-right region for � = 0 :3 (clusters � 36, 37, 38, 43, 44). Together

with the similar trend of their MF maps, this shows that the manifolds created for each

of the four datasets have similar \rankings", or topographic orderings. This element is

worth noting, as it suggests that the unsupervised representation scheme we have built

(textural representation and unsupervised clustering), and applied to all four datasets, is

relatively robust to their dissimilarities in the data space.

In Figure 2.13, one section extracted from the cube is shown for the four datasets, together

with the probabilities associated to each pixel. Case� = 0 :8 is presented. From Figures

2.12b and 2.13, we observe several things:

� In the near-o�set dataset, posterior probabilities are binary, i.e. clusters are assigned

either 1 or 0;
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(a) (b)

(c) (d)

Figure 2.13: Posterior probabilities on one inline of the seismic cube used in our study, for the four datasets.
Left: seismic section; Right: posterior probabilities on all pixels of the section. (a), (b) Full-stack section.
(c), (d) Near-o�set section. (e), (f) Mid-o�set section. (g), (h) Far-o�set section. Figure continued below.
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(e) (cont.) (f) (cont.)

(g) (cont.) (h) (cont.)

Figure 2.14: Posterior probabilities on one inline of the seismic cube used in our study, for the four datasets.
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� In the mid-o�set dataset, posterior probabilities are either 0, or 0.25, or 1. On this

section, regions with probability 0.25 correspond to high-amplitude, semi-discontinuous

regions with re
ectors oriented contrary to the dip; they are present in the bottom

of the large MTD and below it;

� In the far-o�set dataset, the region below the MTD is covered with posterior prob-

abilities below 1, but higher than in the mid-o�set dataset;

� In the far-o�set dataset, many outlier patches appear upslope with posterior prob-

ability 1, i.e. similar to regions that are otherwise quite characteristical of MTDs;

� In the full-stack dataset, comparatively less pixels are weighted 1; the MTD is high-

lighted by a mix of 1, 0.75 and 0.25 probabilities; it is also underlined by a thin,

elongated region of low probabilities as in the mid- and far-o�set datasets; corre-

lating these low-probabilities with the seismic section on all the regions where they

appear, we remark that for all three datasets, these clusters of low probabilities

(cluster 1 for the full-stack and the mid-o�set datasets, clusters 1 and 2 for the far-

o�set dataset) correspond to a visually middle-amplitude, chaotic facies type at the

transition between high-amplitude re
ectors (under the MTD) and low-amplitude

or ridged regions of the MTD;

� Low-amplitude regions inside MTDs are almost always covered by clusters weighted

1 a posteriori, for the four datasets. This shows that the most MTD-characteristical

clusters at least in part correspond to low-amplitude regions, be them also chaotic,

ridged or other.

On the whole, the full-stack dataset shows less con�dence in the outputs, but the main

MTD of the �gure is still recovered. We note that at least the low-amplitude internal

regions of MTDs are recovered by the highest probabilities in all datasets; other kinds of

facies that di�er depending on the dataset are also depicted in the results, with varying

levels of probability.

A comparison between cluster regions and corresponding regions in the seismic image

was done (in the case� = 0 :8). Clusters were displayed either altogether on the section

(as in Figure 2.9b), or one by one, to check the association between a seismic facies and a

cluster. This association step will be described further in section 3.2. Together with our

observations, it has shown that, for all four datasets, only a few facies are truly needed

to build a representation that is su�cient to discriminate between MTD and the back-

ground seismic image. These 'minimal' facies are the low-amplitude or transparent facies,

the ridged facies, and the chaotic facies. Among the positively-weighted clusters of the

full-stack case (see Figure 2.12b), these correspond respectively to clusters 2 and 3, cluster

2 and cluster 1; note, however, that these facies groups actually include more than only
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these clusters (see section 3.2).

Although only a few facies are needed for MTD identi�cation, more facies may be as-

sociated to their occurrence in seismic images, such as those depicted by clusters with

positive probabilities in the case � = 0 :3 - see Figure 2.12. For the full-stack dataset

for instance, clusters 1, 2 and 3, already positively weighted for� = 0 :8, have higher

probabilities when � = 0 :3; clusters 4, 8 and 9 are close to them on tight regions of the

manifold (Figure 2.11), so similar in terms of seismic facies. Clusters 22, 29 and 36 are

also added with low probability; we have associated them to high-amplitude facies seen

within MTDs or at their contours in very small regions. These lower-probability clusters,

added for decreasing� , are interpreted with less con�dence.

These clusters are found in MTDs but also a lot in other regions of the seismic images,

which leads to their being assigned a low (or zero) posterior probability for high values

of � . In the identi�cation work
ow, a threshold is applied on these probabilities (for ex-

ample, 0.5 in the article). As a result, the 3D detected objects do not contain these clusters.

Our method is therefore more appropriate for detection than accurate delineation of

MTDs. Another discussion on this is provided in section 2.4.4.1. The morphological

closure performed after the object detection can add pixels of low probability to the ob-

jects if they are in its immediate surroundings; this step of the methodology is therefore

interesting, for example to include the bottom high-amplitude regions that are missing in

the lower-right part of the MTD on Figure 2.13.

An alternative approach to our cluster probability assignment method that may allow

more accuratedelineation of MTDs could be to introduce higher-level prior information:

a typical pattern of clusters (including e.g. high-amplitude bottom re
ectors) that would

be searched for in the image. Thus, to produce this 'prior' information, the clustering

would already have to be understood and interpreted by the user. This approach, which

was not tested during the PhD, would di�er drastically from ours where the prior infor-

mation is independent from the processing work
ow.

2.4.3 How much variation is there among the detected MTDs?

Considering our objective, one remaining question is: what is the variability in the MTDs

we retrieve? In this section, we give elements concerning the internal aspects and mor-

phological properties of the MTDs recovered in the article of section 2.3.

Let us �rst note that two �lters were applied in the �nal phase of the object retrieval

methodology. These two �lters (i) select the largest connected components of all, and (ii)

select only those with 'consistent' orientation. Ideally, this phase should be interactive
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Figure 2.14: Illustration of the orientation �ltering results for the 23 largest objects of the processed full-
stack dataset. Vectors are normed and represent the orientation of the objects. Blue vectors correspond to
MTDs, red vectors correspond to non-MTD objects, and green vectors correspond to unsure or unexpected
objects. The light blue contour is a sketch of the cone used for �ltering out most non-MTD objects. Note
that the 3D view does not render the whole direction of vectors or cone.

inside a seismic interpretation software.

The volume �lter only selected connected components with the highest number of pixels,

selecting the volume threshold iteratively. Now, for the orientation �lter, an illustration

is provided in Figure 2.14: for every object, the three major axesA1, A2 and A3 of the

equivalent ellipsoid were computed;A1, the longer of the three, is the one de�ning the

object 3D orientation. We plotted the A1 of all objects on a 3D plot, coloring the ones

corresponding to MTDs in blue and others in red or green (see Figure 2.14). The �lter

was applied as a 'cone' leaving out undesired object orientations. The red or green vectors

remaining inside the cone are either artifacts or unexpected objects.

From the �gure, we see that the orientation �lter, although reducing the range of 3D ori-

entations that MTDs can have, is loose enough to allow variability within the MTD group.

Figure 2.15 presents crossplots of some resulting morphological and internal character-

istics of the volume-�ltered objects: volume, 'aspect ratio', and 'DTU' for 'divergence to

uniform'. Here we de�ned the 3D 'aspect ratio' as the ratio jj A1jj�jj A2jj
jj A3jj . It is highest when

A3 is much smaller thanA1 and A2, meaning that the object is very thin, or 
at. 'DTU'

is a measure of how class labels are distributed inside an object. It was computed as

the Kullback-Leibler divergence of the distribution of class labels inside the object to a

supposed uniform distribution of the same class labels. A low value then corresponds to

a quite uniform distribution of class labels, i.e., an object having approximately identical
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(a) (b)

(c) (d)

Figure 2.15: Crossplots comparing the volume, aspect ratio, and divergence to uniform (DTU in this
report), of the largest connected components retrieved by our method. (a) full-stack dataset, (b) near-
o�set dataset, (c) mid-o�set dataset, (d) far-o�set dataset.

proportions of each of its facies.

From this �gure, we note that:

� In all four datasets, objects preserved by the orientation �lter (circles on the plots)

are of various size and internal DTU.

� In all four datasets, the objects with highest volumes have rather low values of DTU.

And they are almost all preserved by the orientation �lter.

� In all four datasets, there is a globally increasing trend of aspect ratio with volume:

the largest objects are not the 'thinnest' in terms of aspect ratio. In other words,

largest objects (so, largest deposits) are large because they are thick.
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� In all datasets but the full-stack dataset, for a given volume, objects that are rejected

because of orientation (represented with triangles on the plots) are often also the

least uniform in facies distribution, i.e. the ones with highest values of DTU. In

a sense then, both orientation and internal characters converge to show that true

MTDs are characterized by a plurality of facies.

Apart from these observations, neither morphological nor internal characters seem speci�c

to our true MTDs. Far from characterizing the full variability of the MTDs we retrieve,

this simple analysis at least ensures that the retrieval method does not constrain them to

speci�c morphological or internal property values.

2.4.4 Highlights of the mixed approach for our objective

The objective of this part of the PhD was to locate MTDs in seismic data, in position and

extension, while preserving the variety of their characters. The previous article presented

a mixed data-driven and model-driven method, where the MTD identi�cation is extracted

from the seismic data, thanks to a guiding by little prior information carrying uncertainty.

This method advantageously produces 3D geobodies and textural facies within them, thus

meeting the objective.

Now, to what extent is the method 'better' (considering our objective) than existing

methods?

2.4.4.1 Comparison with a model-driven approach

Let us compare our method to a 'model-driven-only' interpretation method, which could

then be either an entirely manual interpretation, a geometrical segmentation, or a super-

vised seismic facies classi�cation (see section 2.2.3).

Comparison with a manual delineation

The developed method is less precise in its delineation than a manual binary interpre-

tation (see Figure 2.16); in general, borders with strong amplitudes are not reached, as

textural facies which are assigned positive posterior probabilities are rather characteristic

of the interior of MTDs. Facies associated to strong-amplitude re
ectors which are at

MTD borders are also often present in the rest of the seismic images. Consequently, their

prior CDF (cumulative distribution function) is already above the 1
� +1 threshold from the

s1 = 0 level (see Fig. 2 in the article). Therefore, the posterior probability value of such

facies will stick to zero. This induces that the volumes of the MTDs identi�ed by our

method are under-estimated compared to a manual delineation.

However, as an automated method, its advantage is to be less time-consuming. Moreover,

thanks to the consideration of an input con�dence on the prior probabilities (by choosing
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Figure 2.16: One seismic section after the 3D processing, with pixels of two objects (one yellow, one blue)
on top of the seismic. Note that the two objects correspond to only one MTD. The red contour is a manual
delineation of the targeted MTD.

an appropriate � ), this automation may reveal unexpected geobodies that are similar to

MTDs and, in some cases, that are actually MTDs. This is actually the case of MTDs F

and H (see Fig. 7 and 8 in the article); these objects were not initially expected as they

were not seen as well as the others on a lot of seismic sections; they were yet depicted as

MTDs by posterior analysis. The method therefore enables to build, from a little prior

input and from a dataset, objects based on the data content that an interpreter might

have missed. Again, thanks to the formulation of prior probabilities, this method pro-

poses a way to tackle the variability of manual interpretations by di�erent experts, or,

the uncertainty associated to the output of any �rst rough automated estimation. Finally,

the outputs of the method include some internal description of the object on top of the

delineations themselves, thus giving insight into the intra-class variability of the objects.

Comparison with a geometrical segmentation

A geometrical segmentation method was tested during this PhD for MTD delineation,

following interesting examples on seabed segmentation or �sh detection on acoustic data

from Lianantonakis & Petillot (2007) and Sharma & Anton (2009). Our trials were not led

further, as parameter tuning in 2D, and even more in 3D, was too critical to be e�cient.

The tested method was the Chan-Vese active contour algorithm as described in Chan &

Vese (2001) for scalar-valued images and in Chanet al. (2000) for vector-valued images.

The scalar-valued version was tested on the posterior-probability images, referred to as

'modeled images' in the previously presented article. The principal advantage of such a

method would be the retrieval of smoother contours than only the borders of positively-

weighted facies in the posterior probabilities. Smoother contours would be appreciable

for more realistic MTD shapes, although some morphological features do imply that the

contour be non-smooth in some region of the MTD (e.g., 'tongues' at the toe of the MTD,

ramps on the basal surface, etc.). Parameterizing the weight given to the curve-smoothing

constrain with respect to the weight of the data-�t term (see Chan & Vese (2001)) proved

very touchy and not feasible without introducing too much a priori interpretation; in this
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Figure 2.17: An example of application of the Chan-Vese algorithm (Chan & Vese (2001)) on one 2D
attribute image of the seismic volume: initial (left) and �nal (right) state of the contour (red line). Param-
eters to be tuned include the initial position of the contour (here chosen as split into multiple contours for
accelerating the convergence, as proposed by Lianantonakis & Petillot (2007)) and the weight for constrain-
ing the curve smoothness. Here very small objects are kept, which is the signature of a low smoothness
constraint.

case, a direct manual delineation seemed more appropriate. The vector-valued version was

applied in preliminary tests, not on the same seismic data; there, the considered vector

for one pixel was the set of textural attributes. However, tuning the weights given to each

data-�t term (one term per vector component, see Chanet al. (2000)) proved yet another

factor of non-objectivity and non-repeatability. See Figure 2.17 for an example.

Using the simple segmentation of connected components in our 3D 'modeled' volume freed

us from the choice of too �ne parameters, which were replaced by only the threshold of

posterior probability to take into account for the connected component detection. It was

also considerably quicker, as the connected component retrieval is basic pixel-to-pixel com-

parison, already implemented in MATLAB, while the active contour model is based on an

iterative deformation of the contour.

Given these arguments, the geometrical segmentation method was left apart.

Comparison with a supervised seismic facies classi�cation

As compared to a seismic facies classi�cation, our method produces objects, which a

facies classi�cation alone does not. The comparison rather holds between our GTM facies

classi�cation and a supervised one. Tests of supervised labeling were initially done. In

particular, the algorithm by Bergmann et al. (2017) for data labeling by iterative mul-

tiplicative �ltering was applied on a test image (see Figure 2.18a). For this supervised

partitioning, we �rst manually picked 20 classes on the reference image (class centers 1-8

picked inside MTDs, 9-20 picked outside). A second test was run with picking 25 classes

(class centers 1-8 picked inside MTDs, 9-25 picked outside). Results are shown on Fig-
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ure 2.18b and 2.18c, for two di�erent sizes of neighborhood for the �lters (3x3-pixel or

5x5-pixel uniformly weighted windows). It appears that, with more input class centers,

a better discrimination of MTDs against the 'background' was achieved. This simple ex-

ample illustrates the potentially non-representative class center set when picked manually,

i.e. when performing supervised facies classi�cation. A manual choice of class centers was

therefore abandoned.

2.4.4.2 Comparison with data-driven or mixed approaches

A purely data-driven method would not be able to delineate objects in a volume, unless

using a machine-learning method with (convolutional) neural networks. In our case, the

too low amount of training data prevents from such an approach.

Our methodology should therefore be compared to mixed approaches, like the already-

mentioned work by Hashemi et al. (2017). The global approach is the same: generate

a data-driven clustering of the seismic, and then 'tie' it to some external, global input

data. A di�erence in our case is that our prior information is of a 'binary' kind, i.e. an

image with binary values or continuous probabilities in [0; 1], while Hashemiet al. (2017)

de�ne regional facies. In our method, no iterations are used to constrain the clustering a

posteriori. Our idea is that the clustering is already done with a high number of clusters

(ideally, very high), so that the clusters probability assignment phase creates groups of

more or less 'probable' clusters in terms of object representativity (see part 2.2 in the

article).

In a recently published patent, Osypov et al. (2018) propose a method for 'seismic fa-

cies identi�cation using machine learning'. This method is not far from the one developed

in our article. One option of their work
ow is to start from a supervised, or unsupervised,

clustering of seismic data (e.g. thanks to an attribute representation); it is then followed

by matching some geological facies, available from 'an appropriate computational strati-

graphic model', to the clusters. This is done with a machine-learning tool (claim 9 of

Osypov et al. (2018)'s patent). Although the authors do not mention the case of object

delineation, it is clear that their 'facies-matching' step corresponds to our 'cluster proba-

bility assignment' step. A point remains unclear, however: whether the 'facies-matching'

is done in the seismic data space (i.e. using a synthetic seismic block formed from the

computational stratigraphic model), or directly from the stratigraphic model itself.
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(a)

(b)

(c)

Figure 2.18: An example of application of the (supervised) iterative multiplicative �ltering for data labeling
by Bergmann et al. (2017) on a test image (a), represented by 7 textural attribute images. 20, resp. 25,
class centers were picked manually on the reference image in cases (b), resp. (c). Black arrows show the
area of improvement (better discrepancy) from (b) to (c). Both cases were tested for two di�erent sizes
of uniformly-weighted �lters: 3x3 window (left) and 5x5 window (right). Red lines are rough contours of
expected objects.
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2.5 Conclusion

In this chapter we have focused on the development of a methodology for MTD identi�ca-

tion in a 3D seismic dataset. To extract appropriate information e�ciently from a seismic

dataset, we have had to deal with the integration of data-driven and knowledge-driven

information, the diversity of seismic characters of MTDs, the uncertainty associated to

any 'ground truth' in seismic interpretation, and computing time.

Identifying MTDs in a seismic dataset can be done by extracting textural information

from the dataset. The method we have presented is quick to compute on a training set.

It conveys both the uncertainty in the prior input and the structure of the data cloud

in the textural attributes space. It yields objects in the 3D volume, which correspond to

expected MTDs, for most of them. We are therefore able to locate MTDs in seismic data,

in position and extension, while preserving the variety of their characters. In this respect,

we have reached our �rst objective.

The consistency of the method that was presented in this chapter enables us to validate

and emphasize two points:

� At least in such relatively shallow depths as in our case, the textural information

extracted with no a priori from the seismic data allowed for a 3D delineation globally

consistent with the prior interpretation. This shows that an unsupervised data

representation as we have done contains some ready-to-use high-level information,

i.e. only a small step is needed to select from it the right information answering a

speci�c application.

� Certain texture types, although present elsewhere in the seismic data, are charac-

teristical of certain regions of MTDs. These objects can then surely be described

as aggregates of some textural facies. In the full-stack dataset, the minimal facies

needed to detect an MTD according to the prior information given in the train-

ing dataset are the transparent, ridged and chaotic facies. This point in particular

accounts for the internal variability of MTDs, as the spatial distributions of these

texture types is not the same from one MTD to the other.

Finally, distinguishing data-driven from knowledge-driven computations enables to provide

an unsupervised data representation independently of the MTD identi�cation objective,

available for potentially other purposes. It also permits to weight the prior input accord-

ing to its acknowledged level of uncertainty. The next chapter will also deal with such

questions of how to use both data-extracted and knowledge-based information, although

this information may be qualitative and concerns an interpretation objective.
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Chapter 3

Interpretation of MTD properties: prop-

erties of mass transport events

3.1 Introduction

In this chapter, we focus on the second purpose of this PhD project: discriminating

potential physical processes acting over geological times, responsible for location, geometry

and internal heterogeneities of MTDs.

3.1.1 Assessing the responsibility of physical processes for MTD characters

In order to recover the history of one MTD from its seismic signatures, interpreters rely

on models, concepts, heuristic rules, and also example cases, that their geological back-

ground gives them. All these elements, when explicitly mentioned in published articles,

are a source of invaluable knowledge for other interpretations.

Terzaghi (1950) wrote about mass transports: 'A phenomenon involving such a multitude

of combinations between materials and disturbing agents opens unlimited vistas for the

classi�cation enthusiast. The result of the classi�cation depends quite obviously on the

classi�er's opinion regarding the relative importance of the many di�erent aspects of the

classi�ed phenomenon.' Varnes (1958) commented on this citation that 'each classi�cation

(...) is best adapted to a particular mode of investigation, and each has its inherent ad-

vantages and disadvantages'. Indeed, several authors have provided classi�cations of mass

transports and/or MTDs. Varnes (1958)'s criteria are the type of material involved and the

type of movement. Mulder & Alexander (2001) classify sedimentary density 
ows, based

on physical 
ow properties and grain-support mechanisms (which can be matrix support,

particle interactions, 
uid turbulence). Moscardelli & Wood (2008) classify mass transport

complexes (large MTDs, or series of MTDs) in o�shore Trinidad according to geomorpho-

logical factors, as well as causal mechanisms and source area characters. Posamentier &

Martinsen (2011) classify mass transports according to the involved deformational pro-
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cesses within the transported mass. In these classi�cations, classes relate to interpreted

types of mass transport, as de�ned by expert authors - and thus, di�erent classi�cations

occur for di�erent applications or viewpoints.

Submarine landslides are also studied with forward approaches. These produce models

that prove certain causal relations between one physical parameter and a resulting char-

acteristic of the MTD. For example, by analog modeling, Sawyeret al. (2012) show the

dependency between the source area morphology and the initial 
ow factorFf of a subma-

rine 
ow (see 1.3.2): for a high Ff , the source area is smooth and 
at; for a mediumFf ,

it is irregular with steps produced by retrogressive failure; for a lowFf , only the surface

of the region close to the slope failure is modi�ed.

A physical model, however, is essentially a simpli�cation of a natural event, that investi-

gates one or a few processes at a time. In the case of submarine landslides, this point is

worthy to note, as slope stability models, which describe the pre-triggering and triggering

phase of a mass transport, are rarely joined to 
ow models involved during the transport

(to our knowledge): the transition from a material holding within a morphology de�ned

by the pre-failure bathymetry, to a set of grains or particles acquiring velocity and �nally


owing, is not well known.

Inferring past processes from seismic data is a question of causation: what phenomenon

triggered the mass transport? What processes did the mass transport, and then its de-

posit, undergo during their history until now? What current properties of the MTD are

we actually imaging in seismic data? Overall, what phenomenon, processes and properties

caused the MTD to give the seismic response we see? For each explanation to �nd, mul-

tiple causes may be invoked and causal chains (such as factor f1 causing f2, itself causing

f3, itself causing f4, etc.) may be involved.

As shown in section 1.3, a mass transport trigger occurs when the Flow factorFf gets

higher than 1, which can happen both because of long-term mechanical evolution or be-

cause of a punctual triggering event (e.g. tectonic-related uplift in a margin, as opposed

to the sudden release of gas from gas hydrates and weakening of a sediment layer); a pro-

cedure called 'back analysis' typically aims at assessing some properties of the material

just before the slide, based on the slope state immediately after the slide and a given slope

stability analysis method (e.g. Limit Analysis, see section 1.3.2). Back analysis, however,

is useful only when a lot of information is available on the slope state after and before the

slide, which is not the case with MTDs.

One transport process can also result from several causal factors; for instance, a high ve-

locity in a mass 
ow can be caused by an initially high upslope position of the destabilized

mass, and/or by a steep slope favoring acceleration.

One seismic character can be due to several processes or current characters of the MTD;

for example, strong seismic amplitudes in the MTD may result from lithologic changes, or
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from heterogeneous 
uid distribution. Discriminating between one or the other requires

comparing di�erent kinds of information, potentially coming from di�erent kinds of data

(e.g. cores and 
uid-
ow simulations).

To eventually trace back the original processes involved in a mass transport requires to

have a su�cient net of arguments, one refuting the other or, on the contrary, con�rming

the other.

The challenge here is thus not to discriminate one process responsible for the charac-

teristics of an MTD; instead, we have to take into account the multiple MTD seismic

signatures and these multiple possibilities of causation, and to come up with one or sev-

eral hypotheses, keeping track of all the possibilities.

3.1.2 Dealing with multiple heterogeneous causal factors in geoscience

In geoscience, many subjects involve such diversity of potential causal factors. A well-

known example is the multiple factors that control the global climate change. They in-

clude the carbon and water cycles, plate tectonics and ocean dynamics, solar activity,

volcanism, orbital variations of the Earth, and human activity. All these factors can im-

pact each other and result in intermediate phenomena which may be considered causes for

temperature elevation. For instance, the IPCC1 emission scenarios (e.g. Pachauriet al.

(2014)) represent the impact of human activity (under speci�c assumptions on societal

evolutions) on the emission of several greenhouse gases; these emission scenarios are then

fed to climate models, together with physical parameters, to estimate the temperature

elevation with time. This result cannot be attributed to only one of the multiple factors

acting in climate models.

However, by comparing climate models of a past time period with observed data of this

period, it is possible to quantitatively assess which set of factors are the most likely to

be causal for the temperature elevation. For example, Williamsonet al. (2013) apply a

statistical analysis to a climate model and a set of observed data to �nd out that among

a lot of parameters, those concerning cloud processes and ocean mixing are more likely to

'explain the data' than others. Such an analysis is made possible by the quantitative na-

ture of all examined factors and the presence of a complete (although complex) numerical

climate model.

Another approach tends to conciliate several kinds of quantitative and qualitative data

and information about one domain of study into one standardized description. This is

done by building an ontology of the domain. An ontology of a domain is 'an explicit for-

mal speci�cation of the terms in the domain and relations among them' (Gruber (1993)).

1 Intergovernmental Panel on Climate Change. Link to IPCC webpage: http://www.ipcc.ch/index.
htm.
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In geosciences, according to Reitsmaet al. (2009), 'semantics, ontologies and eScience are

key areas of research that aim to deal with the growing volume, number of sources and

heterogeneity of geoscience data, information and knowledge'. By exhaustively recording

information on a domain, an ontology can be used as a reference of knowledge for any

analysis on that domain.

For example, the geologic time scale, which relates stratigraphy to time, is formalized

into an ontology available on the Internet (Linked Data API (2017)) ; every age is listed

there with relationships to epochs, periods etc., i.e. all the levels of the chronostratigraphic

chart - in several languages. The webpage works like an interactive dictionary where one

can make queries with key words and retrieve information about e.g. any geological period

wanted - see for example Figure 3.1. This ontology is a kind of dictionary or reference set

of knowledge useful for standardized sharing of information. Other ontologies can be built

and related to that one; for instance, Wanget al. (2018) develop an ontology concerning

the 'local geologic time scale of North America, paleontology, and fundamental geology'.

They also provide a methodology to use their ontology, based on a numerical interactive

tool that allows queries and comparisons of fossil information and geological information

(Wang et al. (2018)).

Reitsma et al. (2009) report that ontologies give descriptions rather than explanations.

Malik et al. (2010) call for more knowledge-based systems describing the links between

data and physical processes, in order to formalize the understanding that a community has

of a natural phenomenon. Some ontologies may then represent the rules of inference and

logic that relate physical processes to data, within a speci�c domain of data interpretation.

In particular, we here present two ontologies dedicated to geological interpretations. The

�rst one was proposed by Verney (2009). It is an ontology for horizon and fault inter-

pretation. It contains several pieces of knowledge-based information, as shown on Figure

3.2: some processing methods (allowing to retrieve major horizons and faults from the

seismic block) in the 'Data management' block; the selection of appropriate descriptors

for the analyzed surfaces, in the 'Visual characterization' block; some heuristic rules for

analyzing relative positions and crossings of surfaces, and a method to apply them with

the surface descriptors, in the 'Geological correlation' block. In Figure 3.2, we have added

the corresponding steps of our methodology (presented in section 3.3) in orange, below

the blocks of Verney (2009) (see below).

Verney (2009) applied this framework to build a scheme of horizon interpretation. In

Figure 3.3a, horizon parts are shown together with interpretation of their relative ages.

In Figure 3.3b, several quantitative and qualitative descriptors of these horizon parts are

analyzed, and the heuristic rules contained in the ontology propose to merge some horizon
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Figure 3.1: Example of use of the International Stratigraphic Chart to retrieve Geologic Timescale Ele-
ments: the query was the word 'Cretaceous' to be 'within the label' of the elements searched. Results
include all elements of the ontology having the word Cretaceous in their label. From Linked Data API
(2017): link to the webpage, last accessed Sept. 10, 2018.
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parts into one horizon.

A second ontology devoted to geological interpretation was proposed by Perrinet al.

(2009). It also concerns structural representation of a geological region, although sticking

to the abstract description of a 3D model rather than explicitly related to seismic data.

The authors de�ne four concepts to build the ontology: (i) a Geo-object is a constitutive

element of the region studied (it can be e.g. a surface or a sedimentary formation); (ii) a

Geo-property is a descriptor of a Geo-object; (iii) a Geo-event is any geological event that

occurs during the evolution of the region of study; (iv) a Geo-assertion is a relationship

relating two Geo-events (Perrin et al. (2009)). Here the Geo-event and the Geo-assertion

correspond to the formalization of the understanding of geological processes demanded by

Malik et al. (2010), as do the heuristic rules of the ontology by Verney (2009).

Considering our objective, we have seen that multiple MTD characters and multiple

potential causal processes should be taken into account. Overall, an approach such as

ontologies should allow us to introduce qualitative and quantitative information from the

seismic data, as both formats are involved in existing interpretation models from the lit-

erature. Results of ontology-based interpretations can come from mixed data-based and

knowledge-based information, both involving various characteristics (in our case, seismic

signatures and processes characteristics, respectively). An ontology also allows to display

an exhaustive list of elements related to an object, so that all of them may be considered

objectively. Finally, thanks to its formalized framework, it should allow to disclose ex-

plicitly a whole interpretation procedure; it is also repeatable, if possible with automated

methods.

For these reasons, the second objective of the PhD was tackled by developing a novel

methodology based on the concept of ontologies, for interpreting the diverse characteris-

tics of mass transport processes at the origin of the various seismic signatures of MTDs.

Figure 3.2: Proposed architecture for an ontology for interpretation of major surfaces in a seismic block,
modi�ed from Verney (2009). The orange text below red blocks are the corresponding steps of our method-
ology.

136



MTDs identification and characterization P. Le Bouteiller

(a)

(b)

Figure 3.3: Example of horizon interpretation in the ontology proposed by Verney (2009). (a) Studied
horizon parts shown on a seismic image; two di�erent parts of the image give di�erent information shown
by the two graphs below the image, and resulting in interpretation of the horizons' relative ages (right).
(b) Four descriptors depicted for all considered parts of horizons: two di�erent quantitative descriptor (left
and right), two di�erent categorical descriptors (middle); the �fth rectangle on the right is the ontology
proposal. The ontology proposes to merge part E with part G, and part F with part H, here based on the
similarity of their descriptors.
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We aim at integrating relationships between data-extracted descriptors and external ex-

planatory processes. These descriptors and processes are the 'terms in the domain' in the

de�nition by Gruber (1993).

The approach we propose in section 3.3 �ts in the frame of the ontology by Perrinet al.

(2009), even if it is more focused on one kind of Geo-object only: (i) we have considered

MTDs as Geo-objects; (ii) we characterize them by their properties, and each property by

descriptors, similar to Geo-properties; (iii) we list possible processes that can be related to

Geo-events, although most of these processes are acting over time rather than punctually;

(iv) we list potential impacts between events, like Geo-assertions - in our case we also have

impacts from Geo-events on Geo-properties.

Our approach can also be related to the global framework proposed by Verney (2009); see

Figure 3.2. The work we present in section 3.3 is not automated, however. Further work

should be done if such purpose was chosen.

3.1.3 Organization of this chapter

The organization of this chapter is as follows: in section 3.2, we describe how we built facies

groups on the full-stack seismic data thanks to the clustering presented in the previous

chapter. These facies groups are used in the following. In section 3.3, we introduce the

methodology that has been developed during this PhD, in the form of an article that

was submitted to the Marine and Petroleum Geology Journal, reviewed and corrected

accordingly. A discussion is led in section 3.4. Section 3.5 gives the conclusions and

openings of this chapter.

3.2 Creation of seismic facies groups for MTD description

This section describes how we built the seismic facies that are used as input in the ar-

ticle of section 3.3. The methodology presented in that section relies on several MTD

descriptors that characterize global properties of an MTD: its morphology, its basal and

upper surfaces, its position, its headscarp, its internal facies organization and its global

environment. Here, we explain how we de�ned the seismic facies groups. This subject

was already approached in the previous chapter, to �nd the minimal facies needed for the

detection of an MTD in our case study.

As detailed in section 2.2.3.2, when interpreting a GTM result out of a seismic dataset,

clusters of interest are often gathered into groups, eventually called 'facies' in our study.

We have shown in the previous chapter that for the purpose ofobject detection, we could

use a simple mathematical method that selects and weights the right clusters; in this

case, the semantic information retrieved is the probability that the seismic sample cor-

responds to part of an MTD. By contrast, the association between clusters and seismic
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Figure 3.4: Magni�cation factors (MF) map of the GTM manifold for the full-stack dataset. Cluster labels
(numbers from 1 to 49) are indicated. High values of MF indicate a stretched region of the manifold,
corresponding to 'natural' boundaries between groups of points in the data space.

facies (with names such as 'chaotic', 'deformed', etc.) needs a manual labeling done by

visually comparing a seismic image and its corresponding clustered image (i.e., each pixel

colored according to its cluster number - see e.g. Figure 2.5). This is helped by visualiz-

ing the projected GTM posterior probabilities of the data points onto the latent space, as

shown on Figure 2.7a and 2.7b, where grey dots correspond to the means of these posterior

probabilities.

As mentioned in section 2.2.3.2 (p. 70 and following), the modes of these probabilities

can also be used to create cluster groups. We used these modes, which all lie on cluster

centers (Bishopet al. (1998b)). This way, we created the facies groups by merging GTM

clusters, rather than merging individual points with polygons as is done on Figure 2.7.

Figures 3.4 and 3.5 detail this step further.

Figure 3.4 shows the grid of cluster centers with cluster labels (numbers) in the 2D latent

space, where color represents the magni�cation factor of the GTM-built manifold at each

cluster center.

Figure 3.5 presents the interpretation of clusters in terms of seismic facies. On Figure 3.5a,

an example of the method to assign clusters to facies groups is given, for the deformed

facies. For one seismic section, clusters are interactively displayed and compared to the

amplitude image; the �nal choice of clusters to de�ne the facies group is also compared to

the amplitude image, as also shown on Figure 5 of the article in section 3.3.

Figure 3.5b shows all the interpreted facies groups relevant for our application on the

grid of 49 clusters produced by the GTM. Note that the strong-amplitude sub-horizontal

facies group is opposite the other facies groups on the manifold; other facies groups, more

representative of the internal MTD aspect, are closer to each other on the manifold. Also

note that some of them overlap.

The seismic facies groups we have used for our study are the chaotic, transparent, de-

formed, strong-amplitude sub-horizontal and ridged facies. Their de�nitions and exam-
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(a)

(b)

Figure 3.5: Interpreting facies groups from the GTM-de�ned clusters. (a) Example for the deformed facies:
seismic amplitude image (left), selection of clusters (middle), all selected clusters grouped into one facies
(right). (b) Interpreted facies groups used in our study, drawn on the 2D grid of 49 cluster centers. The
deformed facies, for example, is de�ned by clusters 4, 5, 11, 12 and 13, as visualized on (a). Note that
some facies groups overlap.
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ples on the seismic data are shown, similarly as in Figure 3.5a, on Figure 5. of the article

presented in section 3.3.

As mentioned in section 2.4.2 and shown in section 2.4.4.1 (comparison with a man-

ual delineation), the MTD detection method of the previous chapter does not ensure a

delineation that is precise enough for characterizing properties like object or surface mor-

phologies; Figure 2.16 recalls that the MTD volumes are always underestimated, and that

the strong-amplitude facies of the MTD basal regions are not selected by our method.

Consequently, for the development of this chapter, we introduced manually-delineated

contours - although ultimately the automatically-retrieved contours should be used. We

acquired them on 72 parallel inlines out of the 710 inlines of the cube with MATLAB and

the GOCAD interpretation software.

***

The next section is devoted to the development of the methodology for proposing in-

terpretations, in terms of causal processes, to MTD seismic signatures. We have taken

advantage of the existing models and interpretation rules that have been acknowledged in

the literature. We have also described various characters of MTDs with relevant object

descriptors, extracted from a literature review. Seismic facies are used as an input in the

application of this methodology; now not only the facies variability is taken into account,

but also other aspects of MTDs: their morphology, the characteristics of their upper and

basal surfaces, their position, their headscarps and their global environment.

3.3 Development of the methodology - ARTICLE

In the following article, we propose a methodology for interpreting MTD properties in

terms of mass-transport processes, based on information retrieved from the literature.

The article was submitted in February 2018 to the Journal of Marine and Petroleum Ge-

ology. It was given back for revision on June 25th. The version proposed here has been

modi�ed to take into account the three reviewers' comments and suggestions, and sent

back to the journal on September 20th. The supplementary material associated to this

article is given in Appendix C. Note that in this study, only MTDs A, B, C, D and E of

the former chapter are used. MTDs F, G and H are not used, for several reasons: (i) at

the time of the initial writing they were not already detected in the seismic data; (ii) they

are small comparatively to the others; (iii) adding them would not change the content of

the article.
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3.4 Outlook on the knowledge base automation

In the previous section, we have presented a novel methodology to propose hypotheses on

the causal factors at the origin of the seismic signatures of MTDs. It relies on a knowledge

base built from the literature, thus corresponding to an ontology - although the knowledge

base is not perfect nor exhaustive yet. The application we have made can constitute a

proof of concept, showing that the knowledge base and the methodology to use it could

be used for other applications.

In order for the knowledge base to be shared, usable and modi�able by others, it should be

formalized with the standardized Semantic Web technologies, as referred to by the World

Wide Web Consortium (W3C), \an international community that develops open standards

to ensure the long-term growth of the Web" (W3C (2018)). For this, some speci�c tools

are needed, as highlighted by Maliket al. (2010).

In particular, a speci�c formal language is to be used for expliciting the description of

heuristics, logical rules, and relationships in general between data-extracted elements and

external processes. The Ontology Web Language (OWL) is the standard language for such

task. OWL is the format of ontology �les that are shared accross the internet to share

semantic representations of knowledge. An open-source ontology-edition software can be

found on the Prot�eg�e 2 webpage; the Prot�eg�e editor is developed and maintained by the

Stanford Center for Biomedical Informatics Research (Musen (2015)).

Similarly to Wang et al. (2018) (mentioned in section 3.1.2), we then need to create a

system that allow interactive queries and visualization in order to use the knowledge

stored in the OWL-formatted ontology. Descriptor by descriptor, the user would ask for

all the potential causal chains of processes leading to the descriptor, and visualize the

rules that are associated to each edge of the graph involved in the chain, together with

the associated literature source(s). In this way, the work presented in the article would be

transcripted to the computer.

Several developments would then be required, e.g. in order to de�ne how to enable tests of

hypotheses via weighting di�erently several edges (of the graph). In a broader sense, the

accurate representation of context-based information to be added a priori or a posteriori

is another challenge, summarized by Reitsmaet al. (2009) as abstract \incorporation of

context into reasoning".

2https://protege.stanford.edu/
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3.5 Conclusion

In this chapter, we have focused on the second objective of the PhD: interpretation of

MTDs in terms of processes that may explain their seismic signatures.

Several challenges were associated with this objective: diversity of mass transport pro-

cesses, diversity of MTD characters; balancing the subjectivity of interpretation and the

objectivity of existing geological knowledge; variability of interpretations, and possibly

multiple causal processes for one MTD-related elements.

To address this question and these challenges, we have developed a novel methodology.

It is based on a graph which contains information extracted from the literature. This

information is represented by the nodes, which show the diversity of MTD characters on

the one hand, and of mass transport processes on the other hand. The edges of the graph

carry pieces of information which, as they are considered all together, becomes more and

more free from the bias of observation or modeling. Introducing external knowledge on a

speci�c study can be done, thereby adding subjectivity to interpretations, which is needed

in particular to take other kinds of data into account.

The methodology has several limits, exposed in the previous section. It needs rather good-

quality data as input, so that it may not be applicable everywhere; it is not complete,

both because of potentially missed articles, and because of the biases present within the

literature.

Nevertheless, we have shown an application on the seismic block of the Amazon basin

which gives correct results. Next steps for improving this methodology is primarily by

extending the graph content, formalizing it to a standard numerical represetation, and

automatizing the acquisition of results with an interactive approach.
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Chapter 4

Implications of our methods for inter-

pretation schemes and for sedimen-

tary basin understanding

This chapter aims at showing how the two methodologies developed for Identi�cation

(chapter 2) and Interpretation (chapter 3) are valuable for interpretation schemes and

sedimentary basin understanding. The two methodologies are examined together. We

then evaluate the way seismic and external sources of information have been used and

how our methodologies bene�t from them. We �nally give some insights on how this work

can contribute to sedimentary basin understanding.

4.1 Relationship between the two objectives of identi�cation and

interpretation

The initial research problem leading to our objectives 1 and 2 is part of questions on

the impacts of mass transport on the in�lling of a sedimentary basin, and the factors

that control mass transport processes. The two methodologies we have proposed are a

step forward in the understanding of such impacts and factors, by using both data- and

knowledge-based information. The identi�cation methodology gives as output delineated

objects with access to internal facies variations. The interpretation methodology takes as

inputs several MTD descriptors, and yields hypothetical interpretations as outputs.

In this work, we have chosen to distinguish the two, as their contributions are di�erent and

they can be used independently anyway. Our applications have been done independently:

for the input of the interpretation methodology, we have used manually-delineated MTDs

within the cube, instead of the automatically retrieved ones. However, the respective con-

tributions of both methodologies would be enhanced if the outputs of the identi�cation

could serve as input for the interpretation. Figure 4.1 summarizes the global work
ow
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joining the two methodologies in such case.

In this section, we reconsider all the inputs of the interpretation methodology. We

evaluate the possibility to retrieve some of them from the identi�cation outputs, and we

examine how objective the methodology can be while using other qualitative and binary

descriptors.

4.1.1 Objects and their contours

In section 2.4.4.1 (p. 124), we have compared the objects yielded by our identi�cation

methodology and those from a manual delineation. The volume of the retrieved objects

with our method is underestimated compared to a manual delineation.

As shown in Figure 2.16 (p. 125), one manually-drawn object might be retrieved as two

separate objects in our method. This �rst point can be related to (i) the quality of the

seismic data to resolve thin regions of the object (which, if too thin, might create an

arti�cial break), and (ii) the parameters used for the post-processing, precisely for the

morphological closing of the 3D image. Regarding point (ii), Figure 4.2 shows the result

of two di�erent morphological closings on one section of the cube. A sphere was chosen as

structural element for the closing as it is the least-informative 3D shape. The �rst result

is the one as used in our article, section 2.3, i.e. where the structuring element is a sphere

of radius 10 voxels (i.e. 225m laterally, 36ms vertically; it approximately corresponds to

the size of the texture patches (11x11 voxels)). The second result was obtained with a

sphere of radius 15 voxels (i.e. 350m laterally, 56ms vertically). We see that, due to this

larger radius, the main body of the MTD has softer contours and even the two objects

get joined. However, we keep only pixels with positive probabilities after this morpho-

logical operation, which separates the objects again. Although the result of the closing

with larger structuring element (Figure 4.2b) seems more relevant (one object only, more

relevant contours that follow the shape of the manual one), it does not take the posterior

probabilities into account. In such a case, some pixels with seismic facies irrelevant of the

MTD could be added, or hide speci�c traits of the contours (e.g. ramps) due to the closing

operation. For consistency, we still keep only pixels with strictly positive probability. In

this case, even with a closing with larger structuring element, our methodology is not able

to recover the objects as one piece. This implies that, for them to be considered as inputs

for the interpretation methodology, a manual step has to be included to join the regions

that belong to a same MTD.

Figure 2.16 (p. 125) also shows that the contours of the objects retrieved by our method-

ology are not reliable for descriptor characterizations like basal surface ramps, plunging

pool indicator etc., i.e. input descriptors for the interpretation. Thus, considering the
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Figure 4.1: Proposed work
ow joining our two contributions into a global methodology for mass transport
process interpretation from seismic data.
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(a)

(b)

(c)

Figure 4.2: Objects recovered as one or more pieces. (a) Result of the object post-processing on one seismic
section as presented on Figure 2.16. (b) Result of the object post-processing, where the morphological
closing uses a larger structuring element - including all pixels. (c) Result of the object post-processing,
where the morphological closing uses a larger structuring element - selecting only pixels with positive
probability. Black arrows indicate pixels added compared to (a).
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state of the methodology to date, delineations obtained from ou identi�cation work
ow

cannot be used directly as inputs for the interpretation methodology.

A manual / semi-manual delineation of the objects' contours has to be used in comple-

ment to the automatic identi�cation, to include all relevant features of the object contours.

One could either use a horizon propagation (where surfaces follow a horizon) in dedicated

softwares or a manual picking for erosional surfaces. In this case, the delineation must

picked with enough precision, as detailed in section 3.3. For example, missing upslope

ramps that in reality a�ect the basal surface cancels the emergence of the hypothesis of

a retrogressive series of mass transport events. A too loosely-picked basal surface could

prevent from recognizing a relatively steep lateral erosive wall, thus an erosive transport

and other potential causes to this erosive character. The replacing manual delineation

should thus make it possible to further interpret the basal and upper surfaces with the

interpretation methodology.

4.1.2 Objects and their internal facies

We have discussed in section 2.4 the improvements that 3D seismic facies consideration

would allow. In the seismic cube and inside the identi�ed MTDs, facies are one key result

of our identi�cation methodology. They are also used for input descriptors of the graph

in the interpretation.

Facies maps and lateral proportion curves allow to characterize quantitatively the internal

facies distributions (see Figure 4.3). One lateral proportion curve is the integration of a

facies proportion map over one direction; for instance on Figure 4.3, the lateral proportion

curve varying along direction 1 is the integration of the facies map over direction 2. Yet

to relate these elements to orientation-related descriptors depends on the orientation of

the cube. In our case study for example, the cube is dip-aligned, yet the MTD direction

is not only aligned with this direction. Here 3D facies would be better adapted to show,

e.g., ridged facies in directions other than dip, and, if any, preserved blocks aligned in the

MTD principal direction.

The fact that MTDs may not be aligned with the inlines, or crosslines, of a seismic

cube, makes it less relevant to use lateral proportion curves. Facies proportion maps are

considered relevant because MTD morphologies are rather spread on the two horizontal

directions compared to the vertical one. If the MTD is oblique to the inlines and crosslines,

then one could pick a 'random line' crossing through the MTD, and integrate along this

direction.

For now, facies descriptors within the MTD are studied with a lateral proportion curve

only if analyzed together with the facies map. However, in the future, using curves rather

than a map would allow to get simple quanti�cations of facies variations (e.g. on Figure
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Figure 4.3: Integrating facies to create facies maps and lateral proportion curves. Five seismic sections are
shown with the corresponding MTD sections, colored according to cluster numbers. The red-level facies
map shows the vertical proportion of one facies (as de�ned in section 3.2 and Figure 3.5) in each column
of the MTD (integration over direction dir. 3). The curve shows the lateral proportion of the facies, in
each dip-oriented section of the MTD (integration over directions dir. 2 and dir. 3).

4.3, 'high facies proportions' vs. 'low facies proportion' on each end of the curve).

4.1.3 Qualitative and binary MTD descriptors

Among the inputs to the interpretation methodology, qualitative descriptors are categor-

ical ones (e.g. the Headscarp morphology), that have to be assessed by the interpreter.

These may be exposed to subjective observations. In this case the input carries some

undesirable bias.

Concerning binary descriptors on the presence or absence of certain feature, a limit here

is given again by the data resolution and coverage. The presence of ramps on the basal

surface of an MTD, for instance, may not be seen if the picking grid for the contours was

not precise enough.

While building the graph, we selected descriptor nodes to be 'elementary' descriptors

of the MTD, i.e. that do not depend on other quali�ers, thus as unbiased as possible. The

manual input is still needed, though. The objective of the interpretation methodology is

not fundamentally to be fully automated (although in the long term it would be prefer-

able) but primarily to provide a framework for comparable interpretations. An interpreter

using the graph should therefore be aware of these limitations and, potentially, put less
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weight a priori, either on the edges of the graph directed at these descriptors, or on the

hypotheses arising from these descriptors.

4.2 How have we made the most of seismic data and prior in-

formation?

In section 1.6, we have mentioned several elements that challenged our objectives. We

now recap how our approaches and contributions deal with these elements.

4.2.1 Mixing a-priori expertise and new objective methods

In both methodologies presented in this document, we have tried to di�erentiate the

contributions of 'objective' origin - such as a dataset or a knowledge base -, from those

of more subjective origin - such as interpretations from an expert. On the left-hand

side of Figure 4.1 are displayed the stages of the global work
ow where one or several

user(s)/interpreter(s) are directly involved. They consist in:

1. Identifying the range of scales to use for characterization of patterns in the seismic

data, in order to de�ne the range of parameters for the textural attributes compu-

tation.

2. Potentially annotating the training images with prior probabilities; giving a value for

the � con�dence parameter according to the uncertainty on the annotation, coming

either from the interpreter or from an external computation.

3. From an expectation on the objects typical size and morphology, giving (i) an

adapted sampling rate for propagation, (ii) one or several geometric constraints

for object �ltering, (iii) one or several intensity constraints (i.e. based on the pixel

values) for object �ltering. This input may actually be not used, if all sections are

used for propagation, and if an e�cient computer interface enables to perform the

�ltering interactively.

4. Interpreting GTM clusters in terms of seismic facies, i.e. associating facies labels

to textural descriptions (similarly to what is done in Figure 3.5, p. 140); retrieving

MTD descriptors for the interpretation.

5. Weighting hypotheses according to the studied context, among the possibilities given

by the graph methodology. This comes after, or prior to, the use of the graph, and

could be done in a quantitative manner in the future.

Throughout this work
ow, the user's input should be motivated by other data on the stud-

ied region. It could be well log measurements or cores allowing for precise facies de�nition

guided by the seismic facies at the well positions. This strengthens the de�nition of seismic
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facies for interpretation (item 4. of the list). It could also be results of previous studies

on other parts of the basin, showing certain sizes/morphologies of MTDs and leading to

expect the same kind of objects in the studied region (items 1., 2. and 3.), or certain kinds

of processes (item 5.).

On the other hand, we emphasize three main contributions from a dataset and/or a

knowledge base, i.e. not including any a priori interpretation and comparatively denoted

'objective':

� Data representation through texture as a non-selective set of seismic attributes, i.e.

representation of the whole variability of multi-scale seismic textural facies;

� Unsupervised clustering for data-driven representation of similarities between pixels;

� Knowledge-based hypothesis proposal for interpreting mass transport processes.

Finally, the mix between both sources of information is mainly performed during the

following stages:

� Cluster posterior probability assignment, where two image segmentations are com-

bined: one containing the data-driven clustering, one containing the prior probability

annotations (see e.g. Figure 2. of the article in section 2.3);

� Propagation, where the clustering and posterior probabilities are computed for pixels

from other seismic sections;

� Assessing the �nal results of the knowledge-based interpretation.

Therefore, both sources of information are coupled in our methods. The whole work
ow

is not designed for automation only, but rather for interactive numerical work.

4.2.2 Adaptability of the method to any kind of seismic data

The applications presented in this document were done on a 3D seismic cube - although

initially based on 2D extracted sections for the Identi�cation. Both methodologies may

nevertheless be applied as well on 2D seismic pro�les alone.

Concerning the identi�cation methodology: its main interests are to save time, to poten-

tially cover the lacks of manual delineation, and to preserve a multiplicity of facies inside

the objects. For a huge set of similarly acquired and processed 2D seismic pro�les, the

methodology will be useful, as the propagation stage will save time. For very few 2D pro-

�les, however, con�dent manual delineation and facies classi�cation might not be so long

to acquire, in which case the methodology would not reduce the study time; nevertheless,

distinguishing and quantifying the di�erent facies, their similarity and their distribution
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inside the MTDs still seems valuable with the unsupervised part of the methodology.

Concerning the interpretation methodology: as mentioned in the article (section 3.3),

several limitations arise concerning the quality of the seismic data needed to have access

to input property descriptors. Another point is that using 2D pro�les rather than a 3D

cube will give access to di�erent MTD descriptors for the input. Typically, the whole

length of a huge MTD can be covered by a 2D pro�le while it is less likely in a 3D cube.

Conversely, the generally poorer seismic resolution of 2D data gives less precise facies and

surface morphologies. The Global Environment property descriptors may also be lacking

if using only one 2D pro�le.

Finally, on the whole, both methodologies produce their best results with high-quality

data and high computer power - enabling a 3D textural attribute computation, a �ne ini-

tial clustering (with more than 49 clusters), a propagation on many sections or the whole

cube, an interactive seismic visualization interface, and a quick automation of the graph

structure.

4.2.3 Point-by-point practical solutions

Here is a recap of the main challenging elements presented in section 1.6:

1. Mass transport processes and MTD characters are diverse;

2. The numerical de�nition of a structural model in a seismic image usually requires a

manual input;

3. The numerical de�nition of objects within a seismic image is likely to depend on the

scale of study;

4. The numerical de�nition of seismic facies is likely to depend on the scale of study;

5. Manually delineating an MTD in a seismic image starts by spotting only parts of it

�rst;

6. Seismic facies are not su�cient to represent all the variability of geological facies;

7. Manual interpretations can di�er from one interpretation to another: the 'ground

truth' is never known in underground studies.

Items 1., 3., 4. and 5. have been handled by the choice of our local, yet multi-scale,

approach: we work with several typical textural facies, instead of only one; and working

with facies rather than geometrical constraints avoids having to use only one size or mor-

phology of objects (the geometrical constraint is added only during the post-processing of

the identi�cation methodology). This release is limited of course, as seen in our results.
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Patches are still to be de�ned anyway, thus their size still constrains the maximum and

minimum sizes of discernible patterns.

Items 6. and 7. have been handled by the choice of our interpretation methodology, where

(i) facies distribution descriptors are chosen among the most e�ective for interpretation

according to the litterature; and (ii) variable hypotheses are actually included in the graph.

Item 7. has also been handled by the introduction of probabilities and a con�dence pa-

rameter in-lieu of a 'ground truth' in the identi�cation methodology.

Finally, item 2. is not improved by any feature of our contributions. Again, a manual input

is needed for de�ning the structural horizons and faults that de�ne a stratigraphic model

from a seismic cube. Nevertheless, we will show in the next section how our contributions

can be related to the stratigraphic understanding of a basin.

4.3 Implications for sedimentary basin understanding

Interpreting mass transport processes associated to MTDs is key to a better understanding

of the sedimentary evolution of a passive margin. In this section, we propose ways in which

the methodologies presented in this thesis could improve this understanding.

4.3.1 Facies-based approach

The facies classi�cation and object presence probabilities that we have proposed could be

used for inferring the evolution of depositional environment with time; from the analy-

sis of the facies distributions in the seismic cube, one can �nd elements that distinguish

several seismic units. For example in Figure 4.4, the deformed facies is shown on one

section. This deformed facies appears to be related mostly to slopes and a little to some

basal regions of MTDs. A delimiting horizon (Horizon H1) can be drawn to separate two

seismic units, and the deformed facies spatial distribution appears to di�er in both units,

thus supporting the de�nition of H1.

The integration of facies as already presented in section 4.1.2 may further be done

laterally in the geological time frame: following 'iso-age' surfaces determined by an as-

sumption on the stratigraphy between two horizons. For this, we need a su�cient number

of horizons. Figure 4.5 shows how, from the study of one seismic cube and its associated

clustered cube, we could make a hypothesis on the positions of iso-age surfaces in the

cube. Then, instead of integrating facies horizontally in the cube, one could integrate

along these iso-age surfaces. In the �gure, for a �rst approach we assume that these

surfaces are parallel to the top horizon of the layer (here, the seismic unit). Figure 4.6

shows the 'sub-vertical' integration curves of several facies groups in this case, for the

top-most seismic unit of Figure 4.4, i.e. the unit containing MTDs. It also shows a curve

of 'MTD-like' facies, corresponding to the grouping of clusters having maximum posterior
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Figure 4.4: Clusters corresponding to the Deformed facies (numbers 4, 5, 11, 12, 13, see also Figure 3.5)
on one seismic section. Horizon H1 is a hypothetical unconformity between seismic unit (I) (ancient slope)
and unit (II) with MTDs.

Figure 4.5: Determination of a stratigraphic pattern to use for calculating 'vertical' facies proportion
curves along the geological time. From the study of a seismic cube (left) and its corresponding clustered
cube (middle), we hypothetize the pattern to use (right). Here, for a �rst approach, iso-age surfaces are
considered to be parallel to the top horizon of one layer.
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Figure 4.6: Facies proportion curves calculated along the geological time on the clustered full-stack seismic
cube, in the top-most layer (between horizon H1 and the sea
oor, see Figure 4.4), given the pattern
shown on Figure 4.5. Approximate positions of MTDs in time are given. The 'MTD-like' facies kind
is the grouping of clusters having maximum posterior probabilities in the cluster probability assignment
presented in chapter 2.

210



MTDs identification and characterization P. Le Bouteiller

probabilities in the cluster probability assignment of chapter 2. On these curves, the pro-

portions of several facies, especially the chaotic, ridged and transparent facies, apparently

correspond to the depths of MTDs A, B and C (for the position of MTDs in the cube, see

Figure 3 in the article, section 3.3). MTDs D and E are less visible, probably due to their

small thickness.

A potential development of using vertical proportion curves in the geological time frame

is to infer the evolution of the deposition of certain facies kind with time, i.e. relating this

facies to certain depositional environments. In particular, a cube of posterior probabilities

such as given by our method (see e.g. Figure 6 of the article in section 2.3) could allow

to assess the evolution of the proportion of 'MTD-like' sediments in successive sedimen-

tary layers. This may provide interesting input constraints for sedimentary basin forward

modelers.

4.3.2 Object-based approach

The MTD descriptors de�ned in the graph are global, i.e. one descriptor describes the

whole MTD (for instance, facies-related descriptors characterize the entire facies distri-

bution and not each pixel separately). This allows to compare two geobodies in a same

seismic cube. It could also be used to compare one seismically-detected MTD and a sec-

ond MTD, e.g. one lying on the sea
oor, which is not visible in the seismic data; this

would have to be done using only relevant descriptors - for example, comparable facies

descriptors cannot be retrieved for the second MTD if it is not within the range covered

by the seismic.

More importantly, for forward models that simulate the deposition of an MTD, the model

could be compared to the real one through the use of such global descriptors.

4.4 Conclusion

In this chapter we have detailed the relationship between the two methodologies developed

in chapters 2 and 3, to show the limits that remain; they mainly concern the need to

improve the contours and volumes of the identi�ed MTDs if they are to be used directly

as an input for the interpretation methodology, and the quality of the seismic data used.

We have also stated the key points that enable us to deal with the challenges associated

to our objectives. Finally, we have proposed prospects for which our approaches could be

advantageously exported in terms of understanding of sedimentary basins.
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Chapter 5

Conclusion and perspectives

This PhD report has been devoted to understanding better mass transport deposits and

their origin, through an approach of seismic data. Two main objectives were given: being

able to locate MTDs in seismic data, in position and extension, while preserving the

variety of their characters, and to characterize physical processes acting over geological

times, responsible for location, geometry and internal heterogeneities of these MTDs. The

Amazon O�shore River Mouth basin was chosen as a case study for our developments.

In this concluding chapter, we synthesize the contributions of this PhD, discussing how

our initial objectives have been reached. We also suggest some perspectives for future

developments and research.

5.1 Main contributions of this PhD

5.1.1 Methodological contributions

The two objectives of this PhD were: (1-Identi�cation) to locate MTDs in seismic data, in

position and extension, while preserving the variety of their characters; and (2-Interpretation)

to characterize physical processes acting over geological times, responsible for location, ge-

ometry and internal heterogeneities of these MTDs.

Identi�cation

In chapter 2, we have proposed a novel methodology for MTD identi�cation in seismic

data. The methodology leverages existing approaches of unsupervised learning for clus-

tering and supervised learning for integrating uncertain prior information to the whole

dataset.

The coupling of such unsupervised and supervised learning methods is new; it may be seen

either as a globally supervised approach, where the training is performed on top of an un-

supervised clustering; or, as a globally unsupervised approach, where a post-processing
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allows to characterize each cluster regarding certain supervised objective (here: selecting

clusters that are most representative of MTD presence). Within the supervised stage, we

have proposed a new method for incorporating uncertain prior object delineations into

a learning scheme. This addresses the problem of uncertain prior information by giving

access to posterior probabilities that depend on the prior ones. We have also demonstrated

the need for an informative data representation, by comparing two dimension reduction

methods, of which the feature-extraction method proved more adapted to convey the

initially-extracted textural information.

Our application on the three partial-stack cubes and the full-stack cube of the Ama-

zon case study was mostly successful: expected MTDs were retrieved, although some of

them appear only in parts, and overall volumes are under-estimated; therefore the exact

delineation is not achieved. The identi�cation methodology preserves the internal textural

facies variations of MTDs and gives an associated probability as a value of con�dence for

each positively-weighted facies, related to the prior training data. The con�dence param-

eter associated to prior training data may allow additional interpretations: the possibility

to consider the training dataset as non-entirely annotated allows the emergence of objects

in unexpected areas.

The Amazon application has shown the robustness of the intermediate GTM-based unsu-

pervised representation. It has additionally allowed to specify the minimal seismic facies

labels that are needed to detect the MTDs in the studied full-stack cube: the transparent,

ridged and chaotic facies. We have also shown that the object �ltering used in the last

step of the methodology is su�ciently neutral not to jeopardize the quality of results in

terms of variety of MTD objects.

The most important limit to the methodology is related to the consideration of oriented

seismic textures. The initial use of 2D rather than 3D information for data representation

narrows the range of variable facies detected, as well as the aplicability of the methodology

in some cases.

However, despite its limits, this methodology has highlighted that an unsupervised seis-

mic data representation contains ready-to-use high-level information usable for speci�c

purposes requiring a learning step. It is therefore one way to answer the requirements of

objective 1.

Interpretation

In chapter 3, we have proposed another methodology for guiding the interpretation of

processes involved in a mass transport event, based on seismic characters of an MTD.

This novel methodology proposes potential physical processes at the origin of these seis-

mic characters. It relies on a literature review, which is organized in a structured way:
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instances that characterize an MTD are separated from those characterizing a mass trans-

port event; relationships between several instances are stored in a list. We have given

a graph structure to this data, de�ning one node for each of the instances, and de�ning

edges for the relationships, as impacts from one node onto the other. The choice of nodes

and edges relies entirely on the literature review; it highlights the diversity of seismic sig-

natures that may occur on MTDs as well as the diversity of natural processes involved in

mass transports.

With this methodology, we promote an explicit interpretation procedure that is, ideally,

free from any bias. This means that by gathering many di�erent interpretation paths and

considering them all in the application so that not one of them initially prevails over the

other, we hope to approach a non-oriented interpretation method. It is a new way to

use existing interpretation models, by combining all knowledge into one ontology, i.e. a

'dictionary' storing this knowledge e�ciently; the graph itself goes together with a method

to use it, i.e. to use the knowledge stored in the dictionary. Globally, our methodology

allows to break the interpretation process into its objective and subjective components,

by separating knowledge-based information (stored in the graph) and experience-based,

or prior-based, information (added a posteriori to the results, or through edge weighting

in an automated version of the graph).

The graph construction itself allowed to spot, from the literature, the expression of MTDs

in seismic data; it is revealed by several features that we called 'properties', each one de-

scribed by seismic 'descriptors' in our approach. These properties are: the morphology of

the MTD, its basal and upper surfaces, its position in the basin, its headscarp, its internal

facies distributions, and its global environment. The impacting processes were also listed.

We applied this methodology to the Amazon case study. Its results were globally con-

sistent with existing knowledge on the basin. The applicability of this methodology is

limited by the quality of the input set of descriptors, which are themselves dependent on

the quality of the seismic data. This may limit or prevent applications in cases where

datasets have poor resolutions or when the studied MTD is not covered entirely by the

survey area. Nevertheless, the methodology enables comparisons between several MTDs;

it keeps track of several hypotheses without selecting one based on any prior input other

than the knowledge-base content. These elements, together with the organization of this

information into the graph structure and the way to use this structure, contribute to

answer the requirements of objective 2.

A global work
ow

Finally, a work
ow comprising both methodologies is envisaged. In this case, the de-

lineated objects resulting from the Identi�cation step would be used to de�ne some input

descriptors associated to MTD properties for the Interpretation step. Other descriptors
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would have to be provided by the user, from external computations or data observations.

In this respect, the contours of the delineated objects would have to be of su�cient quality

to enable the retrieval of descriptors such as surface ramps or striations. Moreover, the

categorical and binary descriptors that are also used in the Interpretation may be prone to

subjective assessments, which is not desirable. Special care should be taken when getting

the input MTD descriptions, as the output hypothetical interpretations of the methodol-

ogy critically depend on them. Possible enhancements to both methodologies should be

bene�cial to their merging; for example, if contours are better retrieved in the �rst place,

they will provide more reliable basal surface descriptors as inputs to the interpretation

part.

5.1.2 The Amazon case study

We now recall the main points that have come out of our project concerning the Amazon

case study.

We have found the approximate extent in the seismic cube of a series of eight MTDs. The

Identi�cation methodology actually allowed to spot two MTDs which were not initially

expected, because not seen in the dataset.

Our work has brought several elements on the two deepest MTDs of the studied series

(MTDs A and B in chapter 3):

� Their internal facies properties (alternating homogeneous and heterogeneous regions,

low proportion of deformed facies) and their associated erosional markers suggest

that they result from debris 
ows, similarly to other kinds of MTDs encountered in

the Amazon basin, although at larger scale;

� Faults that impact MTD A may be related to the extension that characterizes the

proximal part of the Amazon basin;

� Arguments on the polarities of MTDs' basal surfaces, on their principal direction,

and on the di�erence between A and B suggest an in
uence of the Amazon fan

acting as a secondary sediment source and topographic and structural controls, in

this North-Western part of the basin at least;

� The downslope evolution of upslope scarps as seen in the seismic cube could be a

signature of the global progradation occurring since the Miocene, with large increases

of sedimentation discharges.

These results were obtained thanks to a careful acquisition of the MTD descriptors, as

part of the validation of the knowledge-based methodology.
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5.2 Perspectives

5.2.1 A more accurate and 
exible Identi�cation

In Identi�cation, the key limit in the short term lies in computation power and e�ciency.

We have mentioned that 3D consideration is lacking for fully representing seismic facies in

a cube, and that this could be addressed by using 'slices' of data rather than sections, with

the advantage of 
exible positioning of the slice within the cube. We have also mentioned

that more gray levels could be used in the GLCM representation. Similarly, more clusters

could be asked for during the GTM stage. All of these limits could be overcome with a ded-

icated implementation on powerful hardware. The attribute computation, which can be

time-consuming, is independent for every sample; moreover, the propagation of the GTM

representation to the whole dataset involves both attribute, projection and probability

mapping computations, independently for every seismic section. Both of these operations

can thus be parallel distributed. The presented work shows the concept and feasibility of

the methodology; we expect more added value to come out with more e�cient computing

schemes.

To improve the accuracy of the data representation, one could consider adding an at-

tribute related to the 'depth' of a seismic sample in the image, be it in time or depth.

If in depth, this attribute could be related to the velocity at this depth according to the

velocity model. Similarly to Zhao et al. (2016) who add a stratigraphic constraint to their

SOM clustering, we would then add a depth constraint to the GTM - not within the cost

function as Zhao et al. (2016) do, however.

Another way forward to improve the applicability of the Identi�cation methodology would

be to add interactivity, thanks to a user-friendly interface. This could help in prior and

posterior processings involved in the methodology. For the prior processing, a dedicated

module could allow to import and edit any kind of image chosen to serve as prior input.

The interface could also allow the interpreter to directly draw the prior interpretation on

the seismic image itself. This kind of interaction is partly available through manual pick-

ing or delineation of polygons within existing seismic interpretation softwares. However,

facilitating the acquisition of prior probability images could be useful. An example of such

integrated tool is the Ilastik software for medical image processing (Sommeret al. (2011),

see e.g. Figure 5.1).

As for the post-processing, we here refer to the several �lters on 3D objects that can

be applied after the propagation phase. An interactive interface, where objects can be

visualized and '�ltered', directly showing which objects are a�ected by the �lters, would

be helpful for interpretation, in particular to study objects that appear but were not ex-

pected. Furthermore, with such an interactive tool, the morphological closing could be

monitored and potentially manual tools could be provided to modify and improve the
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Figure 5.1: An application of the Ilastik software to the extraction of neuronal cell bodies and nuclei from
electron microscopy image stacks. Red and green strokes, as well as arrows, are inputs by the user in the
interface. From Holcomb et al. (2016).

resulting contours.

Additionally, as mentioned in chapter 2, another approach could be used for identi�cation

of heterogeneous geobodies or groups of facies: guiding the detection by a de�ned group of

facies rather than by prior probabilities. In this approach, the user would need some ex-

pertise on the numerical facies created by the unsupervised representation; an interactive

tool could help visualize facies one by one on the seismic data, thus easing the creation of

this pre-de�ned group of facies.

Finally, machine- or deep-learning methods are precisely well-known for their accuracy and


exibility. The method promoted by Ebuna et al. (2018) is \objective" and it \minimizes

potential interpreter bias", while at the same time encouraging the use of 'traditional'

seismic attributes that convey a physical meaning. In their 'Karst Multi-attribute Work-


ow', the input features to a classifying neural net (between karst and non-karst areas in

a seismic dataset) result from a statistical analysis selecting the 'best' attributes among a

large list of varied 'traditional' attributes. This method is an example where the seismic

data representation is initially of a higher level than, for instance, textural attributes; in

the following, the statistical analysis schemes they mention avoids making a potentially

biased choice among these 'traditional' attributes. The choice is rather done statistically.

This combination allows a careful creation of the seismic data representation, which in

many cases is as important as the quality of the classi�er itself.

Another path that seems interesting is suggested by the work of Zeiler & Fergus (2014),
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in which the authors display the features learnt by the CNN, after the learning. This ap-

proach could be investigated for cases, like learning the position of salt bodies in seismic

data, where it is not understood yet why such good results are obtained. Studying the

features that an 'agnostic' and successful machine has learnt could lead e.g. to recognize

in these features one or several of our 'traditional' attributes; conversely, it could lead to

a complementary understanding of our perception and interpretation of seismic data.

5.2.2 Transferring Identi�cation methods

The image processing methods proposed for Identi�cation could be applied for several

di�erent cases. First, other seismic data in time or depth and other heterogeneous objects

or regions could be targeted (e.g., for reservoir studies).

Still with seismic data, Lewis & Vigh (2017) have proposed an application which combines

the creation of a probability image indicating salt position in a dataset, and a full-waveform

inversion. The salt-probability image is retrieved by a deep learning approach and trans-

formed into a prior velocity model by replacing in a basic velocity model the velocities of

high-probability regions by salt velocities; then, this prior model is used in the inversion,

and updated only at a few iterations. Several methods which 'deep-learn' a probability

image like the one of Lewis & Vigh (2017) have been proposed recently (e.g., Veillardet al.

(2018), Gramstad & Nickel (2018)). Our methodology could also be tested for salt-body

application, yet it does not compare to those already existing in terms of computational

e�ciency. However, as applied for MTDs, it could for example provide prior estimates

of the uncertainties for velocities in an inversion process, as these uncertainties should be

high in MTDs with strong internal property variations.

The method could also be applied for maps, for instance bathymetric maps or horizon

slices extracted from a seismic cube. Super�cial MTDs could be studied considering these

images. Additionally, at smaller scales, studies have been proposed to map sea
oor marine

habitats as classi�ed regions. For instance, Blondel & Sichi (2009) propose textural anal-

ysis of multi-beam sonar imagery with GLCM-based attributes and using the K-means

clustering. De Clippeleet al. (2017) map live biogenic reef in cold-water habitats through

classi�cation of local topographic features within a GIS environment. Ismail et al. (2015)

classify submarine canyons areas on sonar data. Our methodology could be adapted to

depict heterogeneous marine habitat types.

Finally, object retrieval is a challenge in a lot of domains, among which satellite imag-

ing and medical imaging. A few examples were given in chapter 1. Our methodology

would be worth testing in such applications, especially when a representation with intra-

object/intra-group variations is needed. Probably though, natural images (like photos)

are not an applicable domain for this methodology, as learning a local representation (al-
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though multi-scale) may not be e�cient enough to address the problems posed by these

images.

5.2.3 An automated, comprehensive knowledge-based system

A formalization into a numerical standard framework is an immediate improvement that

would enhance the Interpretation methodology. As detailed in section 3.4, the ontology

editor Prot�eg�e 1 (Musen (2015)) is adapted for that.

Deepening the literature review and keeping it up to date is de�nitely important for the

knowledge base to be as comprehensive as possible. However, in order to have a wide range

of references (as people from di�erent communities do not use the same sources), the in-

volvment of several researchers, ideally from di�erent backgrounds (e.g., data interpreters

and modelers) is recommended. Furthermore, a system able to perform the inference of

hypotheses given certain observations, called a 'reasoner' or 'inference engine', has to be

run on the de�ned ontology. The W3C (2018) gives some example of such systems on

their website. Then, various uses could be proposed, for example putting di�erent weights

on edges of the graph for testing di�erent hypotheses.

Note that by de�nition, ontologies are used in many di�erent domains. The main work

that needs to be done is for the expert of a domain to formalize his/her knowledge into

the ontology elements. In our case, the literature had the role of the 'expert' as our main

source of information.

5.2.4 Suggestions for advances on the Amazon case study

Our applications on the Amazon case study has raised several questions that would be

interesting to tackle in the future. A �rst question concerns the Amap�a Upper Complex

(AUC) described by Reis et al. (2016) (see Figure 1.12). The direction of our MTDs A

and B seems to be aligned with that of the AUC (Fig. 6 in the article of section 3.3). Now

we have seen that the continuation of the MTDs further in the basin with the 2D data

available for this project is hardly obtainable (Fig. 9 in the article). The question remains:

are MTDs A and B, or the upper C, D etc., related to the AUC? They may not be di-

rectly connected, however their occurrence in a speci�c seismic unit of the dataset indicates

that a lot of instability has taken place since the �rst MTDs of the series (MTDs A and B).

This leads us to the second question, mentioned in section 4.3.1, Figure 4.4. From our ob-

servations of the seismic dataset and some cluster-colored sections (as on Figure 4.4 (right)

or Figure 4.5 (middle), it seems that two seismic units appear in the downslope region of

the cube, above the top of the paleo-carbonate platform. These units could correspond

to a former slope sedimentary series (I) underlying a more recent basin series (II) which

1https://protege.stanford.edu/
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includes MTDs. Meanwhile, the observation of the upslope part of the cube (also above

the carbonate top) has led to describe progradation patterns and erosional scarps, that

are probably linked to the downslope MTDs. The upslope series (see Figure 5.2) displays

a former series of undisturbed re
ectors that are topped by a high-amplitude, very regular

re
ector, cut by the �rst scarp. This re
ector is termed 'H1u' in Figure 5.2. Above this

series, at least one other re
ector with similar properties, and other scarps, are found,

together with prograding patterns in the seismic section. We thus suggest investigating

whether H1 and H1u correspond to one stratigraphic event, and why such unconformity

occurs on H1.

A last question to address concerns the shape of current and recent canyons on the sea
oor

of this North-Western Amazon basin. Lisboa et al. (2017) and Gauthier & Gorini (2018)

have studied the spatial variations of these canyons on our seismic cube and on one North-

West of ours. Within the canyons of our cube, Gauthier & Gorini (2018) have highlighted

that South-Eastern canyons have an in�lling character while North-Western canyons are

more erosive. This South-East to North-West evolution is of same 'small' scale as the

di�erences observed between MTDs A and B in our study. This evolution could be an-

alyzed further in comparison with the Northern canyons studied by Lisboaet al. (2017).

Depending on how the trend is con�rmed, one could assess to what extent the Amazon

cone may impact the canyons in�lling processes in this part of the Amazon basin.

5.3 Conclusion

The two methodologies that have been presented in this report o�er ways to take advan-

tage of seismic information on mass transport deposits, by combining existing knowledge

on their interpretation with low-level data-extracted features. They are appropriate to

deal with the variability and uncertainty that underlie the objectives of identifying and

interpreting the seismic signatures of MTDs. The applications we have done demonstrate

that results obtained from the methodologies are consistent. In this concluding chap-

ter, further developments have been suggested for each methodology and for a work
ow

which, in the future, could comprise them both. Perspectives also appear on possible

extensions to other data or application domains. As more and more data and image data

are produced or acquired in natural science, ever more methods will be needed to e�ec-

tively process these data, get relevant information out of them, and �nally understand the

natural processes they display.
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Appendix A

Generative Topographic Mapping for

clustering a dataset

Explanations are given here on the GTM algorithm and how we applied it to our data. For

more details, see Bishopet al. (1998a), Svensen (1998), Bishopet al. (1998b) and Bishop

et al. (1997). Roy et al. (2014) also provide a clear summary on this subject.

A.1 GTM: the model

In the GTM probabilistic model, latent variables in a L-dimensional space are used to

represent the ones of the data space of dimensionD > L .

A prior probability p(x) is given on these latent variables as a sum of Dirac delta functions

centered on theK nodesx i of a regular grid:

p(x) =
1
K

KX

i =1

� (x � x i )

The mapping, a function y with a parameter matrix W , will be de�ned to map all points

from the latent space to a point in the data space. As the latent space is of dimensionL ,

these mapped points will lie on anL-dimensional manifold embedded in the data space.

Figure A.1 (same as Figure 2.6a of this report) illustrates the mapping functiony in the

case whereD = 3 and L = 2.

However, in the data space, real points may not lie precisely on the constructed manifold.

To allow for some noise with respect to the manifold model, the GTM models data points

as being samples of a mixture of Gaussians centered on the reference vectorsy(x i ; W ),
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Figure A.1: GTM principle. From Svensen (1998): \Points on a regular grid in the low-dimensional latent
space (left) are mapped, using a parameterized, non-linear mapping y(x ; W ), to corresponding centers of
Gaussians (right). These centers will lie in the low-dimensional manifold, de�ned by the mapping y(x ; W ),
embedded in the potentially high-dimensional data space".

with common variance � � 1 (see the green spheres on Figure A.1):

p(t jx ; W ; � ) = N
�

y(x; W ); �
�

=
�

�
2�

� D
2

exp
�

�
�
2

kt � y(x ; W )k2
�

(A.1)

The probability distribution model of the data points is then calculated by integrating

p(t jx ; W ; � ) with respect to the prior probability p(x):

p(t jW ; � ) =
Z

p(t jx ; W ; � )p(x)dx

=
1
K

KX

i =1

p(t jx i ; W ; � ) ,

given the de�nition of p(x).

For N data points, the log-likelihood function for this model is:

l = ln
� NY

n=1

p(t n jW ; � )
�

=
NX

n=1

ln
�

1
K

KX

i =1

p(t n jx i ; W ; � )
�

Maximizing l determines the parametersW and � . Note that, at this stage, the model

holds without having de�ned the form of the function y(x; W ).
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The authors (Bishop et al. (1998a), Svensen (1998)) choose a generalized linear regression

form:

y(x; W ) = W � (x) (A.2)

� is a set of J nonlinear basis functions� j in the latent space. As suggested by Bishop

et al. (1998a), in section 2.3 we used Gaussian radial functions. Their centers are also

arranged on a regular grid in the latent space. The number of nonlinear basis functions

and their width (variance, for Gaussian functions) control the �nal smoothness of the

manifold. A larger number of basis functions, and small variances, allow more degrees of

freedom for the manifold but increase the risk of over�tting.

With these elements, the optimization scheme chosen by the authors for maximizingl

is the Expectation-Maximization algorithm (Dempster et al. (1977)). By optimizing the

parametersW and � , the algorithm optimizes the �t between the manifold and the data

cloud. Each iteration of the Expectation-Maximization algorithm consists in two steps: E

and M.

In the E-step, posterior probabilities1, p(x i jt n ; W ; � ), or \responsibilities" Rin , are calcu-

lated, using the current parametersW old and � old:

Rin (W old; � old) = p(x i jt n ; W old; � old)

=
p(t n jx i ; W old; � old)p(x i )P
i 0 p(t n jx i0; W old; � old)p(x i0)

(A.3)

=
p(t n jx i ; W old; � old)

P
i 0 p(t n jx i0; W old; � old)

since for all i , p(x i ) = 1 =K

In the M-step, using

� the Gaussian expression ofp(t jx ; W ; � ) given in A.1,

� the generalized linear form ofy, in A.2, and

� the relationship of the distribution with the calculated responsibilities in A.3

will enable to derivate l with respect to parameters W and � ; setting the derivatives to

zero gives the equations to retrieve the updated values ofW and � . First, the derivation

with respect to W yields the following linear equation in matrix form:

� T G old �W T
new = � T R oldT

1Note that the term \posterior" probabilities is here used in the Bayesian context of the GTM; it is not
the same use as in the supervised framework of section 2.3.
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where � is a K � J matrix with elements � ij = � j (x i ), G is a K � K diagonal matrix

with elements Gii =
P N

n=1 Rin , R is a K � N matrix with elements Rin , and T is a N � D

matrix with one data point t n on each row.

This allows to recover W new . Then, l is derivated with respect to � using the updated

W new . The following equation yields the updated � new :

1
� new

=
1

ND

NX

n=1

KX

i =1

Rin (W old; � old)kW new � (x i ) � t n k2

The optimization can be monitored by the evolution of l or � with iterations, and stopped

when their values stabilize.

A.2 Using the GTM latent representation for clustering

After the optimization, the �nal \responsibilities" Rin of eachx i for each data point t n are

available. The posterior probability distribution for one data point t n is again a sum of

Dirac delta functions centered on thex i of the latent grid, weighted by Rin . It is possible

to use either the mean or the mode of this distribution for each data point t n (Bishop

et al. (1998a)). The mean is

mean
�

p(x jt n ; W opt; � opt)
�

=
KX

i =1

Rin x i

It necessarily lies inside the latent grid. The mode is the point in the latent space with

maximum probability; it is therefore one of the nodesx i :

mode
�

p(x jt n ; W opt; � opt)
�

= argmax f i gRin

In the case of a multi-modal distribution, the mean and the mode may di�er signi�cantly.

For clustering, Roy et al. (2014) and we useL = 2. Roy et al. (2014) use the mean

and plot a fraction of all their data points onto a 2D map representing the 2D latent grid.

They analyze the groups of points that appear and draw clusters by combined analysis

with the seismic data (see Figure 2.7). We use the mode of the distribution; the clusters

are then composed of groups of points associated to the samex i . Further processing is

done afterwards, either in an automated manner (section 2.3) or with an analysis similar

to that of Roy et al. (2014) but based on points already clustered according to the modes

of their posterior distribution.

Bishop et al. (1998a) highlight that the mapped points y(x i ; W ) of the latent points x i

have a topographic ordering, meaning that two points that are close in the latent space

will be mapped to similar points in the data space. This topographic property is what
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Figure A.2: One section of the training dataset, where every pixel is colored according to its cluster label
(a number from 1 to 49). On the right, the same section is shown, with a mask corresponding to the
ground-truth associated to this image (see also Figure 2.9a, p. 81).

allows to interpret the similarity between points or clusters.

A.3 Choice of parameters

In the application of GTM presented in section 2.3, we use the 2D version of GTM (L = 2).

We use a latent grid of size 7x7, i.e. withK = 49 nodes. Given our clustering scheme, this

yields 49 clusters - to be characterized afterwards by a probability value of representing

the occurrence of an MTD (as proposed in section 2.3), and/or to be grouped into seismic

facies groups (as proposed in section 3.2).

This number 49 was chosen after qualitatively analyzing results of GTMs run for 9, 16,

25, 36, 49, 64, 81, 100, 121 and 144 nodes. The resulting clustered sections of the training

dataset were each time studied, as shown on Figure A.2: withK < 36, GTM labels on the

sections, and also within MTDs, are not varied enough to represent facies variations. For

K > 36, variations of clusters begin to appear (on Figure A.2,K = 49). The trend of MF

maps asK increases was also considered - see for instance Figure 2.6b (p. 72).K = 36

or K = 49 was considered su�cient to retrieve the stable state of the MF maps, thus a

stable manifold representation. We choseK = 49.

We use J = 4 radial basis functions (denoted nrbf in the article of section 2.3). We

performed analyses onK in both casesJ = 4 and J = 9. The stability of the MF map

was reached forK = 81 to K = 100 for the latter case, with more uncertainty on the visual

analysis of the MF maps than whenJ = 4 (case shown on Figure 2.6b). Thus, considering

that we used a relatively small training dataset (on which the GTM was applied), we chose
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Figure A.3: Mapping of the Cartesian coordinate system x i of the L -dimensional latent space onto the
curvilinear coordinate system � i in the L -dimensional manifold embedded in the data space. For L = 2,
dA is an in�nitesimal area in the latent space, and dA0 is the corresponding region on the manifold. From
Bishop et al. (1997).

to use only J = 4 basis functions, in order to avoid over�tting the training set.

Finally, as proposed by Bishopet al. (1998a) and Roy et al. (2014), the weight matrix

W is initialized so as to approximate the PCA of the dataset; � � 1 is initialized as the

(L + 1)th, i.e. third, eigen value of this PCA (representing the remaining variance away

from the plane induced by the 2 �rst eigen vectors).

A.4 Magni�cation factors

In section 2.2.3.2 (p. 70), we have mentioned the Magni�cation Factors (MF) of the GTM.

These MF are of particular interest for our application. The de�nition of continuous MF is

made possible by the fact that the manifold is completely de�ned by the mappingy(x; W )

on all points of the latent space.

For the caseL = 2, the local MF of a small area in latent space quanti�es how 'stretched'

the corresponding region of the 2D manifold is. With the notations of Figure A.3, the

local MF of dA is dA0

dA . Bishop et al. (1997) provide all details on how to calculate this

value given the mappingy.

In the MF maps we present in Figure 2.6b (p. 72) and then in Figure 3.4 (p. 139), each

cell of the 49x49 grid is colored according to the MF of the node area in the latent space.

It allows to see on Figure 3.5, for instance, that apart from the ridged facies, every seismic

facies corresponds to a region of the manifold which is not much stretched, i.e. where

the intra-cluster distances between points are relatively small. Cluster 15 (Figure 3.5),

belonging to the ridged facies, has a higher MF value, indicating more dispersion of points

along the manifold within this cluster.
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Appendix B

Segmentation quality assessment

In the validation step of the methodology presented in section 2.3, we use three values:

the Fuzzy Sensitivity FuzzyS, the Error Metric EM and the Variance Metric V M , in

order to check the quality of our results. This Appendix gives further details on the choice

of FuzzyS and EM .

One peculiarity of the methodology is the asymmetry of the error function f , designed to

put less constraint on false positives than on false negatives: comparing the original image

X and the modeled imageY on one pixel t,

f (X t ; Yt ) =

8
<

:
X t � Yt ; X t � Yt � 0

� � (X t � Yt ); X t � Yt < 0

This asymmetry is governed by the value of� 2 [0; 1]. If � < 1, then f is asymmetric

(see Figure B.1); in this case, comparing the prior-probability images with the posterior-

probability images cannot be done as in the general case of segmentation quality assess-

ment.

Most metrics for comparing two segmented images (i.e. assessing their similarity) are

Figure B.1: Asymmetric error function for one pixel t : the error is smaller for false positives (i.e. where
X t < Y t ) than for false negatives (i.e. where X t > Y t ). X : original prior image; Y : modeled image;
� 2 [0; 1].
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built so that the metric value is zero for two exactly equal images. Here, if� < 1, some

false positives may have appeared during the process, and they are not to be removed.

Consequently, the metric we choose should either not consider false positives, or consider

only a case where� = 1.

Moreover, the error is not quadratic, which prevents from using the commonly-used mean

square error (MSE) or peak signal-to-noise ratio (PSNR).

A metric that does not constrain false positives

In a review of 20 metrics for segmentation evaluation, Taha & Hanbury (2015) recall

the de�nition of overlap-based metrics, from the four values re
ecting the overlap between

two segmentations: false positives (FP), true positives (TP), false negatives (FN) and true

negatives (TN). The most-common overlap-based metrics are the Sensitivity, the Speci-

�city, the Jaccard index and the Dice index. Among them, the Sensitivity is the only

metric which does not involve false positives:

Sensitivity =
TP

TP + FN

This means that the Sensitivity metric can be equal to 1 if the segmented objects are larger

than the expected ones, which precisely can happen when� < 1. In the article, we used

the fuzzy version of Sensitivity, FuzzyS; it has high values for a 'good' segmentation, i.e.

when expected objects are retrieved, no matter how many other objects are 'created'. To

compute it, we used the de�nition of Taha & Hanbury (2015) of FP, TP, FN and TN gen-

eralized to the fuzzy case, as the two compared images are probability images;FuzzyS is

then de�ned as the Sensitivity but using the modi�ed TP and FN. The fuzzy formulation

notably allows for a continuous version of the probability images to be compared.

The Error Metric EM is the value of the error between two probability images, for a

given � . This error is not quadratic. Therefore, metrics like the mean square error (MSE)

or peak signal-to-noise ratio (PSNR) are irrelevant for this study. For a case where� = 1,

EM is simply the sum of pixel-wise absolute di�erence of the two images. When� < 1,

some of these absolute di�erences between pixels are lower weighted, often resulting in a

lower global EM for lower � . As EM is not normalized by any � -dependent coe�cient,

two values of EM for di�erent � are therefore not comparable.

A metric for only the symmetric case � = 1

Other metrics were studied for the test case where� = 1, i.e. the symmetric case. We

tested several metrics of the di�erent kinds presented by Taha & Hanbury (2015). The

230



MTDs identification and characterization P. Le Bouteiller

Mutual Information between two images is a similarity metric based on the entropy of

the probability distribution of each image and their joint entropy; it is especially useful

for cases where outliers exist and sensitivity is important (Taha & Hanbury (2015)). The

HaarPSI similarity index (Reisenhofer et al. (2018)) is a measure of local similarities be-

tween two images designed for image quality assessment. Taha & Hanbury (2015) also

highlight volumetric distances for comparing the volumes of the segmented objects (irrel-

evant of their position). In our case, a comparison of the total mass of the probability

(a) Reference (b) (c) (d)

(e) (f) (g) (h)

Figure B.2: One reference image (a) and seven synthetic images ((b) to (h)), used for testing several
metrics.

Table B.1: Several metric results for the seven synthetic images of Figure B.2: metric values between one
image ((b) to (h) of Figure B.2) and the Reference image (Figure B.2a). 1 � F uzzyS: Fuzzy Sensitivity (1 -
index value). EM : Error Metric (for � = 1, here divided by the number of pixels, 512x512). 1 � F uzzyMI :
Fuzzy Mutual Information (1 - index value). 1 � HaarP SI : Haar wavelet-based perceptual similarity index
(1 - index value). MM : Mass Metric.

Metric (b) (c) (d) (e) (f) (g) (h)

1 � FuzzyS 0.04 0.68 0.79 0.05 0.15 0.00 0.01
EM 0.002 0.04 0.04 0.04 0.12 0.14 0.18
1 � FuzzyMI 0.81 0.95 0.97 0.87 0.93 0.91 0.92
1 � HaarPSI 0.26 0.76 0.82 0.85 0.96 0.66 0.71
MM 0.04 0.68 0.79 0.67 2.06 2.62 3.39

images is valuable, in order to evaluate globally how much of the positive probabilities

were actually recovered. DenotingNk the number of points (pixels) in the dataset having
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probability value sk , the total mass is de�ned as the sum of probability values of all points:

Mass =
X

k

Nksk

The Mass Metric MM was thus de�ned as:

MM =
jMassposterior � Massprior j

Massprior

Table B.1 shows the values of a few metrics for the images of Figure B.2. The 1� HaarPSI

metric is the most impacted by noise on the image. The 1� FuzzyMI metric has high-

est values for missing objects (Fig. B.2c,d), yet all its values are on a small range. The

EM metric (here the pixel-wise absolute di�erence of two images) has highest values for a

much noisy image (Fig. B.2f) or unexpected objects (Fig. B.2g,h). For a less noisy image

(Fig. B.2e), EM has a similar value as for missing objects (Fig. B.2c,d). TheMM shows

higher values for unexpected objects and a much noisy image (Fig. B.2g,h,f respectively)

that for a little noisy image and missing objects. Computing the MM in our case study

showed that, similarly to results given by FuzzyS (see Table 2 in the article, last line), the

mid-o�set dataset gave the best results. Values ofMM for the PCA dimension-reduction

method are presented in Table B.2.

Another kind of metric involves comparing the two distributions of probabilities, for ex-

ample the Bhattacharyya distance, the Hellinger distance or the Earth Mover's Distance

(EMD - introduced by Peleg et al. (1989)). These are not consistent with the two proba-

bility distributions not having the same overall mass (as shown by Table B.2).

The HaarPSI-based metric (Reisenhoferet al. (2018)) shows a larger value in the case

of noisy images than in other cases, while our perception and objective asks for the con-

trary. The Fuzzy-MI-based metric shows values that match perception but with a low

range: we should get a lower distance between the reference image (a) and image (b) of

Figure B.2 (see Table B.1). Finally, the MM metric shows good results on our data,

which are redundant with those of the FuzzyS-based metric. Considering these elements,

we use only theEM as it is directly available from the optimization computations.

Table B.2: Mass Metric ( MM ) results for the PCA dimension reduction method, for Training Images (TI)
and Validation Images (VI), with � = 1.

MM Full-stack Near-o�set Mid-o�set Far-o�set

TI 0.74 0.64 0.53 0.98
VI 0.86 0.78 0.70 0.98
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Appendix C

Supplementary material for section 3.3

In this appendix, we give the supplementary tables associated to the article presented in

section 3.3.

Table Supplementary 1 is attached separately, as it is too large to be put inside this

PhD report.

Table Supplementary 2 provides some conditions on the availability of each MTD de-

scriptor as de�ned in our article. We here deleted the 'Comments' column for it to �t in a

page. Figure C.1 gives the main content of the table, and Figure C.2 gives the notations

used within it.
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Figure C.1: Table Supplementary 2 of the article of section 3.3.
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Figure C.2: Notations for Table Supplementary 2 of the article of section 3.3.
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Appendix D

List of oral and written communica-

tions

This Appendix provides the list of communications that were done as a �rst author during
the three years of PhD.

Integrating information from seismic data into sedimentary-processes modeling.
Pauline Le Bouteiller. April 13-14, 2016. Poster.

Journ�ees des Doctorants de l'Ecole Doctorale G�eosciences, Ressources Naturelles et Environnement.

Sorbonne-Universit�e, Paris, France.

Object retrieval in seismic data.

Pauline Le Bouteiller, Jean Charl�ety, Florence Delprat-Jannaud, Christian Gorini. October 30 - Novem-

ber 4, 2016. Poster.

SMAI-SIGMA Conference (Signal, Image, G�eom�etrie, Mod�elisation, Approximation) 2016. Mar-

seille, France.

Image processing for Mass Transport Deposits identi�cation in seismic data.

Pauline Le Bouteiller. April 19-20, 2016. Oral presentation.

Journ�ees des Doctorants de l'Ecole Doctorale G�eosciences, Ressources Naturelles et Environnement.

Sorbonne-Universit�e, Paris, France.

Image processing for Mass Transport Deposit retrieval in seismic data.

Pauline Le Bouteiller, Florence Delprat-Jannaud, Jean Charl�ety, Christian Gorini, Didier Granjeon.

September 10-14, 2017. Poster.

SIAM Conference on Mathematical and Computational Issues in the Geosciences 2017.Erlangen,

Germany.

A new conceptual methodology for interpretation of mass transport processes from seismic data.

Pauline Le Bouteiller, Sara Lafuerza, Jean Charl�ety, Antonio Tadeu Reis, Didier Granjeon, Florence

Delprat-Jannaud, Christian Gorini. Peer-reviewed article submitted February 28; revisions received June

25; revised submission sent September 19, 2018.
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Journal of Marine and Petroleum Geology.

Understanding mass transport processes in sedimentary basins from their signatures on seismic

data: a knowledge-based approach.

Pauline Le Bouteiller. April 4-5, 2018. Oral presentation.

Journ�ees des Doctorants de l'Ecole Doctorale G�eosciences, Ressources Naturelles et Environnement.

Sorbonne-Universit�e, Paris, France.

Proc�ed�e pour la d�etection d'objets g�eologiques dans une image.

Pauline Le Bouteiller, Jean Charl�ety. May 18, 2018. Patent application.

Referenced as Le Bouteiller & Charl�ety (2018) in this report.

Heterogeneous geobody retrieval in seismic images.

Pauline Le Bouteiller, Jean Charl�ety, Florence Delprat-Jannaud, Christian Gorini, Didier Granjeon. June

4-8, 2018. Poster.

SIAM Conference on Imaging Science 2018.Bologna, Italy.

Mixing unsupervised and knowledge-based analysis for heterogeneous object delineation in seismic

data.

Pauline Le Bouteiller, Jean Charl�ety, Florence Delprat-Jannaud, Didier Granjeon, Christian Gorini. June
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