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Abstract

During the last 15 years, many quantum optics experiments were reproduced with mi-
crowave photons using superconducting circuits by building on the strong interaction of
electromagnetic �elds with Josephson junctions.

This thesis focuses on the demonstration of a process where one microwave photon is
converted to several photons at a di�erent frequency. Contrary to phase-insensitive ampli-
�cation, this multiplication can, in principle, be performed without added noise, thereby
providing a building block for a simple single photon detector which is still missing for
microwave photons.

In order to attain e�cient photo-multiplication, strong nonlinear coupling is required.
We have designed high-impedance resonators coupled to voltage-biased Josephson junctions
in order to provide the necessary non-linearity. The high-impedance resonators are designed
using planar coils and are fabricated together with SIS Josephson junctions in a niobium
trilayer process providing low capacitance junctions.

Experimentally, we demonstrate the conversion from one to two photons with 80%
e�ciency and observe conversion from one to three photons, in agreement with theory.
Cascading of at least two such multiplication stages should allow for discriminating an
incoming one photon state from vacuum using a subsequent quantum limited ampli�er,
which can be realized using similar physics. Such a chain would then implement a number-
resolving microwave single photon detector without dead time.

Résumé

Durant les quinze dernières années, un grand nombre d'expériences d'optique quantique ont
été reproduites dans le domaine des micro-ondes. Ces expériences ont été rendues possible
grâce à l'interaction entre les champs électromagnétiques et jonctions Josephson au sein de
circuits intégrés supraconducteurs.

Cette thèse démontre l'existence d'un processus de conversion d'un photon dans le do-
maine des micro-ondes vers plusieurs photons possèdant une fréquence di�érente. Cette
photo-multiplication n'impose théoriquement pas d'ajout de bruit, au contraire d'un pro-
cessus d'ampli�cation standard. Ce processus peut donc être à la base d'un détecteur de
photon unique simple, ce qui n'existe pas encore à ces fréquences.

Pour obtenir une photo-multiplication e�cace, un couplage non-linéaire fort est néces-
saire. Nous avons conçu des résonateurs avec une grande impédance caractéristique et les
avons couplés avec des jonctions Josephson polarisées avec une tension continue, la jonction
étant à l'origine de la non-linéarité . Ces résonateurs sont constitués de bobines planaire et
sont fabriqués simultanément aux jonctions Josephson grâce à un procédé exploitant une
tri-couche de niobium. Ce procédé permet la fabrication de jonctions SIS de faible capacité
parasite.

Expérimentalement, nous avons mesuré une conversion d'un photon vers deux photons
avec une e�cacité de 80% et observé la conversion d'un photon vers trois photons, en
accord avec la théorie. En principe, ce processus peut être répété pour mettre au point
un détecteur de photon unique, distinguant le nombre de photons simultanés en entrée.
Un tel détecteur serait constitué d'au moins deux étages de photo-multiplication puis d'un
ampli�cateur limité quantiquement en sortie.





Introduction

The goal of this thesis is to demonstrate that a Josephson junction polarized at a dc voltage
can absorb a photon at one frequency and convert it into multiple photons at a di�erent
frequency. This work �ts in the wider �eld of Josephson photonics, which relies on the
interaction of quantum microwave radiation with the inelastic tunneling of Cooper pairs
through dc-biased Josephson junction. In this �eld, single photon [1, 2] and coherent [3, 4]
sources have already been demonstrated, just as microwave quantum limited ampli�cation
[5]. The device presented here is a step towards a single photon detector and therefore to
complete this set of microwave tools.

This work is based on several decades of research, and we will present an overview of
its scienti�c connections. Then, we will present the working principle of the device and
outline the structure of this work.

Scienti�c context

The main non-linear element of our devices is a Josephson junction which is put out of
equilibrium with a dc voltage. The charge tunneling induce a wide variety of e�ects which
need to be understood. Tunneling events are probabilistic in most case, therefore they
can induce quantum current �uctuations or shot noise, see [6] for review. Depending
on the system, these �uctuations can be seen as quantum excitation or photons in an
electromagnetic environment.

We present here several milestones in the understanding of the carrier tunneling prop-
erties and highlight important experimental and theoretical works. We will start by de-
scribing the Coulomb blockade e�ect which enlightens the impact of charging e�ects on
tunneling. The induced quantum current �uctuations can be heavily modi�ed by these
charging e�ects, the coupling between the tunneling and the electromagnetic environment
having a strong e�ect on their properties. This leads to the development of the dynamical
Coulomb blockade theory which will be introduced. Later on, the technical progress made
it possible to directly examine and engineer the shot noise which led to the apparition of
the Josephson photonics �eld. It will be the core of our devices and is heavily linked to
circuit Quantum ElectroDynamic (cQED).

We will also review the single photon detectors already demonstrated for microwave
radiation in order to distinguish the advantages and drawbacks of our device.

Coulomb blockade

Coulomb blockade takes place in conducting islands coupled to wires through tunneling
barriers. When the size of the island decreases, the carrier tunneling can be suppressed.
This peculiar phenomenon is called Coulomb blockade with the apparition of a Coulomb
gap in the conductance through the island.

To understand this e�ect, we need to look closely at the energy scales involved. The �rst
energy scale is the charging energy,EC = q2=(2C) whereC is the capacitance of the island.
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This energy is necessary in order to add a carrier with a chargeq to it, it increases when the
size of the island decreases asC decreases. The second energy is the electrostatic energy
qV of the electron due to the voltage di�erence V between a lead and the island. When
these two energy scales are similar, the tunneling can be suppressed due to the Coulomb
repulsion of carriers inside the island. Notice that Coulomb blockade is only observed if
the thermal energy kB T is smaller than the charging and electrostatic energy.

The observation of Coulomb blockade requires the fabrication of very small islands.
The �rst experiment [7] relies on the self organization in small particles from an ultra-thin
metal �lm made by evaporation. The reduction of the �lm conductance at low temperature
shows the suppression of tunneling between the particles due do Coulomb repulsion. Later
on, the progress in nano-fabrication made it possible to purposefully design small islands
[8] and theoretical progress provided good understanding of the phenomenon [9, 10]. The
improvement of nano-fabrication led to the observation of Coulomb blockade phenomena
in a very wide range of devices with di�erent types of islands (piece of normal metal or
superconductor, di�erent kinds of quantum dots...).

Dynamical Coulomb blockade and inelastic Cooper-pair tunneling

Canonical Coulomb blockade is only observed in presence of islands, which translates gen-
erally to the observation of a strong Coulomb gap. For single tunnel junction devices with
normal metal wire, the �rst measurement showed the existence of a slight Coulomb gap
in their conductance at low biasing voltage [11, 12]. However, this gap was considerably
suppressed compared to canonical Coulomb blockade.

To understand its origins, we need to look at the impact of the environment and the
density of states of the junction. We represent in �gure 1, the schematic of a typical
experiment in a). The impedance presents a resonance here to illustrate its impact, but
the �rst experiments had an ohmic behavior.

We �rst focus on the behavior of the system with normal tunnel junction which is
represented in b). At low biasing voltage, the conductance channels come from the carrier
tunneling from occupied state to empty state with the same energies, then they relax
to the Fermi sea. When the environment is shaped as presented, the resonance induces
additional conductance channels. A carrier can dissipate part of its energy in the resonator,
if its energy is higher than the resonator excitation energy. Therefore, foreV > ~! 0,
the conductance increases. For nearly �at impedance, this e�ect is present too, but only
signi�cant for a high impedance environment compared to the quantum of resistanceRH =
h=e2 = 25:8 k
 . This explains the suppression of the Coulomb gap for the �rst experiments,
see [13] for the �rst experiment with high impedance and a strong Coulomb gap.

The early theoretical works [14, 15] explained the origin of the e�ect and the importance
of high impedance environments to enhance its impact. These theoretical developments led
to the P(E) theory [16, 17] which provides a quantitative explanation for these measure-
ments.

Until now, we have only considered normal tunnel junctions. The behavior of Josephson
junctions is a bit di�erent due to the di�erence in the density of state. In �gure 1 c), we
represent the density of state of Cooper pairs for a Josephson junction. We only consider
biasing voltage under the superconducting gap and therefore neglect the quasi-particle
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Figure 1: a) Schematic of a typical experiment for the measurement of the dynamical
Coulomb blockade phenomenon. Depending on the materials used, the junction is either
a normal tunnel junction or a Josephson junction. It is coupled to an electromagnetic
environment (with a resonance here) and a dc-voltage source. b) Density of states for
the two leads of a normal tunnel junction with an insulating layer in between. On the
left, we present the classical behavior, the carrier can tunnel from occupied state to empty
state and the number of these channels depends on the dc-biasing voltageV . However, if
there is a resonance in the environment, additional conductance channels can appear, as
presented on the right. The carrier tunneling can be associated with an excitation of the
environment, if the carrier energy is high enough. c) We represent the density of states
under the gap of a Josephson junction, in that case, only the Cooper-pair condensates
are important. Without the environment, the tunneling of a carrier is impossible as the
Cooper pairs cannot dissipate their energies. However a conduction channel appears when
the tunneling energy of a Cooper pair exactly matches the energy of an excitation of the
environment.

branches. Classically, no dc-current can �ow through the junction for a �nite dc-voltage,
as the Cooper pairs cannot dissipate their energies during the tunneling. By coupling the
system with resonances in the environment, we create dissipation channels which authorize
the tunneling. Therefore, peaks of dc-current are expected when the tunneling energy of
a Cooper pair 2eV matches exactly the energy of an excitation in the system~! 0. This
e�ect is what we call inelastic Cooper-pair tunneling.

This e�ect was �rst observed in [18], the main schematic and the result is presented in
�gure 2. The sample is constituted by a �= 4 transmission-line resonator and a Josephson
junction. The environment impedance presents a peak for each resonance of the transmis-
sion line resonator, at every odd harmonic of the fundamental resonance frequency. The
result shows peaks of current for speci�c voltagesV1, V2... They can be easily explained
with the energy conservation: V1 corresponds to the creation of one photon at the funda-
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a)

b)

Figure 2: a) Electrical schematic of the sample, a Josephson junction is coupled to a�= 4
transmission line resonator and the current going through it is measured. b) Current as a
function of the biasing voltage, the bottom line is computed with the P(E) theory. The
drawing are extracted from [18].

mental frequency for the tunneling of one Cooper pair andV3 corresponds to the creation
of one photon at the �rst odd harmonic. V2 corresponds to a higher order process, indeed,
the tunneling of one Cooper pair gives rise to two photons at the fundamental frequency.
All the peaks can be understood with the same description, except forVx and Vy which are
parasitic resonances of the ground plane.

Circuit Quantum ElectroDynamics and Josephson photonics

In the early 90s, it was technically only possible to measure the current. The development
of ultra-low noise microwave ampli�ers in the 2000s allowed for the direct measurement and
manipulation of microwave photons. In conjunction, the �eld of circuit Quantum Electro-
Dynamics (cQED) expands rapidly, notably with the boom of superconducting Qubits [19,
20]. In nearly all cQED experiments, the Josephson junction is used in its superconducting
state and the control is done with microwave radiation.

The �eld of Josephson photonics appeared at the beginning of the 2010s with the �rst
measurement of the electromagnetic �eld emitted by a dc-bias Josephson junction coupled
to a resonator [3].

In �gure 3 a), the sample and measurement apparatus are represented. We recognize
a transmission line resonator coupled to a Josephson junction polarized with a dc volt-
age. The measurement is performed simultaneously on the radio-frequency side and low
frequency side to obtain the result presented in �gure 3 b). The main observation is the con-
�rmation of our interpretation that each Cooper pair emits a photon inside the resonator,
which then leaks to a microwave ampli�er: The tunneling rate closely matches the photon
emission rate. Moreover, theP(E) theory explains quantitatively these measurements.

Since this experiment, the �eld of Josephson photonics was expanded with the mea-
surement of single photon sources [1, 2], the observation of lasing [4] or the emission of
non-classically correlated �elds [21]. Measurements of scattering of microwave radiation
by such systems show near quantum limited ampli�cation [5] without the need of a strong
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a)

b)

Figure 3: a) Electrical schematic of the sample and of the measurement scheme. The
sample is very similar to �gure 2 a) with a transmission line resonator coupled to a SQUID
which acts as a Josephson junction. The current and the emitted microwave power is
simultaneously measured. b)� Cp, Cooper-pair tunneling rate, and � ph, the photon emission
rate, as a function of the biasing voltage. The theoretical curve are computed with theP(E)
theory. The drawings are extracted from [3].

radio-frequency �eld for input power as for classical quantum limited ampli�ers [22�24].

Single photon detector for microwave frequencies

There is currently no o�-the-shelf single photon detector for microwave frequencies, even if
a lot of e�orts are put forward. We �rst explain why ampli�cation is not enough to detect
a single photon, and then we will review what is currently used for detection.

We spoke about quantum limited ampli�er, but we did not explain what it is before.
From quantum mechanics, one can show [25] that a phase insensitive ampli�er adds at least
half a photon of noise (for a high gain ampli�er). This comes from the unavoidable mixing
of the signal with an idler signal which contains at least the vacuum �uctuations. This
added noise prevents the distinction of a single photon state from vacuum, therefore, an
ampli�er is not enough to create a single photon detector.
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We focus on the detection of single photon in the low frequency part of the microwave
domain: 1-50 GHz. For higher frequencies, other schemes such as bolometers [26] or
microwave kinetic inductance detectors [27] can be used thanks to the higher photon energy.
They are notably used for radio-astronomy.

For low frequency microwave radiation, the main schemes imply the use of supercon-
ducting Qubits. In broad outline, it is initialized in its ground state, if a photon arrives, the
Qubit can absorb it and become excited. Then the Qubit is read and a photon is detected,
if it is in the excited state. The main di�culty of this system is that the probability of
the system to go back to the ground state and release the photon is high without careful
engineering. Notice that there are a lot of other theoretical propositions [28�30] which we
will not explain here.

The �rst device was the so-called Josephson Photo-Multiplier (JPM) [31�33]. Schemat-
ically, it is a phase Qubit which is tuned to present di�erent escape rates for its ground
and existed states to a continuum. The system is initially put in the ground state with a
very low escape rate. If a photon is absorbed, the excited state tunnels rapidly to the con-
tinuum, which prevents the photon to be released and the system to go back to the ground
state. The escape from the excited state translates to a peak of voltage which marks the
absorption of a photon. The main limitation of this device is the need to regularly initialize
the system in the ground state, as the ground state eventually also escapes.

In order to break the reverse process, another possibility is to convert an incoming
photon into an excitation of a Qubit and a waste photon which is designed to rapidly leak
from the system. When the waste photon is no more in the system, the Qubit is trapped
in the excited state and can be read. This principle was realized with a three level system
[34] and with a Qubit coupled to two resonators with very di�erent bandwidth [35]. Notice
that these devices need as well to be regularly initialized to the ground state and take a
bit of time to be read, therefore there is always a dead time.

Photo-multiplication process

The goal of this thesis is to use the strong non-linear light-matter interaction in dc-biased
Josephson junctions to convert an incoming photon into several outgoing photons at a
di�erent frequency. In this conversion process, the quantum limitation on the added noise
of ampli�cation is no more relevant. Therefore, such a device provides an increase of power
without added noise in principle. It can be used to displace the input state further away
from vacuum in order to detect it through subsequent phase-insensitive ampli�cation and
can be the �rst stage of a single photon detector without dead-time. Moreover, its linearity
allows to measure the input photon number in principle.

To realize this photo-multiplier, we consider a device which is constituted of two res-
onators, an input and output resonator (the distinction is arbitrary here). These resonators
interact through a dc-biased Josephson junction and are coupled to transmission lines, as
presented in �gure 4. The idea behind the photo-multiplication e�ect is to absorb a single
photon to emit several output photons by using the tunneling of a Cooper pair to supply
the missing energy. By tuning the dc-bias voltageV , we can reach the resonance of the
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conversion from one photon ton photons:

2eVn + ~! i = n~! o

It is interesting to note that the leaking of an output photon prevents the system to go
back, as there is not enough energy for the reverse phenomenon anymore.

V

2eV
Input 

resonator
Output 

resonator

Figure 4: We consider a sample consisting of two resonators coupled to a dc-biased Joseph-
son junction. These resonators are capacitively coupled to transmission lines which allows
for applying and measuring microwave radiation. The goal of this thesis is to characterize
the possibility of absorbing one photon while emitting several photons in the other mode
with the simultaneous tunneling of a Cooper pair. We present in the center of the image
the energy conservation for the conversion of one photon to three photons.

As we see in �gure 3, the amplitudes of the multi-photons emission peaks are small com-
pared to the emission of one photon peak. This is due to the low characteristic impedance
Zc of the mode of emission. Indeed, the ratio of the two peaks is given by theP(E) the-
ory as �Z c

2RQ
where RQ = h=(4e2) = 6 :5 k
 . To increase the amplitude of multi-photons

processes, one needs to reach high characteristic impedance [1].
Notice that, a very similar device was studied before [21] to measure the non-classical

correlation between the simultaneous emission photons to both sides. However, the two
resonators possessed low characteristic impedances and the photon multiplication e�ect
was not observed.

Thesis structure

This thesis is divided in �ve chapters, we will �rst review the theory and then explain the
nano-fabrication and its limitations. Using this two elements, we will present the design of
our sample. We will then describe the experimental measurement scheme, before presenting
results from a photo-multiplier sample. We will now give a short overview for each chapter.

Chapter 1: Theoretical elements of inelastic Cooper pair tunneling

We �rst introduce the P(E) theory and its properties to understand the emission properties
of our devices. We notably apply it to an example and propose an approximate treatment
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in order to obtain a better grasp of this theory. This theory will be extremely useful to
verify the behavior of the electromagnetic environment on our actual device in last chapter.

Secondly, we present an input-output treatment of the same device in order to derive
its elastic and inelastic scattering properties. We notably show that a perfect conversion
of one photon to several photons is possible when the Josephson energy of the system is
tuned. Moreover, we present the existing trade-o� between the dark-noise of the processes,
the dynamical range and the bandwidth.

Chapter 2: Device fabrication

We present the nano- fabrication process which is based on a trilayer of Niobium/Aluminum-
Aluminum oxide/Niobium forming the Josephson junction. We show how it is patterned
and connected with additional layers of insulating silicon nitride and niobium. We present
how we can fabricate our base elements, namely Josephson junctions, capacitors, transmis-
sion lines and high impedance resonators (made from planar coils).

Each of these elements were independently measured. Their experimental and numerical
characterizations are presented and compared. We notably show that the Sonnet simulation
must be careful considered, parasitic capacitance changes heavily with the dielectric stack
considered. These measurement �x limits for the design of the sample.

Chapter 3: Sample design

We explain the design of two samples. The �rst sample uses transmission line resonator
and is conceived to test the experimental setups. To complete it, we put the bias-T on the
chip itself for the �rst time in our group.

The second sample is a photo-multiplier device. The SQUID is coupled to two planar
coils which form the input and output resonators, a transmission line transformer is added
to increase the bandwidth of the output resonator. We present its physical implementation
and extract the parasitic elements to estimate their impact.

Chapter 4: Experimental setup

We start by describing the radio-frequency measurement scheme, we �rst explain the role
and organization of its numerous physical elements. Then we present how we measure the
power spectral density, which constitutes the key measurements we will use to characterize
the photo-multiplier. We �nally explain how this scheme can be used to fully calibrate the
experiment.

In a second part, we explain how we dc-bias our device. Indeed, we need to impose a
�ux through the SQUID to control its Josephson energy and a dc-voltage on it. We work in
particular on the voltage-biasing of the junctions as extremely low voltage noise is needed.

Chapter 5: Experimental results

We divide this chapter into two parts, �rst we study the self-emission properties of the
system and extract the resonator characteristics. Moreover, we describe what happens
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when we leave the range of validity ofP(E) approximation. We notably observe emission
with the simultaneous tunneling from several Cooper pairs.

In the second part, we explore the scattering of microwave radiation by the system and
measure a highly e�cient conversion of one photon to two photons. We show that the
conversion of one photon to three photons exists but cannot reach the same e�ciency due
to the limited Josephson energy of the SQUID in the device we explored.
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The goal of this chapter is to introduce the theoretical elements necessary to understand
the working principle of our samples. We will start to review the e�ect of dissipation on
the tunneling of Cooper pair described by dynamical Coulomb blockade theory. Then,
we will apply it to a typical example in an approximated approach which will give us a
more intuitive understanding of the implied physics. Finally, we will explain how we can
engineer the electromagnetic environment of a Josephson junction to generate a photon
multiplication e�ect.

The quantization of superconducting circuits is well explained in [36] (updated version
of [37]) and will be heavily used in this chapter. Moreover, the review [38] is a great resource
to understand the link between quantum world and the classical measurements we are able
to perform at the end of the experimental scheme.



2 Chapter 1. Theoretical elements of inelastic Cooper-pair tunneling

1.1 Photon emission through inelastic Cooper-pair tunnel-
ing

As already discussed in the introduction, photon-emission is described by dynamical Coulomb
blockade theory. We will review this theory here, starting �rst with a description of dis-
sipation in quantum mechanics. We will then use it to compute its impact on a tunnel
Josephson junction in order to understand dissipation via spontaneous emission.

1.1.1 Dissipating electromagnetic environment

One di�culty of quantum mechanics is to describe the dissipation of energy in quantum
systems, as they break the unitary evolution of isolated quantum system. The common
way to model it is to couple the system to an in�nite number of degrees of freedom which
can then absorb the energy. We focus on the Caldeira-Leggett model here, another option,
the input-output formalism, will be introduced in section 1.3. This presentation follows
closely [36].

The idea behind the Caldeira-Leggett model is to map a general impedanceZ (! ) to
an in�nite number of LC resonators in series, as presented in �gure 1.1. It is important
to remember that it only works for elements which can be described by an impedance,
therefore it only describes linear dissipation. The impedance of two-terminal electrical
components is de�ned through a convolution with a linear response functionZ (t):

v(t) =
Z 1

�1
dt0Z

�
t0� i

�
t � t0� (1.1)

Most of the time, we use its Fourier transform:

Z [! ] =
Z 1

�1
dtZ (t) exp(i!t ) (1.2)

We will retain this convention for this thesis1. Notice that this convention is di�erent from
the one commonly used in electrical circuits, so to be coherent we will usej = � i when we
describe them.

The impedance of anLC resonator is purely imaginary and presents a divergence at the
resonance frequency. These two properties make it hard to describe a general impedance
with a series of LC resonators. To treat correctly the in�nite series, which possesses a
non-zero real part, we de�ne a generalized impedance:

~Z [! ] = lim
� ! 0
�> 0

Z 1

�1
dtZ (t) exp[i(! + i � )t] (1.3)

The generalized admittance of thek-th LC resonator is:

~Zk [! ] = Zk

�
�! k

2
[� (! � ! k ) + � (! + ! k )] +

i
2

�
p.v.

�
! k

! � ! k

�
+ p.v.

�
! k

! + ! k

���
(1.4)

1The inversion is: Z (t) = 1 =(2� )
R1

�1
d!Z [! ] exp(� i!t ).
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Figure 1.1: The impedanceZ [! ] is transformed to an ensemble ofLC resonators in the
Caldeira-Legett Model. These resonators can be described by two sets of variables, the
chargeq̂k and �ux �̂ k at the node k or the �ux �̂ k through the inductor k and the charge
Q̂k of the capacitor k. For the quantization, one side of the impedance is connected to the
ground which is indicated by q̂g; �̂ g.

where p.v. indicates the Cauchy principal value and2:

! k = k� ! and Zk =
2� !
�! k

Re(Z [! k ]) (1.5)

The generalized impedance can be written as a series of the impedance of theLC
resonators. The real part of an impedance can then be replaced by a dense comb of delta
functions, while the imaginary part comes from the Cauchy principal value3:

~Z [! ] = lim
� ! ! 0

lim
K !1

KX

k=1

~Zk [! ] (1.6)

The Hamiltonian of the series ofLC resonator can be written:

Ĥenv =
KX

k=1

"
Q̂2

k

2Ck
+

�̂ 2
k

2L k

#

=
KX

k=1

~! k ây
k âk (1.7)

where the coupling can be computed with the �ux and charge of node1:

�̂ 1 =
KX

k=1

�̂ k =
KX

k=1

s
~Zk

2

�
âk + ây

k

�
and q̂1 = Q̂1 =

s
~

2Z1

�
â1 � ây

1

�

i
(1.8)

The natural variables of quantization are the inductor �uxes and the capacitor charges.
In general, the quantization is done through the charge and �ux at the node (or loops)
of the circuit as it directly eliminates super�uous degree of freedom. The correspondence
with this method is given in appendix A.1.

From equation (1.6), we can see that there are two limits to be taken. The �rst one
K ! 1 pushes the cut-o� frequency to the in�nite and the second one� ! ! 0 creates
the dense delta comb4. In principle, they need to be carefully taken into account as they
create divergences (common in quantum �eld theory). The original article of Caldeira-
Leggett [39] used the path integral formalism for this reason. Here, we will stick to the
canonical quantization, and we will ignore these divergences.

2Or in equivalent term: Ck = �
2� ! Re ( Z [! k ]) and L k = 2� !

�! 2
k

Re(Z [! k ])
3This Cauchy principal value enforces the Kramers-Kronig relations for the impedance.
4Notice that we choose to not treat the case of �nite impedance at zeros impedance which need a slight

modi�cation to this LC resonator array, see [36].
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1.1.2 Cooper-pair tunneling

We would like to compute the e�ect of the electromagnetic environment, described by an
arbitrary impedance Z [! ], on the tunneling of Cooper pair in a Josephson junction, see [16]
for reference. The environment and the Josephson junction are put out of equilibrium by a
voltage bias in series with them, as shown in �gure 1.2. We will �rst write the Hamiltonian,
then solve it to compute the DC current through the junction.

V

Z [! ]

q̂1; �̂ 1

C1

L 1

C2

L 2

C3

L 3

q̂g; �̂ g

V

Figure 1.2: We consider the circuit on the left, notice that we choose to absorb the ca-
pacitance of the Josephson junction inside the impedanceZ [! ]. It is described with the
Caldeira-Leggett decomposition on the right.

The Hamiltonian of the system can be divided in two parts, the environment and the
Josephson junction:

Ĥ = Ĥenv + ĤJ with ĤJ = EJ cos
�̂ J

� 0
(1.9)

where �̂ J is the �ux across the junction, EJ its energy and � 0 = ~=(2e) the �ux quantum.
The �ux across the junction can be expressed as a function of the environment variable

and biasing voltage:

�̂ J = �̂ 1 + �̂ V =
KX

k=1

�̂ k + �̂ V (1.10)

where �̂ V is the �ux induced by the DC-bias voltage. The �ux through a branch is related
to the voltage across this branch through the relation:

�( t) =
Z t

�1
V(t0)dt0 therefore �̂ V (t) = V t + A (1.11)

Notice that �( t)=� 0 is consistent with the AC Josephson e�ect and thatA can be eliminated
trough a change in the time origin.

In second quantization, the Hamiltonian of the junction can be written:

ĤJ = EJ cos

" KX

k=1

gk

�
âk + ây

k

�
+ ! J t

#

=
EJ

2

KY

k=1

�
eigk

�
âk + ây

k

� �
ei! J t + h :c: (1.12)

with gk =
q

2e2Zk
~ =

q
�Z k
RQ

and ! J = 2e
~ V. RQ = h

4e2 is the superconducting resistance
quantum.
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From the Hamiltonian of the system, we want to compute the Cooper pair tunneling rate
through the junction. To solve this problem, we compute the tunneling rate using Fermi's
golden rule usingĤJ as perturbation, as we know the eigenstates of̂Henv . The limitations
of this perturbation theory will be treated later in section 1.2.4. We concentrate �rst on
transition where the Cooper pair transfers its energy to the environment. The transition
rate from an initial state ji i to a �nal state jf i of the environment can be written:

!
� i ! f =

2�
~

�
�
�hf j ĤJ ji i

�
�
�
2
� (E f � E i ) (1.13)

Notice that the arrow denotes the fact that the Cooper pair tunnels from the side of the
junction with the highest potential to the other side.

We use the fact that ĤJ is a harmonic perturbation and only keep the excitation term:

!
� i ! f =

�E 2
J

2~

�
�
�
�
�
hf j

KY

k=1

eigk

�
âk + ây

k

�
ji i

�
�
�
�
�

2

� (E f � E i + ~! J ) (1.14)

Notice that the reverse process, the tunneling of a Cooper pair with absorption of en-
ergy from the environment, di�ers only by a sign � before the ! J in the delta function.
Therefore, it can be computed with taking � V instead of V .

The total rate of Cooper-pair tunneling can then be written:

!
� =

X

i

X

f

!
� j i i!j f i P� (ji i ) =

�E 2
J

2~

X

j i i

X

jf i

�
�
�
�
�
hf j

KY

k=1

eigk

�
âk + ây

k

�
ji i

�
�
�
�
�

2

P� (ji i )� (E f � E i + ~! J )

(1.15)
where P� (ji i ) is the probability to �nd the environment in the initial state ji i .

In the initial thermal state, the resonators are independent. This is why, we can write
the initial and �nal states as a tensor product of the eigenstates ofây

k âk , ji i = 
 k jnk i :

!
� =

�E 2
J

2~

X

n1 ;n2 ���

X

m1 ���

KY

k=1

�
�
�
�hmk j eigk

�
âk + ây

k

�
jnk i

�
�
�
�

2

Pk;� (jnk i )
1
~

�

 KX

k=1

[mk � nk ]! k + ! J

!

(1.16)
Notice that Pk;� (jnk i ) is now the state probability to �nd the individual k resonator in the
state jnk i .

By taking the Fourier transform of the delta function and writing the operator in the
Heisenberg picture, we can reorganize the sum to simplify it, see appendix A.2 for details.
We obtain:

!
�( ! J ) =

�E 2
J

2~2

Z 1

�1
dt exp

" KX

k=1

g2
k

D�
âk (t) + ây

k (t) � âk (0) � ây
k (0)

��
âk (0) + ây

k (0)
�E

#

| {z }
J (t )

ei! J t

(1.17)
We can recognize the Fourier transform of the exponential of the functionJ (t). The

J (t) function is usually called the phase-phase correlation function as it can be simply
expressed in term of the phase correlation function of the junction:

J (t) =
1

� 2
0

KX

k=1

D�
�̂ k (t) � �̂ k (0)

�
�̂ k (0)

E
=

1
� 2

0

D�
�̂ 1(t) � �̂ 1(0)

�
�̂ 1(0)

E
(1.18)
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This function can be expressed with the usual correlation function of the harmonic
oscillator:

J (t) =
KX

k=1

2� !
! kRQ

Re(Z [! k ])
�

coth
�

� ~! k

2

�
[cos(! k t) � 1] � i sin(! k t)

�

=
K !1
� ! ! 0

2
Z 1

0

d!
!

Re(Z [! ])
RQ

�
coth

�
� ~!

2

�
[cos(!t ) � 1] � i sin(!t )

� (1.19)

Notice that the harmonic oscillator are supposed in thermal equilibrium, which is a strong
hypothesis of this theory.

We �nally obtain:

!
� =

�
2~2 E 2

J P0[! J ] where P0[! J ] =
1

2�

Z 1

�1
dt exp(J (t) + i ! J t) (1.20)

More usually, the tunneling is expressed in term of theP(E):

!
�( V ) =

�
2~

E 2
J P(2eV) where P(E) =

1
2� ~

Z 1

�1
dt exp

�
J (t) + i

E
~

t
�

(1.21)

We can deduce the current through the Josephson junction:

I (V ) = 2 e
�

!
�( V ) �

 
�( V )

�
=

e�
~

E 2
J (P(2eV) � P(� 2eV)) (1.22)

This theory was very successfully used to explain the tunneling current of DC-bias
Josephson junctions coupled to resonators [18].

1.1.3 Photon emission in dynamical Coulomb blockade

To compute the radiation emission, two methods are presented in [3]. We will stick here to
the explanation using the current-current correlation function.

The current operator through the Josephson junction is de�ned by [36]:

Î =
2e
~

EJ sin

 
�̂ J

� 0

!

=
e
~

EJ

"

exp

 

i
�̂ J

� 0

!

� exp

 

� i
�̂ J

� 0

!#

(1.23)

Therefore, the current-current correlation function can be written in the Heisenberg
picture:

SII (t) =
D

Î (t) ^I (0)
E

=
e2E 2

J

~2

"*

ei
�̂ J ( t )

� 0 e� i
�̂ J (0)

� 0

+

+

*

e� i
�̂ J ( t )

� 0 ei
�̂ J (0)

� 0

+#

(1.24)

We can write the current-current correlation function as a function of the phase-phase
correlation function and compute the current noise density with the Wiener-Khinchin the-
orem:

SII (V; ! ) =
2�e 2E 2

J

~
(P(2eV � ~! ) + P(� 2eV � ~! )) (1.25)
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From this equation, we can deduce the power spectral density and the photon emission
rate density:

 (V; ! ) =
PSD(V; ! )

~!
with PSD(V; ! ) = 2 Re(Z [! ])SII (V; ! ) (1.26)

Therefore, we can write the photon emission rate density as:

 (V; ! ) =
� 2E 2

J

~!
2Re(Z [! ])

RQ
(P(2eV � ~! ) + P(� 2eV � ~! )) (1.27)

The photon emission from the system is deeply linked with the tunneling of Cooper
pair through the P(E) function. However, as described in section 1.1.2, this function is a
very non-linear transformation from the impedance and it is complicated to get an intuitive
understanding of it. However, general properties of theP(E) function can be expressed.

1.1.4 Properties of the P(E) function

The P(E) is usually interpreted as the probability for a tunneling Cooper pair to exchange
the energy E with the environment, absorption for E < 0 and emission forE > 0. Indeed,
from the equation (1.22), we can divide the expression of the current in two parts, the
probability of tunneling of a Cooper pair to exchange the energyE and an attempt rate of
Cooper hammering.

The P(E) function has two main properties, its normalization (in agreement with the
probability interpretation): Z 1

�1
dEP (E) = 1 (1.28)

and the detailed balance symmetry:

P(� E ) = e� �E P(E) (1.29)

This can be understood as the probability of absorbing an energyE from the environment
being directly linked to the presence of this energyE. For an energyE > � , the environment
is in the ground state and this probability goes to zero.

In general, it is impossible to compute analytically the P(E) function. From the nu-
merical point of view, the computation of P(E) through J (t) (with the equations (1.19)
and (1.21)) is complicated, asJ (t) is a slowly converging Fourier series and diverge for
t ! 1 if the environment has a purely ohmic component. The integral equation of
Minnhagen, as described in [40], makes it possible to numerically evaluateP(E).

1.2 Properties of typical electromagnetic environments

In order to understand more easily our devices, we will apply the presented theories to
a representative example. Moreover, we will give here an approximated solution which
will provide us a better understanding of their emission properties, it follows closely the
explanation of [1] (see the appendices).
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1.2.1 Typical electromagnetic environment

A typical device is constituted of a resonator at high frequency and a �nite impedance
at low frequency for voltage biasing. In �gure 1.3 a), we show a possible lumped element
schematics of a device. The sample can be divided in two parts, the components which
are important at high frequency in gray and at low frequency in yellow. Notice that
the low frequency part disappears at high frequency as the impedance ofCp is negligible
at high frequency. Moreover, the dissipation at high frequency occurs throughZ0, this
resistor models an in�nite transmission line where emitted photons leak to a measurement
apparatus.

The impedance seen from the junction can be numerically computed with a Spice-like
simulator. All our electrical simulations are done with Qucs through a homemade python
interface. The result are presented in �gure 1.3 b).

a)

L res

30 nH
Cres

10 fF

Rp

5 

Cp

100 pF
I p

Cc

15 fF

Z0

50 


EJ

0 200 400 600 800 1000

Frequency f (MHz)

0:0

2:5

5:0

R
e

(Z
[f

])
(


)

b) Full spice simulation
Low frequency

Lorentzian

5:65 5:70 5:75 5:80 5:85 5:90 5:95 6:00

Frequency f (GHz)

0

25

50

R
e

(Z
[f

])
(k


)

Figure 1.3: a) Electrical schematics implementing an impedance seen by the junction as in
equation (1.30). This schematics can be broken in two parts, a high frequency resonator in
gray and the polarization circuit in yellow, the biasing current source creating the necessary
dc-bias voltage for the junction. As their working frequencies are very di�erent, they appear
separatively in the impedance. Notice that the parasitic capacitance of the Josephson
junction can be absorbed inCres . b) Impedance seen from the junction as a function of
frequency. On top, the low frequency part is well approximated by an ohmic impedance
with an f p cut-o� frequency. On the bottom, the high frequency impedance is well �tted
with a Lorentzian.

To compute an approximated solution for P(E) and therefore the photon emission rate
density, we approximate the impedance with an ohmic part at low frequency (the voltage
polarization circuit is described in section 4.2.2) and a peaked part which describes the
resonator:

2Re(Z [! ])
RQ

=
�

1 +
�

!
! R

� 2 + r L [!; ! 0;  ] (1.30)



1.2. Properties of typical electromagnetic environments 9

where L is a Lorentzian function:

L [!; ! 0;  ] =
1
�

! 0

(! � ! 0)2 +  2
(1.31)

The full simulation and the simple impedance (equation (1.30)) model agree very closely
for frequencies of interest as presented in �gure 1.3 b). The parameters from this adjustment
are presented in table 1.1. From the electrical schematic, we can estimate the value of
the model (approximated value given in table 1.1), see appendix A.3 for details. The
approximated parameters are valid when:

 � ! 0 (1.32)

This hypothesis corresponds to the existence of a strong resonance in the electromagnetic
environment. Moreover, the existence of strong resonance means that its excitation is
well-de�ned and matched the intuitive picture of photons.

Note that r is linked to the �classical� de�nition of the characteristic impedance Zc of
resonator:

r =
�Z c

RQ
(1.33)

Fitted value Approximated value (expression)

Low frequency Cut-O� f p 322 MHz 318 MHz( 1
2�R p Cp

)

Resonance frequencyf 0 5:813 GHz 5:812 GHz ( 1
2�

p
L res (Cres + Cc )

)

HWHM = (2� ) 47:8 MHz 47:8 MHz ( Z0C2
c

4�L res (Cres + Cc )2 )

Coupling � Exact value: 2Rp
RQ

= 1:55� 10� 3

Coupling r 0.5329 0.5333 (�RQ

q
L res

Cres + Cc
)

Table 1.1: Parameters of the model in equation (1.30) describing the electrical schematics
�gure 1.3. The �tted values are obtained from a spice-simulation of the full circuit which
is then �tted with the impedance equation (1.30). By considering the high frequency
and low frequency part of the schematics, we can compute approximated parameters of
the impedance which are very close to the result from the full circuit simulation, see ap-
pendix A.3 for details.

Experimentally, we only measure frequencies in a limited band and therefore, we focus
on the emission at frequency! � ! 0. Moreover, ~! 0 � kB T (kB T=h = 200 MHz for
T = 10 mK ) for our devices, equation (1.27) can be simpli�ed with the detailed balanced
symmetry equation (1.29) for this speci�c impedance:

 (V; ! � ! 0) =
� 2E 2

J

~!
r L [!; ! 0;  ]P(2eV � ~! ) (1.34)
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We now need to estimate the functionP(2eV � ~! ) for ! � ! 0. In section 1.1.4, we
interpret the function P(E) as the probability to exchange an energyE with the environ-
ment. Intuitively, this probability is big when the energy of the tunneling Cooper pair is
equal to the energy of one or several resonant photons. Consequently, we only need to
compute the function P(E) for biasing voltage verifying 2eV � ~! � n~! 0 where n is an
integer.

1.2.2 Approximated solution for P(E)

To compute approximately the P(E) function, we use the Minnhagen equation where
the ohmic part of the impedance is taken into account with the asymptotic behavior of
J (t ! 1 ) = �  T t ( T = ��

~� ):

P(E) =
~
E

Z

! � ! 0

d!r L [!; ! 0;  ]P(E � ~! ) +
e� r

� ~
 T

 2
T +

�
E
~

� 2 (1.35)

A derivation of this equation is given in appendix A.4.
From this equation, we can compute iteratively the function P(E). Due to the detailed

balanced symmetry, we can write:

P(E � 0) = P0(E ) =
e� r

� ~
 T

 2
T +

�
E
~

� 2 (1.36)

We can then compute:

P(E � ~! 0) = P1(E ) =
~
E

Z 1

�1
d!r L [!; ! 0;  ]P0(E � ~! ) �

re� r

~! 0
L

�
E
~

; ! 0;  +  T

�
(1.37)

Finally, we can do the same to compute for all orders:

P0(E ) =
e� r

� ~
 T

 2
T +

�
E
~

� 2 and Pn> 1(E ) =
r ne� r

n(n!)

L
h

E
~ ; n! 0; n +  T

i

~! 0
(1.38)

To verify that this approximated computation of the P(E) function is correct, we nu-
merically compute it with [40] and we compare the approximated function Pn (E ) with
equation (1.38). We show the result in �gure 1.4, the approximation and the numerical
computation match perfectly at this scale.

It is important to note that the good agreement at low frequency comes from the fact
that hf p > k B T. Otherwise, the broadening of theP(E) for E � 0 can be estimated by
computing the Johnson�Nyquist voltage noise of the low frequency impedance.

1.2.3 Photon emission rate density

Using the approximation for P(E) and equation (1.34), we can write an approximation for
the photon emission rate density:


�

V � k
~! 0

2e
; ! � ! 0

�
=

� 2E 2
J

~!
r L [!; ! 0;  ]Pk� 1(2eV � ~! ) (1.39)
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� 10:0 � 7:5 � 5:0 � 2:5 0:0 2:5 5:0 7:5 10:0

Frequency� (MHz)

0

100

200

P
0 [�

]
(G

H
z�

1
)

P0 P0
0 P0

1 P0
2

0 2 4 6 8 10 12 14

Frequency� (GHz)

0

1

2

P
0 [�

]
(G

H
z�

1
)

Figure 1.4: In blue, we representP0[� ] as a function of frequency� . We represent separately
the low frequency (low energy) in top and the high frequency (high energy) in the bottom.
P0[� ] is computed considering all orders and the full impedance [40]. The three other curves
are computed using equation (1.38). The three approximated curves are indistinguishable
from the full numerical computation at this scale. The temperature of the environment is
10 mK for all curves.

Therefore, we can easily compute the peak amplitude for the di�erent orders:


�

k
~! 0

2e
; ! 0

�
=

r ke� r

(k � 1)!
E 2

J

~ ~
�
(k � 1) +  T

� (1.40)

and the emitted power at the kth resonance is given by:

� k =
Z

! � ! 0

d! ~!
�

k
~! 0

2e
; ! 0

�
=

�E 2
J ! 0e� r

~
r k

(k � 1)!
�
k +  T

� �
 �  T

�E 2
J ! 0e� r

~
r k

k!
(1.41)

The main conclusion is that the amplitude of the process implyingk photons scale
with characteristic impedance ZC = rR Q of a resonator asr k=(k!). Therefore, for small
characteristic impedance (r << 1 or ZC << R Q), the simultaneous emission of several
photons is much smaller than the emission of only one photon. Moreover, we can easily
measure the characteristic impedance of a resonator by taking the ratio between the emitted
power for the one photon process and the two-photon process:� 2=� 1 = r=2 = �Z c=(2RQ).

We show in �gure 1.5 the photon emission rate density and the total emitted power
as a function of the biasing voltage (converted to frequency). On the photon emission
rate density, we observe that the emission line at the lowest biasing voltage is very thin
compared to the others. Indeed, it HWFM at �xed emission frequency is given by T =
2�Rk B T=(RQh) = 1 MHz which is small at this scale. The emission line at higher voltage
biasing are much wider, as their HWFM are given byn +  T .
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The ratio 2� 2=� 1 = 0 :497 is in good agreement with r = 0 :533, the di�erence come
from the fact that  T is not in�nitely smaller than  . However this simple ratio allows us
to obtain rapidly a good approximation of the characteristic impedance of a mode when
the thermal noise of the biasing circuit is small.
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Figure 1.5: On the left, we show the photon-emission rate density as function of the fre-
quency of emissionf on the abscissa and the the bias-voltage on the ordinate. The bias-
voltage is converted to frequency (� = 2eV=h). On the right, we represent the emitted
power (computed with equation (1.41)) in the frequency range 3.8-7.8GHz (� 40 ) as a
function the bias-voltage. Notice that the emission density and power are normalized by
the Josephson energy, this explains the huge number asE 2

J = 1 � 10� 49 J� 2 for a critical
current I c = 1 nA .

1.2.4 Limits of the perturbation theory

The P(E) description of the system is a perturbation theory, therefore it is only valid for
speci�c parameters. The �rst limit is in the Josephson energy, indeed, we needEJ P(E) � 1
[16] to neglect higher order terms inEJ . For our typical electromagnetic environment, which
was described in section 1.1.4, the functionP(E) is maximum for E = 0 : P(0) = 1

�k B T .
The perturbation theory is valid for:

EJ �
2Re(Z [0])

RQ
kB T (1.42)

If we do the computation for Z [0] = Rp = 5 
 and a temperature of10 mK, EJ � 1 � 10� 9 µeV
(or I C � 0:7 pA). For our device, this condition is not veri�ed as our critical current is in
the nano-ampere range. Therefore, the photon emission is not well described for its �rst
peak of emission.

Another consequence of the perturbative nature ofP(E) theory is that it only considers
the conversion of the tunneling of a Cooper pair to the emission (or/and absorption) of
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photons. Therefore, it does not describe the simultaneous tunneling of several Cooper
pairs which can also emit photon. We will see that these phenomena can be experimentally
observed, see section 5.1.3.2.

The second limit is in the environment state probability, we suppose that the electro-
magnetic environment is in thermal equilibrium. For the resonator point of view, it means
that the photon leaks faster from the resonator than the Josephson junction generates
them. The photon emission rate� k must verify:

� k � k (1.43)

Another consequence of this hypothesis is the fact that the emission must not be correlated,
the probability of emission must not depend on the state of the resonator. However,
for environment with high characteristic impedance, we know that the photon emission
becomes correlated, especially at low Josephson energy, (single photon emission for example
[1]) and the quality of P(E) approximation deteriorates.

1.3 Photo-multiplication

In the previous part, we have only considered the spontaneous emission in an environment
near thermal equilibrium. In order to describe a phenomenon of photon multiplication,
we need to model the impact of incoming photons in the system and to estimate what is
elastically and inelastically scattered by it.

The electrical schematics of our photomultiplier is described in �gure 1.6, it is consti-
tuted of two LC resonators which are coupled to a Josephson junction. Each resonator
is capacitively coupled to a transmission line which can transport microwave excitations.
We will consider the sidea as the input of the system and the sideb as the output of the
system, therefore, we will only study the inelastic scattering from photons arriving through
the side a to photons leaving trough the sideb.

EJ

L a Ca

V

L b Cb

Cca Ccb

x < 0 0 x > 00

âout [! ] âin [! ] b̂in [! ] b̂out [! ]

Figure 1.6: Electrical schematic for the considered photomultiplier. The two transmission
lines are characterized with an impedance ofZ0 and a wave celerity ofc0. They allow for
applying and extracting microwave radiation from the device.
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To compute scattering of the microwave excitation, we will introduce the input-output
theory. Then we will compute the e�ect of the coupling between the transmission line and
the resonators. Finally, we will show the e�ect of the Josephson junction which couples the
resonators. This theoretical approach was developed by Juha Leppäkangas. Here we will
only introduce the elements required to understand the samples and measurements. We
refer to [41] for more information.

1.3.1 Input-Output formalism

The input-output formalism is another way of treating dissipation in quantum mechanics.
Instead of describing it through an in�nite number of LC resonators, the energy is dissipated
in transmission lines of in�nite length. The main advantage of this description is to allow
for modeling an input excitation (which puts the system out of equilibrium) on top of
dissipation. Notice that it is possible with the Caldeira-Leggett model, if we consider a
bath out of equilibrium.

The Hamiltonian of the input transmission line can be written [36, 42]:

ĤT L;a =
Z 0

�1
dx

2

4 q̂T L;a (x; t )2

2C0
+

1
2L 0

 
@̂� T L;a

@x
(x; t )

! 2
3

5 (1.44)

whereC0 is the capacitance per unit length of the transmission line andL 0 is its inductance
per unit length. The characteristic impedanceZ0 and the wave celerity c0 are function of
them: Z0 =

p
L 0=C0 and c0 = (

p
L 0C0) � 1.

The Hamiltonian can be solved in second quantization. For the �ux, we obtain:

�̂ T L;a (x < 0; t) =

s
~Z0

4�

Z 1

0

d!
p

!

h
âin [! ]e� i! (t � x=c0 ) + âout [! ]e� i! (t+ x=c0 ) + h :c:

i
(1.45)

The operator âin [! ] annihilates an incoming photon5of pulsation ! , whereasây
in [! ] create

an incoming photon. The operator âout [! ] and ây
out [! ] perform the same operations for an

outgoing photon.
As only pulsations near the pulsation of the input resonator! a couple to the resonator

a, only states with such pulsation are important. We can approximate the �eld by:

�̂ T L;a (x < 0; t) =

s
~Z0

2! a

�
âin

�
t �

x
c0

�
+ âout

�
t +

x
c0

�
+ h :c:

�
(1.46)

where âin (t) is the Fourier transform of âin [! ].
The charge in the transmission can be computed as:

q̂T L;a (x < 0; t) =

s
~! a

2Z0

�
âin

�
t �

x
c0

�
� âout

�
t +

x
c0

�
+ h :c:

�
(1.47)

Similar equations hold for the output side, the propagation direction is only inverted
for the incoming and outgoing photons.

5This de�nition of a photon is not very satisfactory, as it is de�ned through a Fourier transform, a
photon with a perfectly de�ned frequency has an in�nite time extension. Other methods using time-
frequency overcome this problem, as the de�nition through time windowed Fourier transform [38] or the
use of wavelet [42] (appendix A.2).
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1.3.2 Capacitive coupling and resonator

We consider the coupling between the transmission lines and resonators, we will focus
ourself on the input resonator but the treatment is symmetrical for the output resonator.
In order to write the Heisenberg equation of the resonator, we need to write the Hamiltonian
of the system:

Ĥa =
q̂2

a

2Ca
+

�̂ 2
a

2L a
+

q̂aq̂T L;a (x = 0 ; t)
Ca

+
q̂T L;a (x = 0 ; t)2

2Cs
+ ĤT L;a (1.48)

where C � 1
s = C � 1

ca + C � 1
a and ĤT L;a de�ned in the previous part.

To write the usual equation of motion for the input and output �eld, four steps are
needed, see [41]. First, we write the charge and �ux of the resonator in terms of their
annihilation and creation operators, this is possible if the coupling is weak enough. Then
we write the Heisenberg equation of motion for�̂ T L;a (x = 0 ; t), we deduce the common
boundary equation from it. The third step is to write the Hamiltonian using this bound-
ary condition and to diagonalize it. This renormalizes the characteristic impedance and
resonance frequency of the bare resonator. Finally, we write the equation of motion for
the operator �̂ a and q̂a and deduce the equations of motion for annihilation (and creation)
operator. After a change of variable, we obtain the usual equations:

_̂a(t) = � i! aâ(t) �
 a

2
â(t) +

p
 aâin (t) (1.49)

with the boundary condition:

âin (t) + âout (t) =
p

 aâ(t) (1.50)

where  a = Z0C2
ca

2L a (Ca + Cca )2 and ! a = 1p
L a (Ca + Cca )

.

Notice that a minor error is presented in the article [41]. In page 15, the e�ective
capacitance Cp is not equal to Ca + Cs but to Ca + Cca

6. None of the conclusions are
a�ected by this change as all formulas are expressed in term of characteristic impedances,
resonance pulsations and energy decay rates.

These equations can easily be solved by taking the Fourier transform of equations (1.49)
and (1.50):

âout [! ] =
A � [! ]
A[! ]

âin [! ] with A[! ] =
 a

2
+ i( ! a � ! ) (1.51)

which correspond to the classical scattering of anLC resonator capacitively coupled to a
transmission line.

6To obtain a quadratic Hamiltonian from the formula (A24), we need to solve (notation from the article
[41]):

ZLC

4L a
�

1
4Ca ZLC

+
Cs

Ca

1
4ZLC

= 0

The error comes probably from a sign inversion of the last term of this equation, which gives rise to the
incorrect formula.
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1.3.3 Junction

It is now time to consider the coupling between the two resonators through the Josephson
junction. As described in section 1.1.2, the Hamiltonian of the Josephson junction can be
written:

ĤJ = � EJ cos

 

! J t +
�̂ a

�̂ 0
�

�̂ b

�̂ 0

!

= � EJ cos
�
! J t + ga

h
â + ây

i
� gb

h
b̂+ b̂y

i� (1.52)

where ga =
q

�Z a=RQ with Za =
p

L a=(Ca + Cca) and similarly for gb.
The Heisenberg equations of motion then take the form:

8
>><

>>:

_̂a(t) = � i! aâ(t) +
i
~

h
ĤJ ; â(t)

i
�

 a

2
â(t) +

p
 aâin (t)

_̂b(t) = � i! b̂b(t) +
i
~

h
ĤJ ; b̂(t)

i
�

 b

2
b̂(t) +

p
 b̂bin (t)

(1.53)

The boundary conditions are not modi�ed, see equation (1.50).
The equation (1.52) is too complicated to solve equation (1.53) analytically. However,

we are only interested in speci�c cases: when a single photon with a pulsation! a is con-
verted to n photons at ! b. Therefore, we will only consider bias voltages near the resonance
! J � n! b � ! a. Moreover, we only consider input radiation comprised of single-photons
near the frequency of the input resonator: ! in � ! a. In these conditions, the junction
Hamiltonian (equation (1.52)) can be written in the rotating wave approximation (RWA):

ĤJ = ~� n â(t)
�
b̂y(t)

� n
e� i! J t + h :c: where � n =

EJ

2~
in+1

n!
gagn

b exp

 

�
g2

a

2
�

g2
b

2

!

(1.54)

1.3.4 Single photon multiplication by a factor n

We will start to computing the probability of transmission for a linear conversion n = 1
and will explain how it can be extended for an arbitrary multiplication factor n. This
computation does not evaluate frequency-frequency correlations, a more complete approach
is presented in [41] which addresses this limitation.

1.3.4.1 Solution for n = 1

We can write in Fourier space the equation (1.53) in the RWA:
8
<

:

A[! ]â[! ] = � i� �
1b̂[! + ! J ] +

p
 aâin [! ]

B [! ]b̂[! ] = � i� 1â[! � ! J ] +
p

 b̂bin [! ]
(1.55)

Using the boundary condition (equation (1.50)), we can write the output �eld as a
function of input �eld thanks to several hypotheses. First, no photon arrives from side
b (only quantum �uctuation). This is possible since the frequency of the output mode is
high compared to thermal �uctuation and no microwave radiation is applied from this side.
Secondly, we do not consider low frequency �uctuations of the bias voltage, as is done in
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the P(E) theory, an incoming photon at ! is convert to a photon at ! + ! J exactly (! J is
negative for a down-conversion). The output �eld can be expressed as:

Nout =
D

b̂y
out [! + ! J ]b̂out [! + ! J ]

E
=

 a bj� 1j2
�
�
� j� 1j2 + A[! ]B [! + ! J ]

�
�
�
2

D
ây

in [! ]âin [! ]
E

(1.56)

We can then deduce the conversion probability of an incoming photon at! :

Tn=1 =
1
n

D
b̂y

out [! + ! J ]b̂out [! + ! J ]
E

D
ây

in [! ]âin [! ]
E =

 a bj� 1j2
�
�
� j� 1j2 + A[! ]B [! + ! J ]

�
�
�
2 (1.57)

1.3.4.2 Extension to any n

To generalize this expression to an arbitraryn, we map the resonators to two-level systems.
We consider a biasing voltage which is resonant for a photon multiplication by a factorn.
When a n photon state is produced in the output resonator, two possibilities exist, this state
is converted back to one photon inside the input resonator or a photon leaks to the output
transmission line. In that case, all photons will necessarily leak to the output transmission
line as the biasing voltage is not resonant for the process where(n � 1) output photon is
back converted to one input photon.

The output resonator acts as a two-state system, 0-photon orn-photons. The e�ective
decay rate of the exited state is renormalized by a factorn: n b (similarly the resonance
frequency becomesn! b) and the e�ective coupling becomes� n

p
n!. The conversion proba-

bility can then be expressed as:

Tn =
 an b(n!)j� n j2

�
�
�(n!)j� n j2 + A[! ]Bn [! + ! J ]

�
�
�
2 where Bn [! ] =

n b

2
+ i( n! b � ! ): (1.58)

For more simplicity, we express it with a normalized coupling:

Tn [!; ! J ] =
4j"n j2

�
�
� j"n j2 + 4A[! ]B n [! + ! J ]

 a n b

�
�
�
2 where "n = 2 � n

s
n!

 an b
(1.59)

This equation is rather complex as it depends on a lot of parameters:EJ , ga,  a, gb,  b

and ! a. To get a better understanding of their impact on the photon multiplication e�ect,
we will discuss �rst the implication of this equation, then we will discuss the limits of this
approach.

1.3.5 Properties of the conversion probability

The main conclusion we can extract from the equation (1.59) is the possibility of a perfect
photon multiplication. If we place ourself at the resonance! = ! a and n! b = ! J + ! a, this
equation is reduced to:

Tn =
4j"n j2

�
�
� j"n j2 + 1

�
�
�
2 (1.60)



18 Chapter 1. Theoretical elements of inelastic Cooper-pair tunneling

Therefore, we obtain a perfect photon multiplication, Tn = 1 , when j"n j = 1 .
Instead of a unique Josephson junction, we use a Superconducting QUantum Interfer-

ence Device (SQUID) to be able to tune the Josephson energy. This energy can then be
adjusted during the experiment whereas the other parameters are �xed by the geometry of
the sample. This is why we express the Josephson energy as a function of them in order to
estimate the characteristic of our SQUID:

EJ = ~
p

 a b

ga gn
b

n!
p

(n � 1)!
exp

 
g2

a

2
+

g2
b

2

!

(1.61)

Another important property is the bandwidth of the photon multiplication processes.
To express it, we consider incoming photon with a pulsation! = ! a + �! and corresponding
outgoing photons with a resonant biasing voltagen! b = ! J + ! a, which gives us! + ! J =
n! b + �! . In that case the conversion probability takes the form:

Tn =
4j"n j2

�
1 + j"n j2 � 4 �! 2

 a n b

� 2
+ 4

�
�! ( a + n b)

 a n b

� 2 (1.62)

To better understand that expression, we plot it in �gure 1.7 for n = 1 for di�erent  a and
 b. It is important to note that the case  a = 2  b is equivalent to considering the photon
multiplication by a factor n = 2 when  a =  b.
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Figure 1.7: Conversion probability as a function of the input microwave detuning and of
the adimensional coupling"1. We plot the curve for a)  a=2 =  b =  , b)  a =  b =  and
c)  a = 2  b = 

For  a =  b for n = 1 or  a = n b for an arbitrary n, we observe that a perfect
transmission is possible whenj"1j > 1 with a splitting of the conversion peaks. When
 b >  a, the area of high e�ciency conversion (T > 0.99) decreases, however, the HWFM
increases. On the contrary, we observe a contraction of all structure when a >  b.
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To conclude on the bandwidth of the photon multiplication e�ect, the choice of the
resonator bandwidths depends on the goal. If we want to maximize the bandwidth of
detection, the output resonator need to have a much larger bandwidth than the input. If
you want to maximize the area whereT > 0:99, we need to verify  a = n b for the wanted
photon multiplication.

Finally, we can write the conversion probability with a bias voltage o�set �! J at the
resonance! = ! a, n! b = ! J + ! a and j" jn = 1 :

Tn =
1

1 +
�

�! J
n b

� 2 (1.63)

We recognize a Lorentzian with a HWFM of n b. This can be easily understood as the
o�set voltage is distributed over all output photons and its impact decreases when the
number of photon increases (each of them are closer to the resonance).

Until now, we have only considered the impact ofEJ ,  a and  b. The e�ect of the
characteristic impedance has only a renormalization e�ect on the coupling constant and
the resonance frequencies modify the biasing voltage to observe the photon-multiplication.
However, these parameters have strong impact when the incoming �eld is constituted with
multi-photon state which is not account for in this approach. Moreover, this linear scat-
tering approach does not allow to compute the full frequency correlation output �eld.

1.3.6 Beyond the linearized approach

The linearized approach has two main limitations, �rst we only compute the conversion
probability and cannot determine the output state for a given input state. Secondly, it is
only valid for a single input photon, i.e. we cannot evaluate the dynamical range of the
photon multiplication e�ect. These two limitations are treated in [41] and we repeat here
the conclusion for completeness.

From the frequency-frequency correlation of the �eld, we can deduce the �rst and second
order correlation functions, and we can show that the conversion is coherent. An input �eld
made of the superposition of a single photon state and vacuum,jini = c0 j0i in + c1 j1i in , is
converted (at the resonance) to an output state with a superposition of n-photon state and
vacuum, jouti = c0 j0i out + i nc1 jni out . It is important to note that the phase of the input
photon is transferred to the ensemble of output photons.

The second question is a bit more complicated to treat as the equation (1.54) of the
RWA must be modi�ed to take into account the non-linear interaction between multi-photon
states inside the resonators. Using this modi�ed Josephson Hamiltonian and a coherent
driving Hamiltonian, a Lindblad-type master equation is deduced and numerically solved
to obtain the conversion probability.

We show in �gure 1.8 the conversion probability as a function of the resonator band-
width and the average input photon number of a coherent pulse drive. Two cases are
presented, ga = gb = 1 and ga = 0 :25, gb =

p
2. We observe that decreasing the char-

acteristic impedance of the input resonator increases the dynamical range of the photo-
multiplier. This comes from the decrease of the non-linearity due to the reduced charac-
teristic impedance which limits the interaction of the photons inside the input resonator.
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Secondly, an increase in the bandwidth of the resonator increases the dynamical range,
simply because the average photon population is lower inside the resonators.

Figure 1.8: Average conversion probability for coherent-state pulse with a HWFM in =2
as a function of the HWFM of the resonators,  a =  b =  and its input photon number
N in . The system is biased at the photon-tripling resonance (n = 3 , j"3j = 1 ). This �gure
is extracted from [41] (FIG. 4, page 7).

The last phenomenon to discuss is the spontaneous emission which may conceal the
wanted photon multiplication processes. This problem is treated with the P(E) theory in
[41], however we will see experimentally in chapter 5 that this theory is not valid for the
Josephson energy needed for an e�cient photon multiplication in our case. Therefore, we
only give general guidelines on minimizing this parasitic e�ect.

The frequency of the input and output resonators must be carefully chosen, the biasing
voltage for a given n must be far from the fundamental emission line of the bare system.
To say it mathematically, for a biasing voltage: ! J = n! b � ! a, ! a 6= ! J =p; 8p 2 N and
! b 6= ! J =k; 8k 2 N. This e�ect is worst for the input resonator, as a spontaneous emission
inside it is photo-multiplied to the output resonators.

The second optimization we need to work on is the characteristic impedance of the
output resonator. Indeed, the Josephson energy increases when the impedance decreases,
as described by equation (1.61), which intensi�es rapidly the spontaneous emission of the
device. The output resonator must therefore possess a characteristic impedance as high as
possible.

Conclusion

We have �rst described the spontaneous emission of a resonator coupled to a voltage-biased
Josephson junction through a perturbation theory. We have then applied this theory to a
typical system in order to explain what can be expected from an actual device and how we
can extract parameters from the measured photon emission rate. Finally, we have presented
the key elements for designing a photo-multiplier based on inelastic Cooper pairs tunneling
using input/output theory in a rotating wave approximation.
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The usual nano-fabrication process for superconducting quantum circuits is based on
aluminum. The main reason is the coexistence of a superconducting state and the well-
known formation of a high quality oxide which allows fabricating SIS Josephson junctions,
the principal building block for creating non-linear superconducting elements. Moreover,
the fabrication process is often based on lift-o� and double angle shadow evaporation which
is possible because of the high vapor pressure at relatively low temperature of aluminum, so
the resist is not burnt. Therefore, aluminum appears to be the ideal material to fabricate
our sample, but it possesses several drawbacks. The limited critical temperature (1.2 K) of
aluminum prevents tests in liquid helium and its gap limits the working frequency of the
circuits to approximately a hundred gigahertz. Moreover, this limited gap increases the
parasitic capacitance of the junction at a given Josephson energy compared to materials
with higher critical temperature.

To overcome these drawbacks and to allow for the fabrication of complex devices, an-
other fabrication process is presented in this chapter. We will �rst present what was pre-
viously done in the group, then the current fabrication process will be explained. Finally,
we will present the possibilities opened up by this process.
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2.1 Previous fabrication process

The group has developed for during several years a process [43�45] based on NbN-MgO-
NbN junction. There are several advantages, �rst the high critical temperature of 16 K
allows working frequency up to 1.2 THz. Then, a thin �lm of NbN has a high kinetic
inductance, which makes it possible to create resonators with high characteristic impedance.
As explained in the Chapter 1, this increases the amplitude of multiphoton processes and
is essential to observe the photon multiplication e�ect.

This advantage is also its main drawback, because kinetic inductance is very sensitive
to the fabrication condition and processing. Indeed, its kinetic inductance is linked to its
disorder which can be easily modi�ed during the fabrication. Moreover, the growth of NbN
creates rough surfaces which increase the parasitic capacitance of the junction. A previous
generation of photo-multiplier (developed by Dibyendu Hazra) was inoperative because of
uncontrolled frequency shifts due to these two reasons. Another di�culty was the chemical
hardness of NbN which calls for hard solid masks in order to be correctly de�ned by reactive
ion etching.

Because of these problems, we have chosen to switch to a very similar process based on
Nb-Al/Al 2O3-Nb junctions. The main advantage is the wide literature on these junctions
as they are commonly used for various applications (single �ux quantum logic [46], radio-
astronomy mixers [47], Josephson voltage standard [48]...) and are commercially available
[49]. Moreover, the arrival of a new sputtering machine allows us to control the oxidation
of aluminum, which was impossible in the previous tools.

2.2 Fabrication process

The fabrication is performed on 100 mm wafers with a mix of electron beam and optical
lithography, so that 69 di�erent chips can be made at the same time. We can note here
that we have structures with very di�erent size, from 100 nm for the junction to millimeter
size for transmission lines, which is why we perform a mix of optical and electron-beam
lithography.

The samples are fabricated on top of530µm thick sapphire wafers because of their
microwave properties, notably low loss, and the high resistance to etching. The dielectric
constant of sapphire is anisotropic (" r=11.5 parallel to C-axis, " r=9.3 perpendicular to
C-axis), which is why we choose a wafer cut parallel to the C-plane (orthogonal to the
C-axis), so the apparent" r is isotropic in this plane.

2.2.1 Trilayer preparation

The �rst step of the fabrication is to deposit a trilayer which is used for the vertical junction
and the base wiring. Every layer of this �rst step is deposited using a Plassys sputtering
system. To get a good reproducibility of this step, it is dedicated to the deposition of
superconductors (niobium, aluminum or titanium) with dc-sputtering and insulators (mag-
nesium oxide or silicon oxide) with rf-sputtering in high vacuum, the base pressure is below
2:0 � 10� 7 Pa. The system makes it possible to perform co-sputtering with argon and
nitrogen atmosphere which allow depositing a wide range of materials. Moreover, we can
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perform controlled oxidation inside the loading chamber and clean with argon plasma inside
the high vacuum chamber.

The �rst fabrication step is to clean the wafer with an argon plasma during 10 min.
We then deposit �rst 50 nm of niobium, then 7 nm of aluminum, this thickness allows to
fully cover and smooth the niobium surface [50] to have reproducible junction and is thin
enough to be easily etched. The aluminum is next statically oxidized during10 min with a
pressure varying between50 Paand 5000 Pato change the tunnel barrier thickness. Finally,
we deposit 50 nm of niobium. The precise parameters for the deposition are resumed in
table 2.1.

Materials Thickness (Time) Pressure Argon �ow Current or Power

Niobium
50 nm (41 s)

270 nm (221 s)
0:8 Pa 70 Sccm 2 A(Dc sputtering)

Aluminum 7 nm (7 s) 0:8 Pa 70 Sccm 1 A(Dc sputtering)

Magnesium oxide 10 nm (300 s) 1 Pa 70 Sccm 200 W(RF sputerring)

Table 2.1: Sputtering recipes for the Plassys MP45045. All depositions are performed at
ambient temperature (21� C) and we pump the chamber to a pressure of5:0 � 10� 6 Pa
between each deposition.

To �nish the preparation of the wafer, alignment crosses are de�ned with electron-beam
lithograph, using a JBX-6300FS from JEOL, with a PMMA resist (see the table 2.2 for
the recipes). We deposit by electron-beam evaporation10 nm of chromium then 60 nm of
platinum inside a MEB550 from Plassys. We perform a standard lift-o� with a night in
acetone followed up with5 min in an ultrasonic bath and rinse with isopropyl alcohol (IPA)
for 2 min

Resist Thickness
Pre-exposure

bake
Exposition Developing

LOR_A 100 nm 150� C, 600 s not photosensitive AZ 326MIF

UV51 450 nm 130� C, 60 s
240 nm at

40 W=m2, 1:3 s
AZ 326MIF, 30 s

AZ1512HS 1:2µm 100� C, 60 s
365 nm at

60 W=m2, 25 s
AZ Developer diluted

1:1 in H2O, 30 s

PMMA 2 270 nm 180� C, 300 s
100 kV at 13 C=m2

with 1 nA beam
MIBK:IPA at 1:3,

45 s

Table 2.2: Lithography recipes of the resists used.
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2.2.2 Trilayer de�nition

We shape the trilayer in three steps. We �rst transfer an optical mask to an aluminum
mask, then we perform an electron beam lithography to �nish the de�nition of the aluminum
mask. Finally, we perform an inductively coupled plasma etching to transfer the mask to
the trilayer.

For the optical part, we begin by spin coating a layer of LOR_A, bake the resist,
then spin coat a layer of UV5 and perform the pre-exposure bake, see the table 2.2 for the
recipes. This bilayer is insulated with an MJB4 from SUSS MicroTec, baked to activate the
resist and developed. The LOR_A resist is not photosensitive but it dissolved isotropically
and rapidly in the TMAH developer, so it dissolves under the UV5 resist as we can see
in the �gure 2.1 a), creating an undercut. It prevents the 70 nm aluminum, which is then
deposited by evaporation, on top of the UV5 to directly connect with the aluminum on
top of the niobium. In consequence, we are able to easily lift the aluminum with the same
method as in part 2.2.1. The LOR_A is not soluble in acetone, so we arrive at the state
of the �gure 2.1 b). To remove it, we perform a dry etching using an inductively coupled
plasma (ICP) etching system, PlasmPro 100 from Oxford, with an O2 plasma, details on
the recipe are given in Table B.1. Notice that all the dry etches are performed using this
ICP etching system. The wafer then looks like in �gure 2.1 c).

We then de�ne the small structures using an electron beam lithography with a PMMA
resist and perform a lift o� of 70 nm of aluminum. We obtain the structure depicted in
�gure 2.2. The electron beam lithography is mandatory as we need small junctions with
low parasitic capacitance in order to limit the hybridization of the mode at each side of the
junction.

To transfer the mask to the trilayer, we start by etching the upper niobium layer with
the Nb etching recipe of the Table B.1. We use a laser monitoring to stop on top of the
oxidized aluminum. We then perform an overetch with a high plasma pressure to clean
the border of the niobium (Nb overetch in the Table B.1). To etch the aluminum of the
junction we use an argon plasma, we choose to use a mechanical etch instead of a chemical
one (using BCl3 with HBr for example) because the etching is slower. So we control more
easily the depth of the etching which limits the degradation of the mask, which is also in
aluminum but thicker. Moreover, we take out the wafer of the ICP system before the next
step in order to form now aluminum oxide top of the mask, which hardens it. Finally,
we etch the niobium of the bottom of the trilayer by repeating the step for the top one.
We obtain relatively vertical �anks as we can see in �gure 2.2 d). We do not remove the
aluminum mask at this step as this would also attack the aluminum of the junction.

2.2.3 Chromium resistors

The next step is to perform a lift-o� of chromium to create resistors, which are useful to
create on-chip dissipation as for ampli�ers. We perform an optical lithography over an
AZ1512 HS resist then evaporate200 nm of chromium. We lift the chromium by using
acetone for1 h then 5 min inside an ultrasonic bath and rinse with isopropyl alcohol.

1UV5 is an activated resist which needs a post exposure bake at300� C for 90 s.
2PMMA 950K diluted at 4% in etyhl lactate. After the developing, the resist is rinsed in IPA for 30 s.
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Figure 2.1: a) Representation of the trilayer structure with the optical stack before lift o�
of the aluminum. Note, theses schematics are not to scale as this would create di�culty to
show the critical elements of the fabrication. b) Scanning electron microscopy (SEM) image
after the lift-o� of the aluminum, we observe the undercut of the LOR resist compared to
the aluminum mask. c) SEM image after the O2 etching of the LOR. The surface is cleaned
of every residue.

2.2.4 Dielectric for spacers and bridges

After the chromium resistance deposition, we deposit200 nm of Si3N4 using plasma en-
hanced chemical vapor deposition (PECVD) in a system from Corial (D250L). We exploit
the isotropic growth of this method to obtain a higher thickness near the edges of the
trilayer compared to �at areas. We then sputter 10 nm of magnesium oxide as an etching-
stop layer for the following steps. We then perform an optical lithography with AZ1512 HS
resist and develop it. To obtain the result of �gure 2.3 a), we etch the MgO using acetic
acid at 1% in volume during 12 s.

We perform a directional dry etch using the same ICP etching system (for the recipe,
see Si3N4 in Table B.1). With this etch, we create spacers which isolate the sidewalls the
trilayer, as represented in �gure 2.3 b). At this stage, we can etch the aluminum of the �rst
masks in all uncovered areas as the aluminum of the junction is protected by the silicon
nitride spacer. We perform this etch using AZ 326 MIF (2.38 % TMAH in water) for
around 2 min. The last step is to remove the resist with acetone and its residue with O2
plasma. At this stage, we can observe the spacer in �gure 2.3 c). Moreover, we are able
to create vias through the dielectric which will allow us to cross wires or to create parallel
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Figure 2.2: a) Schematics of the layer structure after de�nition of the electron beam alu-
minum mask. b) SEM picture showing the link between the structure de�ned by optical
and electron beam lithography. c) Structure after etching of the trilayer, the aluminum
of the mask is partialy consumed during the etching. d) SEM images of a trilayer, we
can observe that the layered structure is quite vertical with a small step at the oxidized
aluminum level.

plate capacitor, as we can observe in �gure 2.3 d). We can remark on this �gure that the
silicon nitride is etched nearly everywhere on the wafer to prevent inhomogeneities due to
loading during the etching.

2.2.5 Counter-electrode fabrication

We perform an argon plasma cleaning inside the vacuum chamber for5 min in order to
eliminate the niobium oxide formed because of exposition to the atmosphere. Then270 nm
of niobium is sputtered and an aluminum mask is de�ned using the exact same step than
in part 2.2.2. The layers at this stage of the process are represented in �gure 2.4 a).

The last step is to dry etch the counter-electrode in two steps. We etch the niobium
using the recipe �Nb etching� in Table B.1. We exploit the laser monitoring to detect the
aluminum to stop on top of the barrier. We then perform a short overetch. As the etching
of the silicon nitride and the niobium is very similar, the magnesium oxide is needed to
protect the silicon nitride which is not covered by the niobium. In �gure 2.4 b), we observe
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Figure 2.3: a) Representation of the wafer structures before etching of the silicon nitride
and after the wet etch of the magnesium oxide. b) State of the wafer after the etching of
silicon nitride. A spacer remains at the edge of the trilayer. c) SEM image of the junction
area after etch of the silicon nitride and the aluminum. We observe the formation of the
spacer. d) We observe the fabrication of vias in this SEM picture realized after the etch of
silicon nitride and aluminum. These holes inside the silicon nitride will allow connecting
the two large ground planes without connecting the small niobium line in the middle of the
picture.

what schematically happens to form a junction and in �gure 2.4 c), we see what it looks
like in practice. At the same step, we form links between the di�erent ground planes, as
visible in �gure 2.4 d), and the fabrication of planar capacitors or inductors. Moreover, we
can notice in that �gure that the ground plane is patterned, the goal is to keep the loading
constant and uniform when the etch proceeds from counter-electrode to the upper part of
the trilayer. A positive side e�ect is that the pattern helps to trap vortices inside the holes
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Figure 2.4: a) Sample structure after sputtering of the niobium and de�nition of the alu-
minum mask. b) Representation of the wafer after the etch of the niobium. This step
de�nes the junction area by cutting the top layer of the trilayer and creating a conduction
path through the aluminum oxide. c) SEM picture of a junction. The junction area is
de�ned by the intersection of two lines to limit alignment problems. d) SEM image of
isolated crossing lines. We observe here the connection between the two ground planes of
a coplanar waveguide.

which prevents them to move near the junction or the transmission lines.

2.2.6 Process monitoring

We verify each fabrication step using scanning electron microscopy, and we measure the
thickness of the layers with a Dektak pro�lometer. These measurements are performed only
on one spot of the wafer as they are cumbersome and the exposition to the electron beam
tends to degrade the exposed samples. To monitor the fabrication homogeneity through the
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wafer, we insert in the middle of each10 mm� 10 mm chip the structure shown in �gure 2.5
a) to measure the resistivity of layers and the characteristics of the Josephson junctions at
the end of the process. The junction properties are analyzed in part 2.3.

The characterization is performed with four-wire resistance measurement, as illustrated
in �gure 2.5 b). In that case, we measure the resistivity of the bottom layer of the trilayer.
The resistivity of the full trilayer, the counter-electrode (topwiring in �gure 2.5 a)) and of
the chromium are measured similarly. A test structure with 10 vias in series is used to
verify that they are fully open and to check step connectivity of the counter-electrode. The
744 test structures, 62 chips with 12 test structures (see �gure 2.6 a)), are measured with
an automatic probe station at room temperature.

Figure 2.5: a) Layout of the central part of each chip. These structures are used to
monitor process variations. b) Meander to measure the resistivity of a layer, here the sheet
resistivity of the bottom layer of the trilayer. The measurement is done with a four-wire
measurement as indicated with theV + , I + , V � and I � . c) Layout of a Josephson junction
of size 1µm� 1µm, the junction for SQUIDs has a similar structure, see part 2.3 for the
discussion on their properties.

The resistivity of the chromium layer, �gure 2.6 e), is the most straightforward to
interpret as it measures the good homogeneity of chromium evaporation. As a side note,
the residual-resistivity ratio is small � 300K =� 4:2K = 1 :1 and identical through several wafers,
so the measurement at room temperature gives a good estimation of the resistivity at low
temperature. The resistance of the 10 vias, �gure 2.6 f), indicates probably that the etching
was not enough to open vias, as the etching rate is smaller near the border of the wafer.
The resistivity of the bottom layer of the trilayer, �gure 2.6 b), the trilayer, �gure 2.6 c),
and the counter electrode, �gure 2.6 d), are better understood if we compare them. For
example, the resistivity of the bottom layer should be 3 times the resistivity of the trilayer,
because of the residual aluminum mask which conducted 5 times better than the niobium.
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So we can conclude that the aluminum of the junction is not a perfect etch stop as the
resistivity of the bottom layer is a bit higher than expected. In the same way, the resistivity
of the counter-electrode is expected to be close to the resistivity of the trilayer which we
observe experimentally, as the residual aluminum of counter-electrode mask is thinner than
for the trilayer.

These measurements indicate that the fabrication is globally working as intended except
for some vias, moreover they allow us to preform a �rst selection of chips to measure at low
temperature. However, the resistivity tests do not give any information on our non-linear
element, the Josephson junctions.

2.3 Vertical Josephson junction

The Josephson junctions are the key building block of our sample and their most sensitive
part. We characterize them at room temperature and at low temperature by putting single
junctions at the center of each chip as illustrated in �gure 2.5. To minimize alignment
problems, the junctions are fabricated through the crossing of two lines, as shown in �g-
ure 2.5 c), allowing for 200 nm of misalignment, enough for e-beam lithography. The same
geometry is used for the junctions of the SQUIDs.

A lot of scienti�c publications exist about the fabrication of Nb/Al/Al 2O3/Nb junction,
[50�52] describe the most important parameters to make junctions. Notice that the usual
process involves the anodizing of the niobium of the trilayer to prevent short circuit be-
tween the bottom layer of the trilayer and the counter electrode. We choose to use spacer
instead to reduce the parasitic capacitance of the junction as the niobium oxide possesses
an anisotropic and very high dielectric constant.

2.3.1 Room temperature measurement

The junctions are measured at room temperature with the automatic probe station to
rapidly estimate the characteristics of the junction. We obtain the result presented in
�gure 2.7 for a typical working wafer. We observe that the normal tunnel resistance is
not very homogeneous with a typical factor 2 between the lowest and highest junction
resistance. However, the resistance varies less compared to the previous process (with
NbN/MgO/NbN junction) where the resistance changed with a factor 10 through a typical
wafer.

Moreover, from the measurement of the junction resistance at room temperature, we
can estimate roughly the critical current using the Ambegaokar-Barato formula [53, 54]:

I c(T = 0) =
� � 0

2eRn
(2.1)

So the room temperature measurements gives a �rst indication if the critical current of
SQUIDs is suited to observe the photo-multiplication process.

2.3.2 Low temperature characteristics

The room temperature measurements are not enough to fully characterize the junctions,
so junctions are measured at liquid helium temperature to verify their properties. We
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Figure 2.6: a) Structure of the wafer, the blue chips are technical chips which are used
for process monitoring. They hold global alignment crosses, lithography test or target for
the laser end point detection during etching. b) Sheet resistivity of the bottom layer of
the trilayer. c) Sheet resistivity of the full trilayer. d) Sheet resistivity of the full counter-
electrode. e) Sheet resistivity of the chromium. f) Resistance of ten vias. Notice that all
the resistances are measured at room temperature.

use a Measurement computing USB-1608GX-2AO analog input-output card with home-
made di�erential ampli�ers to measure I (V ) characteristics of junction through four-wire
measurement.
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Figure 2.7: Resistance of Josephson junctions of various sizes at room temperature:
a) 0:50µm� 0:50µm b) 0:30µm� 0:30µm c) 0:14µm � 0:14µm d) 0:17µm � 0:12µm
(Trilayer � Counter-electrode).

In �gure 2.8, we show the J (V ) = I (V )=S characteristic for the junctions of C7 chip,
where S is the area of each junction. This sample comes from the wafer presented in
�gure 2.7 and �gure 2.6. We observe that the measured critical currents are in good
agreement with the estimation from room temperature resistance and the typical hysteresis
of tunnel junction for the 0:5µm� 0:5µm. However, we observe that the curves for the three
junctions do not collapse. Notice here that the curves for the two smallest junction are on
di�erent scales than for the bigger one. This is probably due to the reduction of size of
the smallest junction during the etching of the trilayer and of the counter electrode which
distort the e�ective surface of the junction.

To compare with the usual critical current density of Nb/Al/Al 2O3/Nb junction, the
important element is the product of the partial pressure of oxygenp02 with the duration t
of oxidation. The critical current typically scales as 1=

p
p02 t. For the sample presented, the

product p02 t is 3 � 105 Pa � s and we observe a critical current density of around5µA � µm� 2

for the bigger junction. This is ten times smaller than what is usually observed [56, 57].
The annealing of the junction during the silicon nitride deposition, performed at 250� C,
is the most probable reason, as it is known to reduce the critical current [52]. However,
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Figure 2.8: Current density J as a function of bias voltageV of single Josephson junctions.
Notice that the biggest junction is on the right axis with a factor 5 compared to the left one.
The black dashed lines are computed from the bulk gap of niobium [55], the dash-dotted
lines are computed from the Ambegaokar-Barato� equation 2.1.

we can note that when we fabricate wafer with an oxidation of3 � 107 Pa � s, the critical
current density is around ten times lower, so the usual scaling is roughly respected.

The last important property of the junction is the parasitic capacitance of the junction.
It comes from two di�erent part, �rstly a junction forms a parallel plate capacitor between
the two electrode. Secondly the junction is connecting to the circuits through wires, and
they couple capacitively because of their proximity. From electromagnetic simulation with
Sonnet solver and parallel plate capacitor, we estimate it to be: C =50 fF � µm� 2 � S + 0:6 fF
with S the area of the junction in µm2.

We will now discuss the other elements needed to design the electromagnetic environ-
ment of the junction.

2.4 Capacitor

In order to fabricate a broadband bias-T, provide �ltering or control coupling, the use
of capacitors is unavoidable. The capacitance of a parallel plate capacitor formed by the
trilayer and the counter electrode can be computed asC = " 0" r S

d , where S is the surface of
the capacitor, d the thickness of the silicon nitride and " r = 7 :5 is its dielectric constant.
The capacitance per unit surface is0:33 fF � µm2. The smallest capacitors required in our
designs are a few femtofarads, so we only use parallel plate capacitors in our design. We do
not need inter-digital capacitors because the loss tangent of the silicon nitride is su�ciently
low for our application.

It is very important to understand their resonances in order to prevent them from
altering the intended behavior of the actual device. Usually, we consider only the self
resonance (minimum of impedance) of a capacitor, above which the parasitic inductance
starts to become dominant. For our biggest capacitor (100 pF, 560µm� 560µm), the self
resonance frequency is around2 GHz (parasitic inductance of 60 pH) which is not a problem
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for its use in �ltering for the working frequencies of device (between4 GHz and 8 GHz).
At higher frequency, the capacitor su�ers from �= 4 resonances of TE modes between the
two plates, which results in a maximum of impedance. These resonances couple heavily
with the junction and need to be kept as far as possible from the operating frequency of
our device. Luckily, this resonance is presently at more than50 GHz even for the biggest
capacitors. For the coupling capacitors, the self resonance frequency are much higher as
they are much smaller, so they behave mostly as perfect capacitor.

2.5 Coplanar waveguide (CPW)

Transmission line can also be used to form resonators or matching networks. We use a
coplanar waveguide geometry as presented in �gure 2.9 a). The straps, an addition to a
classical coplanar geometry, �ll several objectives. First, they prevent the apparition of
slot line resonances by providing a low impedance link between ground plane. Secondly
they decrease the typical characteristic impedance of the transmission by increasing the
capacitance per unit length and so enable us to fabricate a wide range of characteristic
impedances. Finally, they limit the discontinuities in ground plane when several trans-
mission lines are connected at the one point. The main drawback is the resonances which
appear when the distance between two straps is of the same order of magnitude of the wave
length. This frequency limit to our transmission limit is above 100 GHz for our design.

b)

1 Z0 jX e jX e Z0 2

C Z0; l

Figure 2.9: a) Layout of a typical coplanar waveguide transmission line. The color code is
the same as in �gure 2.5. The gapg, the width w and the distance between strapsd change
the characteristic impedance of the transmission line. b) Electrical schematics of a�= 4-
resonator capacitively coupled to a transmission line. c)jS21j measurement of 4 resonators
coupled to a transmission at13 mK with an input power of � 80 dBm. The measurement
is normalized using a microwave transfer switch. The inset presents the �t with equation
2.2.

Using the Sonnet solver, we simulate transmission lines to extract the characteristic
impedance and the propagation speed. To verify its precision, we couple capacitively four
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�= 4-resonators to a transmission line, the typical schematic is presented in �gure 2.9 b).
The same geometry (g=7µm, w= 10µm, d= 50µm) for the resonators and the transmission
line between the port 1 and 2 is used to obtain a characteristic impedance near50 
 . More
precisely, Sonnet simulation givesZ0 = 51:2 
 and a propagation speed of11:2 � 107 ms� 1.

Using the schematic, we can compute the theoretical transmission between the ports 1
and 2 [58]:

S21(f ) =
1

1 + j X e
Z0

1 + 2j Qi
f � f 0

f 0

1 + Q i
Qc

�
1 + j X e

Z0

�
+ 2j Qi

f � f 0
f 0

(2.2)

This equation �ts the experimental data very well, as presented in the inset of the �gure 2.9
c). The extracted �t parameters are presented in table 2.3 for the four resonators. Notice
that the self-resonance frequencyf r is a bit higher than the measured resonance frequency
f 0 due to e�ect of the coupling capacitor:

f r = f 0

 

1 +

s
2

�Q c

!

(2.3)

From this frequency, we can deduce the speed of propagation:cp = 4 lf r .
The reactanceX e is the origin of the asymmetry of the resonance, it comes probably

from the wire bonding of the chip with the sample holder. We always use three wires of
radius 25µm which account for about 0:3 nH.

f 0 (GHz) Qi Qc

�
�
� X e

Z0

�
�
� (L eq) f r (GHz) cp (107 ms� 1)

4.623 2:9 � 104 2:6 � 103 0.41 (0:55 nH) 4.696 8.735

5.126 6:5 � 104 1:2 � 104 0.12 (0:15 nH) 5.163 8.863

5.508 1:2 � 104 1:2 � 105 0.26 (0:29 nH) 5.520 8.800

5.871 9:9 � 104 2:7 � 105 0.19 (0:20 nH) 5.879 8.748

Table 2.3: Parameters of the �t for the 4 �= 4-resonators and the data extracted from them.

We observe that the simulation and the measurement do not agree well, the average
speed of propagation measured is8:79� 107 m � s� 1 compared with 11:2 � 107 m � s� 1 ob-
tained with Sonnet. Moreover, we can estimate the coupling capacitanceC with the parallel
plate capacitor formula for the lower frequency and coupling quality factor resonator. Using
this value and the parameters of the �t, we can deduce the characteristic impedance:

Z0 =
1

Cf 0
p

8�Q c
(2.4)

We obtain Z0 = 39 
 .
The Sonnet simulations were performed by taking into account the full stack of dielec-

tric, 200 nmof silicon nitride with 10 nm of magnesium oxide on top. If the same simulation
is done with only the silicon nitride, we obtain Z0 = 39:1 
 and cp = 8:542� 107 ms� 1,
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in much better agreement with experiment data. The computed capacitance per unit is
nearly divided by two with the magnesium oxide (170 pF� m� 1 with magnesium oxyde
compared to300 pF� m� 1 without). So, the transmission line characteristic are not the one
initially intended, the discussion in the thesis is adapted to this problem. However, for the
discrete element resonators which we discuss next, the simulation were made without the
magnesium oxide to reduce simulation time as the geometry are complex. Therefore, these
simulations do not su�er from this problem.

2.6 High impedance resonators

As we saw in Chapter 1, the coupling of the resonator with the Josephson junction is
determined by the characteristic impedance of the resonator, compared to the resistance
quantum for Cooper pairs RQ = h=4e2 � 6:5 k
 . Therefore, we need resonators with char-
acteristic impedances in thek
 range to observe the photon multiplication process. This
is one order of magnitude higher than usual characteristic impedance of transmission lines
and �= 4-resonator made from them. Naturally, several ways exist to build such resonators,
useful for various experiments, see [24, 59] for example.

Three main options exist, �rst we can build a transmission line where the center con-
ductor is replaced with an array of SQUID [60, 61]. At �rst order, a SQUID acts as a
tunable inductance much larger than the geometrical inductance of a simple wire of the
same size. The main advantages of this method are the very high impedance possible and
the tunability of the frequency and impedance of the resonator with the �ux applied to the
SQUID array. The main drawback is the complexity of the fabrication and the non-linearity
of such an array. A second way is to use the kinetic inductance of a superconductor, which
comes from the inertia of the carriers [62]. The kinetic inductance is important in thin �lms
of disordered superconductors such as niobium nitride [63]. The advantage of this method
is the relatively simple fabrication in theory, but the dependance of the kinetic inductance
to fabrication details (for example the defects created by etching) complicate the control of
its precise value and thereby the frequency of the resonator. This is one of the main reasons
for using niobium instead of nitride niobium. The last method is to use the self resonance
of a planar coil [1, 64]. The main advantage of this method is the relatively easy control
of the resonance frequency, even if the simulation can be challenging. The problem of this
method is the di�culty to go to high frequency as it is directly linked to the geometry of
the coil which is limited by the fabrication process.

As we wanted to keep the fabrication simple and more reliable and because of previous
di�culties of the group with niobium nitride, we choose to use niobium spiral inductor as
our high impedance resonator.

2.6.1 Planar coil and microwave simulation

The use and fabrication of planar coil was studied extensively for RF applications in micro-
electronics [65�67]. Several forms of planar coils are commonly used and studied. We
present three of them in �gure 2.10. The square inductor (�gure 2.10 b)) maximizes the
inductance per surface and the spiral inductor (�gure 2.10 a)) maximizes the internal
quality factor of the inductor. The other forms, i.e. the hexagonal one (�gure 2.10 c)) or
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the octagonal one, are intermediates between those two aspects. The spiral inductor is the
most promising geometry as a high quality factor is correlated with a high self-resonance
frequency and characteristic impedance.

A spiral inductors possess di�erent geometrical variables, such as the spiral parameters
and the pads and straps necessary to connect the center of inductor to the outside. For
the center pad, we choose to minimize its size with respecting the alignment tolerances
of optical masks, in order to reduce capacitance to ground. We usually align the mask
with a tolerance of around 1µm, so we design a pad which tolerates a misalignment up to
3µm. The wire width w = 1µm is the minimal reproducible wire we can fabricate with
optical lithography. The distance between two wiresh = 1µm is a compromise between the
inter-winding capacitance and the size of inductor which increases capacitance to ground

To vary the characteristics of the inductor (inductance, self-resonance frequency or
characteristic impedance), we vary the internal radiusR and the number of turn N . We
simulate these inductors with Sonnet in order to extract the important properties for our
devices.

Figure 2.10: a) Layout of a spiral inductor. We only vary the internal radius R and
the number of turns to change the inductance and self resonance frequency, the other
geometrical parameters are �xed for every inductor. b) Square inductor. c) Hexagonal
inductor. The color code is the same as in �gure 2.5.

2.6.2 Compact lumped component model extraction

From Sonnet simulations, we extract the impedance matrix as presented in �gure 2.11
b). The results are complicated and do not map well directly to a simpleLC circuit.
Therefore, I develop a simple lumped elements circuit, presented in �gure 2.11 a), to better
understand the behavior of the inductors. This circuit allows to model the �rst two modes
of the inductor. The �rst mode will be used as the resonator for our devices and we check
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that the second mode is not harmful. As we can see in �gure 2.11 b), the agreement between
the lumped component model and the Sonnet simulation is quite good.

a)

1

L 1 L 2

2
k

C1

C2C0
1 C0

2

Figure 2.11: a) Lumped-elements circuit used to model the �rst two modes of a spiral
inductor. b) The continuous line shows two terms of the impedance matrix extracted from
a Sonnet simulation of a spiral inductor with internal radius R = 50µm and N = 10.5
turns. The dashed lines shows a �t of these terms using the model in part a).

For the di�erent variants of the photo-multiplier, we need various characteristic impedances
and resonance frequencies. Therefore, we extract the component values for numerous in-
ductors, presented in table 2.4.

# turns R ( µm) L 1 (nH) L 2 (nH) k C1 (fF) C2 (fF) C0
1 (fF) C02 (fF)

10.5 20 7.41 9.71 0.52 6.84 2.58 14.68 9.40

14.5 20 13.43 15.19 0.43 7.81 3.87 16.35 9.46

10.5 50 13.36 16.73 0.30 10.38 6.18 21.54 14.24

Table 2.4: Lumped component values extracted from the Sonnet simulation for two numbers
of turns and two internal radius.

It is complicated to directly compare inductors from the model components, so we
extract the characteristic impedance and the resonance frequency of the inductors as they
are the most pertinent properties for the design of devices. In a photo-multiplication
sample, the inductors are coupled to the ground between1 GHz and 40 GHz at port 2. The
impedance seen by the junction is therefore the impedance seen from the port 1 when the
port 2 is grounded [68]:

Z (! ) =
V11

I 11

�
�
�
�
V22 =0

(! ) =
1

Y11(! )
=

Z11(! )Z22(! ) � Z12(! )Z21(! )
Z22(! )

(2.5)

From the lumped components model, the impedance can be factorized, see Annex C.1:
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where L eq is the inductance equivalent of the two coupled inductors,! 0 is the frequency
of the �rst mode, ! 1 the frequency of the second mode and! c is a frequency at which the
impedance becomes zero (which might be useful). The characteristic impedance of the �rst
and second mode can also be extracted from this formula, as presented in table 2.5.

The characteristic impedance decreases when the frequency of �rst resonance increases
for a given internal radius. Moreover, at constant characteristic impedance, the resonance
frequency decreases when the internal radius increases. The inductors with small internal
radius have smaller parasitic capacitance (higher characteristic impedance) at a given fre-
quency of resonance. As the holes in the ground plane to host inductors are all identical, it
directly re�ects the fact that the smaller inductors are further away from the ground plane.

N R (µm) f c (GHz) f 0 (GHz) Ze� ;0 (
 ) f 1 (GHz) Ze� ;1 (
 )

10.5 20 39.35 11.65 599 40.40 10.19

14.5 20 25.34 7.82 795 26.02 14.35

10.5 50 20.64 5.91 783 21.36 16.74

Table 2.5: Resonance frequency and characteristic impedance of coils extracted from Sonnet
simulation.

2.6.3 Experimental con�rmation

Until now, we only presented result from electromagnetic simulation. Yet, as discussed in
part 2.5, the simulations are not always accurate. Therefore, we fabricated samples with
an inductor embedded in a50 
 transmission line and measure the transmission trough it
at dilution temperature. The experimental data is displayed in �gure 2.12.

Firstly, we observe that the lumped components model allows to �t well the measured
transmission. However, this �t is performed with C0

1 = C0
2 = 0 because the scattering

term S12 depends only slightly on these capacitors, so we are not able to precisely extract
the characteristic impedance of the di�erent modes. Notice that we can only measure
accurately S12 as we did not perform a full calibration at dilution temperature, but use a
transfer switch to normalize the transmission trough the sample.

Secondary, we see that the agreement between the Sonnet simulation and the exper-
imental data is not fantastic. If we decrease the apparent thickness of the dielectric by
one third in Sonnet, we obtain a very good agreement. This comes probably from the fact
that the thickness of our wire (110 nm) is of the same order of magnitude than the thick-
ness of the dielectric (200 nm), whereas we perform the simulation with 2D wires to keep
computation cost reasonable. The main e�ect is to underestimate all parasitic capacitances.

Conclusion

As presented in this chapter, I altered the group's process in order to increase reliability
while maintaining its advantages. The fabrication of the �rst planar coil was an important
step towards a photomultiplier and the results demonstrate that they function as intended.
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Figure 2.12: Transmission through an inductor (R = 50µm and N = 14.5) at 13 mK with
an input power of � 70 dBm. The experiment is normalized using a transfer switch. The
lumped element components are adjusted to �t the experiment (with C0

1 = C0
2 = 0 ), while

the Sonnet simulation is directly performed from the geometry.

However, the reproducibility of the Josephson junctions remains to be optimized even if
many of them work.
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As discussed in chapter 1, the electromagnetic environment controls the photo-emission
and the probability of other processes to occur. Its design and physical implementation is
therefore the key element we need to master.

Two di�erent samples will be introduced. We will �rst explain the conception of a
simple sample for measuring the thermal broadening of the emission lines. Then we will
discuss the design of a device converting one photon to multiple photons, as explained in
section 1.3.

3.1 Single resonator design

The main objective of this device is to characterize the experimental setup with a simple
sample. As a consequence, it must verify as much as possible the approximation used in
the P(E) theory, see section 1.2.4. The characteristic impedance of the fundamental mode
must be relatively small. Moreover, the fabrication must be as simple as possible in order to
have a good matching between the modeling and the actual device. This is why we choose
to use a transmission line resonator with relatively low impedance for the high frequency
part. In addition, similar devices were extensively studied [3�5, 44] and they can be used
as a reference to understand defects in the experiments.

For the previous experiment in the group, the biasing voltage was provided by an
external bias-T. However, the biasing circuit is naturally integrated in the chip for a photon
multiplier, as describe in section 1.3. This is why, we decide to integrate the bias-T on this
device too.

This two constraints lead to the device described by the electrical schematics in �g-
ure 3.1, the exact geometrical de�nition of the components are in table 3.1.

The resonator is made from the two transmission lines, the �rst TL0 controls its char-
acteristic impedanceZc (and coupling constant r ) and the resonance frequency, whereas
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RF

Cc TL1 TL0

EJL p

Cp

DC

Cpar

CJ

Figure 3.1: Schematics of the test sample. All the components printed in solid lines are
physically present. The bias-T which separates the high frequency and low frequency is
shown in yellow and the high frequency resonator is in gray. They are connected to a
SQUID to be able to adjust the Josephson junction. The geometry of the components are
given in table 3.1. In dashed line, we represent two main parasitics components which were
taken into account, besides the parasitics components of the spiral inductor.

the second oneTL1 adjusts its bandwidth. The bias-T is made from a capacitorCc which
couples the radiation to the radio-frequency measurement circuit (in a50 
 environment)
while the spiral inductance L p connect the SQUID to the biasing circuit at low frequency.
The cut-o� frequency of this bias-T is

�
2�

p
CcL p

� � 1 � 300 MHz to match the cut-o� fre-
quency of the biasing circuit which is constituted by Cp and the port DC . The DC port
acts as a resistorRp = 5 
 , this gives us a cut-o� frequency of (2�C pRp) � 1 � 320 MHz.
The resonance of the coil must be at a higher frequency than the working frequency. No-
tice that this parasitic resonance is shunted by the capacitanceCc which explains its large
value, this mitigates its potential impact.

The impedance seen from the junction is presented in �gure 3.3. We observe a strong
resonance at6 GHz which was the target frequency for the resonator and a relatively smooth
transition from the bias-T.

In order to accurately consider the parasitic e�ects in such device, we need to consider
the physical implementation which causes them. We show a microscopic image of an actual
die in �gure 3.2 a). All chips share a symmetrical structure, 8 matched pads are distributed
to connect the device to a PCB and the center consists of test structures described in
section 2.2.6. Two pads are dedicated to the biasing circuit with a big capacitorCp directly
connected to them. Two testing devices are implemented on each chip, one on the top and
one on the bottom of the chip. On the right, we added the same device but without the
bias-T to study its impact.

We focus on one device in �gure 3.2 b). Starting from the SQUID, we follow with two
�= 4 transmission line resonators to reach the coupling capacitorCc of the bias-T. One side
of the capacitor is connected to a50 
 radio-frequency line and the other side is connected
to the inductor L p. This inductor is connected to the �ltering capacitor Cp and the pad
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Component Geometry Main characteristics

TL0
l = 4343µm, d = 25 µm
g = 23 µm, w = 2 µm

Z = 100 
 , f r = 6 GHz
(Z = 78:5 
 , f r = 4 :72 GHz)

TL1
l = 3601µm, d = 25 µm
g = 5 µm, w = 38 µm

Z = 24:9 
 , f r = 6 GHz
(Z = 14:8 
 , f r = 3 :51 GHz)

L p R = 20 µm, #turns = 10.5 L eq = 8 :2 nH, f r = 11:7 GHz

Cc S = 0 :16 mm2 C = 53 pF

Cp S = 0 :31 mm2 C = 104 pF

Table 3.1: Component geometries of the test device, described in �gure 3.1. The geometrical
parameters of transmission lines are de�ned in �gure 2.9 and their lengths are notedl. The
characteristics outside the parentheses give the intended value, the values inside parentheses
are values expected after correcting the problem in the Sonnet simulations, see section 2.5.
For the planar coil, the geometry is de�ned in �gure 2.10 and the capacitors are made from
parallel plates with a surfaceS (see section 2.4).

which makes the link to the voltage biasing circuit. The last part is the �ux-bias of the
SQUID: A small coil is placed near it to impose a magnetic �ux. This coil possesses a high
resonance frequency (>50 GHz) and is driven by a 50 
 transmission line which makes it
possible to rapidly change the �ux if needed.

The capacitor Cc is quite large, therefore, it has a large capacitance to ground which
can be modeled by an additional capacitorCpar = 200 fF, in dashed line in �gure 3.1. The
parasitic capacitance of the SQUID can have a strong e�ect too. Its value is proportional
to the surface S of each junction of the SQUID: CJ = 100 fF � µm� 2 � S + 1:2 fF. For
a 0:30µm� 0:30µm junction, the parasitic capacitance is CJ = 10 nF. In �gure 3.3, we
observe a reduction of the resonance frequency of around 5% due to these two parasitic
capacitances.

Finally, we need to take into account the change in resonance frequency due to the
problem during the simulation of the transmission lines. As described in section 2.5, the
capacitance per unit length was underestimated. In �gure 3.3, we show the corrected
impedance with a strong reduction of the resonance frequency, as the speed of light in the
transmission lines increases.

From this curve, we can extract the properties of the resonator. The resonance frequency
is 4:42 GHz and the characteristic impedance is82 
 (coupling factor r = 0.040). The
HWFM of the resonator is 152 MHz. Moreover, we observe a resonance at740 MHz with
a characteristic impedance of41 
 . We will not give detailed results from this sample, but
it is used in section 4.2.2 to measure properties of the voltage-biasing circuit. We will now
focus our attention on the main device of this thesis.
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Figure 3.2: Optical microscope pictures of the test sample. a) Full die, its size is
10 mm� 10 mm. b) Zoom of the electrical components of one device and of its SQUID.
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Figure 3.3: Real part of the impedance of the electromagnetic environment seen from
the junction as a function of the frequency. The e�ect of the parasitic components,
Cpar = 200 fF and CJ = 10 fF , is relatively small. However we observe a strong reduction
of the resonance frequency when we correct the original simulation of the transmission line.
This is expected as Sonnet underestimates the capacitance per length and so overestimates
the speed of light on the �rst simulation (see section 2.5 for details).

3.2 Multiplication of photons

As discussed in section 1.3, the electromagnetic environment must respect several require-
ments. First, the resonator must be inside the frequency range of the experiment setup
(C-band 4 GHz to 8 GHz, see chapter 4). Then the bias voltage of the resonant process,
where one incoming photon is converted ton outgoing photons, must not enable a strong
spontaneous emission-process. We will concentrate on devices where the output frequency
is lower than the input frequency for this thesis. Even through I designed devices to per-
form an up-conversion, it is slightly easier to obtain high characteristic impedance at lower
frequency and functional samples were obtained only for the down-conversion sample.

An input frequency of 7 GHz and an output frequency of5 GHz imply a biasing voltage
of 3 GHz for n = 2 and 8 GHz for n = 3 . We will try to stick to these frequencies, as
these biasing points are outside of the bandwidth of both resonators. Indeed, we search
to obtain a bandwidth of 100 MHz, or to say it di�erently a HWFM  a and  b of 50 MHz.
Finally, the characteristic impedance of the output resonator must be as high as possible
to minimize the Josephson energy required in order to reach the matching condition and
decrease the spontaneous emission of the system. To maximize the dynamical range, the
characteristic impedance of the input resonator must relatively small,250 
 seems to be a
good comprise.

To match theory as closely as possible, we choose to directly stick to the theoretical
electrical schematics. This gives us the schematic in �gure 3.4. As in the previous part,
the physical components are drawn in solid lines (with their geometrical characteristics in
table 3.2) and the important parasitic capacitances in dashed lines. A photo-multiplier
consists of the following parts. The input resonator and output resonator are formed with
capacitively coupled planar coils. Their exact con�guration will be described �rst. The
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SQUID, couples the two resonators, and we will discuss its constraints second. Finally,
we will discuss the e�ect of the other parasitic capacitances, notably their impact on the
resonance properties.

EJ

EJ

CJ

L a

Cp

DC

CaCa;par L b Cb;par

Cca

RF input

Ccb T L
RF output

Figure 3.4: Schematic of a photo-multiplier device. As for the previous device, the electrical
model of the spiral inductors is not represented but is taken into account for the simulation.
The other parasitic capacitances are shown in dashed lines. The geometries and values of
all components are given in table 3.2 for a down-converting photo-multiplier.

3.2.1 Input/Output resonators and impedance matching

All capacitances added to the resonators decrease their characteristic impedances and their
resonance frequencies. As a consequence, the planar coils were chosen to present higher
frequencies of resonance than their targets, see table 3.2. The input and output resonators
are treated slightly di�erently as their characteristic impedances must be di�erent.

For the input resonator, we add a capacitor in parallel with the planar coil to decrease
simultaneously its resonance frequency and characteristic impedance. Then the coupling
capacitor is chosen to obtain the wanted bandwidth.

For the output resonator, we want to obtain a characteristic impedance as high as pos-
sible. Therefore, we need to minimize the coupling capacitor, but this coupling capacitor
controls the bandwidth too. To combine this two opposing e�ects, we add a�= 4 transmis-
sion line transformer. The impedance seen from the coupling capacitorZe� can be written
as a function of the impedance of the�= 4 transformer Zc and the output transmission line
Z0 = 50 
 [68]:

Ze� =
Z 2

c

Z0
(3.1)

We obtain Ze� = 228 
 (169 
 after correction due to the underestimation of capaci-
tances, see section 2.5) at the resonance, which increases signi�cantly the coupling compared
to a 50 
 environment. Notice that the working frequency (5 GHz) of this �= 4 transformer
is signi�cantly lower than the resonance frequency of the output resonator (5:7 GHz). The
input resonator has a higher resonance frequency (7:2 GHz) than the target too. Indeed,
additional parasitic capacitances are always present and decrease the resonance frequencies
of the resonator. We will now discuss their impact on our design in the next two parts.
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Component Geometry Main characteristics

TL
l = 5583µm, d = 50 µm
g = 23 µm, w = 2 µm

Z = 107 
 , f r = 5 GHz
(Z = 91:9 
 , f r = 4 :29 GHz)

L a R = 50 µm, #turns = 6.5 L eq = 7 :95 nH, f r = 10:0 GHz

L b R = 50 µm, #turns = 10.5 L eq = 20:8 nH, f r = 5 :91 GHz

Ca S = 32 µm2 C = 10:6 fF

Cca S = 64 µm2 C = 21:3 fF

Ccb S = 35:2µm2 C = 11:7 fF

Cp S = 0 :31 mm2 C = 104 pF

Table 3.2: Component properties for the down-converting photo-multiplier with the
schematic in �gure 3.4. Their geometrical parameters are de�ned in �gure 2.9 for the
transmission line (in parentheses the value corrected for Sonnet simulation errors), and in
�gure 2.10 for the planar coil, with S is the surface for the parallel plate capacitors.

3.2.2 Impact of SQUID parasitic capacitance

As discussed in section 3.1, the SQUID possesses a parasitic capacitanceCJ . For a SQUID
with 0:17µm� 0:17µm Josephson junctions, the parasitic capacitance is4 fF. The e�ect on
the impedance is shown in �gure 3.5. We observe a signi�cant decrease of the resonance
frequencies as this capacitance re-normalize the capacitance of the resonator (similarly to
the coupling capacitor Cca, Ccb.). Another e�ect is the loss of the isolation between the
two sides of the device. For a perfect sample, the only way to transmit power from one
side to the other side is through a photon multiplication. With the parasitic capacitance,
part of the power can go through it without being converted. It can be large depending on
the capacitance, up to 12% of power is transmitted in �gure 3.5.

It is important to note that the impact of the capacitance of the junction is more
important than in previously studied devices in our group for two reasons: First, we are
using high characteristic impedance resonators which make use of low capacitances, the
relative impact of the SQUID capacitance is therefore higher than before. Secondly, the
junction was usually connected to the ground which does not leak signal.

As this parasitic capacitance is unavoidable, we consider it from the beginning and
estimate the properties of the resonators before drawing the actual circuit. They are pre-
sented in table 3.3, they match our requirements. Using equation (1.61), the Josephson
energy to achieve a photo multiplication by a factor n = 2 is 29:4µeV (or I c = 14:3 nA)
and by a factor n = 3 is 154µeV (or I c = 75 nA ). As these values were acceptable and can
be achieved with0:17µm� 0:17µm Josephson junctions, we will focus now on the physical
implementation of such a device.



48 Chapter 3. Sample design

Figure 3.5: In full lines, we represent the real part of the impedance with and without
taking into account the parasitic capacitance of the SQUID (hereCJ = 4 fF . In dashed
lines, we plot the power transmitted from input to output port due to this capacitance.
For this case, we observe a transmission of 12% of the input power. The parameters of
the transmission line for this simulation are not corrected for Sonnet simulation errors to
illustrate the initial design.

Resonator Frequency HWHM = (2� ) Impedance characteristic

Input a 7:06 GHz 49 MHz 201 


Output a 5:40 GHz 56 MHz 832 


Table 3.3: Properties of the input and output resonators with the parasitic capacitance of
the SQUID CJ =4 fF .

3.2.3 Physical implementation

In order to correctly consider the other parasitic capacitances, we need to focus on the
physical implementation of the electrical schematic. We show a sample in �gure 3.6 which
illustrates the organization and makes it possible to estimate additional parasitic capaci-
tancesCa;par and Cb;par .

We recognize the same organization as for the previous sample, two photo-multipliers
are present on each chip, one on top and one at the bottom. The radio frequency input line is
capacitively coupled to the input resonator made from the spiral coilL a and the capacitors
Ca and Cca. This resonator is coupled to the output resonator with the SQUID. The output
resonator, made from the spiral coilL b and the capacitor Ccb, is capacitively coupled to
the transmission TL which is used as an impedance transformer. This transmission line is
directly connected to the output transmission line.

The wire between the SQUID and the spiral coilL b is quite long (100µm) and not very
far from the ground plane. Therefore, it possesses an important capacitance to ground
which we can estimate to beCb;par = 17 fF (including the capacitance to ground of the
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SQUID). Notice that this capacitance is far from negligible if we compare it to the parasitc
capacitance24 fF of the spiral coil alone. We can perform the same estimation for the input
resonator, the parasitic capacitance isCa;par = 6 fF .

Figure 3.6: Optical microscope picture of a photo multiplier. For the scale, the full chip
is 10 mm� 10 mm. We represent the designed component and one parasitic capacitance
Cb;par . A similar parasitic capacitance is present for the input resonator.

3.2.4 Impact of parasitic e�ects

The e�ect of these parasitic capacitances can be observed in �gure 3.7 a), the characteristics
of the resonators are given in table 3.4. We observe a strong reduction of the resonance
frequency for both resonators and of the bandwidth of the output resonator. Notice that
this reduction of the bandwidth decrease the e�ciency of the photon multiplication e�ect,
indeed the probability of the re�ection of an incoming photon (resonant with a photon
multiplication by a factor n) due to low frequency noise in the voltage bias can be written
[41]:

R �
 T

 T + n b
(3.2)

In our experiment:  T = 5 :6 MHz (see section 1.2.2 for its de�nition and section 4.2.2 for
its experimental measure). For a photon multiplication by a factor n = 2 , the voltage noise
leads to 11% of re�ection.
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The characteristic impedance of the output mode is reduced by 24%. It can be sur-
prising than the characteristic impedance of the input resonator increases. This is due
to the growing di�erence of resonance frequencies which tends to decouple the input and
output resonators which limits the impact of the SQUID capacitance. The decrease in the
transmitted power through the SQUID capacitance shares the same origin.

From these characteristic, the Josephson energy needed for a photon multiplication with
a factor n = 2 is 21:0µeV (or I c = 10:2 nA). For a factor n = 3 , it is 141µeV (or I c = 69 nA ).
We can note that the diminution of the characteristic impedance is counterbalance with
the decrease of resonator bandwidths.

Resonator Frequency HWHM = (2� ) Impedance characteristic

Input a 6:73 GHz 40 MHz 252 


Output a 4:56 GHz 22 MHz 651 


Table 3.4: Characteristics of the input and output resonators with the parasitic capaci-
tances: CJ = 4 fF , Ca;par = 6 fF and Cb;par = 17 fF .

A last potential issue is the higher frequency mode of resonance which can create com-
peting process with the photon-multiplication. Another common way to create high char-
acteristic impedance resonator is to use�= 4 resonator made from high kinetic inductance
materials as described before. However, such resonator possess a resonance for each odd
harmonic. Therefore, the conversion of a photon at7 GHz to three photons at 5 GHz is
directly competing with the conversion to one photon at 15 GHz.

This problem was one motive to useLC resonator as they do not possess a third
harmonic resonance, nevertheless they also present other resonances. In �gure 3.7, we
show the �rst resonance at higher frequency. With its frequency of21 GHz, it will not
create parasitic e�ects at the working points.

3.2.5 Sample variation

We have presented here a model for a down-conversion device. Up-conversion samples were
designed but no working sample was measured. Indeed, the devices measured presented
either shunted junctions, shorted transmission lines or asymmetric SQUID preventing to
match the Josephson energy for an e�cient conversion. Therefore, we will not present this
design here. Another important information is that the capacitance Ca, Cca and Ccb are
fabricated with E-beam lithography. It makes possible to change them in order to modify
the properties of the samples without having to fabricate new optical masks.

Conclusion

We �rst have presented the design and physical implementation of a test sample. It will
be used to characterize the experimental setups. We have then presented the design of a
photo-multiplier sample and described the impact of the parasitic capacitances extracted
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Figure 3.7: a) Impedance and power transmission through a photo-multiplier with parasitic
capacitanceCJ = 4 fF , Ca;par = 6 fF and Cb;par = 17 fF . At the maximum, 2.5% of the
power is transmitted through the capacitance of the SQUID. b) Second mode of the output
resonator at high frequency. The transmission line is simulated with corrected parameters.

from its actual layout. We have notably highlighted the impact of the unavoidable SQUID
capacitance and estimate the Josephson critical current needed to observe photon multi-
plication processes.
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As all modern experiments, the setup can be divided in two parts, the physical im-
plementation with all the electrical components and the software. Only their combination
makes it possible to measure a device.

The physical setup is schematically described in �gure 4.1. A part of these components
are �xed inside a CryoConcept HD200 dry dilution refrigerator with a base temperature
of 12 mK. They are shared between the mixing chamber and the second stage of the
pulse tube with a temperature of 4 K. All elements are attached with copper bands to
thermalize them. The full measurement scheme can be divided in two parts depending
on their working frequency. We will begin by describing the high frequency measurement
scheme in section 4.1, then the low frequency control of the sample will be discussed in
section 4.2.

The other part of the experiment is the software, we can distinguish three main roles:

Experiment control It carries out the hypercube measurement spanned by the control-
lable parameters (voltage-bias of the junction, frequency of excitation...), collects the
results of the measurements and stores them in a structured way.
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Figure 4.1: Full physical setup. We can distinguish several parts, the �rst part is the
microwave measurement chain in gray. This measurement chain is doubled to measure
signal emitted from both sides of the sample in blue. One chain is connected to a microwave
input line in green. The microwave setup is discussed in section 4.1. Secondly, the sample
is connected to low frequency wiring. The voltage-biasing of the Josephson junctions is
represented in red and the �ux-biasing of the SQUID is represented in yellow. This low
frequency biasing is described in section 4.2.



4.1. Radio-frequency setup 55

Real-time analysis As we can see in �gure 4.1, the data are acquired through a fast
analog to digital converter (ADC). The ADC board is an Alazartech ATS9373 with
an acquisition rate of 4 GS� s� 1 which constitutes an impossible amount of data to
store. Therefore, the data stream is analyzed through a real time C++ code to extract
various information which reduces amount of data by several orders of magnitude. In
this thesis, we will focus on the measurement of power spectral densities (PSD). It
will be explained in more detail in section 4.1.2.

O�ine data analysis In order to observe our data, we need to perform several steps of
reconstruction (calibration, averaging...). A dedicated software was developed in the
group to perform this task and to project or slice the measurement hypercube for 1d
or 2d visualizations.

The control and cold analysis software was developed mainly by Florian Blanchet in
python and is described in its PhD thesis [69]. I will not precisely describe this software,
however it works similarly to QcoDeS [70].

4.1 Radio-frequency setup

We start by describing the components used for the radio-frequency measurement of our
devices, we will then explain how we perform them and how we calibrate the measurement.

4.1.1 Ampli�cation chain

To describe the components used, we follow the measurement chain from the sample to
the ADC board. This is the gray area in �gure 4.1. The measurement chain is designed
to work in the C-band (4 GHz to 8 GHz). The �rst element is a 6 port latching switch
from Radiall (R591-763-600) which makes possible to connect several samples for a single
cooldown (up to 3 photo-multipliers) and to perform microwave calibration (see section 4.1.3
and section 4.1.5). The common port of the switch is connected to a Raditek cryogenic
circulator (RADC-4.0-8.0-Cryo-S21-qWR-M2-b) which can be used to shine signal to the
sample for one channel. This circulator, in conjunction with a 4-8GHz pass-band �lter from
Microtronics (BPC50403) and two circulators (identical to the �rst), prevents ampli�er
noise from reaching the device. This isolation stage is connected to an ampli�er from
Low Noise Factory (LNF-LNC4_8C) at the 4 K stage through niobium-titanium coaxial
cable from Coax Co. (SC-219/50-NbTi-NbTi). Then a 3 dB cryogenic attenuator from
XMA is added to prevent stationary wave to occur between the4 K and room temperature
ampli�ers.

We reach the room temperature electronics with cupronickel coaxial cables from Coax
Co. (SC-219/50-CN-CN). The �rst element is a low noise ampli�er from Miteq (AMF-
5F-04000800-07-10P) and the signal is then �ltered by a custom 4.25-7.75GHz pass-band
�lter from Microtronics. The signal is then down-mixed with a mixer from Marki (MM1-
0312S) with a local oscillator coming from a Rohde Schwarz source (SMF100A with high
power output option) which is divided through an AA-MCS power splitter (AAMCS-PWD-
2W-2G-18G-10W-Sf) to supply both measurement chains. The down-converted signal is
ampli�ed with a 0.95-2.15 GHz ampli�er from Minicircuits (ZRL-2150+) then the signal is
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�ltered with a custom 1.1-1.9 GHz pass-band �lter from Microtronics. Finally, the signal go
through two ampli�ers from Minicircuits (ZX60-V62+) and is digitized by an Alazartech
(ATS9373) analog to digital converter board. We will now discuss the treatment of the
digitized data to extract the relevant measurements.

4.1.2 Power spectral density measurement

It is important to note that the signal is hidden in the ampli�er noise, indeed the signal-
to-noise ratio is between� 10 dB and � 30 dB depending on measurements. Therefore, all
of them are made in two steps, we �rst repeatedly turn on and o� the signal (from 1 s to
days) with a period around 1 s, secondly we average the di�erence of these measurements
to extract the part of the signal coming from the sample from the ampli�er noise. Most
spectrum analyzers possess limited real time bandwidth for real time averaging which makes
them useless for this measurement task.

We are using an ADC board with a sampling rate of 4 GS� s� 1 or 2 GS� s� 1 on 2
channels, therefore we are not able to directly measure the power spectral density through
the full measurement range4 GHz to 8 GHz. That is why, we down-convert a 1 GHz slice
of this frequency band to the second Nyquist zone of the ADC with the mixer and the
1:1 GHz to 1:9 GHz pass-band �lter. By varying the local oscillator (LO) frequency over
several measurements, we can reconstruct the signal in the C-band.

The local oscillator frequency (f LO ) must be careful chosen, indeed three situations are
possible (see �gure 4.2 for a visual explanation):

� LO frequency 3-5GHz: the band of measurement is 4-7GHz.
� LO frequency 5-7GHz: the low frequency and high frequency part of the 4-8GHz

measurement band overlap. Therefore, these LO frequencies cannot be used.
� LO frequency 7-9GHz: the band of measurement is 5-8GHz.

The transition between the stop band and the pass band of the �lter are not perfectly
sharp. Therefore, to prevent aliasing, the local oscillator frequency is chosen in the ranges
3-4.5GHz and 7.5-9GHz.

After this down-conversion scheme, the signal arrives in the ADC board which dis-
cretizes it over 12-bits. This ADC board is con�gured through our python control software
but it cannot directly absorb the 6 GB � s� 1 of generated data.

We will now describe how the real-time C++ analysis schematically works. The board
streams the data in real time to the computer memory through bu�ers of �xed length. The
data are continuous in each bu�er and the bu�ers are received in the order of measurement.
They can be treated independently of each other, so they are divided over a pool of threads
to analyze them on all cores of the host computer in parallel.

The �rst operation of each thread is to convert the data from their binary representation
to an array of 32-bits �oats for both channel (S1 and S2). Then we correct the crosstalk of
the ADC board with a �nite impulse response (FIR) �lter:

S1[k] = S1[k] � FIR 1(S2)[k] (4.1)

where the FIR �lter possesses 16 coe�cients (taps) for each channel. This correction
reduces the crosstalk by a factor 10 in amplitude, or20 dB in the power spectral densities.
The next step is to estimate the power spectra, this is done with the Bartlett's method
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Figure 4.2: E�ect of the down-conversion of the 4-8GHz signal to the band of measurement.
Depending on the local oscillator frequency, the measured frequencies change. The insets a)
(f LO = 3:5 GHz) and c) (f LO = 7:5 GHz) show the operating principle of the down-conversion
scheme. The inset b) (f LO = 5:5 GHz) illustrates the e�ect of a badly chosen local oscillator
frequency: two di�erent frequencies of the signal are converted to the same frequency in
the base band of our measurement scheme.

[71]. The bu�ers are then divided in segments from which a periodogram is computed. The
periodograms are added up by each thread. At the end of the acquisition, the accumulators
of all threads are gather together and send back to the python code, which normalizes them
by the number of points used.

To measure the power spectral density over the full measurement range, we measure
the PSD with 6 di�erent LO frequencies. The measurement bands are overlapping which
allows us to throw away the border of each measurement which are a�ected by aliasing.
Finally, we join the di�erent measurements, however the stitching is only smooth if the
gain of the full acquisition chain is identical for all signal frequencies and LO frequencies.
So to reconstruct the full signal, we need to calibrate the ampli�cation chain.

4.1.3 Calibration of the ampli�cation chain

As presented in the �gure 4.1, the �rst element of the ampli�cation chain is a microwave
switch. To calibrate the noise and gain of the ampli�cation, we apply the standard Y-factor
method [68]. To do so the switch is connected two50 
 loads which are thermalized at two
di�erent temperatures. The �rst one is anchored to the mixing chamber and the second
one is attached with a copper bands to the still at 900 mK. The di�erence between the
emission of the two loads allows us to extract the gain and the noise of the ampli�cation
chain. Indeed, the noise power density of a match load at a temperatureT is given by [72,
73]:

SP;e(T; f ) =
hf
2

coth
�

hf
2kB T

�
(4.2)



58 Chapter 4. Experimental setup

Notice that it can be inferred using the Caldeira-Legett [36] or the input/output theory
[38].

An ampli�er is characterized by it gain G(f ) and noise temperatureTN (f ). The mea-
surement SP;m of the power spectral density emitted by a load at a temperatureT after
an ampli�er is given by:

SP;m (T; f ) = G(f )[SP;e(T; f ) + kB TN (f )] (4.3)

From the measurements of two loads at di�erent temperatures, we can deduce the gain
and the noise temperature of the ampli�cation chain:

G(f ) =
SP;m (TStill ; f ) � SP;m (TMC ; f )
SP;e(TStill ; f ) � SP;e(TMC ; f )

(4.4)

TN (f ) =
1

kB

SP;e(TStill ; f )SP;m (TMC ; f ) � SP;e(TMC ; f )SP;m (TStill ; f )
SP;m (TStill ; f ) � SP;m (TMC ; f )

(4.5)

In �gure 4.3, we show the typical gain and the noise of the full ampli�cation chain.
This calibration is performed at each cooldown of the experiment. From the speci�cation
of the ampli�cation, and the attenuation added to prevent stationary waves, we expect a
gain of 100 dB. The measured gain is a bit lower due to loss in the coaxial cables. The
strong discontinuities at the change of local oscillator frequencies can be a bit surprising,
they come mainly from the If bandpass �lter and ampli�ers of which the gain decreases
with frequency (for f LO > 7:5 GHz the frequency band is inverted, hence the symmetrical
form from f LO < 4:5 GHz).

These discontinuities are not visible in the noise temperature, which is primarily �xed
by the noise of the �rst ampli�er. However, the speci�ed noise temperature of it is below
3 K, so the measured noise is signi�cantly higher than the speci�cation. This increase
in noise comes �rst from the attenuation before the �rst ampli�cation, due to the three
circulators, the band pass �lter, the microwave switch and the microwave cables. They
have an insertion loss of at least3 dB. This increases the noise temperature for a factor 2
[68]. The noise from the others ampli�ers can be held for the remaining di�erence.

4.1.4 Calibration drift

In order to verify the accuracy of the calibration, we repeat the calibration after several
weeks to account for the variation of the microwave components with time. We show in
�gure 4.4, the gains and noises of the full measurements chain which were measured at an
interval of three weeks.

These calibrations are clearly similar. However, the noise is much more stable than the
gain of the chain. The logarithmic scale of the gain axis is misleading when we compare the
changes between these measurements. Indeed, the gain changes by 6% in average, whereas
the input added noise changes by 0.7% only.

As we already explained, we measure the power spectral density of our device with
the bias voltage turned on and o�, and we record these two measurements. The o�-
measurements are directly linked to the noise of the ampli�cation chain at the moment of
the measurement. Therefore, by using these o�-measurements and the calibration of the
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Figure 4.3: Gain and noise of the ampli�cation chains for six local oscillator frequencies.
The dashed line is the calibration for the right ampli�cation chain in �gure 4.1, while the
�lled line is the calibration for the other chain (connected to the input RF line).

Figure 4.4: Gain and noise of the ampli�cation chains for six local oscillator frequencies,
the colored calibrations are performed three weeks before the black calibration.
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noise of the ampli�cation chain, we can extract the gain and apply it to calibrate the power
spectral density of our devices, as the input added noise of the ampli�cation chain is nearly
constant.

In �gure 4.5, we show the o�-measurement of a device as a function of time and tem-
perature of the �rst radiation shield. We observe that these two measurements are strongly
correlated. The variation of the ampli�cation chain is therefore mainly due to the change
of the ambient temperature. These gain variations are coherent with the speci�cations of
the ampli�ers used.

Figure 4.5: Power spectral density at 4:8 GHz at the output of the measurement chain
measured with an inactive sample (zero bias voltage) as function of time. On the right,
we show the temperature of the �rst radiation shield which is anchored to the �rst stage
of the pulse tube. This temperature is strongly correlated with the ambient temperature
through thermal radiation. Note that the laboratory is facing west and takes the sun in
the afternoon.

Using this calibration of the ampli�cation chain, we will now be able to calibrate the
attenuation of the input line and thereby complete the calibration of the radio-frequency
setup.

4.1.5 Calibration of the drive lines

The radio-frequency input line (in green in �gure 4.3) is made of Coax Co. cupronickel
coaxial cable (SC-219/50-CN-CN) and cryogenic attenuators from XMA (2082-6418-dB-
CRYO series). This line is driven by a microwave source from Keysight (E8257D). We place
the cryogenic attenuators at di�erent temperature stages in order to thermalize the input
�eld to low temperature and so to prevent thermal radiation to interact with the sample
[74]. Notice that this thermalization is limited by the use of attenuators not designed for
millikelvin temperatures [75�77].

To calibrate the input radio frequency line, we connect the switch to the microwave
short. We send microwave radiation with the RF source and measure the output power with
the ADC board. Therefore, we can easily deduce the input attenuation with the calibration
of the ampli�cation chain. The result is presented in blue in �gure 4.6. We measure an
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attenuation of � 100 dB which is good agreement with the� 90 dB from the attenuator and
� 10 dB coming from the cable. Notice that this attenuation is not extremely precise as the
level accuracy of the microwave source is given to� 0:9 dBm for the C-band of frequency.

Figure 4.6: Attenuation of the input line in blue (on the left) as a function of the measure-
ment frequency. It is measured with the switch connected to the short. On the right, we
plot the leakage from the input line to ampli�cation chain in orange. For this measurement,
the switch is connected to the cold load.

By connecting the switch to the cold load and measuring the re�ection from the input
RF line, we can measure the direct leakage from the input line to the ampli�cation chain.
We show the measure in orange in the �gure 4.6. The leakage is below� 15 dB for all
frequencies and� 20 dB for most of them. This is coherent with the isolation speci�ed for
the cryogenic circulator (� 18 dB). Therefore, it gives us a limitation on the input return
loss we can measure for our samples.

The reference plane of this calibration is the output port of the switch, we have veri�ed
that all output port to be equal within measurement accuracy. However, the loss between
the switch and the sample cannot be calibrated with this method. To estimate the loss to
the sample itself, we can use its re�ection properties. Indeed, the sample re�ects nearly
all power outside of the bandwidth of the input resonator. In �gure 4.7, we observe that
the re�ection su�ers an attenuation of � 0:6 dB which is coherent with the attenuation of a
25 cm coaxial cable (the microwave crosses it two times).

Both methods are interesting as the calibration to the switch characterizes the per-
formance of the system as an ensemble, while the calibration to the sample allows us to
characterize the e�ciency of the process occurring in the sample.

4.1.6 Sample holder

The last part of the radio-frequency experiment is the sample holder. Indeed, we need to
couple the sapphire chip to the measurement coaxial line. We present the sample holder in
�gure 4.8, the coupling is done in two steps. First, the SMA connectors (from Southwest
Microwave) are connected to a pin which is soldered to a grounded coplanar waveguide.
Then these lines and the ground are connected to the sapphire chip through a dense array
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Figure 4.7: Input return loss of the sample as a function of frequency. The re�ection outside
of the resonator bandwidth is �at, and the loss corresponds mainly to the attenuation in
the cable between the sample and the microwave switch.

of wedge wire bounds. A hole exists under the sample to limit slot line modes between the
groundplane of the sample and the box.

Note that two electronic components are soldered inside the sample holder. These
components are part of the biasing circuit which we will now discuss.

Figure 4.8: Picture of the sample holder used in this thesis. Inside of it, we can recognize
a photo-multiplier sample.

4.2 Biasing of the SQUID

As we explain in the chapter 1 and chapter 3, our sample needs to be biased with two low
frequency lines. First, we need to impose a �ux through the SQUID to adjust its Josephson
energy. Secondly, we need to voltage-bias the SQUID itself to provide the energy vital to
the emission of radiation.
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4.2.1 Flux biasing

The �ux-biasing of the SQUID is performed with the yellow part of �gure 4.1. A source
measurement unit of Keysight (B2962A) supplies the current to a � 20 dB cryogenic at-
tenuator at 4 K, so a tenth of this current is supplied to the sample through an Eccosorb
low-pass �lter. We need to supply a current of 500µA through the �ux biasing loop to
put a �ux quantum in the loop of the SQUID. This current is not negligible at dilution
temperature and prevent us from adding more attenuation in the �ux-line because of the
dissipated power. The use of a radio-frequency attenuator is not ideal for a �ux line, as it
possesses a high current noise due to its low impedance. However, we prefer to keep the
possibilities to drive fast �ux pulse which are useful for some experiments of the group [2].

Nevertheless, we need a relatively low �ux-noise, that why we added a low-pass fre-
quency �lter. Due to the high current, low dissipation at DC is required, as it is ther-
malized with the mixing chamber. Lots of cryogenics �lters were studied [78, 79], notably
to explore mesoscopic devices where high frequencies heat electrons. The Eccosorb �lters
were chosen for their relatively simple fabrication and good RF performance.

The Eccosorb �lter are made from RG-402 copper cable (coaxial cable with an outer
diameter of 3:6 mm) from which the center conductor and the insulating materials are
removed. We replace the center conductor with a copper wire of diameter0:5 mm and the
insulating materials with Eccosorb CRS124 PTA. The Eccosorb is a silicone rubber loaded
with small particles of iron which absorbs microwave radiation. The last step is to solder
the connector. To adjust the cut-o� frequency, we only need to change the length of the
�lter. For a 100 mm �lter, the typical radio-frequency performance is plotted in �gure 4.9.
The � 3 dB point is around 400 MHz and we reach the ground �oor of the Vector Network
Analyzer (E5071C from Keysight) for frequency higher than3 GHz. One big advantage of
this �lter is their re�ection properties as the return loss stays under � 10 dB up to 20 GHz.

Figure 4.9: On the left in red, the attenuation of a 100 mm Eccosorb �lter as a function
of the frequency. On the right, the return loss from the two sides of the �lter (in blue and
orange). The maximum input return loss of the �lter is around � 10 dB at 20 GHz.

The simplicity and the radio-frequency performance are a big advantage compared to
other �lters using Eccosorb [80, 81].
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4.2.2 Voltage biasing

The voltage-biasing circuit is one of the most sensitive parts of the experiment, indeed it
is very strongly coupled to the SQUID and any noise modi�es the emission properties of
the device. In �gure 4.1, the biasing circuit is represented in red. The �rst element is
a source measure unit from Keysight (B2962A) which polarizes a voltage divider with a
high valued resistor (1 M
 ) at room temperature and a small one (5 
 ) at low temperature
through a low noise cable. It is a triaxial cable with graphite between the conductors and
the insulating materials to limit the apparition of triboelectric noise from the pulse tube
vibration [82].

To �lter the noise which couple through the voltage divider or which can be generated
by itself, a low-pass �lter is inserted after the polarization resistor at low temperature.
Because of the high impedance of the wiring, the sample only sees the impedance of the
polarization resistor and the low-pass �lter. Therefore, we will concentrate ourself on these
elements.

4.2.2.1 Constraints on the biasing circuit

As the biasing circuit is strongly coupled to the sample, the �rst requirement is the absence
of resonance. These low-frequency resonances easily possess high characteristic impedances,
therefore they can have a strong impact on the sample, as the emission of high-frequency
photons will be associated with low-frequency photons. In other words, these resonances
will create replicates of the main photon emission lines.

Secondly, as explained in the chapter 1, the impedance at low frequency broadens the
emission lines, mainly due to its Johnson-Nyquist noise. As a reminder the photon emission
rate can be written for the �rst emission line:

PSD(V; ! � ! 0) = r L [!; ! 0;  ]
E 2

J e� r

~2!
2 T

 2
T +

�
� 2eV

~

� 2 (4.6)

If we measure the PSD at a �xed pulsation! and vary the voltage, we observe a Lorentzian
with a full-width at half maximum (FWHM) of 2 T ( T = ��k B T=~). As we discuss in
the chapter 3, the FWHM must stay small compared to the bandwidth of the input and
output resonator to not decrease the conversion e�ciency of the photo-multiplier.

Finally, the impedance at zero frequency can create instabilities when the current
through the junction increases. This e�ect is not described in the P(E) theory as the
treatment is pertubative, but the photo-multiplier operates outside of this limit. These
instabilities were observed several times with polarization circuits of impedance50 
 and
25 
 in the group.

4.2.2.2 Previous biasing circuits

We can take advantage of equation (4.6) to measure indirectly T without additional per-
turbation, as we do not need to modify the setup. Moreover, this method has a very high
sensitivity allowing to easily measure nanovolt noise. The previous work inside the group
[5, 44, 45] measured voltage �uctuation of100 nVRMS corresponding to 100 MHz FWHM.
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This is intolerable for the measurement of the photo-multiplier as the bandwidth of the
input and output resonator is of the same order of magnitude.

Moreover, these measurements highlight signi�cant higher environmental temperature
than the base temperature of the dilution temperature (or additional voltage noise). This
shows that the �ltering of parasitic signal and the cooling of the resistors inside the �lter
were imperfect. Notice that it is very complicated to cool the electrons of the resistor as the
coupling between the phonon and the electron decreases rapidly at very low temperature.
The last issue was the presence of additional resonances, which we hope to reduce by
including the bias-T directly on the chip.

4.2.2.3 Global structure

The schematic of the �lter is presented in �gure 4.10, notice that the colors split the
schematic as a function of their place in the experiment. To explain its operation, we start
with the input of the biasing circuit, I+ and I-. The biasing current goes through a common
mode choke before the I- is connected to the ground, this prevents ground loops and limits
common mode noise. Then the current I+ goes through a5 
 resistor to be converted into
a voltage. This voltage crosses a silver-epoxy �lter which absorbs frequency higher than
10 MHz and thermalizes the wire (the5 
 resistor becomes hot for high bias voltage), more
details are given in next part. We add a discrete components �lter which ful�lls two goals.
First, it stops frequency higher than 10 kHz, secondly it presents a relatively �at impedance
of 5 
 from the sample side up to320 MHz where it goes smoothly to zero up to tens of
gigahertz. The details are given in a subsequent part.

Rpol
5 


Silver-epoxy
�lter

L 1

270µH

L 2

100µH

L 3

2:7 µH

50 


10 mm

Sample

C1

10µF

R1

5 


C2

4 µF

R2

5 


C3

112 nF

R3

5 


C4

470 pF

R4

5 


C5

100 pF

I+
I-

Figure 4.10: Schematic of the biasing circuit, this circuit is �xed to the mixing stage. It
is divide in three parts, the �rst in red is put inside a copper box and links to the sample
holder through an SMA connector. The part in purple is put inside the sample holder and
the capacitor in the blue part is put directly on the chip of the device.

4.2.2.4 Silver-epoxy �lter

The silver-epoxy �lter [83] absorbs high frequency noise and limits the heating of the
matching resistor (R1, R2...). The high frequency noise comes from two sources, �rst the
noise which arrive through the wiring and secondly, the self emission from the polarization
resistor, as the electron temperature increases to several hundreds of millikelvin due to
the biasing-current [84]. Therefore, its radiation needs to be absorbed to thermalize the
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electromagnetic �eld at the base temperature, otherwise the broadening of radiation will
be at least one order of magnitude bigger.

Filters made from discrete elements always su�er from their parasitic characteristics.
Typically, the rejection of a low-pass �lter decreases at high frequency due to parasitic
coupling. This prevents us to use them as the spontaneous emission of the polarization
resistor extends to tens of gigahertz. A silver-epoxy �lter is made from a long thin wiring
which is surrounded with a conductive medium (silver-epoxy). When an ac-current goes
through the wire, Eddy currents are created inside the silver epoxy which dissipate the
energy of ac-current. The attenuation is globally proportional to f 2 and does not decrease
at high frequency. This �lter, as the Eccosorb, works by absorbing the energy of high
frequency radiation.

In practice, 12 m of a superconducting wire (niobium-titanium wire with a shell of
cupronickel) with a diameter of 0:15 mm is wound onto four coils. It is important to note
that we want to keep the resistance of this wire negligible compared to the polarization
resistor, hence the superconducting wire. During the winding, the silver-epoxy (Epo-Tek
E4110) is continuously deposited on the varnish of the wire. Therefore, the wire is fully
embedded in the conductive epoxy. The four bobbins are coiled with alternative directions
to prevent low frequency �eld (typically 50 Hz) to magnetically couple to the biasing circuit.
Finally, these coils are cast in silver epoxy in a cavity between the polarization-resistor and
the discrete elements �lter to prevent all radiation to directly leak from one to the other.
The result can be seen in �gure 4.11.

Figure 4.11: Physical implementation of the voltage-biasing circuit in a copper box. We
observe three parts, the cavity on the left receives the polarization resistor and the cavity on
the right receives the discrete �lter and matching circuit. Between them, the silver-epoxy
�lter is embedded in a hole which is �lled with silver epoxy. A copper lid with an indium
seal is added to prevent noise from leaking from the input cavity to the output cavity.

These �lters were not tested individually, however from the original proposition [83]
of silver-epoxy �lter, we can estimate that their cut-o� frequency is of the order of tens
of megahertz. To stop frequency lower than that, we use a �lter made from discrete
components.

4.2.2.5 Low frequency �ltering and impedance matching

The realization of discrete elements �lter at dilution temperature is complicated, as the
properties of electrical components change with temperature. Several studies of their low-
temperature behavior exist [85�89]. We can deduce general guideline from them:
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Resistor Thin �lm resistors made of nichrome are very stable. We do not use tantalum
nitride resistors as they become superconducting at low temperature.

Capacitor NP0 or C0G are very stable but only available for capacitance below100 nF.
Acrylic �lm capacitors are relatively stable and available up to 22µF.

Inductor Several magnetic materials are stable at low temperature but they are not very
easily available. Several ferrite power inductors are relatively stable but need testing.
For small values, air coils are very stable as their values are �xed by the geometry.

The components used in �gure 4.10 are described in table 4.1. The variation of their
values between300 K and 4 K is given where we have measured it ourself, the other compo-
nents are chosen because of the stability of the technology used for their fabrication. Notice
that the �lter and matching network are divided in several stages because the parasitics
of the components. For example, the1µF capacitor used for the �lter adopts an inductive
behavior for frequency above10 MHz.

Component Technology Reference Change at4 K in %

Rpol, R1, R2, R3
Nichrome
thin �lm

RR1220
(Susumu)

1

R4
Nichrome
thin �lm

CPF0603B4R99E1
(TE Connectivity)

Not measured

C1, C2 Acrylic �lm 1 FCA1210C105M-G2
(Cornell Dubilier)

-15

C3 C0G
GCM31M5C1H563JA16

(muRata)
Not measured

C4 C0G
VJ0603A471JNAAO

(Vishay)
Not measured

C5 On chip Not measured

L 1, L 2
Ferrite power

inductor
744066331, 744065121

(WE)
-18

L 3 Air coil
1008CS-272XJLB

(Coilcraft)
Not measured

Table 4.1: Components used for the fabrication of the discrete-components �lter described
in �gure 4.10.

1Similar capacitors from Rubycon (PMLCAP) were tested by Hugo Therrien in the University of Sher-
brooke. The stability is similar but are available up to 22µF.
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4.2.2.6 PSD broadening results

The best way to test the biasing circuit is to use it with an actual sample. To do so, we have
designed a device, described in section 3.1, to test it independently of the photo-multiplier
device. In �gure 4.12, we plot the power spectral density at a �xed measurement frequency
as function of the bias voltage.

The top measurement measures the broadening of the emission line due to voltage �uctu-
ations. From previous measurements, we know that the pulse tube induces a lot of voltage-
noise. So �rst we concentrate on the curve with the pulse tube turned o�. The emission
has a near perfect Lorentzian shape with a HWHM of T = 2:23 MHz which corresponds to
an electronic temperature of the biasing circuit Te = 22 mK. This temperature is near the
temperature 13 mK of the fridge during this measurement, the di�erence comes probably
from the not perfectly thermalized resistors. The second measurement was done with the
pulse tube working, therefore it better represents the performance of the biasing circuits in
actual experiments. The measured electronic temperatureTe = 55 mK ( T = 5:55 MHz) is
signi�cantly higher than the fridge temperature and the previous measurement. Moreover,
we observe that the curve is not a perfect Lorentzian. We can attribute these e�ect to a
voltage noise induced by the vibration of the pulse tube which is imperfectly �ltered, as
this voltage noise is probably not Lorentzian but as a similar spectrum than the fridge
vibration.

The bottom measurement is done over a larger sweep of the biasing voltage and plot-
ted on logarithmic scale. We observe the same peak as before and two additional peaks.
They come from low frequency (100 MHz) resonance which couples with the system. It is
probably a small resonance in the biasing circuit, but we cannot be perfectly sure from this
measurement alone.

Conclusion

With the experimental setup described here, we have all we need to accurately measure the
photo-multiplier as described in the next chapter. These results will be mainly constituted
of PSD measurements which are calibrated with the methods presented in this chapter.
Moreover, we know that the voltage-�uctuations from the biasing circuits are not problem-
atic as their amplitude is much smaller than the bandwidth of the resonators. The previous
version of the biasing-circuits would have been unusable due to its excessive voltage noise.
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Figure 4.12: Power spectral density as a function of bias voltage at a frequency of4:438 GHz.
The sample is described in section 3.1. In the top pannel, we observe the broadening of
the main peak due to bias-voltage �uctuation. The full lines are �ts of Lorentzian with
half width at half maximum  T whereas the points are the measurements. In the bottom
panel, we observe the main peak of emission, as well as two side lobes of emission due to a
resonance at100 MHz. The pulse tube was continuously working for this measurement.
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We will now discuss the experimental results obtained from the sample presented in
section 3.2. We �rst measure the spontaneous emission, from which we can deduce much
about the characteristics of the sample. Secondly, we apply microwave radiation in order
to evaluate its scattering properties, more precisely the photo-multiplication e�ect. This
sample is the �rst and only fully functional device and was measured at the beginning of
2019, its critical current is 6 nA at 4 K.

5.1 Spontaneous emission

To limit the number of variables, we will start by extracting as much information as possible
from the spontaneous emission of our device. We will measure �rst its behavior at low
Josephson energy where theP(E) theory is valid and extract important parameters. Then
we will discuss the impact of the �ux in section 5.1.2. Finally we will work with the
emission at high Josephson energy, we will notably observe new phenomena as simultaneous
tunneling of several Cooper pairs.
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5.1.1 Emission at low Josephson energy

We start by describing the power spectral density emitted by our sample, then we estimate
the parameters of our system, resonance frequencies, resonator bandwidths and character-
istic impedances. We will see that several methods can be used for this estimation with
advantages and drawbacks for each one.

5.1.1.1 Power spectral density

The power spectral density is the fundamental measurement of our experiment. All other
curves are extracted from it and contain less information. In �gure 5.1, we show the power
spectral density for both sides of the sample (input and output) as a function of the bias
voltage and the frequency of emission (or measurement). Notice the logarithmic scale, it
is cut for low emission rate as we arrive at the noise �oor of this measurement for a power
spectral density lower than 0.01 Photon. The typical duration of these measurements is a
few days.

Figure 5.1: Power spectral density as a function of the frequency of emission and of the bias
voltage. On the left, we show the measurement from the input side and on the right, the
measurement from the output side. For each emission peak, we indicate to which process
it corresponds in white. In orange, we indicate parasitic e�ects.

We can identify several processes in this measurement. First we observe strong emission
for the fundamental modes of emission where the tunneling of a Cooper pair gives rise to one
photon inside the input or output resonator. Secondly, we can identify the other emission
lines with higher order, where one Cooper pair gives rise to two or more photons inside
the resonators. Finally, we observe a simultaneous emission on both resonators from the
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tunneling of one Cooper pair. All emission lines have a slope of 1 which indicates that the
emission is due to the tunneling of one Cooper pair for every process.

The simultaneous emission process can present non-classical correlation between the
photons emitted on each side [21]. We did not measure their cross-correlation function, as
their measurement requires a long time to achieve a good signal over noise ratio (second-
order correlation function measurement). Moreover, the physical and software setups need
slight modi�cations to perform it.

Other unwanted phenomena can be observed in �gure 5.1 and are highlighted in orange.
First, a peak of emission on the output side is measured at the input resonance frequency
of emission and biasing. This spectral line comes from the hybridization of the input
and output mode due to the parasitic capacitance of the SQUID, or to say it otherwise,
part of the photon emitted in the input resonator leaks to the output side as described in
section 3.2.2.

Secondly, we observe a small peak below the 2 output-photon process with a bias voltage
detuning of 380 MHz. This emission comes from a resonance which can be at380 MHz or
at 4:06 GHz. As we do not observe replicas of main emission peaks (�rst order processes),
the thermal population of this mode is low. Therefore, the most probable explanation is
the presence of a parasitic resonance at4:06 GHz. Its measurement is too close to the low
frequency limit of our experimental scheme to be directly measured.

5.1.1.2 Analysis using the approximated solution for P(E)

The approximated computation of the P(E) function, presented in section 1.2, makes it
possible to extract the resonator characteristics from our measurements. This approxima-
tion is easily extended to two resonators to compute the simultaneous emission in both
resonators.

The integrated emitted power is peaked when the bias voltage matches the resonance
frequencies of the resonators. The emitted power extracted from the power spectral density
is shown in �gure 5.2 with an input resonance frequency off i = 6 :17 GHz and an output
resonance frequency off o = 4 :44 GHz. With the P(E) theory, we know that the ratio
between the �rst order process and the second order process is linked to the characteristic
impedance (see section 1.2.3). This indicates an input characteristic impedance of323 

(gi = 0 :40) and an output characteristic impedance of947 
 (go = 0 :68).

To estimate the accuracy of the characteristic impedances, we need at least to verify that
our curves match the prediction from the P(E) theory. To do so, we focus on cuts of the
power spectral density at the resonance frequencies of both resonators. This measurement
is presented in �gure 5.3. In the same �gure, we present the best adjustment of Lorentzian
curves, as described from theP(E) theory, with the experimental data.

The Lorentzian does not exactly �t the measurement for the 1-photon peaks (curve a)
and b) in �gure 5.3). Moreover, the bandwidth of the Lorentzian are = (2� ) � 17 MHz
which is 3 times higher than what was measured in section 4.2.2.6. Therefore, we can
conclude that we do not verify the hypothesis of theP(E) for the �rst photon peaks. The
wider apparent bandwidths are due to a phenomenon of compression of the emission lines.
The saturation of the emission rate for resonant bias voltages decreases the amplitude of
the emission peak whereas the emission rate is less a�ected for bias voltage further away



74 Chapter 5. Experimental results

Figure 5.2: Emitted power for both sides integrated over100 MHz around their resonance
frequencies as a function of the dc-bias voltage.

from resonance. This increases the apparent bandwidths of the emission peaks.

Figure 5.3: Cut of the power spectral at the resonance frequency of each resonator as
function of the bias voltage. We show the emission peaks for processes where one Cooper
pair gives rise to: a) 1 output photon, b) 1 input photon, c) 2 output photons, d) 1 input
photon and 1 output photon, e) 2 input photons. In dashed lines, we show a �t with of the
peak with a Lorentzian as predicted from theP(E) theory.

However, we observe that the multi-photons peaks are well �tted with Lorentzian. From
these adjustments, we can estimate the bandwidth of the resonators. Indeed, the width of a
second order process is approximately the bandwidth of the resonator. We obtain an input
bandwidth of approximately 35 MHz and an output bandwidth of approximately 40 MHz.

To be more precise, we �t the multi-photons emission lines with the predictions from
section 1.2, with all resonator characteristics as free parameters for this adjustment. The
result of this adjustment is presented in table 5.1 and the agreement between the experi-
mental data and the �t can be observed in �gure 5.4. The agreement is not perfect, but
it is important to notice that the scale is logarithmic which increases the visibility of the
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imperfect �t.
The measured resonance frequencies are lower than expected (see section 3.2),560 MHz

for the input resonator and 120 Hz for the output resonator. The parasitic capacitances
are higher than estimated. The input resonator bandwidth is in good agreement with the
prediction. The output resonator bandwidth is two times higher than expected, because
the decrease in resonance frequency brings it closer to the working frequency of the�= 4
impedance transformer which increase its energy decay rate. Finally, the characteristic
impedance is higher than expected.

Resonator Frequency HWHM = (2� ) Impedance characteristic

Input 6:17 GHz 41 MHz 292 
 (gi = 0 :38)

Output 4:44 GHz 44 MHz 777 
 (go = 0 :62)

Table 5.1: Characteristics of the input and output resonators obtained by �tting the multi-
photon peaks with the approximation presented in section 1.2.

However, this approach does not fully take into account the impact of the SQUID
capacitance. Indeed, this capacitance has several e�ects on the emission lines. First, it
a�ects the resonance frequency, bandwidth and impedance of both modes, as it acts as
an additional capacitance in �rst approximation. As we did not make any hypothesis on
the mode properties, this impact is correctly considered in this approach. Secondly, the
junction capacitance couple the input and output resonator, this make it possible for the
energy emitted in a resonator to leak to both sides. This e�ect is not take into account
in this approach, and we need to describe its to verify that the capacitance junction as no
dramatic e�ect on the resonator properties.

5.1.1.3 Power spectral density with the full impedance

In order to solve these limitations, we need to describe how the spontaneous emission leaks
from the actual device. To do so, we consider the electrical schematics in �gure 5.5. From
it, we can de�ne the transinductance:

Z i [! ] =
Vi [! ]
I [! ]

and Zo[! ] =
Vo[! ]
I [! ]

(5.1)

The emission in the input port (and similarly for the output port) can be written with
the current-current correlation SII (V; ! ) function induced by the Josephson junction:

 i (V; ! ) =
1

~!
2jZ i [! ]j2

Z0
SII (V; ! ) (5.2)

Therefore, the power spectral density can be computed in two steps. First, we compute
SII (V; ! ) with the impedance seen from the junction and theP(E) theory, then we compute
the distribution of power between both sides with this equation.

To estimate the value of the electrical components of �gure 5.5 by �tting the exper-
imental data, we need to �x several parameters to obtain meaningful results. The �xed



76 Chapter 5. Experimental results

Figure 5.4: On the left, we plot the power spectral density as a function of the emission
frequency and the dc-bias voltage for di�erent processes: a) 2 output photons, b) and c) 1
input photon and 1 output photon, d) 2 input photons, e) 3 output photons. On the right,
we show the di�erence between a �t with the emission rate deduced from the approximated
P(E) function (see section 1.2) and the experimental data. Notice the logarithmic scale
for the power spectral density. The �t parameters are shown in table 5.1.
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I [! ]
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Ca L b Cb
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Z0Vi [! ]

Ccb TL

Z0 Vo[! ]

Figure 5.5: Equivalent electrical schematics of a photon-multiplication devices. The junc-
tion is modeled with a current source, this current source induces voltage on the input and
output transmission lines which allows us to de�ne the transinductance.

parameters are presented in table 5.2. The biasing components are �xed to their design
values. We are con�dent in the simulated value of the inductance, as they were indepen-
dently measured and match the results of the Sonnet simulation. The same is true for
the transmission line after the correction of the Sonnet simulation. The temperature of
the environment is set to match the result of the test sample. Finally, we �x the parasitic
capacitance of the SQUID to our previous estimation, because the signal over noise ratio of
these measurements is too low to correctly characterize it. However, we try to �t the data
with di�erent SQUID capacitance, and we observe that its quality degrades for capacitance
outside of the 3:5 fF to 4:5 fF range.

With these �xed parameters, we �t the mutli-photon emission peaks using the full
impedance (computed with the spice simulator) and a full computation of theP(E) func-
tion. The parameters extracted are presented in table 5.2 and the result of the �t is
presented in �gure 5.6. We observe that the �t appears to be a bit better than the previ-
ous.

The resonator characteristics are comparable with the results obtained before. The
resonance frequencies are the same, but the energy decay rates are smaller and the char-
acteristic impedances too. These results are closer to our estimations in section 3.2.

The comparison between the two approaches is complex, as they do not rely on the
same hypothesis. The �rst approach make fewer assumptions than the second one which
relies on our knowledge of the device, we notably assume here that our fabrication process
is stable enough to directly compare measurements on di�erent wafer.

However, we see that the approximation ofP(E) possesses asymmetric error in �g-
ure 5.4. This error is a direct indication of the impact of the capacitance junction, as it
arises from the asymmetric behavior ofZ i [! ] and Zo[! ] due to the capacitive coupling of
both resonator. You can notice that this error are much more symmetric for the components
approach in �gure 5.6. This asymmetry leads to an increase of the apparent bandwidth of
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Rp Cp L a L b ZT L f T L T CJ

5 
 100 pF 7 :95 nH 20:8 nH 92 
 4 :3 GHz 55 mK 4 fF

Ca Cb Cca Ccb

59:1 fF 42:7 fF 20:9 fF 15:1 fF

Resonator Frequency HWHM = (2� ) Impedance characteristic

Input 6:17 GHz 33 MHz 229 
 (gi = 0 :33)

Output 4:44 GHz 38 MHz 648 
 (go = 0 :56)

Table 5.2: On the top, the �t parameters of the experimental data with the P(E) theory.
Below, we present the component values for the �t presented in �gure 5.6. Finally, we
present the resonator characteristics calculated from them.

both resonators which explains the di�erence between the two approach.
Finally, we will see in section 5.2 that the parasitic capacitance of the SQUID has a

strong impact on the behavior of our device. Therefore, I consider that this second approach
(with resonator properties in table 5.2) describes better the presented device. Moreover, we
will use the component values for other simulations which bring complementary information
to understand its operation.

5.1.2 E�ect of the �ux

To continue further the study of this sample, we need to explore the dependency on Joseph-
son energy. To tune it, we can change the current which goes through the small coil near
the SQUID and change the �ux through it. We measure the emitted power as a function
of this current for the �rst output emission peak in �gure 5.7.

We observe a strong quasi-periodic modulation of the power with the current. For the
P(E) theory, the emission is proportional to E 2

J which gives us acos2(2�I=I 0) dependency.
This is not observed in our measurement which is not surprising as we already observe
that the power spectral density at low Josephson energy (described in previous part and
indicated by the point in green in the �gure 5.7) is not correctly described by this theory
for the �rst photon peaks.

Another peculiar e�ect is the non-periodicity observed in the emitted power. To under-
stand it, we extract the frequency at which the maximum of emission occurs. In principle,
this frequency is �xed as the bias voltage does not change during this measurement. How-
ever, we observe in �gure 5.7 that it decreases when the current increases, which corresponds
to a transinductance of 70µ
 . The origin of this transinductance is not well understood
for the moment. It is probably due to the fact that the �ux and voltage bias share the
same ground, therefore part of the �ux bias return current can circulate trough the return
line for the bias voltage.

As the e�ective biasing voltage change due to this, the biasing voltage gets closer to the
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Figure 5.6: On the left, we plot the power spectral density as a function of emission
frequency and dc-bias voltage for di�erent processes: a) 2 output photons, b) and c) 1
input photon and 1 output photon, d) 2 input photons, e) 3 output photons. On the right,
we represent the di�erence between the experimental data and the �t using the impedance
described in �gure 5.5, the �t parameters are shown in table 5.2.
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Figure 5.7: Power emitted for the one output photon emission peak as a function of the �ux
through the SQUID. The bias voltage is �xed at 4:5 GHz and the power is integrated over
the frequency range 4.2-4.7GHz. We plot an E 2

J dependency withA = 4 fW , I 0 = 2 :21 mA
and � I = �= 2 as a guideline for the eyes. We add the point at which we measure the
PSD for the previous part (low �ux) and the point at which we will study the photon
multiplication (at a di�erent bias voltage). In dashed line, we plot the frequency at which
the maximum of emission is measured as a function of the current.

resonance and the emission power increase. We will now focus on what appends at higher
Josephson energy, and we will focus on the pointn = 2 . The change of bias voltage at this
current is 3 MHz which will not impact strongly our measurements.

5.1.3 Emission at high Josephson energy

The emission at high Josephson energy di�ers signi�cantly from its properties at low Joseph-
son energy. Lots of theoretical work [90�94] has focused on understanding the properties
of the emitted �eld, notably its intensity and statistics. They show that the Cooper tun-
neling, incoherent at low Josephson energy (in theP(E) theory), becomes coherent when
the Josephson energy increases. This e�ect can lead to saturation of the emission rate and
other e�ects such as squeezing.

As the properties of the emitted radiation are not the focus of this thesis, we will only
describe the emission properties of our system and not focus on these theoretical elements.

5.1.3.1 Power spectral density and emitted power

The power spectral density is represented in �gure 5.8. The main observation is the pres-
ence of a much higher number of photon emission processes with additional emission lines
appearing between the main ones. Moreover, we can note that the emission lines for multi-
photon processes are deformed near their resonance, they adopt a slope higher than 1
which is expected for the tunneling of one Cooper pair. Their exact shape has yet to be
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exhaustively studied.

Figure 5.8: Power spectral density as a function of the frequency of emission and of the
bias voltage for maximal Josephson energy. On the left we show the measurement from
the input side, and on the left the measurement from the output side. The processes
discussed before are indicated in white and orange. In green, we indicate other modes of
emission for bias voltages lower than the fundamental emission line. They will be discussed
in section 5.1.3.2.

Due to the higher emission rate, we observe more clearly the e�ect of the hybridization
of the modes. At 4:6 GHz, we observe a cancellation of the coupling of the hybridized
modes to the input lines and at 6:4 GHz to the output lines. This is in good agreement
with the cancellation of Z i [! ] (and Zo[! ] for the output side) in equation (5.2).

To compare the amplitude of the di�erent processes, it is easier to extract the integrated
power, which is represented in �gure 5.9. It is important to note that the power emitted
into the input and output side is di�erent even for the process where one photon is emitted
in each resonator for the tunneling of a Cooper pair. Indeed, the energy of the two photons
are di�erent due to their di�erent frequencies.

For the one photon emission peaks, we observe that the low impedance side (input)
emits more power than the high impedance side (output). This e�ect comes from a faster
saturation of the output side due to its higher non-linearity. Secondly, we observe that the
higher order mode can emit signi�cantly more power than the fundamental emission line.
These two e�ects can be understood with a semi-classical approach [90]. It notably shows
the apparition of �xed points due to the non-linearity when the Josephson energy increases.
The behavior of these �xed points agrees with our two observations.

The parasitic peaks, as for a frequency slightly higher than10 GHz, come from the
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parasitic mode at 4:06 GHz which creates an additional mode of dissipation. Moreover,
these peaks become proportionally more important as the main peaks of emission saturate
at this Josephson energy.

Figure 5.9: Integrated power over the full bandwidth of the input and output resonators as
a function of the bias voltage. Notice that multi-photon processes emit signi�cantly more
power than the one-photon processes at maximal Josephson energy.

To conclude this part, the emission rate saturation with the increasing Josephson junc-
tion energy is bene�cial for the measurement of a photo-multiplication e�ect. Indeed, the
presence of strong emission line can lead to the apparition of instabilities due to the �nite
impedance of the bias circuit. The limitation of the intensity of the emission lines allows
the system to stay stable.

5.1.3.2 Simultaneous tunneling of Cooper pair

We focus on the emission for bias voltage lower than the one photon emission line. These
emission lines are especially interesting as they imply the simultaneous tunneling of several
Cooper pairs. We show in �gure 5.10, a zoom of the spectral density over these emission
lines. Depending on the slope of the emission line, and the energy conservation relation,
we can determine the number of Cooper pairs which tunnel for each of them.

A very recent theoretical work [95] was published on the light emitted by simultaneous
tunneling of two Cooper pairs and it will be interesting to compare their predictions with
our measurements on later devices. It notably shows that the emission from this process
are anti-bunched for lower characteristic impedances than for the tunneling of one Cooper
pair. Another recent article [96] shows that superconducting Qubits can be protected with
two-Cooper-pair tunneling.

Notice that the radiation of these processes can create problems for the observation of
the photon conversion of one photon to two photons, because, the bias voltage for such
process is near2:7 GHz. The photon multiplication takes place between the 2 � 2eV = ~f o

and 3 � 2eV = 2~f o processes.
During this detailed description of the spontaneous emission, we show that our de-

scription of the electromagnetic environment in section 3.2 and the extracted values from
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Figure 5.10: Power spectral density as a function of the emission frequency and bias voltage.
We indicate several processes involving simultaneous tunneling of several Cooper pairs.
The slope of the line for tunneling ofn Cooper pair is 1/n, no adjustments to the data are
preformed.

the low Josephson energy measurements are in a satisfactory agreement. Moreover, the
measurements at a higher Josephson energy show a low spontaneous emission for several
bias voltage ranges which are necessary to measure the conversion processes. Using this
knowledge, we can now start con�dently the discussion of the conversion measurements,
�rst from one photon to two photons and secondly to three photons.

5.2 Conversion of one photon to two photons

The conversion of one incoming photon to several outgoing photons depends on several
experimental parameters, the SQUID �ux, the bias voltage and the applied microwave
frequency. Moreover, the impact of each variable cannot be fully separated as they are all
linked together through the equation (1.59).

We will �rst describe the impact of the �ux on the conversion of one photon to two
photons for �xed bias voltage. Then we will present the impact of the bias voltage for �xed
SQUID �ux. We will notably observe the main conversion process as well as other parasitic
e�ects. Moreover, we will compare qualitatively the experimental results with theory. The
e�ect of the power of the applied microwave �eld will be discussed last. Indeed, this
experimental variable is less interlaced with the others.
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5.2.1 Input matching with Josephson energy

As discussed in section 1.3.5, it is possible to obtain a perfect conversion for a speci�c
Josephson energy. In order to characterize this phenomenon, we need to extract the prob-
abilities of a photon to be re�ected, transmitted or converted.

These measurements require several steps. First, we measure the PSD of the sponta-
neous emission of the device at the bias point (SQUID �ux and bias voltage) of interest.
Then, we measure the PSD at the same bias point in presence of a microwave coherent �eld
with a given frequency and power. From these two measurements, we can extract the PSD
due to the scattering of the incoming radiation. The last step is to extract the photon rate
from these power spectral density measurements by integrating the PSD over speci�c fre-
quency ranges. Indeed, we extract the re�ected and transmitted photon rate by integrating
the PSD for frequency near the applied microwave frequency whereas the converted photon
rate is extracted by integrating over the output resonator frequency. From these photon
rates, we can easily deduce the probability of re�ection, transmission and conversion for a
photon.

Notice that the bandwidth of integration for the re�ected and transmitted photon rate
is very similar to the IF bandwidth of a vector network analyzer, which can be used in
principle to measure them. However, we cannot use it to measure the conversion photon
rate.

In �gure 5.11, we show the re�ection, transmission and conversion probabilities as
function of the microwave frequency at a �xed bias voltage and microwave power. Due to
the frequency dependent attenuation of the input line, the microwave power at the input
of the sample is not exactly constant but changes by0:4 dB over the 5:9 GHz to 6:4 GHz
frequency range. Notice that the bias voltage is not optimal. Indeed, for the conversion of a
photon at 6:17 GHz to two photons at 4:44 GHz, the bias voltage is theoretically 2:71 GHz.
We will focus on the impact of the bias voltage in section 5.2.3.

At low Josephson energy, most of the signal is re�ected. When the Josephson energy
increases, the photons which were initially re�ected start to be converted until an optimal
point is reached, the conversion e�ciency decreases slightly after this point. Due to the
periodic dependency of the Josephson energy with the SQUID �ux, the SQUID �uxes
between -0.5� 0 and 0 make it possible to characterize fully the dependency of the conversion
process as a function of the Josephson energy.

For this measurement, the maximum conversion e�ciency is 80%, the photons are
re�ected with a probability of 5.5% and transmitted through the sample without conversion
with a probability 3.2%. This maximum of conversion is reached for an input frequency of
6:19 GHz due to the high bias voltage of2:79 GHz.

Moreover, we observe that the probability for a photon to be transmitted through the
device without conversion decreases when the probability of conversion increases with the
Josephson energy. This can be explained by the fact that the conversion process depletes
the photon population inside the input resonator and therefore decrease the transmission
through the linear coupling between both resonators.

A last import veri�cation is energy conservation. Within our description, a photon must
be either re�ected, transmitted or converted as we did not include any other dissipation.
Therefore, the sum of the conversion, re�ection and transmission probabilities must be
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Figure 5.11: a) Probability of re�ection of a coherent �eld as a function of its frequency and
the SQUID �ux. b) Probability of conversion for a multiplication factor n = 2 as a function
of the excitation frequency and SQUID �ux. c) Re�ection, transmission and conversion
probability for a coherent �eld with a frequency 6:19 GHz. The transmission scale is on
the right axis to be able to observe its reduction with the SQUID �ux. The points n = 2
and n = 3 indicate the �ux at which we will study the n = 2 and n = 3 . Finally, we added
an indication of the missing photons from the energy conservation. All these curves are
measured with a �xed bias voltage of2:79 GHz and an input power of � 120:9 � 0:2 dBm.
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1. In �gure 5.11, we plot the di�erence between the sum and 1 with the label �Missing
photons�. For this measurement, nearly 15% of the photons vanish, we do not observe a
signi�cant impact of the conversion e�ciency as for the leakage measurement.

The measurements show a maximal e�ciency conversion of 80% which is in itself a very
important result. However, they show that part of the power is lost and the conversion is
observed for a higher bias voltage than expected.

5.2.2 Missing power

To characterize better the transmission and missing power, we plot in �gure 5.12 their ex-
perimental measurements as a function of the microwave frequency when the conversion is
negligible (low Josephson energy). The transmission is maximal at the resonance frequency.
Moreover, the experimental measurement is nearly three times larger than the expected
value from the model described in section 5.1.1.3. The origin of this disagreement is not
clear, it can be an underestimation of the output resonator bandwidth or the SQUID para-
sitic capacitance. However, the necessary changes are not compatible with the spontaneous
emission measurements.

Figure 5.12: Transmission and missing energy as a function of the microwave excitation
frequency. We add the result from a spice simulation with the component values determined
in the previous part (table 5.2) for the transmission and absorption in the bias circuit. The
experimental curves are measured for the minimal Josephson energy, i.e. the conversion
process is negligible. The bias voltage is2:79 GHzand the input power is � 120:9� 0:2 dBm.

The behavior of the missing photons is relatively similar with a maximum of absorption
at a slightly higher frequency than that resonance frequency. A simple hypothesis to explain
this loss of power is to remember we cannot measure photons which are absorbed in the
bias circuit. Using the spice circuit (see section 5.1.1.3), we can estimate the power which
leaks to the biasing resistor. The maximum of absorption is 2% which is ten times lower
that what is experimentally observed. Notice that we consider the parasitic inductance of
the polarization capacitor in the simulation, otherwise, the absorption is well below 1%.

This energy loss comes probably from the microwave absorption in the circuit, mainly
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dielectric loss as the loss in superconductors is negligible at these frequencies. As discussed
in section 2.5, the internal quality factor is of the order of 104 at relatively high power which
indicates that signi�cant microwave loss is present. Moreover, in parallel plate capacitors all
the electrical �eld is in the amorphous dielectric whereas in coplanar waveguides most of it
is in the sapphire substrate. Therefore, part of the missing photons are simply absorbed by
the materials used. The magnesium oxide is probably the main culprit, it rapidly adsorbs
moisture which causes strong microwave absorption.

5.2.3 Photo-multiplier bandwidth and bias voltage

In order to obtain an e�cient conversion, the bias voltage needs to match the energy di�er-
ence between the incoming photon and the two outgoing photons. This gives a theoretical
optimal bias voltage of 2:71 GHz. To characterize its e�ect, we show in �gure 5.13, the
re�ection probability and conversion probability as a function of the microwave excita-
tion frequency and bias voltage. The �ux bias is �xed at -0.26� 0 (SQUID coil current of
0:11 mA). The bandwidth of integration is 10 MHz around the excitation frequency for
the re�ected and transmitted measurements, whereas the conversion power is integrated
between 4:3 GHz and 4:6 GHz. In panel c), we focus on a bias voltage of2:76 GHz where
we observe the highest conversion e�ciency.

We observe that the re�ection probability is quite small and reaches around 1%. This
is equivalent to an input return loss of � 20 dB which is near the minimum we can measure
(see �gure 4.6). At the same time, we measure a conversion e�ciency near 80% with a
relatively wide bandwidth, as the half of the input photon are converted over 90 MHz.

To verify the conversation of the energy, we chose to plot it di�erently than before.
We represent the theoretical conversion probability C(V; ! ) considering the transmission
T(V; ! ) and re�ection R(V; ! ) probability:

C(V; ! ) = 1 � T(V; ! ) � R(V; ! ) (5.3)

The deduced conversion e�ciency is signi�cantly higher than the experimental mea-
surement. The di�erence corresponds roughly to the 15% of missing photon, we already
observed. However, we will see in the next section that part of this missing energy can be
accounted for by looking closely to the power spectral density of the re�ected �eld.

It is important to note that the bias voltage used for these measurements are higher
than the theoretical resonant bias voltage of2:71 GHz. Indeed, an e�cient conversion is
observed for a wide bias voltage of2:75 GHz to 2:85 GHz, the excitation frequency for the
maximum conversion changing from6:17 GHz to 6:20 GHz.

To compare more �nely the theory and the experiment, we represent the conversion
probability measurement and theoretical expression (equation (1.59)) in �gure 5.14. The
theoretical conversion probability is plotted for an optimal bias �ux "2 = 1 and resonator
properties deduced from the spontaneous emission measurement at low Josephson energy
(see table 5.2). Notice that the bias voltage is shifted by100 MHz for the theoretical curve,
which is necessary to better observe the main features. Finally, the presence of bias voltage
noise with a HWFM 5:7 MHz is taken into account. These voltage �uctuations have a
narrow frequency spectrum, and we consider that they adiabatically change the conversion
e�ciency.
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Figure 5.13: a) Probability of re�ection of a coherent �eld as a function of its frequency
and the bias voltage. b) Probability of conversion for a multiplication factor n = 2 as a
function of the excitation frequency and bias voltage. c) On the right axis, we represent the
measured re�ection and transmission probability as a function of the microwave excitation
frequency for a �xed biasing voltage of2:76 GHz. On the left axis, we show the measured
conversion probability and the conversion probability deduced from the transmission and
re�ection measurement. All curves are measured with an input power of� 126:1� 0:2 dBm
and a �ux bias of -0.26� 0 (SQUID coil current of 0:11 mA).



5.2. Conversion of one photon to two photons 89

Figure 5.14: a) Experimental conversion probability as a function of the microwave exci-
tation frequency and bias voltage. b) Theoretical conversion probability computed from
equation (1.59) with the resonator parameters described in table 5.2 for an optimal �ux
"2 = 1 and a bias voltage noise of5:7 MHz. Notice that the bias voltage is shifted by
100 MHz between the two plots.

Even if their general form are similar, the bias voltages are signi�cantly di�erent. In-
deed, for unknown reasons, the frequencies of converted photons (experimentally centered
at 4:48 GHz) are higher than the resonance frequency4:44 GHzof the output resonator. For
instance, the device seems to work as if the resonant frequency shifted for the conversion
process. Moreover, the bandwidth of the conversion process is signi�cantly higher than
expected.

To summarize, we observe an e�cient conversion over a wide range of bias voltage
and a relatively wide bandwidth, even if our device possesses a limited energy decay rate
for the output resonator. The di�erences between theory and experiments result are not
completely understood. However, we focused on the extracted probabilities from the power
spectral density. The precise shape of the power spectral density can also be of great
interest in order to verify that the behavior of our device match our theoretical description.

5.2.4 Inelastic re�ection

As we are not using a vector network analyzer, we can measure the full power spectral
density of the re�ected �eld on the input side, which allows us to track much more precisely
the scattering of the input photons. In �gure 5.15 a), we plot the PSD of the re�ected
microwave �eld on the input side as a function of the di�erence between the frequency of
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measurementf m and excitation f e. For this �rst measurement, we apply no bias voltage
and the SQUID �ux is the same as previous measurements.

Figure 5.15: Power spectral density of the re�ected microwave �eld as a function of the
di�erence between the frequencyf m of measurement of the PSD and the frequencyf e of
the applied microwave radiation. These measurements are performed with a SQUID �ux
of -0.26� 0 and microwave excitation power of � 126:1 � 0:2 dBm. a) The bias voltage is
zero. b) The bias voltage is2:76 GHz. Notice the di�erent scales for the two curves. Due
to the higher noise for curve b), we use a linear scale because a logarithmic scale tends to
compress the structures which makes them hard to distinguish from the noise �oor of this
measurement.

For an excitation lower than the resonance frequency, we observe that most of the signal
is elastically scattered whereas near the resonance, a signi�cant part of the input power
is scattered at a di�erent frequency than the input frequency. Moreover, we observe that
for frequency higher than the resonance frequency (outside of the bandwidth of the input
resonator) a strong inelastic scattering still occurs. We attribute this e�ect to a change of
the resonator shape due to inductive behavior of the SQUID in its superconducting state.

The polarization circuit has an impedance of5 
 up to 300 MHz. This low impedance
brings strong current �uctuations. This is not a problem when the SQUID is polarized with
a dc-bias voltage as these �uctuations are suppressed by the SQUID. However, without
a bias voltage, these �uctuations directly couple to the system which make it possible
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to observe additional processes. For example, a photon at the excitation frequency can
be absorbed, simultaneously quanta of the current �uctuation can be either absorbed or
emitted, to create a photon a di�erent frequency. The shape in frequency of the converted
photons depends on the excitation frequency and the resonator shape.

This explication is only satisfactory in the case of a SQUID in its superconducting state.
The case with a bias voltage applied is slightly di�erent. In �gure 5.15 b), we show the
power spectral density of the re�ected �eld for a bias voltage of 2:76 GHz. For frequencies
inside the resonator bandwidth, we observe the presence of inelastic scattering. The mixing
with voltage �uctuations instead of current �uctuations is the most likely explanation.

This inelastic scattering inside the input resonator modi�es the re�ection probability
of our device. Indeed, we only consider the photons which were elastically re�ected as
the re�ected power was integrated over10 MHz around the excitation frequency. In order
to take into account the broadening of the excitation �eld, we repeat the analysis with a
bandwidth of integration of 200 MHz. We plot these result in �gure 5.16. We observe that
it increases signi�cantly the measured re�ected probability near the resonance frequency
and therefore fewer photons are unaccounted for.

Figure 5.16: On the right axis, we represent the measured re�ection and transmission
probability as a function of the microwave excitation frequency for a �xed biasing voltage of
2:76 GHz. On the left axis, we show the measured conversion probability and the conversion
probability deduced from the transmission and re�ection measurement. These curves are
measured with an input power of � 126:1 � 0:2 dBm and a �ux bias of -0.26� 0. The
bandwidth of integration was increased from10 MHz (�gure 5.14) to 200 MHz.

We show in �gure 5.17 the re�ected PSD for a �xed microwave excitation frequency
and zero bias voltage as function of the SQUID �ux. The inelastic scattering is minimal for
the minimal Josephson energy, then it increases rapidly before decreasing and saturating
for the highest Josephson energies. The maximum of scattering is probably linked to a
matching of frequency of the resonator with excitation frequency due to the change in the
SQUID inductance.

It is important to note that this inelastic scattering of the re�ected signal is not taken
into account in our theoretical description. Indeed, we consider that the voltage �uctuations
are pushing the system out of its optimal bias point (we suppose adiabatic change of the
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Figure 5.17: Power spectral density of the re�ected microwave �eld as a function of
the di�erence between the frequencyf m of measurement of the PSD and the frequency
f e = 6 :19 GHz of the applied microwave radiation. The microwave excitation power is
� 126:1(2) dBm and the bias voltage is zero.

bias voltage), but we do not consider the apparition of additional processes inside the input
resonator.

5.2.5 Dynamical range

As a �nal characterization of the conversion process of our device, we measure its dynamical
range. This measurement is very important to con�rm that the conversion probability is not
limited by the saturation of the device. We show the conversion probability as a function
of the applied microwave frequency and power in �gure 5.18.

For low incident power, up to 1 photon in average inside the input resonator, we observe
a symmetrical shape which does not depend on the input power. This is why we place
ourself in this situation for the previous measurements, except for the �ux characterization
with 7 photons in average in the input resonator. When this power increase, we observe
that the conversion stays e�cient up to 10 photons in the input resonator but the shape
becomes asymmetric and the frequency of maximal conversion shifts to higher frequency.
Beyond that input power, the conversion e�ciency decreases rapidly with the apparition
of a minimum at the resonance frequency.

This relatively high dynamical range is important as it opens the possibility to cascade
such a device in order to multiply further a single microwave photon and detect it more
easily. A high dynamical range is also a requirement to be able to distinguish a one-photon
from a two-photon state, as the device must be able to process these two states with a high
probability in order to measure them. Finally, the dynamic range can be extended further
by decreasing even more the input characteristic impedance of the input mode, at least in
principle (see section 1.3.6).

This concludes the characterization of the conversion of one incoming photon to two
outgoing photons, as the impact of all experimental variables, bias voltage and �ux, mi-
crowave frequency and power, was studied in this part.
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Figure 5.18: Conversion probability as a function of the microwave excitation frequency
and applied microwave power. The bias voltage is2:79 GHz and the SQUID �ux is -0.26� 0.

5.3 Conversion of one photon to three photons

The optimal Josephson energy for the multiplication by a factor n = 2 is 60% of the maxi-
mum Josephson energy of the SQUID. When we have described the sample in section 3.2.4,
we have shown that the conversion by a factorn = 3 necessitates a signi�cantly higher
Josephson energy to achieve a highly e�cient conversion. Experimentally, we observe that
the conversion e�ciency increases up to the maximum Josephson energy achievable.

We choose here to only show in �gure 5.19 the bias point at which the maximum
conversion occurs. Notice that if the bias voltage was higher than expected for the tripling
of a photon, the measured optimal bias voltage appends for a bias voltage90 MHz below
the expected value (7:15 GHz).

We observe a photo-multiplication by a factor 3 with an e�ciency of 60% which is
still interesting. The probability of transmission is quite high (10%) whereas the power
loss seems to be smaller. This high transmission compared to before is probably due to
the high photon population photon inside the input resonator because of the lower photon
conversion. The power conservation is better respected than for previous measurements.

Conclusion

In this chapter, we have characterized our device with PSD measurements. We have found
that the resonator properties are not far away from our design. We have demonstrated



94 Chapter 5. Experimental results

Figure 5.19: On the right axis, we represent the measured re�ection and transmission prob-
ability as a function of the microwave excitation frequency. On the left axis, we show the
measured conversion probability and the conversion probability deduced from the trans-
mission and re�ection measurement. These curves are measured for a �xed biasing voltage
of 7:06 GHz, an input power of � 126:1 � 0:2 dBm and a �ux bias of 0� 0 (current SQUID
coil of 0:225 mA), which corresponds to the maximal Josephson energy. The bandwidth of
integration is 200 MHz.

the conversion of one incoming photon into two photons with an e�ciency of 80% and the
conversion to three photons with an e�ciency of 60%, limited by the maximum Josephson
energy of our device. We observe that nearly 15% of the input power is not accounted for
and further investigations are required to identify and mitigate this loss. Moreover, a sig-
ni�cant inelastic scattering in the re�ected power which is not considered in the theoretical
approach presented.



Conclusion

This PhD work focuses on the detection of single microwave photons. We manage to
perform a �rst step towards this goal through the demonstration of a photon multiplication
by a factor n = 2 and n = 3 . This device is the product of several important steps which
we would like to recall here.

The �rst step was to understand the interaction of the charge transport through dc-
biased Josephson junction with the electromagnetic environment surrounding it. This is
why we have presented theP(E) theory which provide a quantitative comprehension of
the emission due to the strong non-linearity emerging from this interaction. Secondly, the
theory developed by Juha Leppäkangas [41] highlights the important parameters in order
to control the scattering of microwave radiation by such devices. A high characteristic
impedance resonator for the output mode is essential for observing the photon multiplica-
tion e�ect, whereas the device gains at using a low input characteristic impedance resonator
to improve the dynamic range.

The second and third steps are mutually dependent. Indeed, we modify our previous
nano-fabrication process in order to fabricate new devices in a niobium based process.
This process was developed by keeping in mind the design constraints which might have
prevented the observation of wanted photon multiplication e�ect. For example, the under-
standing of the impact of the parasitic capacitance of the SQUID leads to the development
of small size (0:17µm � 0:17µm) Josephson junctions to mitigate its e�ect. Moreover,
the high characteristic impedance of the output resonator required for a photon-multiplier
forces us to study its fabrication and simulation early on. The fabrication was notably
modi�ed to achieve a high yield for the planar coil.

The experimental setup was modi�ed too. The excess of voltage noise, observed since
several years, was reduced to6 MHz, i.e. divided by a factor 10 compared to previous
bias circuits. Moreover, the lower impedance of this bias circuit prevents instabilities and
allows us to work with higher critical current, necessary for the photo-multiplier. Finally,
the software was adapted to limit the impact of the crosstalk on our measurement, notably
on the direct transmission through the device.

Only the combination of all these elements makes it possible to observe a photon mul-
tiplication. We demonstrate the multiplication by a factor n = 2 with an e�ciency of 80%
and the multiplication by a factor n = 3 with an e�ciency of 60% over a bandwidth near
100 MHz. Moreover, the spontaneous emission measurement allows us to characterize the
electromagnetic environment and compare it with our design.

Naturally, several points still need to be further investigated. First, the power loss in
our device forms its main drawback and we still need to study it further. Secondly, the
parasitic capacitance of our device was not fully minimized which limits the characteristic
impedance of our input resonator. This explains partially the limited conversion e�ciency
of the photon multiplication. Finally, the direct transmission was slightly higher than
expected, which also decreases the conversion e�ciency.
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Towards single photon detection

In order to detect a single photon, we need to �rst increase the conversion e�ciency. And
secondly we must convert a single photon input to a higher number of output photons in
order to detect it through subsequent linear ampli�cation. Indeed, as this phase insensitive
ampli�cation stage adds noise (at least half a photon), a multiplication by a factor n = 3 is
not enough to discriminate an incoming photon from vacuum. We need to achieve a higher
multiplication factor to keep a good detection e�ciency with a low dark count rate (see
[41]).

Due to the limited characteristic impedance, it is complicated to consider a multipli-
cation by a factor n higher than 3, because the Josephson energy and parasitic processes
become too important. However, the high dynamical range of our device, see section 5.2.5,
makes it possible to cascade two conversion stages to achieve higher multiplication factors.
This can be done in principle by just connecting two presented devices, but it is more
clever to integrate these two stages into a single device. Indeed, one of the resonators can
be shared between the two multiplication stages, therefore we do not need to couple to a
low impedance environment between the two stages.

We present in �gure 1, a schematic of a cascaded photon multiplier. By tuning the
bias voltagesV1 and V2, it is possible to achieve a photo-multiplication by various factors.
We present the conversion of one incoming photon into nine outgoing photons, as it is a
process easily achievable and it can be used to fabricate a single photon detector with a
total e�ciency of 0.9 with a low dark count ( 10� 3 �  o). Notice that this device can achieve
theoretically a perfect photon-multiplication by tuning the Josephson energy of only one
of the two stages, therefore its matching is not more complicated than for a single stage
device.

Figure 1: Schematic of a cascaded photo-multiplier device. We represent here a photon
multiplication by a factor 3 for the �rst and second stage. Therefore a single incoming
photon is converted to 9 outgoing photons.

This device, presented in �gure 1, addresses one identi�ed drawback of our current
device, indeed it limits the direct transmission through the device. The frequency detuning
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between the middle resonator and the input or output resonator decrease the direct coupling
between them. The other drawbacks could be mitigated by modi�cation of the fabrication
process.

After the move of Max Hofheinz to Sherbrooke in January 2018, a new fabrication
process was developed there by Youcef Ataellah Bioud and me. This process is very similar
to the one used in this PhD thesis, as it is constituted by a base wiring and a counter-
electrode in niobium with a silicon nitride dielectric between the two. However, we decided
to give up the niobium junction in favor of a standard shadow evaporation of aluminum, in
order to increase their fabrication yield. Therefore, we do not need the spacer which was a
critical step of the previous process. Moreover, the etching of the niobium is now performed
in a chlorine plasma which attacks selectively the niobium compared to the silicon nitride.
The magnesium oxide is therefore not needed anymore. This will decrease the microwave
loss which is the second main drawback of our device.

With our improved comprehension of the parasitic capacitance e�ect and the possi-
bilities of the new fabrication process, we have designed a new mask set to increase the
characteristic impedance of the resonators and add a cascaded photo-multiplier device, pre-
sented in �gure 2. Its fabrication is currently ongoing and its characterization will be the
direct continuation of this work.
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Figure 2: Layout of a dual stage photo-multiplier. a) Zoom on the active area of the
device. We recognize three resonators, the input resonator is centered at7 GHz, the middle
resonator at 9 GHz and the output resonator at 5 GHz. b) Full view of a chip, the size of
a die is 10 mm� 10 mm.
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Appendix A

Theory

A.1 Transformation between the charge node/branch for a
chain

We will compute the Hamiltonian of the circuit in �gure A.1 with the node method. For
details on the computation of the matrices C and L � 1, see [36].
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Figure A.1: Calderira-Leggett model of an impedance. These resonators can be described
by two sets of variables, the chargêqk and �ux �̂ k at the node k or the �ux �̂ k through the
inductor k and the chargeQ̂k of the capacitor k.

We �rst compute the C matrix:
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which can be inverted [97]:
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The L � 1 matrix can be written:
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We can �nally express the Hamiltonian:
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where the conjugated variables are not evident.
We can de�ne the change of variables:
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(A.6)

This new variables areQ̂k , the charge of the capacitorCk , and �̂ k , the �ux through the
inductor L k , therefore the natural variables are the �ux and charge of the branches and
not of the nodes. We can verify that this change of variables conserves the commutator
relation: h
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We obtain the Hamiltonian:
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which is an ensemble of independent harmonic oscillators. We can then treat it as usual
by introducing the creation and annihilation operator:
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with:
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The Hamiltonian can �nally be written:
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where ! k =
� p

L kCk
� � 1. Notice that we have a diverging term when we takeK to in�nity,

as usual in quantum �eld theory.
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A.2 Details on the computation of P(E)

We will give here details on the P(E) theory in second quanti�cation, see section 1.1.2.
The starting point is equation (1.16):
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We write the delta function as its inverse Fourier transform:
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By changing the order of operator and using a classical identity for bosonic �elds1,
we can absorb the exponential dependency in energy by expressing the operator in the
Heisenberg picture:
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k

�
jnk i

= hnk j exp
h
igk

�
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We can then write the tunneling rate by taking advantage of the completeness relation:
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jnJ i Pk;� (jnk i )ei! J t (A.15)

The next step is to make the hypothesis that each resonator is in thermal equilibrium,
and rewrite the sum as an equilibrium correlation function. We then use the generalized
Wick theorem for equilibrium functions, see [16]:
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k (t )
�
e� igk

�
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âk (0) + ây
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The tunneling rate can then be expressed as:
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e� ây â = f

�
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We can compute each term of the phase-phase correlation function as:
D�
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k âk

E�
ei! k t � 1

�
+

D
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Finally, we can express the full phase-phase correlation function as a function of the
impedance and transform the sum into an integral with appropriate limits:
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A.3 High-frequency impedance

The impedance seen by the junction in the circuit in �gure A.2 can be written:
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(A.20)

where ! Z = ( Z0Cc)
� 1, ! r = ( L res(Cres + Cc))

� 1=2 and ! LC = ( L resCres ) � 1=2.
We can then compute its real part:
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For ! = ! r ,
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� 1 as ! Z � ! r . The maximum of the real

part of impedance will be near! r . Therefore, we write its Taylor expansion to obtain:
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Figure A.2: Equivalent electrical schematic at high frequency of the �gure 1.3. The parasitic
capacitance of the Josephson junction can be absorbed inCres .

Finally, we write its normalized value as a Lorentzian:
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1
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where:
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r =
�L res ! r

RQ
=

�Z
RQ

with Z =

s
L res

Cres + Cc
(A.26)

Notice that the condition ! Z � ! r is veri�ed if  � ! 0. In other words, this condition
is veri�ed if a strong resonance is present.

A.4 Computation of the Minnhagen equation

As described in section 1.1.4, it is clear that for a peaked environment at given angular
frequency ! 0, the probability function P(E) is peaked when the energy of the Cooper pair
match the energy of emission. So to get a good understanding of the physics, we don't
need to computeP(E) fully but only for E � n~! 0 where n is an integer. We will give an
approximated derivation of the Minnhagen equation, similar to [1].

As explain in section 1.2.1, we consider the impedance:

r [! ] =
2Re(Z [! ])

RQ
=

�

1 +
�
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! R

� 2 + r L [!; ! 0;  ] (A.27)

where L is a Lorentzian function:

L [!; ! 0;  ] =
1
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! 0

(! � ! 0)2 +  2
(A.28)
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We start from the de�nition of J (t) (equation (1.19)) which can be written:
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Z 1
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d!
!

r [! ]
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Then, we derive eJ (t ) and take the Fourier transform on each side. We obtain:
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We decompose this equation in two parts with the impedance (equation (A.27)):
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The second term of this equation can be approximately computed due to the speci�c
form of the impedance. J (t) is linear in the impedance and can be written as:
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The next step is to notice that
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This means that the asymptotic at t ! 1 dominates the value of the integral I � (E ).
As JL (1 ) is �nite, we can �x it to its limit. Therefore, we can write it using [98] for the
asymptotic comportment of J� (t) and the Minnhagen type equation for J� alone:
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where  T = ��
~� .

Finally, we can write with the expression [1] of JL (1 ) � � r :
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as ~(! 0 �  ) � kB T.



Appendix B

Fabrication

B.1 ICP etching

Step
Plasma pressure

(mT)
Gas

Flow
(sccm)

Power
(W)

ICP power
(W)

Time
(s)

Resist removing 10 O2 50 20 1200 240

LOR removing 10 O2 50 40 1200 240

Nb etching
5

(15)

SF6

CH2F2

Ar

5
25
40

70
(100)

500 EDP

Nb overetching 20
SF6

CH2F2

Ar

10
10
40

20
(70)

500 30

Al etching 5 Ar 100 150 500 30

Si3N4 etching
5

(15)

SF6

CH2F2

Ar

5
25
40

50
(100)

250
(500)

EDP

Table B.1: Etching recipes for the Plasmalab100 from Oxford. The values between brackets
are the burst values applied for5 s to 10 sto initiate the plasma.





Appendix C

Miscellaneous calculation

C.1 Characteristic impedance extraction

In section 2.6.2, we present a lumped elements circuit to model the two �rst modes of a spiral
planar coil. The goal of this appendix is to compute the impedance of the model presented
�gure 2.11 and to compute the properties of these modes, i.e. resonance frequencies and
characteristic impedances.

The impedance of anLC resonator can be written:

Z (! ) =
j!L

1 �
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!
! 0

� 2 =
j !

! 0
Ze�

1 � ! 2

! 2
0

(C.1)

where Ze� =
q

L
C and ! 0 = 1p

LC
The impedance of the model in �gure 2.11 can be written when we connect the side 2

to the ground:
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where:
L eq = L 1 + L 2 � 2M with M = k

p
L 1L 2 (C.3)
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with

! eq =
1

p
L eqCeq

with Ceq = C1 + C0
1 (C.6)

! M =
1

p
C2L 2

(C.7)

So we observe two maxima which can be mapped to a LC resonators with characteristic
impedance:

Zef f (! 0) =
L eq! 0

�
1 � ! 2

0
! 2

c

�

1 � ! 2
0

! 2
1

(C.8)
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Zef f (! 1) =
L eq! 1

�
! 2

1
! 2

c
� 1

�

! 2
1

! 2
0

� 1
(C.9)

Notice that two maxima exist when M < L 2, otherwise, there is only one solution.
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