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“How far can you go with the Cauchy-Schwarz
inequality and integration by parts ¢ ™

IDominique Bakry, Ivan Gentil and Michel Ledoux to Leonard Gross in their monograph.
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A LA MEMOIRE DE MON PERE:

“Tu nes plus la ou tu étais,
mais tu es partout la ot je suis.”

iv

2Une citation attribuée a Victor Hugo.
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Résumé

Cette these est consacrée au comportement a long terme de I’équation cinétique de Fokker-Planck
et del’équation de McKean-Vlasov. Le manuscrit est composé d'une introduction et de six chapitres.

L'équation cinétique de Fokker-Planck est un exemple de base de la théorie de '’hypocoercivité de
Villani qui affirme la décroissance exponentielle dans le temps en I'absence de coercivité. Dans
son mémoire AMS, Villani a prouvé I’hypocoercivité de 'équation cinétique de Fokker-Planck en
H' (), L?(n) ou entropie. Cependant, une condition sur la bornitude de ’'Hessien de I’hamiltonien
a été imposée dans le cas entropique. Nous montrons au chapitre 2 comment nous pouvons af-
faiblir cette hypothése par des multiplicateurs bien choisis a I'aide d'une inégalitéde Sobolevloga-
rithmique pondérée. Nous montrons que nos conditions sont satisfaites sous certaines conditions
pratiques de fonction de Lyapunov.

Dans le chapitre 4, nous appliquons les idées de Villani et certaines conditions de Lyapunov pour
prouver 'hypocoercivité en H! pondéré dans le cas d’une interaction de champ moyen avec un
taux de convergence exponentielle indépendant du nombre de particules. Pour cet objectif nous
devons établir I'inégalité de Poincaré uniforme (sur le nombre de particules) et rendre une esti-
mation connue de Villani qui etait dimension-dépendante, dimension-indépendante.

Au chapitre 6, nous étudions la contraction hypocoercive de la distance L2 -Wasserstein et nous
retrouvons le taux optimal dans le cas du potentiel quadratique. La méthode est basée sur la
dérivée en temps de la distance de Wasserstein. Au chapitre 7, le théoreme d’hypoercivité de
Villani dans I'espace H! pondéré est generalisé aux espaces H* pondérés par une norm auxiliaire
avec des termes mélangés bien choisis.

L'équation de McKean-Vlasov est une équation diffusive non linéaire non locale. Il est bien connu
qu’il a une structure de gradient-flot. Cependant, les résultats connus dépendant fortement des
hypotheses de convexité. De telles hypothéses sont notamment assouplies dans les chapitres 3 et
5 ol1 nous prouvons la convergence exponentielle vers I’équilibre respectivement en énergie libre
et la distance L!'-Wasserstain, sous la condition de Dobrushin-Zegarlinski de 'absence de phase
de transition . Notre approche est basée sur la théorie de la limite de champ moyen. Autrement dit,
nous étudions le systeme d'un grand nombre de particules avec une interaction du type champ-
moyen, puis passons a la limite par la progation de chaos.

Mots clés: équation cinétique de Fokker-Planck, équation de McKean-Vlasov, convergence a l'équilibre,
hypocoercivité, entropie, distance de Wasserstein, inégalité logarithmique de Sobolev, inégalité de
Poincaré.

vii



Abstract

This dissertation is devoted to the long time behaviour of the kinetic Fokker-Planck equation and
of the McKean-Vlasov equation. The manuscript is composed of an introduction and six chapters.

The kinetic Fokker-Planck equation is a basic example for Villani’s hypocoercivity theory which
asserts the exponential decay in large time in the absence of coercivity. In his memoir, Villani
proved the hypocoercivity for the kinetic Fokker-Planck equation in either weighted H!, weighted
L? or entropy.

However, a boundedness condition of the Hessian of the Hamiltonian was imposed in the entropic
case. We show in Chapter 2 how we can get rid of this assumption by well-chosen multipliers
with the help of a weighted logarithmic Sobolev inequality. Such a functional inequality can be
obtained by some tractable Lyapunov condition.

In Chapter 4, we apply Villani’s ideas and some Lyapunov conditions to prove hypocoercivity in
weighted H! in the case of mean-field interaction with a rate of exponential convergence indepen-
dent of the number N of particles. For proving this we should prove the Poincaré inequality with
a constant independent of N, and rends a dimension dependent boundedness estimate of Villani
dimension-free by means of the stronger uniform log-Sobolev inequality and Lyapunov function
method. .

In Chapter 6, we study the hypocoercive contraction in L>-Wasserstein distance and we recover
the optimal rate in the quadratic potential case. The method is based on the temporal derivative
of the Wasserstein distance. In Chapter 7, Villani’s hypoercivity theorem in weighted H! space
is extended to weighted H¥ spaces by choosing carefully some appropriate mixed terms in the
definition of norm of H¥,

The McKean-Vlasov equation is a nonlinear nonlocal diffusive equation. It is well-Known that it
has a gradient flow structure. However, the known results strongly depend on convexity assump-
tions. Such assumptions are notably relaxed in Chapter 3 and Chapter 5 where we prove the ex-
ponential convergence to equilibrium respectively in free energy and the L' -Wasserstein distance.
Our approach is based on the mean field limit theory. That is, we study the associated system of a
large number of particles with mean-field interaction and then pass to the limit by propagation of
chaos.

Key words : kinetic Fokker-Planck equation, McKean-Vlasov equation, convergence to equilibrium,
hypocoercivity, entropy, Wasserstein distance, logarithmic Sobolev inequality, Poincaré inequality.
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Chapter 1

Introduction

This thesis is about the long time behaviour of kinetic equations. In the introduction we shall first
introduce some important Lyapunov functionals with corresponding partial differential equa-
tions. Then we collect some basic results concerning functional inequalities with an emphasis
on the two most important families of functional inequalities, namely the Poincaré inequality
and the logarithmic Sobolev inequality. After this we present the Bakry-Emery theory, especially
some proofs of the Poincaré inequality and the logarithmic Sobolev inequality under curvature-
dimension conditions. We also present Villani’s hypocoercivity theory in the particular case of
kinetic Fokker-Planck equation. Lastly we briefly present our results.

1.1 Lyapunov functional

Let f; = f(t,-) be a solution of an evolution equation
atft + Lft =0

subject to certain initial condition, where L is some operator, linear or nonlinear, acting on some
function space. Consider a functional E from some suitable function space to [0,00]. E is called a
Lyapunov functional if
dE(f?) <0,
dt
for a certain class of solutions, that is, the functional E is non-increasing along the flow generated
by the evolution. Sometimes, if we are able to prove that there exists a constant C > 0 such that

dE(fy)
dt
for all f; in the specific class of solutions, then we have by Gronwall’s lemma

E(f) < e “'E(fy),

that is, we obtain an exponential decay of the solutions in the functional E. Sometimes, we may
confront another situation: there exists a nonnegative increasing function ® on R* such that

dE(f?)
dt

< -CE(fy)

< -COE(f)
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or we may get even a system of differential inequalities about the functional E and other related
functionals, then we might develop results of Gronwall type to obtain decay of solutions in the E
functional.

Searching for such Lyapunov functionals for evolution equations is a fundamental problem to-
wards the study of long time behaviour along the evolution. Such functionals can be used to de-
scribe the trend of a nonequilibrium state towards an equilibrium one, hence they are of great
importance in partial differential equations arising from statistical physics (in particular, kinetic
theory). Besides, it is usually not an easy task to find a good Lyapunov functional for nonlinear
equations.

In this section, we shall present several important Lyapunov functionals which are concerned in
this thesis,

U L2-norms, Hl-norms;
* Boltzmann’s entropy;
* free energy;

¢ Wasserstein distances.

We shall put an emphasis on entropy in the present section. And we refer to Villani’s review [15]
on kinetic theory for the literature on the whole subject.

To fix ideas, and to concentrate on the subject of long time behaviour, integrability and regular-
ity issues are disregarded here. In other words, we shall always assume that the solutions are
“smooth" enough in the sense that all manipulations needed (mainly integration by parts, differ-
entiation and integration) in the discussion can be adequately justified.

(I). A classical example is the heat equation on Euclidean spaces and the square of L>-norm or
the Dirichlet energy, i.e. the case of L = —A being the negative Laplace operator and E being the
functional [ f2dx or [|Vf|?dx where f is a solution of the heat equation. An integration by parts

implies that
24y = _ 2
2dt/f —ffAfdx— fIVfI dx <0,

so [ f2dx is nonincreasing along the heat equation.
Similarly, the functional [ |V f|?dx is nonincreasing since we can compute that

2dtf|vf| dx= fo (VAf)dx=- f|Af| dx<0

where an integration by parts can be performed by using derivatives inside A and it hence leads

to another expression
1d
VflPdx=— | [V fl?dx=<0
2dtf| fide= f' fihdx

where sz stands for the Hessian of V, and |V2f|2 > J Iﬁxlx]fl2

(IT). Next we come to one of the most famous and inspiring example, the Boltzmann equation
and Boltzmann’s H functional. The concept of entropy was introduced by Clausius for the second



CHAPTER 1. INTRODUCTION

law of thermodynamics which characterizes the irreversibility of spontaneous heat transmission.
Later in 1872, in the study of ideal dilute gases, Boltzmann introduced a statistical definition of
the entropy, namely the Boltzmann’s H functional

H(f):fflogf (1.1.1)

for a probability density function f. The purpose of this functional is to identify the physical phe-
nomenon that any state of gas will approach the limit distribution, that is, the so-called Maxwellian
distribution. Here is the Boltzmann equation which is used to model the evolution of ideal gases,
let the unknown f = f(t, x, v) be the distribution of the gas at time ¢ with position x and velocity

v,
0
a—];—kv-vxf:Q(f,f) (1.1.2)

where v -V, stands for the free transport operator, while Q is the quadratic Boltzmann collision
operator given by

Q(f, ) =fRded_l(f’f;—ff*)B(u— Vs, 0)dodv,. (1.1.3)

Here Q(f, f) =Q(f, f)(t,x,v), vy € [Rd, w € S41 dw stands for the volume element on the sphere,
the Boltzmann’s collision kernel B(v — v, ®) is a nonnegative function which only depends on
lv—v.|and [{(v—v.)/|v—v«|,w)], and we have used the standard abbreviations: f = f(t, x,v), f« =
ft,x,v.), f'=ft,x,v), fl = f(t,x,v.) where v' and v/, stand for the velocities before collision,
v and v, stand for the velocities after collision, that is,

{ vV =v—(V- 1,00,
(1.1.4)

V=1 + (V- 1s,0)®

2=

(such that the collisions are elastic: v+ v, = V' + V., [v]® +| v |v'|? +|v.|?, which correspond to

conservation of momentum and kinetic energy).

It is not difficult to verify for well-behaved solutions f that the mass, momentum and kinetic en-
ergy are conserved (see the proof below),

d d
Effdvdxzo, Effvdvdxzo
d lv|?
— —dvdx =0.
dtf =5 dvdx

Now we state the celebrated Boltzmann’s H theorem,

Theorem 1.1 (Boltzmann’s H theorem). Let (f;) ;>0 be a smooth positive solution of the Boltzmann
equation (1.1.2), then Boltzmann's H functional H(f) is nonincreasing in time t. Indeed, it holds

—%H(f) = if(ff* — ' fhdogf fi —log f' fI)B(v - v4,w)dwdv. dvdx = 0.

The Boltzmann’s H theorem consisted of two parts: (i) the monotonicity of the entropy (as stated
above), and (ii) the classification of the equilibrium states. Because of the great importance of the

3



CHAPTER 1. INTRODUCTION

Boltzmann’s entropy, we think it is good to include the proof of the monotonicity, although it is
well-known. About the second part, we only add a few words here. Define the entropy production
functional D(f) as

D(f) = - f QUf, f)log fdv
or

1
D(f) = Zf(ff* — f'fH(og f f. —log f f)BW - v, w)dwdv.dv
such that at least formally
d
_EH(f) —fD(f)dx.

The equilibrium states of gases are then related to the solutions of the equation D(f) = 0.

Assume furthermore that the collision kernel B satisfies B > 0 almost everywhere, Boltzmann proved
that the local equilibrium state must be a Maxwellian distribution. Indeed, it can be seen that
D(f) =0ifand only if

f ’f ; = ffe.

This equation implies that Vlog f is proportional to v up to some additive constant vector. For
more about the characterization of the equilibrium state, we refer to [15] for details and references.

Proof. (1). We claim that for a test function ¢ = ¢(v), the so-called Boltzmann's weak formulation
holds

1
fQ(f,f)(bdv = Zf(f’f,: — )b+ de — ¢ —¢L)B - vy, w)dodv.dv (1.1.5)
where the above-mentioned abbreviation’ and . was applied to ¢. This weak formulation follows

from the symmetries of the collision operator Q. Indeed, the symmetries allow us to perform
changes of variables without much changes of the form of the integrand. Denote in this proof that

D, = f(f'f; - ff)bBw—-v.,w)dodv.dv

and define ®, @', @/, in the same way (replacing ¢. in the integrand by respectively ¢, ¢/, ¢’,).
Now interchanging the variable v and v. in ®, we obtain

@ =f(f;f’—f*f)¢*B(u* — v,w)dodvdv,
=f(f'f>,f — ff)0B(v— v, 0)dodv.dv =D,

since the collision kernel satisfies B(v. — v, w) = B(v—v., w). Now we perform a change of variables
(v, v.) — (v, v)) to demonstrate that

P=-9, O,=-0..

We compute the Jacobian first. Let the unit vector w be fixed. By direct calculation, the Jacobian
matrix is given by

ov oV’
(@ m)_(l—w@w WeW

! !
%’JJ gl’j* 0w I-oeow
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where [ is the identity matrix of size d. And so its determinant is

I-o®w 0Wew

0w I-o®w
| I I
Tloew I-wew

R 0
Tloew I-20®w
=-1

where the last equality follows from the fact that the matrix I - 2w ® w is a reflection and thus has
determinant —1.

Secondly we know that v, v, are functions of ¢/, v, and w,

v=0v - -1, 0o,
(1.1.6)

Ve =V + (VU -V, 0o

and
! ! ! !/
[V =V | = v =vsl, (VU =V, 0) =—(V— Vs, )

from which it follows that
B(v—vs,w) =B - v, w).

Now by the change of variables (v, v.) — (v, V), we have

<D=f(f(v’)f(v;)—f(v)f(v*))cp(u)B(v—u*,w)du*dydm
=f(f(v’)f(VL)—f(v)f(v*))cb(v)B(v—v*,m)dv;du’dm

:f(f(l/’)f(l/l) - fW f))dW)BW - v, w)dv,dv'dw.
In sight of (1.1.6), we relabel the variables v,, v’ by v., v and then arrive at
O = f (f) fwd) - fFONF))OWBW - vy, 0)dvdvde = -

Similarly, it holds that ®, = —®’,. Combined with the equalities ® = ®, and ® = —@’, the equality
(1.1.5) follows.

(2). We take ¢ =log f in (1.1.5). This is justified by a standard approximation procedure provided
certain integrability of f. Then we have

1
fQ(f,f)logfdv: Zf(f/f’i — ffdog f fi —log f' fHB(v — vs, w)dwdv.dv.

Thanks to the elementary inequality (a — b)(loga—logb) = 0 (for a, b > 0) with equality if and only
if a = b, we see that

fQ(f.f)logfdsz.



CHAPTER 1. INTRODUCTION

Now we compute the time derivative of Boltzmann’s H functional,
—%fflogfdxdv = —f(logf+ 1)0; fdxdv
—/(logf+ DQ(f, f)—v-Vyf)dxdv.
Note that by (1.1.5) with ¢ = 1, we have

fQ(f,f)dxdv =0.

The contribution of the transport operator is also zero since
f(logf+ D(v-Vyfidxdv = —ffv-Vx(logf+ 1)dxdv

= _fV'fodxdv:O.
Therefore
— %[flogfdxdy: _fQ(frf)logfdxdl}

= i[(ff* — ' fhdogf f« —logf' f)B(v - vi,w)dodv,.dxdv =0 (1.1.7)
O

Remark 1.2. Another approach to prove nonnegativity of the entropy production _EH( f) goes
as follows: note that by change of variables

/ff* (log f f« —logf' fOB(v — vs, w)dwdv.dxdv

~ [ /108 £. 108 £B0 - ., ) v dxc,

then

—%H(f) = %fff* (og f f« —logf' f)B(v - vs,w)dodv,.dxdv

1[ [ 'R
= (o -1)B(v—-v,,w)dwdv.dxdv =0
2 ) 0o et

by the elementary inequality r — 1 —logr = 0 for all r > 0.

(IIT). Entropy also serves as a Lyapunov functional for a number of equations. An example of
interest is the Landau equation, a variant of the Boltzmann equation, which is of importance in
plasma physics. In this equation, the Boltzmann collision operator Q(f, f) (see (1.1.3)) is replaced
by the Landau collision operator,

QL(f,f):Vv'(f a(l/—v*)(f*(Vf)—f(Vf)*)dv*) (1.1.8)
= ay, {f dv.a;j(v- v*)(f(v*)—f(v) f(v)—f(v*))}
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where the nonnegative symmetric matrix a = (a;);,j is given by the formula

a;ij(2) = (sl] Hz)\wzn,

with the potential ¥ = 0 depending on the interactions between particles. For Coulomb interac-
tion in dimension 3, W (z) is proportional to 1/|z|. Like the Boltzmann equation, the Landau equa-
tion satisfies the conservation of mass, momentum and energy. Let f be a well-behaved solution
of the Landau equation and let us consider the evolution of entropy H(f). The corresponding
entropy production functional is given by

DL(f) = —fQL(f,f)logfdv

in such a way that

_dH(f) f
—; - Pudx.

(Note that again the transport operator makes no contributions.) By an integration by parts and
interchanging the variables v, and v, Dy (f) takes the form

1 2
Dy(f) = 5f|\/cz(v— v*)(V(logf) - [V(logf)]*)
and hence it is clear that Dy (f) = 0. As a consequence,

_dH(f) -
dt
i.e. the first part of the H theorem holds for the Landau equation as well.

dvdv.

(IV). Another Lyapunov functional we would like to introduce is the free energy for the Fokker-
Planck equation which reads
of

or

This equation occurs in various contexts, and it will be studied in the next sections in the more
general form

of

5, =V Vf+fVV). (1.1.10)
Concerning the Fokker-Planck equation, there is only one conservation law, the conservation of
mass. A natural Lyapunov functional is the sum of the Boltzmann’s H functional and the kinetic
energy, namely,

=V-(Vf+fv). (1.1.9)

E(f) = fflogfdv+ff—dv
We compute that

|v?

f(l ogf+1)V-(Vf+ fvydv- Tv Vf+fvydv

:fva-(Vf+fv)dv+fv-(Vf+fv)dv

dE(f)

_ f IV(og )+ v|* fdv = 0.
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We add a further remark on this free energy. Let h be the density function of fdv with respect to

v 2
dy(v) = (27[)_% e_%dv, then the free energy described above becomes

E(f):fhloghdy(u)+log(2n)‘%fhdy(u).

Observe that the second term on the right hand side (RHS in short hereafter) is conserved, while
the first one is the entropy of & with respect to y (see Definition 3). So this free energy can be
recovered by the notions of entropy. Moreover, the entropy production functional becomes

_dE()) _fIVhlz
TR A

We shall see that the measure y satisfies a logarithmic Sobolev inequality (see later in Theorem
1.19) so that we can apply Gronwall’s lemma to obtain exponential decay in this Lyapunov func-
tional.

(V). We present the free energy for the McKean-Vlasov equation. This equation reads

%:Af+v-(f(vv+vw*f)) (1.1.11)
where the unknown f = f(t,-) is a time-dependent probability density function on R%, V is a con-
fining potential of class C2, W is an interaction potential of class C2, and * stands for the con-
volution. It is also called granular media equation since it appears in the modelling of (space-
homogeneous) granular flows. The potential W is assumed to be even in the sense W(—x) = W(x)
since the interactions are assumed to be symmetric between any two particles.

The free energy for McKean-Vlasov equation is given by

1
E(f):fflogfdx+ff(x)V(x)dx+ EfW(x—y)f(x)f(y)dxdy 1.1.12)

which is the sum of Boltzmann’s H functional, a potential energy and an interaction energy. This
functional can be viewed as a mean-field limit of entropy, c.f. Chapter 3. Let f be a smooth so-
lution to the McKean-Vlasov equation. Denote —Lf = Af + V- (f(VV + VW * f)). Then one can
compute the time derivative of E(f),

_di(tf) =f(1ogf+1)Lfdx+fV(x)Lfdx+fW(x—y)f(y)Lf(x)dxdby
:/V(logf+ 1)-(Vf + f(VV+ VW * f))dx
+fVV(x)-(Vf+f(VV+VW*f))dx
+ f (VW) (x— 1) F() - (VF () + F(VV(0) + (VW % £)(0)))dxdy

:f|V(logf)+VV+VW*f|2fdx

=0.
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(VI).The entropy also serves a Lyapunov functional for the Fokker-Planck equation for which we
refer to the proof of Proposition 1.4. We end this section by the Wasserstein distance. The LP-
Wasserstein distance between two probability measures p and v on R is defined by

1/p
Wy (1, V) ::inf(f d(x,y)pdn(x,y)) (1.1.13)
R4 x R4

where d(x, y) stands for the distance between x and y, p € [1,00), and the infimum runs over
all probability measure  on R? x R? which admits p and v as marginal measures, that is, for all
nonnegative measurable function f, g on R,

f (f () + g(y)dn(x,y) =f fdu+f gdv.
R4 xR? Rd R
In a more probabilistic formulation, it can be also defined by
W, (1, v) = inf[E(d (X, Y)")] 1P (1.1.14)

where the infimum runs over all random variables (X,Y) such that law(X) = y,Y = v. Such a prob-
ability measure n or the couple of random variables (X,Y) above is called a coupling between the
probability measure p and v. We shall work on the space &, (R%) of probability measures with finite
p-th finite moment. We refer to [16] for more information on Wasserstein metrics.

We present the following statement and a proof by stochastic calculus.

Proposition 1.3. Suppose V2V = cId with ¢ > 0, then any two solutions p;, v, of Fokker-Planck
equation (1.1.10) converge exponentially in L? -Wasserstein distance,

Wa(lr, Vo) < e “"Wa(po, Vo)
where the initial data |\, vo are probability density functions with finite second moments.

Proof. Let Xy, Yy be two random variables with respective distribution g, vo. By Ito’s formula, the
solutions iy, v are respectively the laws of Xy, Y; which evolve according to the SDEs

dX, = v2dB, - VV(X,)d¢,
dY, = v2dB, - VV(Y,)d¢

subject to the initial conditions X, Yo respectively. Here B; is a standard Brownian motion on R?.
In other words, (X;,Y;) is a coupling between 1, and v;. Note that

dX; =Yy == (VV(Xy) = VV(Y,))dr.
Due to Ito’s formula, it follows
X, = Yol* = -2, =Y, V(X)) - VV(Y))dr.
By the strict convexity of V, we obtain

dIX, - Y,[?

T = 2K =Y WV~ VV(Y0) < —2¢lX; -Y,?
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which then implies an exponential decay
X = Yol? < 672 [Xo — Yol
and so we take expectations of both sides
E(X, —Y/[*) < e*"E(Xo — YoI).
By definition of Wasserstein distance, W% (W ve) E(IX - Y 12), therefore
W3 (1, ve) < e "E(IXo — Yol?).
It remains to take infimum over the random variables Xg, Yo to conclude that

W2 (g, Vi) < e 2°"W5 (g, Vo).

1.2 Functional inequalities

Functional inequalities are of great interest in the investigation of convergence to equilibrium.
In this section, we shall begin by the Fokker-Planck equation and the McKean-Vlasov equation
for which functional inequalities can be applied to obtain exponential decay in certain Lyapunov
functionals. Then we collect the well-known results about two important families of functional in-
equalities, the Poincaré inequalities and the logarithmic Sobolev inequalities. The main reference
of this and next section is the monograph [2] written by Bakry, Ledoux and Gentil.

Sometimes, the state space will not be specified but should be understood as some smooth metric
spaces equipped with the Borel o-algebra and differential structures; some results hold true for
general complete metric spaces.

We shall denote by 22(M) the space of probability measures on a metric space M. For a measure
i, we denote by LP(p) the LP-space with respect to the reference measure p, and by H*(p) the
space of L2-Sobolev space of order k. The following two Orlicz spaces are suitable for the study of
entropy,

LlogL(y) := {f eLl(w | f | fllog( fdp < oo}

and

L?logL(p) := {fe L% (W) ‘ flflzlog(lfl)dp < oo}.

Sometimes we also work in the space of bounded continuous functions C;(M) on a metric space
M, and the space of Lipschitz functions. We denote by ||f||L;, the Lipschitz seminorm of a Lips-
chitz function f.

Now we introduce the variance and Poincaré inequalities, one of the most well-known family of
functional inequalities.

10
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Definition 1. Given a probability measure y, for any function f € L?(p), the variance of f with
respect to y, denoted as Var, (f), is defined by

Var (f) :=ff2dp—(ffdp)2.

Definition 2. We say a probability measure p satisfies a Poincaré inequality P(C) with constant
C > 0 if for any function f € H!(p) it holds that

Vary (f) scfwﬂzdp. (1.2.1)

The optimal constant Cin (1.2.1) is called the Poincaré constant of 1, sometimes denoted by Cp ().
A Poincaré inequality is also called a spectral gap inequality. In that occasion, a Poincaré inequality
P(C) is a spectral gap inequality with constant p = %

Next we introduce the entropy and the logarithmic Sobolev inequalities.

Definition 3. For a probability measure p and a positive function f € LlogL(p), the entropy of f
with respect p is defined as

Entp(f)::fflogfdp—ffdplogffdp.

Definition 4. (i). We say a probability measure p satisfies a logarithmic Sobolev inequality LS (C)
with constant C > 0 if for any function f € H! () it holds that

Ent, (f?) sZCfIVflzdp. (1.2.2)

(ii). We say a probability measure p satisfies a defective logarithmic Sobolev inequality LS(C,D)
with constant C,D > 0 if for any function f € HL () it holds that

Ent, (f?) sch|Vf|2dp+fo2dp. (1.2.3)

Very often we shall use another formulation of the logarithmic Sobolev inequality. For dv = fdu €
2, the relative entropy of v with respect to p is defined as

H(v|p) := Entp(f)szlogfdp,

the (relative) Fisher information is defined as

IV fI?
dy,
7 M

and so the logarithmic Sobolev inequality LS (C) can be rephrased as

Ivi) =1, (f) :=f

C
H(v|p) = El(vlp). (1.2.4)

Next we shall see that Poincaré inequalities and logarithmic Sobolev inequalities have direct ap-
plications to the long time behaviour of Fokker-Planck equation.

11
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1.2.1 Convergence to equilibrium

A certain class of functional inequalities are of particular interest for their links with the conver-
gence to equilibrium: the so-called entropy-entropy production inequalities. As in the previous
section, consider a Lyapunov functional E for some PDE, one can define its production functional
D given by

D(f) = —-dE(f)/d¢
for awell-behaved solution f. Assume that there exists a unique equilibrium state fo,. Let E(f| fo) :=
E(f) — E(Fs) be the relative Lyapunov functional. The associated entropy-entropy production in-

equality takes the form
D(f) = V(E(f]foo))-

where ¥ is nonnegative on [0,00) and it vanishes only at 0. When ¥ (r) = Ar with A > 0, then
formally one derives exponential convergence to equilibrium in E with rate A, due to Gronwall’s
lemma. When ¥ (r) = Kr'*® with a > 0, one can formally derive polynomial rate of convergence.

We now turn to two examples for which functional inequalities of entropy-entropy production
type work well.

Example: Fokker-Planck equation. Let V = V(x) be a smooth function such that e Vdx = 1.
Denote dp(x) := e V@ dx. Recall the Fokker-Planck equation reads

0:h=Ah-VV-Vh
subject to certain initial condition, where £ is the density function w.r.t the invariant measure .

Proposition 1.4. Consider the solutions to the Fokker-Planck equation. Then we have

(1) A Poincaré inequality for | implies exponential convergence in variance;

(2) Alogarithmic Sobolev inequality for | implies exponential convergence in entropy.

In particular, when V?V = pId > 0, the solutions of Fokker-Planck equation converge to equilibrium
exponential fast in variance and entropy with rate 2p.

Proof. Observe that the mass is conserved for the Fokker-Planck equation. Let h be the solution
to the Fokker-Planck equation with initial datum Ay (in some suitable function space).

Assertion (1): Assume that the measure p satisfies a Poincaré inequality with constant C > 0. Let
h; = h(t,) be the solution with initial condition kg € L?(), then

1d

1d
zEVaru(ht) fhzdp=fh6[hdp=fh(Ah—VV~Vh)dp

= —fthlzdu

IA
|
I
=
~
=
~
=
2,

which, by Gronwall’s lemma, implies that

Vary, (hy) < e 2"/CVar, (hy). (1.2.5)

12
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Assertion (2): Assume that the measure | satisfies a logarithmic Sobolev inequality with constant
C > 0. Let h; = h(t,) be the solution with positive initial datum kg € LlogL(p), then

ditfhloghdp = f(logh+l)6[hdp:f(logh+ 1)(Ah—-VV-Vh)dp
= —f(V(logh+1),Vh>dp
|Vh|?

= - d
f n B
2

< —EEnt“(ht),

and so we have

Ent, (h,) < e”*"“Ent, (ho). (1.2.6)

By Theorem 1.7 and Theorem 1.20(see later), a Poincaré inequality and a logarithmic Sobolev in-
equality (with constant C = 1/p) hold for the invariant measure whenever V2V = pId > 0. So in that
case, the assumptions in assertions (1) and (2) are verified and thus the conclusions follow. O

Actually it is also easy to see the converse implications hold true, by a Taylor expansion of both
sides of (1.2.5) or (1.2.6) at time zero (i.e. taking first derivative of the functionals and evaluating
at time zero, since both inequalities are equalities at the initial time).

Example: McKean-Vlasov equation. In this example we present a functional inequality which
implies the exponential decay in free energy for the solutions of McKean-Vlasov equation. We
shall consider time-dependent probability density solutions of the McKean-Vlasov equation

%:Af+v~(f(vv+vw*f)).

Recall the associated free energy is given by

1
E(f)=[f10gfdx+[f(x)V(x)dx+ EfW(x—y)f(x)f(y)dxdy,

whereas its production functional is

_4B() _ f IV(log )+ VV + VW « f|* fdx.

dr
We quote the following result in [4, Theorem 2.1].

Theorem 1.5 (Carrillo, McCann, and Villani). Assume that there exists a constant p > 0 such that
the potentialsV and W satisfies

VAV=pId >0, p> (VW) |1
where (VW)™ is the negative part of the Hessian V*W. Put
A=p = I(V2W) |

Then

13
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(1) There exists a unique minimizer f, of the free energy, which turns out to be the unique sta-
tionary solution for the McKean-Vlasov equation.

(2) Whenever f is a smooth probability density satisfying E(f) < oo, it holds

ZA(E(f)—E(foo))S/|V(logf)+VV+VW*f|2fdx.

(3) Let f = (fi) =0 be a solution of the McKean-Vlasov equation with finite initial free energy, then

E(f) —E(foo) < e M (E(fo) — E(foo))-

The functional inequality in the second assertion is the entropy-entropy production inequality for
the free energy associated to McKean-Vlasov equation. Later we shall see that it can be viewed as
a mean-field limit of the logarithmic Sobolev inequality.

Sketch of proof. Let & :=V(logf)+ VV + VW * f. Using the gradient structure of the equation in
Wasserstein space, it can be demonstrated that (see [4, Proposition 3.1])

d?E(f)
ds?

_ f Ve fdx +2 f (VPV-£,8) fdx
; f (VW (x = ) - [£00 — E3)], [E00 — EGID) F(0) £ () dxdy.

where |VE| stands for the Hilbert-Schmidt norm of the matrix V§. By assumption we know that

f (VEW (x = y) - [E(x) =€), [E(x) = ED f(x) f(y)dxdy
= <1V W) s [ 1600~ )P £ £ () dxdy
= —2||(V*W) || ( f E° fdx—| f Efdx|2)
> —2||(V2W) | f &1” fdx.

Combined with the condition on V, it follows that

d?E(f) 2ot . dE(f)
dtz 22)\f|5| fdx-—ZAT.

By Gronwall’s lemma, it yields

P (D)) o
de ~ | dr Jlt=0 )

Integrating in time over [0,00) gives the functional inequality in the second assertion. The third
assertion follows from the second one, thanks to Gronwall’s lemma. O

14
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1.2.2 Poincaré inequality

This subsection is devoted to the Poincaré inequality. The next proposition concerns about the
standard Gaussian measure y on the Euclidean space R? which is defined by

Jx/?

_d d
dy(x) =(2m)~2e” 2 dx, xeR“.

Proposition 1.6 (Poincaré inequality for the standard Gaussian measure). For any function f €

H'(y), )
ffde—(ffdy) Sfolzdy. (1.2.7)

And the constant 1 above is the Poincaré constant for the standard Gaussian measure.

This can be seen by spectral analysis, since it expresses that 1 is the smallest non-zero eigenvalue
of —A+ x-V,. The eigenfunctions of —A + x - V,, are given by multiple Hermite polynomials in the
form

Hy, (x1)Hg, (x2) - --Hg, (x2)

with the corresponding eigenvalue k; + ko +--- + kg4, where Hy, (x;) (for each i, k; € N) is the k;-th
order Hermite orthonormal polynomial.

As a consequence, if p is a centered Gaussian measure on R4 with covariance matrix Q, we perform
a change of variables and obtain

[ ran-([ fdu)2 < [«@vs.vpdu

for all function f € H'(p). Such results can be reinforced by the Bakry-Emery I'; criterion for
Poincaré inequality and the matrix Brascamp-Lieb inequality.

Theorem 1.7 (Bakry-Emery I', criterion). LetV be a function of class C* on R? such that du(x) =
e Vdxe PRY). Assume that V*V = pld for some p > 0 in the sense of symmetric matrices. Then the
measure | satisfies a Poincaré inequality with constant %.

This criterion is a particular case of the Poincaré inequality under curvature-dimension condi-
tions, which will be proved in the next section.

Theorem 1.8 (Brascamp-Lieb inequality). Let du(x) = e Vdx e PR?Y). Assume that the smooth
potentialV is strictly convex, then

2
fdep - U fdp) < f((VZV)—IVf,mep.
for every function f € H! (), where (V?>V)~! stands for the inverse of the Hessian V>V.

Another example is log-concave measures. Let dp(x) = e Vdx € 2R, then p is called log-
concave if V is a convex function. Such probability measures satisfy Poincaré inequalities. We
quote the following theorem due to Bakry, Barthe, Cattiaux and Guillin (c.f. [1]),

15
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Theorem 1.9. Assume du(x) = e Vdx e 2R where the functionV is of class 2,
1. Ifthereexista >0 andR =0 such that for any |x| = R,
(x,VV(x)) =z alx],
then | satisfies a Poincaré inequality.
2. Ifthereexistac (0,1),c >0 andR = 0 such that for any | x| = R,
alVV (x> - AV(x) = c,
then | satisfies a Poincaré inequality.

Corollary 1.10 (Kanan-Lovaasz-Simonovits-Bobkov). Ifpu € 22(R?) is log-concave, then | satisfies
a Poincaré inequality.

The Poincaré inequalities satisfy tensorization properties, i.e. they are stable under product.

Proposition 1.11. Let M; and M, be some Riemannian manifolds. If u, € 2(M1), H2 € 2(My) sat-
isfy Poincaré inequalities with respective constants cy, ¢z, then the product measure |11 ® | satisfies
a Poincaré inequality with constant c = max{cy, c»}. Indeed, for all f € H! (U1 ® Y2), it holds

Varp1®p2(f)Sleflvxflzdp-ldP-Z+02ff|vyf|2dp-ldp-2
< max{cy, ¢z} f f (Ve fPP+IVy fI?)du dpo

whereV, V, stand for the gradient operator on M1, My respectively.

Poincaré inequalities are also stable under bounded perturbations. Let us denote by osc(g) the
oscillation of a bounded function g, i.e.

osc(g) :=sup g —infg.

Theorem 1.12 (Bounded perturbations). Suppose the probability measure | satisfies a Poincaré
inequality P(C). Let dv(x) = e du(x) be a probability measure where the function g is a bounded
function (that is, 0sc(g) < co). Then v satisfies a Poincaré inequality with constant Ce®“8, j.e.,

ffzdv_ (ffdv)z SCeosc(g)flvflgdv

for every function f € H (v).

This bounded perturbation theorem is a consequence of the following identity

1
Vary(f) =5 f f If(x) = fF(1Pdux)du(y)

which is basic but useful in many occasions.

One of the important consequences of Poincaré inequality is the exponential integrability for Lip-
schitz functions. It can be shown, by approximation and Fatou’s lemma, that

16
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Lemma 1.13. Lipschitz functions are integrable with respect to a probability measure which satis-
fies a Poincaré inequality.

Moreover, we have the following

Theorem 1.14 (Exponential integrability). Suppose the probability measure | satisfies a Poincaré

inequality with constant C, then for any Lipschitz function f, it holds for0 < s < \@\i‘\l ,
Lip

fes(f_ffd”)dps % (1.2.8)
2—\/ES||f||Lip

By Markov exponential inequality, it follows

Corollary 1.15 (Exponential measure concentration). Let i be a probability measure satisfies a
Poincaré inequality with constant C. Then for every Lipschitz function f and everyr >0, it holds

p(f—ffdpzr)siiexp{—m};
ip

’
p(lf—ffdplzr)sGexp -

{ VClIfllLip }
The following equivalent formulation of the Poincaré inequality is also very useful.
Theorem 1.16 (A dual description of Poincaré inequality). Consider a probability measure dp(x) =
%e‘w") dx whereZ is the normalizing constant and its associated generator L= A—-VV-V. Then the
following are equivalent:

1. The measure | satisfies a Poincaré inequality P(C) for some constant C > 0;

2. For all smooth compactly-supported function f,
flVflzdpsCf(Lf)zdp. (1.2.9)

The above equivalence can be demonstrated by spectral analysis as follows. By the spectral de-
composition theorem for self-adjoint operators, there exists a spectral measure E) on the real line
such that —L = [ AdE,. By functional calculus, it then follows that

[wrean=[rd@arin, [isean= [ aear.p.

So the second statement is equivalent to the statement that —L admits a spectral gap %, hence it
is equivalent to the first one. It can be proved by a semigroup interpolation as well, c.f. [2].

17
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1.2.3 Logarithmic Sobolev Inequality

This subsection is devoted to the logarithmic Sobolev inequality. Let us discuss some properties of
entropy first. The entropy is always nonnegative by Jensen’s inequality, since the function rlogr is
strictly convex on R*. The next celebrated theorem expresses that L!-norm of the difference of two
probability density functions is controlled by the relative entropy. In particular, for an evolution
equation, convergence to equilibrium in entropy implies convergence to equilibrium in L!-norm.

Theorem 1.17 (The Pinsker-Csiszar-Kullback inequality). For two probability measures on the
same state space,

1
I = Vily < 5 Enty (v)
where ||\ — V||ty stands for the total variation defined by

= vl] —lfu adp
K ™= d .

(Here as usual Z—:i stands for the Radon-Nikodym derivative.)

Proposition 1.18 (The classical entropic inequality). Let u € &2, it holds for any f = 0 and g suit-
ably integrable that

ffgdllSEHthH[fdulog([egdp).

In other words, assume that [ fdu =1, then

Enty(f) = sup{ [ fgdu—log( [ e}
where the supremum runs over all function g such that [ e8 du < co.

The logarithmic Sobolev inequality was introduced by L.Gross in 1975 for the standard Gaussian
measure.

Theorem 1.19 (Gaussian logarithmic Sobolev inequality). The standard Gaussian measure y on
the Euclidean space satisfies a logarithmic Sobolev inequality with constant 1, i.e. for any function
f e H\(y), it holds

Ent, (f?) < zf IV f?dx.
Moreover, the constant is sharp.

Since this seminal work, various proofs and numerous applications have been extensively devel-
oped. For instance, it was used in Perelman’s solution to the famous Poincaré conjecture in 2002
(It is not a coincidence that Bakry-Emery’s theory plays an important role there). There are at
least 15 proofs for this theorem. Gross’s original proof is based on two-point space and central
limit theorem. (Gross also prove the equivalence between the logarithmic Sobolev inequality and
hypercontractivity there.) Other proofs involves very different theories such as hypercontractivity,
semigroup theory, sharp Young inequality, optimal transportation and so on. We refer to the slides
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of M. Ledoux [13]( Colloquium at the Technion, Haifa 2012) for a nice presentation on logarithmic
Sobolev inequatlities.

In the next section, we shall present Bakry-Emery’s proof using semigroup theory. A special case
of their results asserts an important criterion for the logarithmic Sobolev inequality,

Theorem 1.20 (Bakry—Emery I'; criterion). Letdu(x) = e Vdxe 2R whereV isa function of class
C2. Assume that V>V = pld for some p > 0 in the sense of symmetric matrices. Then the measure 1
satisfies a logarithmic Sobolev inequality with constant %.

Then we collect some rather standard properties for the logarithmic Soblev inequalities, namely;,
bounded perturbation, tensorization, tightening properties, exponential integrability.

Proposition 1.21 (Bounded perturbation). Assume that p € & satisfies a logarithmic Sobolev in-
equality LS(C,D). Consider dv(x) = e®du(x) € &£ with a bounded function g. Then for any com-
pactly supported smooth function f,

Ent,(f%) < e"“(g){cf IV fI*adv +D[f2dv},

i.e., v satisfies a logarithmic Sobolev inequality LS (e95¢8) C, 58D,

This follows from the following variational formulation,

fcp(f)—cp(ffdu) sirrellff[cp(f)—cp(r)—tp’(r)(f—r)]dp

for any C? real-valued convex function ¢ on some interval I c R.

Proposition 1.22 (Tensorization). Let M1,My be two Riemannian manifolds. Assume that |1, €
22 (My), h2 € P (My) satisfy logarithmic Sobolev inequalities LS(C1,D1) and LS(Cp,D2) respectively.
Then the product measure |11 ® |y satisfies a logarithmic Sobolev inequality LS (max(C;,Cyp),D; +
D,).

It follows from a Taylor expansion at a constant function that
Proposition 1.23. A tight logarithmic Sobolev inequality LS (C) implies a Poincaré inequality P(C).

Proposition 1.24 (Tightening with a Poincaré inequality). Assume a probability measure | satisfies
a defective logarithmic Sobolev inequality LS(C,D) and a Poincaré inequality P(C'), then it also
satisfies a tight logarithmic Sobolev inequality LS(C + C'(1 + %)).

The proof of this proposition is based on

Lemma 1.25 (Rothaus’ lemma). Let f € L2logL(y), then for any a€ R,
Enty ((f + @)%) < Ent, (f2) + fozdp.
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Theorem 1.26 (Exponential integrability). Assume that | satisfies a logarithmic Sobolev inequality
LS(C), then for any Lipschitz function f and any s € R,

cung,, 2 p
f elauze =z e8I, (1.2.10)

moreover, for any o< —L
CIIfIIL,,,

(1.2.11)

fe‘ffzdps\/l_cﬁwe {2(1 CIlfIZ,,09 (ff H)}

The method to prove this theorem is known as the Herbst’s argument, attributed to a unpublished
letter of I. Herbst to L. Gross in 1975. Although it seems less relevant to the topic of this thesis, we
shall reproduce the proof here for two reasons: (1) Herbst’s argument is a beautiful piece, neat and
elegant; (2) in the core of the proof it is a differential inequality while differential inequalities are
of great importance in the study of long time behaviour of evolution equations.

Proof: Herbst’s argument. By approximation, it suffices to prove the result for any bounded Lips-
chitz function. We denote for a bounded Lipschitz function f and for s = 0,

Z(s) := f esldp.
To produce entropy-like terms, we take derivative with respect to s and get
7/ (s) = ffesfdp = % (Entu(esf) +ZlogZ).
So we may apply the logarithmic Sobolev inequality to e/,
Enty (e*/) < 2cf \Vez! |2dyu = %Szf IVf2es dp

Since f is Lipschitz, |V f| < [|V fllt= = || fl|Lip. Then it follows

Cs? Cs?lIf11?
sZ/ - ZlogZ = Ent,(e*) < TSf Vf2es dp < wae Tdp.
In other words, we thereby have a differential inequality for Z = Z(s),

Cs?|IfII?
7' ~ZlogZ < ——P7.

Since

—ZlogZ _ s(logZ)'—logZ _ d (logZ)
Zs2 s2 ~ds ’

the preceding inequality can be rewritten as

N

d (ng) _ ClIfIIE,

ds\ s 2
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Notice by LHopital’s rule

. logZ . 7Z/(s)
lim —28% _ - ,
o0 s N7 f fdu

therefore, integrating the previous differential inequality in s, we get

logZ CIIfIIE;
o8 —ffdpsTLlps

N

or equivalently (1.2.10)

Cifi;,

f RUSTLORNSPES

Furthermore, as a function of s, the R.H.S. of the inequality (1.2.10) is integrable with respect the

centered Gaussian measure with variance o whenever C|| f IIil.p < é So the second assertion

follows from an integration and Fubini’s theorem. O

As for the Poincaré inequality, exponential integrability implies concentration inequalities.

Corollary 1.27 (Gaussian measure concentration). If u € & satisfies a logarithmic Sobolev in-
equality LS(C) with constant C > 0, then for any r > 0 and any Lipschitz function f,

r2
u(f—ffduzr)seXp{—W}’

Lip

1‘2
( —f dul=r)<2exp{ —————».
nif—| fdu p{ ZC”f”iip}

1.3 Bakry-Emery theory

In this section we present some basic ideas and techniques of the Bakry-Emery theory. We shall
prove the Poincaré and logarithmic Sobolev inequality mentioned in Theorem 1.7 and Theorem
1.20 first. Then we formally derive some basic rules in the I'-calculus and present applications of
Bakry-Emery’s curvature-dimension condition CD(p, n).

Bakry-Emery theory can be viewed as a systematic application of semigroup theory to functional
inequalities. One of the techniques is the semigroup interpolation. Consider a semigroup (P;) ;>0
and some functional ®, then P;®(P;_;f) (with s varying from 0 to f) is an interpolation between
®(P;f) and ®(P;f). Such interpolations have numerous applications. For instance, an interpola-
tion by the heat semigroup can provide a proof of Holder’s inequality (see the preface of [2]).

In the discussion of Lyapunov functionals, we take the first derivative of the functional along an
evolution equation. For instance, in the case of entropy, we control the entropy production in
terms of entropy, so that we can apply Gronwall type lemma to derive convergence to equilibrium.
One of the insights in Bakry-Emery’s theory is taking one more derivative and then magnificent
computations happen (the latter is in fact highly nontrivial). Bakry-Emery’s curvature-dimension
condition CD(p, n) is a key in the whole theory. In particular, we shall present its applications to
the Poincaré inequality and the logarithmic Sobolev inequality.
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1.3.1 The fundamental example: the operator A — VV -V with V2V > pId >0

This is in fact the example we shall use most frequently. The purpose here is to give a flavor of how
Bakry-Emery theory works. We shall present a proof for Theorem 1.7 and Theorem 1.20. Indeed,
we shall compute the second derivatives of the variance and entropy along the semigroup P, = e’
generated by the operator L = A —VV V. That way, a Poincaré inequality P(%) and a logarithmic

Sobolev inequality LS (%) will be demonstrated for the invariant measure dp = e V@ dx e 9 where
the potential V is uniformly strictly convex,

V2V =pld > 0.

We shall see that this condition implies the I';-criterion CD(p,00) for L = A —VV - V. The system-
atic approach to perform the I'-Calculus will be presented in the next subsection. The following
explicit example of P; might be helpful in understanding.

|xI?

X

Example 1.1 (The Ornstein-Uhlenbeck semigroup). When V(x) = 5

ous functions k and ¢ =0,

, for any bounded continu-

P h(x) = [ h(e”'x+V1-e2ty)dy(y)

where v is the standard Gaussian measure on R%. This semigroup satisfies good properties. For
instance, assume h is a smooth function with compact support, then

VP,h=e"'P,Vh.

Notice that —L is a self-adjoint positive operator in L?(u). The invariant space of L consists of
constant functions. By spectral analysis, we know that the semigroup P, is L?(p)-ergodic, in the
sense that

Lemma 1.28. Pk converges to Pooh = [ hdp in12?(p) as t — oo, for any h € L ().

Now we are ready to prove Theorem 1.7 and Theorem 1.20.

Poincaré inequality: First proof of Theorem 1.7

Let us denote the scalar product in Lz(p) by (-,-) and the norm by || - ||. As we have done in Section
1.2.1, we compute the time derivative of the variance along the semigroup

1d
5 Vatu(Peh) = (Pe LPeh) = —~|IVP,hl%.

We take one more derivative and find

1d
EEIIVPtth = (VP,h,VLP;h)

=(VP;h,LVP;h—V?V-VP,h)
= —||V2P,h||? = (VP h, V>V -VP,h)
< —plIVPhI?
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where ||V2P,h|| stands for the Lz(p)—norm of the Hilbert-Schmidt norm of the matrix V>P;h, and
the following commutation relation was used,

VL-LV=-V?V.V.
By Gronwall’s lemma, it follows that
VP, hII* < e 2P|V h|*

and hence we obtain the Poincaré inequality
~d ® ., ~2pt 2 1 2
Varp(h):—f —VarH(Pth)dtsf 2e “PH|Vh||°dt = =||VAII*.
o dt 0 Y

(Note the ergodicity is used in the first equality.)

Logarithmic Sobolev inequality: First proof of Theorem 1.20

As in Section 1.2.1, we compute the time derivative of the entropy along Py,

|VP,h/?

d

where £ has finite entropy. Note that we can avoid the possible singularity in the denominator (in
the integrand) being zero, via a approximation procedure: replacing # by h + € and then let € \ 0.
Next we compute the second derivative,

d f|v13th|2

d
du=— [ |Vlog(P,h)|*P,hd
ar) “p,n M dtf' 08P hI"Prhdu

LP,h
:ZfVIOg(Pth)-V(ﬁ)Pthdp+fIVlog(Pth)IzLPthdp

t

:Z/VIOg(P[h)~V(LP[h)dp—fIVlog(Pth)lzLPthdp
:ZfVIOg(Pth)-LV(Pth)dp—ZfVIOg(Pth)-VZVV(Pth)dp—f|Vlog(Pth)|2LPthdp

where again the commutation relation between V and L was used. Observe that

VP h[?
P:h

V(P;lh),vzv-wpth)> >p

fVlog(Pth)-VZVV(Pth)dp = < du

t

(where we have applied the convexity of V) and the sum of the other two terms is indeed nonpos-
itive since

ZfVIOg(Pth)-LV(Pth)dp—f|Vlog(Pth)|2LPthdp
:—Zf[Vzlog(Pth)] : [VZ(Pth)]dp+2f[Vzlog(P[h)][Vlog(Pth)]~V(Pth)dp

= —2f IV2log(P;h)|*P hdu < 0.
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We summarize the computation above as a formula

d [IVP.hl? <VPth ) > f ) )
— du=-2{ ——,V*V-V(P;h) ) -2 | IV*log(P,h)|*P;hdp. 1.3.1
T .7 u I (P:h) [V=log(P;M)|"P;hdp ( )

(Using the terminology in next subsection, % S %dp = =2 [P;hT'»(P;h)dp.) It follows that

VP, h|? VP, h|?
d[IVPRE o [ VPR

du.
ar) “Pn p,n M

Again, by Gronwall’s lemma, we know

VP hI? 20t f IVhI?
P I dus<e A dp.

Integrating over time, it follows the logarithmic Sobolev inequality for p,

1 [|Vh?
Ent,(h) < — du.
np()<2pf 5 dn

1.3.2 TI'-calculus

Definition 5. For a linear differential operator L, the carré du champ operator T is defined as

1
F(f,g)=z(L(fg)—ng—gLf), (1.3.2)

while the iterated carré du champ operator, referred to as the I'y operator, is defined by

1

where the functions f, g are smooth functions. For simplicity, we shall write I'(f) = I'(f, f) and

La(f) =Ta(f, .
Now we present several examples.

Example 1.2 (Laplacian on Euclidean spaces). Consider L = A and smooth functions f,g. Then
by definition we have

L) =5 (6% ~270 ) =V /P
and so

1
Ta(f) = Z(A(Ivflz) —2(Vf,VAS)),

= (V2 f, V2 )+ (Vf,AV [y = (Vf,VA )
— |V2f|2

where |V2 f| stands for the Hilbert-Schmidt norm of the Hessian matrix V2 f,
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Example 1.3 (Laplacian on Riemannian manifolds). Now consider the Laplace-Beltrami operator
A. While I'(f) takes the same form as in the case of Euclidean space,

I'(f)=IVfP

the expression (Vf,AV f) —(Vf,VAf) in the I';(f) no longer vanishes and in fact it turns out to be
Ric(Vf,Vf). To see this, we shall use the following form of the Bochner’s formula

1 .
A0V I =IV?fIP=(Vf,VAf) +Ric(Vf,V[)
where Ric stands for the Ricci curvature tensor. It then follows that

Lo (f) = [V2f12 +Ric(Vf,Vf).

Example 1.4 (Fokker-Planck operator on Riemannian manifolds). Consider L=A—-VV-V. The
derivatives of first order do not change the form of I'(f),

1
r(f) = E(A(fz) —(VV,V(f2)) =2f(A-VV-V)f) = |VfI°
But they result in a new term in 'z (f),

1
2(f) = E(A(IVfIZ) —2(VF,VAL)) = (VV,VIVF?) + 2(Vf,V(VV-V[)))
= V2 fI2+Ric(Vf,Vf) +(Vf,V*V-Vf)
= |V2f|? + Ric + V2V)(V £,V ).

The expression Ric + V2V is known as the Bakry-Emery Ricci curvature tensor on smooth metric
measure spaces.

In general, one may consider the following differential operator L defined for smooth functions
on R4
Lf = Z(oa*)ij(x)aiixjf + Z bi(x)dy, f, (1.3.4)
i,j i

where o € C2(R%;R?*™) and b = (b;) € C' (R;R?). The operator L is the infinitesimal generator of
a diffusion process (X;) ;=0 solving the SDE
dX; = v20(X)dB; + bX,)d¢

where (B;);>¢ is a standard Brownian motion on R™. It corresponds to a Markov semigroup P;
given by
P, f(x) =E(f X)IXo = x), t=0.

Note the density function p of the law of (X;);>¢ satisfies the PDE
dp=L"p
with L* being the dual operator of L, i.e.
L*f =) 8% (067)i(0) f) = 38, (bi (%) ).
i,j 5
We shall assume that there exists a probability measure du(x) = e V@ dx such that
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1. pis invariant for the semigroup Py, i.e.
fodp =0, orequivalentlyforall t=0, fP[fdp = ffdp;
2. Lis u-symmetric (or one may say [ is symmetric), i.e.

fgLfdu = fngdu
for f, g in the domain of L.

By these assumptions, it follows that

1
[r.gan=-3 [ g+ grpau=- [ grran
and
1
frz(f)du - f S (LL() =20 (f L) dn = —fr(f, Lf)dp = f(Lf)de.

(Note that the latter identity is reminiscent of the classical identity [ |V? f|?dx = [(A f)?dx which
we mentioned in section 1.1.)

In the next proposition we collect several useful formulas for I'-calculus. They follow from the
structure of the operator L, and sometimes they might be stated as assumptions. They will be
referred to as diffusion property or chain rule. And such operators will be referred to as diffusion
operators.

Proposition 1.29. Let f, g, h be smooth functions on R%. Let\y, ¢ be smooth functions as well.

k
T (fi, for 5 fi), 8) = X 0w, for - T (£, &), (1.3.5)
j=1
k k
LW (fi, foroo o f) = ) 05W(fi, for o, fOLfj + 3 05, for oo, fOT (i, £ (1.3.6)
j=1 i,j=1

In particular,
I'(fg. h)=frg h+glf,n),
L(fg) = fLg+gLf +2I(f,8),
L)) =" (NHLf +¢"(NT ().
Now we apply these identities to calculate the “chain rule" for I'; operator.

Proposition 1.30. Lety be a function of class C3 in the range of a smooth function f, then

T2 (w(f) = W' (F)°T2() + W' (D" (NOT T + W' ()T 1.3.7)

For instance,

T(f) T[T T(H?
/2 T
T2(e") = a2e*% [To(f) + al (f, T () + a’T()?].

I2(logf) =
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Proof. This can be shown by the diffusion properties in the preceding proposition. Indeed,
1
Lo(w(f) = 3 [LCw () = 2T (w (), Law (/)]

= %{L[(w’(f))zr(f)] =2y (NT W (HLS +y" (HT}
Then the equality (1.3.7) follows from
LI (f)’T(N] = W (MZLL(f) + 20 (W' (T + TOL[W' (f)?]
= (@' (f)’LL() +4y' (N (OT (S, T()
+TN{20/ OV (AILF +2[W" (2 +v (AW (DI},

and

=2y (NT (W' (HLF +y" (HT () = =24 (H’T(f, L) — 29" (Hw" (AT ()ILf
=2y (N (OT T = 29" (O (HT (.

1.3.3 Curvature-dimension condition

Definition 6. We say the operator L (or the associated semigroup P; = e'") satisfies the curvature-
dimension condition CD(p, n) if for every smooth function f,

1
Ta(f) = pl(f) + E(Lf)z. (1.3.8)

We present some examples below while more can be find in [2, Chapter 2] where the whole chapter
is devoted to various examples. It is good to test our intuition by the examples therein.

Example 1.5. Consider the Laplcace-Beltrami operator on an n-dimensional Riemannian mani-
fold with Ric = (n — 1)K. Then

Ia(f) = V2 fI2 +Ric(Vf, V)

> %(Af)z +(n-1DK|Vf?

i.e. the Laplace-Beltrami operator or the heat semigroup satisfies CD((n — 1)K, n). In particular,
the heat semigroup on the n-dimensional sphere with constant curvature 1 satisfies CD(n — 1, n);
the heat semigroup on the n-dimensional Euclidean space satisfies CD(0, n); the heat semigroup
on the n-dimensional hyperbolic space with constant curvature —1 satisfies CD(—(n — 1), n).

Example 1.6. Consider L= A —VV-V with V2V = pId on the Euclidean space, then
To(f) = V2 fI? +(V?V-V [,V f)
> p|Vf*

i.e. L satisfies CD(p,c0).
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2
Example 1.7. Consider L = % —a(x) d% on the real line, then the curvature dimension condition

CD(p, n) is equivalent to

2
’ a

a =p+ .
P n—-1

A special case of great interest is CD(p,co0) which corresponds to I'>(f) = pI'(f). Now we present
some equivalent descriptions of CD(p,o00) in terms of the semigroup and local functional inequal-
ities. We cite the following two results. Note that the quantities 1_‘;_2pt and ezp;)_l should be under-
stood by convention as 2t when p = 0.

Theorem 1.31 (Local Poincaré inequalities). Let L be a diffusion operator with the carré du champ
operatorT" and the iterated carré du champ operatorT'y. Let (Py) > denote the semigroup generated
by L. Then the following assertions are equivalent.

(i) The curvature condition CD(p,c0) holds for somep € R.

(i) For any function f € C2°, and any t =0,
T(P:f) < e 2P'P(T(f)).

(iii) For any function f € CX, and any t = 0,
1-e 20t
P(f5) - (P f)* < TPt(r(f)).
(iv) For any function f € C3°, and any t =0,

i |

P/(f5) - (P, f)? =

r®.f).

Theorem 1.32 (Local logarithmic Sobolev inequalities). Under the same context as above. The
following assertions are equivalent.

(i) The curvature condition CD(p,c0) holds for somep € R.

(ii) For any bounded function f € C*°, and any t =0,

JIT®.f) < e‘PtPt(m).

(iii) For any positive bounded function f € C®°, and any t =0,

l_e—ZptP (r(f))
20 L f )

P:(flogf)—P;flogP;f <

(iv) For any positive bounded function f € C*, and any t = 0,

e —1T(P.f)
2p P.f '

P:(flogf)—P;flogP;f =
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Now we can present

Second proof of Theorem 1.7 and Theorem 1.20. Consider the operator L= A—VV-V on R? and the
probability measure dpu(x) = %e‘v(x)dx. When V2V > pld > 0, the operator L satisfies the CD(p, o0)
criterion,

To(f) = IV2fI2+(V2V-V£,Vf) = pIVfI? = pT'(f).

Therefore we can verify the local Poincaré inequalities and local logarithmic Sobolev inequalities
asserted in the theorems above. It remains to let ¢ tend to infinity and then apply the ergodicity of
the associated semigroup. That way, we know the measure p satisfies a Poincaré inequality P(%)

and a logarithmic Sobolev inequality LS (%). O

Among all the assertions, we shall only include a unified proof of the implication of the curvature
condition CD(p, 00) to the local functional inequalities. We adopt the terminology of the ¢-entropy
in [5] and the presentation in [3].

Definition 7. We say a function ¢ : R* — R is admissible if ¢ is a strictly convex function of class
C* such that —1/¢" is convex. We define the notion of @-entropy by

Entf() = [ otndu-p([ fdw

for any function f with ¢(f) being integrable with respect to p. Similarly, we define the ¢-entropy
with respect to an operator P; by

Entf, (f) = Pe(@(/) ~ @ (P, /).

Definition 8. A probability measure p is said to satisfy a ¢-entropy inequality if there exists a
constant C > 0 such that

C
[otran-o[ raw == [@"prean
for all smooth function f with compact support.

For instance, ¢(r) = r? or ¢(r) = rlogr is admissible. More generally, for any 1 < p < 2, the func-
tion

rP—r .
, ifpe(1,2];
@) =4 pPp-1)
rlogr, ifp=1

is admissible. When p = 2, the ¢-entropy corresponds to the variance and the ¢-entropy in-
equality the Poincaré inequality. When p = 1, they correspond to the entropy and the logarith-
mic Sobolev inequality. The -entropy inequality for other p € (1,2) are sometimes referred to as
generalized Poincaré inequalities or Beckner’s inequalities. Among all ¢-entropy inequalities, the
Poincaré inequality is the weakest one in the sense that it can be deduced from all the other ones
(by a Taylor expansion).

We reproduce the following theorem concerning local functional inequalities and curvature con-
dition, c.f. Bolley and Gentil [3, Theorem 2].
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Theorem 1.33. Let ¢ be a admissible function. Then the following assertions are equivalent,
(1) the semigroup (P¢) ;=0 satisfies the CD(p,00) criterion;

(2) the semigroup (P;) >0 satisfies the local @-entropy inequality

_ e—2pt

1
Enty (f) < TPt((p”(f)r( i3)

for all positive time t and all function f € C2.

Ifmoreover the probability measure | is ergodic for the semigroup (P¢) =0, and p > 0, then | satisfies
a @-entropy inequality,

1
Ent)(f) < 5u(cp”(f)r(f))
for all suitably-integrable function f.

Proof. We shall only prove the implication (1) = (2). The converse implication is a consequence
of a Taylor expansion. Now assume that the curvature dimension condition CD(p,c0) holds. We
consider the following quantity,

O(s) =Ps(@(Pr—sf)), O=s=<t

which is a semigroup interpolation between ®(0) = @(Pf) and ®(#) = P;(¢p(f)). The desired local
p-entropy inequality can be rephrased as

1 _e—zpt "
O(1)—-D(0) =< TPt((p O

and we shall find P, (¢" (/)T (f)) = ®'(£). We denote g:=P;_sf.
Step (i). We compute the derivatives of ®(s):

@ () =Py (Pr TP 1) = Py (Lh=L2);

) @75 =20, (=L o (L) () )

The first equality follows from the diffusion property,

@'(s) = Ps(Lp(g) — ¢’ (g)Lg)

F(tp’(g)))

=Ps(¢"(g)T(g) =P
s(@" (T (g) s( o'

Now we compute the second derivative,

@"(s) = Ps(LIp" ()T (g)) — Ps(9" (g)LgT (g) +2¢" ()T (g, Lg)).
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By diffusion property,

Lio"(@)T(g)] = ¢"(g)LI'(g) +Le"(g) - T(g) + 2T (¢" (g),T'(g))
=" (g)LI'(g) +¢" (g)LgT(g) + e ()T (9)% + 29" (9)T (g, T(g)).

Substitute it into ®”(s), and by the definition of 'y, we have

@"(s) = Ps(2¢" (g)T2(g) + @ ()T ()% + 29" ()T (g,T(g)))

oT ! 2" 2
_ s( 2(p (g))+ (p7(8) )F(g)z)

@y
¢"(g) (™ ¢@"(g)

where the chain rule for I', (see (1.3.7)) was applied. Therefore we obtain

2L (¢'(9)

@' (s) = P,
© ( )

-1\
+r<g)2((p”(g))2(w) (g)).

Step (ii). Since —1/¢" is convex, the second term on the RHS of the above equality is nonnegative.
By CD(p, o0) condition, it follows

2T (@' 20T (¢’
@ (s) = P (M) >P (M) = 2pd)'(s).
¢"(g) ¢"(g)
By Gronwall’s lemma we deduce that
D' (5) < e P99/ (p).
Integrating in s over (0, ¢) yields the desired inequality ®(t) — ®(0) < 1_5—‘;2‘”@’ (1). O

We end this section by quoting the Poincaré inequality and the logarithmic Sobolev inequality
under the general curvature dimension condition CD(p, n).

Theorem 1.34 (Poincaré inequality under CD(p, n)). Assume L satisfies the curvature dimension
condition CD(p, n), then the associated invariant measure | satisfies a Poincaré inequality with
n-1

constant “np

Theorem 1.35 (Logarithmic Sobolev inequality under CD(p, n)). Assume L satisfies the curvature

dimension condition CD(p, n), then the associated invariant measure A satisfies a logarithmic Sobolev
inequality with constant "n—_pl.

The constant in the above results is sharp. Due to Proposition 1.23, it suffices to consider the opti-
mality of the Poincaré inequality. On a n-dimensional Riemannian manifolds with Ricci curvature
Ric = (n - 1)K, the Laplacian satisfies CD((n — 1)K, n) and thus the Riemannian volume measure
verifies a Poincaré inequality with constant n—lK Note that the Lichnerovich-Obata theorem ex-
presses that the first eigenvalue of the Laplacian is greater than nLK with equality if and only if the
Riemannian manifold is the n-sphere with constant curvature K.

The proofs are based on respectively the Theorem 1.16 and the Theorem below. This theorem is
proven by following the same line as in the first subsection in the proof of Theorem 1.20 (where
we utilised the explicit form of I'; instead).
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Theorem 1.36. Assume that there exists some constant C > 0 such that

f fTdog fdu=C f fT2(log f)d

for all positive smooth function f with f,T'(f) andLf being bounded. Then the probability measure
W satisfies a logarithmic Sobolev inequality with constant C.

It is an analogue of the dual description of Poincaré inequality (Theorem 1.16). But the inequal-
ity above is strictly stronger than the logarithmic Sobolev inequality. It would be interesting if
one can find an equivalent integral formulation of the logarithmic Sobolev inequality in terms of
curvature-dimension condition, as in the case of the Poincaré inequality.

1.4 Villani’s hypocoercivity theory

In this section, we focus on Villani’s hypocoercivity theory (see [17]) in the special case of kinetic
Fokker-Planck equation. Let us introduce the notion of hypocoercivity in the Hilbert setting first.
Let L be a linear operator generating s strong continuous semigroup e~ ‘" on some Hilbert space
H with scalar product (:, )y (or sometimes abbreviated as (:,-)) and norm || - ||. The operator L is
said to be A-coercive for some A > 0 if

(h,Lhyy = \[|hl|?

for any function / in the domain of L and being orthogonal with respect to the kernel of L. By
Gronwall’s lemma, A-coercivity implies exponential convergence of the semigroup e~ " to the pro-
jection onto the invariant space of L.

However, in many cases, despite that coercivity does not hold, the exponential convergence is still
valid. The notion of hypocoercivity is introduced for describing the exponential decay of the evo-
lution in the absence of coercivity. The prefix hypo comes from hypoellipticity in order to highlight
their links. Below is a definition of hypocoercivity in a Hilbert context.

Definition 9. Let H be a Hilbert space with norm || - ||, L an operator on H generating a strong
continuous semigroup (e ~0. The operator L is said to be A-hypocoercive on H if there exists
some constant C > 0 such that

lle™ " holl < Ce ™ |||l

for any h € Ker* (L) (the subspace perpendicular to the kernel of L).
The notion can be extended to general distance functions or other functionals.

Definition 10. Consider a distance function (or other functionals) d on some function space B.
The semigroup (e~ "1);>0 or the operator L is said to be A-hypocoercive on B if there exists some
constant C > 0 such that

d(e_’Lho, pgg) < Ce‘“d(ho, pi’g)

for any hy € B, where pgg stands for the invariant element corresponding to the initial datum hy.
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One of the main strategies to prove hypocoercivity is to find a distorted functional or distance or
norm under which the operator is Ag-coercive for some A > 0, and then to prove hypocoercivity
under the original one by equivalence. We shall illustrate this idea in the setting of kinetic Fokker-
Planck equation on R?¢ which reads

0;h+Lh=0

where L=A*A +B, V is a smooth potential on R4, and
A=V,, B=v-V,-VV(x)-V,, A*=-div,+v, B*=-B. 1.4.1)

Here the dual operator is taken in L? (p) with p being the invariant measure,
]. —V(x)— @
dp(x, v) =dm(x)dy(v) = Ze 2 dxdv

where v is the standard Gaussian measure in the velocity space, Z is the normalizing constant. We
shall use the notation from [17] and denote some commutators by

C:=[A,B]=V,, R:=[C,B]=-V2V(x)-V,. (1.4.2)

Furthermore, by direct computation we know the commutation relation [A,A*] =1Id.

We shall present Villani’s hypocoercivity theory in the case of the kinetic Fokker-Planck equation
in H! (u) and in entropy. We quote Villani’s hypocoercivity theorem for the kinetic Fokker-Planck
equation, see [17, Theorem 35, Theorem 39].

Theorem 1.37 (Villani). LetV be a potential on R? of class C?, satisfying
V2V <M1 +|VV]) (1.4.3)

for some constant M. Assume that the probability measure m satisfies a Poincaré inequality. Then
there exist constant K > 0 and A > 0, explicitly computable, such that for all hy € H' (),

e~ o~ [ hodilgy = Ke™ Mol
Theorem 1.38 (Villani). Assume that
(1) the potential V € C*([R%) with |V?V| < M;
(2) the reference measure | satisfies a logarithmic Sobolev inequality;

(3) theinitial datum hydp(x, v) is a probability measure with finite moment of order 2.

Then the solution of the kinetic Fokker-Planck equation with initial datum hy converges to 1 expo-
nentially fast as t — oo, in the sense of entropy

fhtloghtdp(x, v)=0(e™ %)
with explicit estimates.
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Indeed, the proofs of the two proceeding theorems are very similar. So we shall present a unified
proof (again only a sketch of proof) for them in the setting of ¢-entropies. The proof below is
essentially in the same spirit of Villani’s original proofs, nevertheless, the presentation below is
inspired by E Bolley and I. Gentil [3]. Note that the convergence to equilibrium in ¢-entropies has
been considered by several other authors, see for instance P Monmarché [12], J. Dolbeault and
X. Li [8], J. Evans [9] and the references therein. In particular, J. Dolbeault and X. Li [8] studied
hypocoercivity in a family of ¢-entropies associated to Beckner’s inequalities (with the optimal
rate of convergence) for the kinetic Fokker-Planck equation when V(x) = |x|2/2. Moreover, with
P, Cattiaux, A. Guillin and P Monmarché, we shall apply the entropic multipliers method to derive
hypocoercive relaxation to equilibrium in ¢-entropies, c.f. Chapter 2.

Recall that ¢ is a strictly convex function of class C* such that —1/¢" is convex, and the @-entropy
is given by
Entf(h) = f @(h)dp - Lp(f hdp)

for any function & with (k) being integrable with respect to p (i.e. h is in some suitable Orlicz
space). One can also introduce the associated ¢-Fisher information

19(h) = f " () [Vh2dys.

Again we shall not discuss the regularity or integrability issues here, but focus on the convergence
to equilibrium.

Theorem 1.39 (Hypocoercivity concerning ¢-entropy). Consider solutions with finite ¢-entropy
and finite @-Fisher information to the kinetic Fokker-Planck equation. Assume that (i) there exist
constant My, My such that for all suitable function h,

1 1 1
f V2V -V, (h)Pdy < le—|vvcp’(h)|2du+sz—IViycp’(h)I%sdu

Lp"(h) Lp"(h) (.p"(h)

where|-|us is the Hilbert-Schmidt norm of a square matrix. Assume that (ii) the invariant measure
W satisfies a @ -entropy inequality with constantK > 0, i.e.,

ftp(h)du - <p(f hdy) < Kfcp”(h)IVhlzdu
for all suitable function h. Then there exist positive constants a, b, c and A > 0, such that
&(hy) < e M&(hy)
for all well-behaved solutions h, where ac > b?> and
&(h) =Ent} (h) + a/(p"(h)IV,,hlzdp +2bf(p”(h)(vxh,v,,h)dp + cf(p”(h)lvxhlzdp.
In particular, there exists C > 0 such that
Ent} (h,) + 1} (h,) < Ce™ (Ent} (h,) + I} (k)

for all well-behaved solutions h.
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Remark 1.40. When the ¢-entropy is the variance (with respect to the invariant measure ), the
above result corresponds to the hypocoercivity in H! (n), i.e. Theorem 1.37. When the ¢-entropy
is the usual entropy (with repsect to p), then it implies the decay estimate in Theorem 1.38 (Note
that the initial conditions stated in Theorem 1.38 are more general).

Remark 1.41. The first assumption is satisfied with M; = M and M, = 0 whenever [V?V| < M.
Moreover, it becomes either
f|V2V~VUh|2dp < le|vyh|2dp+M2f|v§vh|2Hsdp

in the variance case, or

fIVZV-Vl,loghlzhdp < le|vylogh|2hdp+1v12f|v§,,10gh|§lshdp
in the entropic case (in that case, it seems awkward). But, to avoid further technique assumptions,
we leave the assumption the form above.
Remark 1.42. Just as in the H!(p) and entropic case in [17], a regularization estimate of the (-
Fisher information can be proved. For instance, one may prove thatfor0 <t <1,

C
Entf (k) + 1] (h;) < ﬁEntﬁ’(ho).

In particular, the @-Fisher information will be finite at any positive time even if we start with an
initial datum with finite ¢-entropy being required. Combined with the exponential convergence
above, note also that the ¢-entropy is nonincreasing along kinetic Fokker-Planck equation, one is
led to hypocoercivity in the @-entropy, namely, there exist contants C, A > 0 such that

Ent} (h;) < Ce”* Ent} (o).
But we shall not discuss the regularization estimates here.

Sketch of Proof. First of all the mass [ hdp is conserved. Then the entropy production functional
is

—%fcp(h)du=fcp’(h)(A*Ah+Bh)du

- f (A (), Aydp + f Blo()dp

IV, (h)[?

— " v, 2 —
fcp (WIVyhl=dp o)

where [B(g@(h))dp = 0 since B is antisymmetric. We find that there is “missing of dissipation" in
the V4 direction which results in the absence of entropy-entropy production inequalities. This
is the reason for introducing a mixed term in the Fisher information: the mixed term leads to
dissipation in the V, direction. We claim that there exists some constants a, b, ¢, k > 0 such that
ac>b? and

d
—; 6 =K (.
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From this claim, the theorem follows by the second assumption and ac > b2

To this end, let us compute the time-derivatives of the other terms in &. The computation can be
done either as in the proofs in section 1.3.1 or section 1.3.3. We follow the former one. Since L is
the sum of A*A and B, we shall deal with them separately. We adopt the following notation for the
time-derivative of the functional & along the semigroup e~*> generated by —S,

d _d 18
(dr)sg(h)_ arlo”€

For instance, & might be Enty,; S will be A*A, or B.
(1) Treatment of the operator B. We list the three equalities first.

_ i " 2 _ f " i
(dt)chp (WIV,hiPdp =2 [ dufe”(h)(V,h, Yk ;

—(i) (p”(h)flvxhlzdp=Zfdp{q)”(h)(vxh,—VZV«Vyh)};
dt )

d

- (E) f«p”(hxvyh, Vehydp = [dp{cp"(h) (IVxh* +(V,h,—V?V -V, ) }
B

Note that the term ¢ (h)|Vh|? arises in the last expression. That way, the anti-symmetric opera-

tor B plays an important role. Note also the usual ¢-Fisher information Ifj does not take advantage
of the operator B.

Now we prove these three equalities. They can be treated in the same way. Consider two derivation
operators Cy, Cy (which will be either A=V, or C=Vy), then

d 1
(i) [oramcin.cama
= f dp{(p"(h)((ClBh,Cg hy +(C1h,CyBh)) +¢"' (WBh(C; h, Cgh)}
= [ dufo"0n((1C1, B C2h) + BC1h, Coy + (€l Ca, Bl + (Cah,BCa )

+B("()(C1h,Cah)}.
By the fact that B is anti-symmetric and it is a derivation operator, it holds
fdp{(p"(h)((BClh,Cg hy + <c1h,Bczh>) +B(¢" (W)(C1h, c2h>} - 0.
Therefore
—(%)B f " (h)(C1h, Cahydp = f du{o" (W) (((C1,BIR,Cah) +(Cih, (GBI} (1.4.4)

The three desired equalities are direct consequences of the above formula.
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(2) Treatment of the operator A*A. Denote u := ¢'(h). We shall prove the following equalities,

d " 2
—— h)|V,h|“d
(dt)A*Afcp()l phl*du

-1\
=fdp (—) (h)lvyhlzlvuulz+2tp"(h)|Vuh|2+

i

"
(dt)A* ftp (M)|Vhl*dp
n
_ -1 2 2
—fdu ((p,,) (WIVyh2IVcul? + ,,(h)w ul*};

—(i) f ¢ ()Y, h, V. hydp

(V2u, V2 u>}

_1 1 2
=fdu{(w) (I hI2 (Y, Vts) + Q" ()(V y , V) + ——— )

Consider Cy,C; € {A, C}, then [C;,A] = [Cp,A] = 0. We compute that

(4 " __(i) fw
(dt)A*Aftp (Cih Calydp == | | = Fa=du

!
:[dp{(ﬁ) (h)A*AR(Cy h, Coh)

4 1
(P” (h)

((C1@" (A" AR), Cow) + (C11u,Ca (0" (A AR }.

Note that C; (¢" (W)A*Ah) = ¢" (h)C1hA*Ah + ¢" (h)C;A*Ah, and

fd { e (¢ ()CLhA” AR, Cou)} fdu ( ,,) (1) (C1u, Cyw)A” AR}
fdu ( ) (WIAR*(Cru, Cou)

+((p ) (h)((ClAu Cou® Ah) + (CoAu, C1u®Ah))}
while
f dp{(ClA*Ah, c2u>} = f dp{([Cl,A*]Ah,Cgu) + <c1Ah,c2Au>}.

Similarly we can do the computations for other terms by just exchanging the subscript in C; and
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Cs,. Then we have
- (i) f(p”(h)«:lh; Cohydpu
dr)asa
-1V
:fdli{ (F) (h)(Clh,C2h>A*Ah+(CIA*Ah,Cgu>+(CZA*Ah,Clw}
—1\"
:fdll{ (—,,) (W)|ARI*(Cyu, Cou)
)
+ (;71,) (h)((ClAu, Cou®Ah) +(CoAu,Ciu ®Ah>)
+([C1,A*]AR,Cau) + (C1Ah,CoAu) +([Cp, A" AR, Cru) + (CzAhyclAu)}
fdp ( ) (h)lA]’l| (Cru, Cou) +([Cy,A ]Ah,C2u>+<[CZ’A*]Ah,C1u>
(ClAu CzAu)}

//(h)

Therefore we obtain the desired equalities.
(3) Conclusion. We arrive at the temporal derivative of & (h),

d
e :fdp{(p"(h)lv,,hlz+2acp"(h)(V,,h,Vxh)
+2b@" (W) (IVxh* + (V,h,—V?V -V, hy) +2C(p"(h)(Vxh -V2V-V,h)

V2 ul? )

-1 " 2 2 2
+a((J) (WIVyhI*IVyul® + 29" (R)|V, hI* + ,,(h)

(V2u, viyw)

_1\" ,
+2b((w) (h)|vyh|2<vyuyvxu>+([)l (W({Vy,h,Vih)+ ”(h)

IR R/
+c((¢71,) (W)Y, RV ouf? + V2, |2)}. (1.4.5)

Il(h)

Case (1): V?V is bounded, say |V*V| < M. When ac > b? and a > 0, ¢ > 0, it follows by the convexity
of —1/¢" that

-1 "
(F) (h)(alvyh|2|VUU|2+2b|vvh|2(vyu,vxu>+Clvyh|2|vxu|2) >0

and it holds oe
2 2 2 2 2 2o
+ vou, Vi +——IV5% =>0.
”(h) Viu ”(h) Vott, Vet o' (h) IVt

The remaining terms can be bounded from below by a quadratic form

Q(a,b,c)::fdp{cp"(h)((l +2a—2bM)|Vvh|2+2b|Vxh|2—(2b+20M)|V,,h||Vxh|)}.
One can choose positive constants a, b, ¢ such that ac > b? and

Qla,b,c) Z'<fdu{tp”(h)(lvvhlz+ 9.chl?)}
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for some constant k > 0. Summering up, we then arrive at the claim
d &(h) = Q(a,b,c) =L (h)
- 5. = y0,C) = .
dt H

Case (2): V2V satisfies the first assumption. In that case, the terms involving V2V can be controlled
by the terms in ¢-Fisher information and the terms involving V?>u. Compared with case (i), it
is only a little more complicated in a technique level. Indeed, then it suffices to choose positive
constants a, b, ¢ such that the matrix

1+2a-2byM; 0 0 0

—-2a-2b—-2cyM; 2b 0 0

0 0 2a 0

—Zb\/Mg —2(,‘\/M2 —-4b 2c
is strictly positive in the sense of quadratic forms. That way, one can prove the claim holds true as
well. O

1.5 Contributions

1.5.1 Entropic multipliers method for Langevin diffusion and weighted log Sobolev
inequalities (c.f. Chapter 2)

In this part, we are concerned with the convergence to equilibrium in entropy for the solutions to
the kinetic Fokker-Planck equation which reads

oift=Lf:
with L being given by
L==y-Vy+(VUX) - y)-Vy+A,y.

We denote by H(x, y) = U(x) + %I y|? the Hamiltonian. Assume that [e~Ydx < oo, we denote the
unique invariant measure by , i.e. du(x, y) = %e‘H(x'y )dxdy where Z is the normalizing constant.
Recall that in his hypocoercivity theorem for kinetic Fokker-Planck equation in the entropic case,
Villani assumed the following two conditions on the potential U,

* V2U is bounded;
» ¢U™ dx satisfies a log-Sobolev inequality.

Our purpose is to get rid of the boundedness condition. Here are our assumptions,
Assumption 1.1. Assume that there exists n = 0 such that U=2"V2U is bounded.

Assumption 1.2. Assume that p satisfies the following weighted log-Sobolev inequality: there ex-
ists p > 0 s.t. for all smooth enough g with [ g?du=1:

Ent,(g2) <p f (H2V gl +19, gPdy. (1.5.1)
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With these assumptions, we can introduce a time-dependent gradient to study the long time be-
haviour. The method is called the multiplier method. It applies to entropy and the ¥-entropy
described in Section 3. And we get

Theorem 1.43. Under Assumptions 1.1 and 1.2, let
A

(IH™2"V?U || +3)?,
1
16(d +1+512 +6m)2

Then for all initial probability density f,

K ! —5y2
1+8)\p/0 (1-e )ds}Entp(f).

Theorem 1.44. LetVY be an admissible function. Suppose that Assumption 1.1 is satisfied. If for any
bounded density of probability f, the following inequality is satisfied

f‘P(f)dpspf\I’"(f) (H™NV.fPP+IV, f?) du, (1.5.2)

Ent, (P, f) < exp{—

then

t
f\P(Ptf)dpSexp{—l+];Apf() (l—e_s)zds}[\l’(f)dp. (1.5.3)

Next we furnish conditions under which the weighted logarithmic Sobolev inequality in the as-
sumption can be verified. Our method is based on the Lyapunov function method. Let us intro-

duce voH
Ly:=H A +A,—H™" (211 I’fl

+VxH) ‘Vy=-V,H-V,,
which is symmetric in I]_ﬁ and satisfies

[angdp:—f(H_znvxf.vxg+v),f.vyg)dp. (1.5.4)

Theorem 1.45. Assume that U goes to infinity at infinity. Assume that |VH| = h > 0 outside some
large ball. Denote A, :={(x,y) :H(x,y) < r}, and

r)= su max
Zea}fr i,j=1,..,2d 0z;0z;

Assume that 0(r) < ce®” with some positive constants Co and c for r sufficiently large. Assume that
there exists a Lyapunov function W with W (x) = w > 0 for all (x, y) and some A, b > 0 satisfying
LyW(x,y) < -AH(x,y)W(x,y) + b.
Then u verifies a weighted logarithmic Sobolev inequality in Assumption 1.2.
And we have the following
Corollary 1.46. Assume that the following conditions hold outside a compact domain:
1. AU <k|V,U]? for somex €(0,1);

2. agrowth condition: |V, U|?> = cU?"™! for some positive constant c.

Then dp = %e‘H(x’y )dxdy satisfies a weighted logarithmic Sobolev inequality.
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1.5.2 Uniform Poincaré and logarithmic Sobolev inequalities for mean field interac-
tions and applications to McKean-Vlasov equation (c.f. Chapter 3)

In this part, we establish uniform functional inequalities for the following measure of mean field
type
N) _1
dp™ (x5 xN) = Z—eXp{—HN(x)}dxl---de
N

where

Y W(x, x;)

N
Hy (1, x8) = ) V(x;) +
i=1 T tl=i<jsN

is the Hamiltonian, Zy is the normalization constant (assumed to be finite), the function V : RY —
R is an internal potential, and W : R% x R? — R is an interaction potential so that W (x, y) = W(y, x).
The measure py is the invariant measure for the mean-field particle system,

dxl () =v2dB;(t) - VXY (0)dt - ﬁ Y VAW (0, X ()dt, i=1,--- N
T

where B; (1 < i < N) are independent standard Brownian motions on R%. By propagation of chaos,

as the number N of particles tends to infinity, for any ¢ > 0, the law of a single particle Xll\](t) con-
verges to the one of the self-interacting diffusion X;

dX;=V2dB,—-VV(X)dt - f VW Xy, Y)Ve(y)dydt
where v; is the law of the diffusion X; which solves the McKean-Vlasov equation
0;vi=AvV;+V-(v;VV)+ V- (vthW(x, YIve(pdy).

Our method is based on a Lipschtzian spectral gap condition for one particle, that is,

Assumption 1.3. The following Lipschitzian constant is finite

1 [e° 1§
CLipm = ZL eXp{ZfO bo(u)du}sds<+oo

where by (r) is the dissipativity rate of the drift of one particle in the system at distance r > 0:

bo() = sup  —(——L (WV(x) - VV(}) + (Ve W(x, 2) — VeW(, 2)).
x,y,z€R%:|x—y|=r lx—yl

This assumption implies a spectral gap 1/cLip,», for the conditional measure p; := p;(dx; |x%) of x;
knowing xl= (X)) j#i-
Now we state our result for uniform Poncaré inequalities for the mean field measure p™.
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Theorem 1.47. Suppose the Assumption 1.3. Assume that there is some constant h > —1/cy;ip,m
such that for any (x1,---, xx) € (RY)®N,

1
m(ﬂ#jviyw(xi,xj))lsi,jsN > hlgn

in the order of definite nonnegativity for symmetric matrices, wherel,, is the identity matrix of size
n. Then N satisfies the following Poincaré inequality

( +h)Varu<N)(f)S[lVfIzdp(N), fec,.
CLip,m

This result is a sharp estimate. It applies to the Curie-Weiss model and provides explicit estimates
of the critical temperature of phase transition. Note that methods depending on convexity can
not be applied to this model.

Corollary 1.48. Assume thatW(x, y) = Wo(x — y) where Wy : R? — R is C2, even. Assume
1. VV isdissipative at infinity in the sense that
(VV(x) = VV(p),x— y) = eylx = yI* = c1lx = Yl Ljx—yi<r)
for some constants ¢, cy andR;
2. The Hessian matrix HessWy is bounded from below and from above :
cwlg < HessWy < Cwly

and
cw +cy > 0.

Then for allN = 2, the invariant measure W\ satisfies a Poincaré inequality with constant A,

1 N

A=

C\7V_CW

where ¢, stands for the negative part of cw.

Next we present our result concerning uniform logarithmic Sobolev inequalities for the mean field
measure NV,

Theorem 1.49. Assume that

1. for some best constant pism > 0, the conditional marginal distributions y; := pi(dxilxi ) on
R satisfy the log-Sobolev inequality :

pLsmEnty, (1) <2 [ 1Vfi%dus, f € CLRY
foralli and xi ;
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2. (atranslation of Zegarlinski's condition)

2
Y0=CLip,m Sup |vx,yW(x)y)Z| < 1-
x,yeR4 | z|=1

then p™N satisfies
pLs,m (1= Yo) Entym (%) <2 f( g (PR, e CLRDY).

We remark that the first assumption on prs m, in the above theorem can be verified independently.
For instance, one of such an occasion is when VfCW is bounded from below and V is super-convex
at infinity (i.e. the minimal eigenvalue of V2V (x) tends to +oo when |x| — o). In that occasion,
we can apply the classical Bakry-Emery T criterion to obtain a uniform constant pyg p, for the
conditional marginal measures.

We then turn to the exponential convergence for the McKean-Vlasov equation in the free energy
defined in (1.1.12). It will be denoted as E in this section. Under some technical conditions on
the potentials V and W, it turns out that the free energy is the limit of the entropy with respect to
the mean-field measure u™. Then we can prove a functional inequality between the free energy
and its “production functional" which is defined (up to some constant) as

Iw(v):= %f|Vlogf+VV(x)+(VXW®V)(x)|2dv(x).

Define the relative free energy by

Hw(v):=Er(v)— inf E(®).
wv) rv) e r(v)

Theorem 1.50. In the context in Theorem 1.49, assume furthermore that

1. For the confining potential V, VV is bounded from below and there exists positive constants
c1,Co such that
x-VV(x) = 01|x|2 —Cy, Vx[REd;

2. The interaction potential W satisfies
f[exp(—[V(x) +V(y) +NW(x, y)dxdy < +o0, VYn>0,
and the Hessian VW is bounded.
Then
1. There exists a unique minimizer Vo, of Hw over Z([R%) ;
2. The following (nonlinear) log-Sobolev inequality
psHw (V) < 2Lw (v), ve PR

holds, where
pLs = prs,m(l - Yo)z.
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3. The following Talagrand’s transportation inequality holds
PLsW3 (V, Voo) < 2Hw (V), Ve 2(RY)
where W, is the L?-Wasserstein distance.

4. For the solution v, of the McKean-Vlasov equation with the given initial distribution vy of
finite second moment,
Hw (v;) < e”"P13/2Hy (vg), t=0

and in particular

2
W2 (Vi Voo) < p—e‘f'PLS’ZHW(vo), t=0.
LS

1.5.3 The kinetic Fokker-Planck equation with mean-field interaction (c.f. Chapter 4)

In this part we consider the kinetic Fokker-Planck equation on (R?%)®N

oh
— 4+ v-Veh-V V() -Vyh=Ayh—v-V,h

ot
with x = (x1, x2,++,xn), v = (v1, V2, +, UN), and the potential V given by
1
V(x]»XZ)"'rxN): Z U(xi)+_ Z W(xl'—x]‘)
1<i<N 2N 1<i,j<N

where x; € R4, the function U : R? — R stands for the confining potential, and W : R4 — R stands
for the interaction potential of mean-field type. The invariant measure is given by

1 v?
p(dx,dv) = - e VO omF e dxdv

and we shall denote dm(x) := %e‘vmdx for the part on the position variable. Uniform functional
inequalities for such measures are studied in the previous subsection.

This kinetic Fokker-planck equation is associated to the distribution of the following system of N
particles (xy, X2, -, Xx) moving in R according the stochastic differential equations

dxi = vfdt
. ) . | ) .
dvi=v2dBi-vidt—[VUGD) +— Y (VW)(x!-x))de
1<j<N
where v = (v1,v,-++, vN) stands for the velocities, (B’;)tzo(l < i < N) are independent standard

Brownian motions on R?. The mean-field limit of this system of particles is the self-interacting
diffusion process (X, 7¢) ¢ in R? x R? which evolves according to

dJ_Ct = ﬁtdt

do; = v2dB, - v,dt - [VU()‘C;)+[VW()‘C;—y)ut(dy) dt
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where u;(dy) is the law of X;, and B is a standard Brownian motion on R4, By Ito’s formula, this
diffusion process corresponds to the following self-consistent Vlasov-Fokker-Planck equation on
R4 x RY 5
a—f’; 4 7-Vig— (VU + VW * 1(2) - Vog = Apg + V- (5g)
where
ng(x) :f gt,x, w)ydw
R4

is the macroscopic density in the space of positions % € R,

From the viewpoint of the mean-field limit, it is thus important to obtain results independent of
the number of particles. We are concerned with convergence to equilibrium in HI (W. When a
Poincaré inequality for the measure m holds and some bounded condition for the Hessian V2V is
satisfied, Villani established exponential convergence in H! (). But his results, when applying to
the equation with mean field interaction, depends on the number of particles.

To overcome such dependence, we introduce a Lyapunov condition on the confining potential,
and assume the boundedness of the Hessian V2W of the interaction potential.

Assumption 1.4. The functions U and W are twice continuously differentiable on RY, W is even
(that is, W(x) = W(—x) for all x), and

z:zN;:f e VWdx<oco, VYN=2.
RNd

Assumption 1.5. The following Lyapunov condition holds
IV*Ul,p < K1 IVU|+ Ky
for some positive constants K1, K».
Assumption 1.6. V?W is bounded, i.e. there exists a positive constant K such that
-KI; < V2°W <Kl
as quadratic forms on R?, where I is the identity matrix of size d.

Uniform functional inequalities for the measure m is important in our results. They are rather
independent of the content and so they are stated as assumptions. Note that uniform Poincaré
inequalities or uniform logarithmic Sobolev inequalities have been verified under various condi-
tions of the previous work, or can be verified by Bakry-Emery I'; criterion).

Assumption 1.7. The measure dm(x) = %e—V(x) dx satisfies a uniform Poincaré inequalityi.e. there
exists a positive real number k > 0 such that for any N > 2, for all functions g € H! (m)

f(g_fgdm)szSKfWngm.

Assumption 1.8. The mean field measure m satisfies a uniform log-Sobolev inequality with a
constant Cyg > 0.
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Below is our result:

Theorem 1.51. Suppose Assumption 1.4, Assumption 1.5 and Assumption 1.6 holds. Suppose fur-
thermore

1. either, the gradient of W is assumed bounded (i.e. VW| < K') and Assumption 1.7 holds;
2. or Assumption 1.8 holds.

Then there exist explicitly computable constants Cy and A, independent of the number N of the
particles, such that

lle”™hy —fhodanl(m < Coe M |Ihgllin (1.5.5)

for all hy € Hl(p). Indeed, C',\ only depends on the constants Crs,k,K,Ky,K2,K',d stated in the
assumptions.

1.5.4 Long-time behavior of mean-field interacting particle systems related to McKean-
Vlasov equation (c.f. Chapter 5)

In this part, we continue working under the context of subsection 1.5.2 which is devoted to the
uniform functional inequalities for a mean-field interacting particle systems and McKean-Vlasov
equation. Throughout this part, we assume by (r) the dissipativity rate of the drift at distance r >0
satisfies

Assumption 1.9. by(r) is a continuous function on (0, +oo) such that
(1) limsup,_ . bo(r)/r <0, i.e. the drift is dissipative at infinity;
(2) lim,_o+ b (r) =0.

Let h:R* — R* be the function determined by /(0) = 0 and

, B 1 117 +00 119
h'(r)= Zexp(—zfo bo(s)ds)[r s-exp (Zfo bo(u)du) ds.

Denote || ']lo := sup,q ' (r) and

IV, Wil := sup V5, W(x,))zl.

x,5,z€R%:|z|=1

The next assumption is a translation of Dobrushin-Zegarlinski’s uniqueness condition which pre-
vents phase transition.

Assumption 1.10. Assume Y := || h’||o<,||V§cyW||<>O <1.

We consider the Wasserstein distance Wia, associated to the ! distance d;, on the configuration
space (R%)®N,

N . .
dp(e,y) =Y Ix'=y'l, x=@& ), y=0h -y e ®HEN.
i=1
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Let {P;N)} r=0 be the transition semigroup of the mean-field interacting particle system. Let Py be
the law of XM = (X(tN))tzo with XBN) = x € (RY)N. On the space of continuous paths C([0, T], (R%)N)
where T € (0, +oo], we consider the L!-metric

T
dLl[O,T](Yl'YZ)::fO dp(y1(2),y2(8)dt

where T might be infinity.

Theorem 1.52. Under the assumption 1.9 and assumption 1.10. For any xo = (X3, , X)) € (R%)®N
and yo = (J’éy e ,yON) € (RY®N, we have

oo N M) 1§ i i
fo Way, (P (%0,), Py (yo, N < Y hllxg = yob.
&

_Yol

Corollary 1.53. Under the same assumptions as above. For any two solutions \;, V; of the McKean-
Vlasov equation with the initial distributions [y, Vo € P (RY), we have

17 Nloo
1-Yo

o0
fo Wi(ug, v)de < Wi (Mo, Vo)-

Next we present an exponential convergence of the particle system in the Wy, distance and, as a
corollary, an exponential convergence of the McKean-Vlasov equation.

Theorem 1.54. Under the assumption 1.9 and assumption 1.10. Suppose furthermore that there
exists a constant M € R such that
bo(r) <rM,Vr>0.

Then for any € > 0 such that

Ke:=

1= 1V, Willeoll 7 loo — €M + [V, Wiloo) o
17 lloo +€

we have for any xo, yo € (RN

Wa, PN (x0,, P (10,)) < Ace™ " dp (x0, yo), Y120,

where

A= su h(r) +er
e R ver a1

It follows that

Corollary 1.55. Under the same assumptions as in the above theorem. Suppose € > 0 such that
K¢ > 0. For the solutions |, v of the McKean-Vlasov equation with the initial distributions [y, vo €
2 (RY), it holds

Wi (s, Vo) < Ace "W (g, Vo), Y= 0.

Lastly in the part we are concerned with the uniform in time propagation of chaos.
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Theorem 1.56. Under the assumption 1.9 and assumption 1.10. Suppose that there exist some
positive constants ci, ¢z, ¢ such that

(1) (x,VV(x)) = c11x]* — ¢, VX € RY;
@) (2, V2, W(x,))z) = —c3|zI?, VX, y,ze RY;
3) c1=c3~[1V5Wlleo > 0.

Then for any € > 0 such that K¢ > 0, and € € (0,¢; — c3 — IIVnyWMOO), the following estimates of
propagation of chaos hold for the mean-field interacting particle system with any initial datum

Ho € 2 (RY),
(a) (path-type propagation of chaos) for anyT >0, 1 < k <N, denote Py (-) = f(Rd)N P.()dv(x)
the law of(X([N)) =0 With the initial distribution v, IF’[vl’k]'NI (0,T] the joint law of paths of the k
particles ((X’t'N) telo,1, 1 = i < k) in time interval [0, T], and Q, the law of the self-interacting
diffusion (X;) 1o with the initial distribution po. We have
T IV Wleollh'lloo
VN=T1 1=V, Wleollh'lloo

[1,k],N ®k
e 10,11, Qg l1o,11) =

1
%led P -max{my (M), ¢(€)}

L10,T]

1/2

where my(Wo) = ([ 1x?dpo(x)) ", and

d+cy+ &IV, w,01)"?
1= 03— V3 Wlloo — €

C(e) =

(b) (Uniform in time propagation of chaos) for all time t >0 and any1 < k <N:
kA

VN-1Ke
where |y = uydx is the solution of the Mckean-Vlasov equation, and p[tl’k]’N is the joint law

of the k particles (Xi’N, 1 <i < k) in the mean-field system of interacting particles (Xi’N)ls i<N
with X(’)’N, 1<i<Niid. oflaw ug (independent of the Brownian motions (B;’N)ls i<N,£20)-

1,k],N k
Wi g, (g, uk) <

IV3,) Wlloo max{ma (1), (e)}

1.5.5 Convergence to equilibrium in Wasserstein distance for the kinetic Fokker-Planck
equation (c.f. Chapter 6)

In this part, we consider convergence in L?>-Wasserstein distance for the kinetic Fokker-Planck
equation,

0h
E+ v-Vyh—-VUX)-V,h=A,h—v-V,h.

One of the issues we studied here is the optimal rate of convergence when the potential U is a

2
quadratic potential, i.e. U(x) = %lez. In that case, the optimal rate of convergence is known to

be
1/2, if w5 > 1/4;

A timal —
PR 2=y 1a-w2,  ifo<wi<1/4.
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It is also true for the convergence in L?-Wasserstein distance. Indeed, this can be shown by a
synchronous coupling method using an explicit formula for solutions of certain linear ODE.

Then we study the following class of potentials,

Assumption 1.11. The confining potential U is a perturbation of quadratic potentials, namely, U

takes the form )

U = %|x|2+\lf(x)

where the constant wy > 0 and the function ¥ is of class C? such that the operator norm of its
Hessian V2V is uniformly bounded, i.e.,

2
v \P“op <K
for some constant x = 0.

In this setting, we are able to prove

Theorem 1.57. Under the assumption 1.11, for any wg > 0 there exists a constant ¢ > 0 such that, if
K < ¢, then there exist explicit computable constants C and A > 0 such that

W (g dy, hdp) < Ce MW, (godp, hodp). (1.5.6)

forany two solutions (g;) =0, (hy) t=0 With respective initial data gy, hy such that godp, hodp € P, (R2M),

2
Moreover, concerning the quadratic confining potential U (x) = %, we recover the optimal rate of

convergence
1
Wa(grdp, hydp) < V3e 2'Wa (gody, hodp). (1.5.7)

1.5.6 Hypocoercivity in Sobolev spaces for the kinetic Fokker-Planck equation (c.f.
Chapter 7)
In this part we consider the hypocoercivity for the kinetic Fokker-Planck equation on R?¢,
0 t ht + Lh[ =0

with L given by
L=-Ayh+v-V,h+v-Vih -V, V(x)-V,h.

The invariant measure is denoted by p which is
1 V-1
du(x,v) = Ee_ Y72 dxdv

where Z is the normalizing constant. We also denote Z; = [e”V®dx. We denote by L?(u) the
L2 function space with respect to the reference measure p, and by H*(u) the L2-Sobolev space of
order k for which the scalar product is defined by

Al = Y f DD Bi2dp
lal+IBI<k
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where «,  are multi-indexes of respective order |a| and |f|, and D%D?,h is given as usual by

olal+IBl g,

0x;" ---axgdavll ---avgd'

DYDP h =

Hypocoercivity for kinetic Fokker-Planck eqaution in H!(u) has been proved in H! (u) by Villani
[17] under the Poincaré inequality and the following boundedness condition

IV2V| < C(1+|VV))

for some constant C > 0. Here we extend his result to the convergence in higher order Sobolev
spaces. In order to overcome the degeneracy in the x-variable and to obtain hypocoercive esti-
mates, Villani introduced a mixed term (Vh, V, h)12(,). In our work, we adopt the same strategy:
the mixed term which proves helpful is (V’;h,V’;_lvvh)Lz(u). We shall also assume some bound-
edness conditions of the derivatives of the potential V. We denote

d
IVIV-VyglP= Y | D§Oy,V(x)dy, gl
laj=l-1 j=1

Now we state our main results.

Theorem 1.58. Assume that the measure lee_v(") dx satisfies a Poincaré inequality with constant
K. Assume furthermore that the confining potential V e C®°(R%) satisfies

flViV-valzdusM(flvyglzdwflviyglzdu)

for2 <1< k+1 and any function g € H?(u). Then there exist explicitly computable constants C and
A >0 such that

[ f ol < Ce™ 1o - f oyl

where hy = h(t,x, v) is the solution to the kinetic Fokker-Planck equation with the initial condition
ho € H ().

We remark that the set of conditions on VLV (2 < I < k+ 1) can be viewed as a set of weighted

Poincaré inequalities for which we may apply various criteria to obtain such inequalities. For
instance, they can be deduced from the inequalities for all g € H! (p)

[wiviigran=m( [ 1gtan+ [ 19.gitdn)

where IVfCVI2 =Y wlal=1 ID%V/|? can be regarded as a weight function. Moreover, the assumption is
satisfied when V2V € W (R4) (i.e. all partial derivatives of the potential V of order not smaller
than 2 is uniformly bounded in space.)
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Chapter 2

Entropic multipliers method for
Langevin diffusion and weighted log
Sobolev inequalities

This chapter is an article collaborated with Patrick Cattiaux, Arnaud Guillin, and Pierre Mon-
marché. In his work about hypocoercivity, Villani [20] considers in particular convergence to
equilibrium for the kinetic Langevin process. While his convergence results in L? are given in a
quite general setting, convergence in entropy requires some boundedness condition on the Hes-
sian of the Hamiltonian. We will show here how to get rid of this assumption in the study of the
hypocoercive entropic relaxation to equilibrium for the Langevin diffusion. Our method relies on
a generalization to entropy of the multipliers method and an adequate functional inequality. As
a byproduct, we also give tractable conditions for this functional inequality, which is a particular
instance of a weighted logarithmic Sobolev inequality, to hold.

2.1 Settings and main results.

Let U :R? — R be a smooth (C®) function such that U = 1, U(x) — +oo as | x| = +oo and f e UW gy
is finite. U will represent the confinement potential for the Hamiltonian H(x, y) = U(x) + %I yI?
defined on R?“. The associated Boltzmann-Gibbs (probability) measure is given by

1
dpu= - e @V dxdy

where Z is the normalizing constant [ e H*Ydxdy.
The Langevin dynamics associated to this measure is a flow of probability measures dy; = f;dp
for t = 0, where f; solves (at least in a weak sense) the Langevin equation

0cft =Lft,
L being given by

L = —yVi+ (VU@ -y).Vy+A,. (2.1.1)
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We are thus interested in solutions belonging to ! (W). Of course, the Hormander’s sum of squares
hypoelliptic theorem ensures that (¢, x, ) — f;(x, y) is smooth on R* ® R>?, whatever the regularity
of fy. It is then easy to see that mass and positivity are preserved so that if fydu is a probability
measure so is fydu for any ¢ = 0. We shall discuss below existence and uniqueness for (2.1.1).

The corresponding stochastic process is given by the S.D.E.

dxt = ytdt
dy; = -y dt—VU(x,)dt+v2dW,

where (W) is an usual d—dimensional Wiener process. The infinitesimal generator of the process
is thus L* = .V, — (VU(x) + y) .Vy+A,. Since all coefficients are local Lipschitz, existence and
strong uniqueness for the S.D.E. is ensured up to the explosion time T. But thanks to our assump-
tions, H(x, y) — 400 as |x| + |y| — +o0 and it is easily seen that L*H < M < +oo for some constant
M. It is then well known that T is almost surely infinite, whatever the starting point (xo, yo), i.e.
the diffusion process is conservative. According to what precedes, for any initial distribution, the
distribution p; at time ¢ > 0 of (x;, y;) admits a smooth density w.r.t. Lebesgue measure and since
M is equivalent to Lebesgue measure with a smooth density too, du; = f;du where f; is smooth
(C*) and solves (2.1.1). It is easy to see that p is the unique invariant but not reversible probability
measure for the process (steady state).

We denote by P, = e’ the semi-group on ! () with generator (L,D(L)), i.e. f; =P, fy. It is easy to
see that for any solution g; of (2.1.1) belonging to L' (n), Q. f = [ f g:du is a Markov continuous
semi-group on L*°(u) whose generator coincides with L* on the set C§° of smooth and compactly
supported functions (just using integration by parts). The uniqueness of this semi-group implies
that g; = f; i.e. the uniqueness of the solutions of (2.1.1) in ! (.

We are interested in the long time behavior of the Langevin diffusion. The usual ergodic theorem
tells us that % fot Hsds weakly converges to [ as ¢ grows to infinity. One can thus ask for the con-
vergence of f; towards 1 as ¢ goes to infinity.

This question has been investigated by many authors in recent years both in the PD.E. commu-
nity and the probability community. One of the main difference is of course the way to look at this
convergence: total variation distance, 12 (W) norm, H! (1) semi-norm, relative entropy, Wasserstein
distance. Another associated problem is to get some bounds on the rate of convergence, once con-
vergence holds true. Let’s review some results in this direction.

More or less at the same time, both probabilists and PDE specialists have considered the problem
of the speed of convergence to equilibrium. Talay [19] and Wu [22] have built Lyapunov func-
tions and using Meyn-Tweedie’s approach have established (non quantitative) exponential con-
vergence to equilibrium (see also [3] for this approach for kinetic models) under quite general
assumptions. Desvillettes and Villani [12] used an heavy Fourier machinery to established sub-
exponential entropic convergence. Then Hérau and Nier [17] have carried out the spectral anal-
ysis of this equation and thus obtained a IL? exponential decay with quite sharp constants under
general conditions. It has settled the bases for the theory of hypocercivity of Villani [20] for the .2
and the entropic convergence to equilibrium, when Hess(U) is bounded in the entropic case, see
also [13] for a version without regularity issues. Let us also mention [1] where an unified approach
dealing with various entropies (as we shall do) is performed, still for bounded Hessians for which
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explicit rates are given. Finally, and quite recently, coupling approaches, using synchronous cou-
pling or coupling by reflection (see [7] or [14; 15]) have established exponential convergence to
equilibrium in Wasserstein distance with sharp constants, once again when Hess(U) is bounded.

As we will adopt the terminology and adapt the methodology of hypocoercivity as in Villani [20],
let us describe a little bit further the formalism of this setting. Recall that the variance of a squared
integrable function g with respect to 1 is defined by

Var (g) :=fg2du—(fgdu)2=f(g—fgdu)2du

while the entropy is defined for positive functions by

Entp(f)::fflnfdp—ffdplnffdu.

The law p is said to satisfy a Poincaré inequality if there exists a positive constant Cp such that for
all smooth functions g

Var,(g) < Cp[IVglzdp.

Similarly, p satisfies a logarithmic Sobolev (or log-Sobolev in short) inequality if there exists a
constant Crg such that for all smooth functions g,

Ent,(g%) < cLsf IVg|*dy.

The natural I]-[Ih semi-norm is defined as || gIIH'lJ = IIVgII[Lﬁ . Exponential convergence of P, fp to 1
in l]-l]:1 and variance was proved by Villani [20] under two conditions:

(1-var)  |V2U|<c(1+|VU]);
(2-var) e YW dx satisfies a Poincaré inequality.

Remark that (2-var) is equivalent to the fact that p satisfies a Poincaré inequality, thanks to the
tensorization property of the latter, since the gaussian measure satisfies a Poincaré inequality.

For convergence in entropy, the assumptions made by Villani are much stronger:
(1-ent)  V2U is bounded;
(2-ent)  e"Y™ dx satisfies a log-Sobolev inequality.

Again, (2-ent) is equivalent to the fact that p satisfies a log-Sobolev inequality, thanks to a similar
argument of tensorization.

When both these assumptions are satisfied, Villani showed that, for any initial probability density
fo with finite moments of order 2, the entropy of P, fy converges to 0 exponentially fast (see Villani
[20] Theorem 39).

Our main goal in this paper is to get rid of the boundedness assumption (1-ent) for VU, replacing
it by
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Assumption 2.1. In addition to our assumptions on U, we assume that there exists nj = 0 such that
U~2"V2U is bounded.

A typical situation where Assumption 2.1 is satisfied is when both U and V?U have polynomial
growth at infinity, i.e. U(x) = ¢; (1 + |xD! and |[V2U| < ¢, (1 + | x])/ so that we may choose n = zil In
particular if j = [ -2 = 0 as it is the case for true polynomials of degree at least 2, we may choose

—1_1
n=s-7-

The counterpart is that we have to reinforce (2-ent) replacing it by the stronger
Assumption 2.2. p satisfies the following weighted log-Sobolev inequality: there exists p > 0 s.t.
for all smooth enough g with [ g?du = 1:
2 -21 2 2
Ent, (g% <p f H2V.gl +1V, g2 dp. 2.1.2)

Once both Assumptions 2.1 and 2.2 are satisfied, we can prove exponential decay in entropy for
the Langevin diffusion. Our approach is based on the multiplier method. More precisely we will
prove the following:

Theorem 2.1. Under Assumptions 2.1 and 2.2, let

A= (IH VUl +3)°,
1

K = R

16(d +1+5n2 +6n)

Then for all initial probability density f,

K
1+8Ap

t
Enty, (P f) <exp (— fo (l—e_s)zds) Ent, (f).

Section 2 is devoted to the proof of this theorem which contains Villani’s result in the case n = 0.
Actually as in [1] (also see [8] in the non degenerate case) we shall prove a more general statement
including both the variance and the entropic case. To this end introduce an admissible function
¥, that is
1

¥=>0,¥eC'and T is positive and concave, (2.1.3)

asin [1; 18]. Theorem 2.1 corresponds to
¥Y:R* >R u—ulnu+1-u,

while the I]_f1 case corresponds to W (u) = (u— 1)2. We also denote v = ¥". The general statement
is the following

Theorem 2.2. LetWV be an admissible function. Suppose that Assumption 2.1 is satisfied. If for any
bounded density of probability f, the following inequality is satisfied

f\P(f) dpsp[qf(f) (H2NVfI?+IV, f1?) dy, (2.1.4)
then ,
__ kK 52
f‘IJ(P[f)dpsexp( 1+8)\pf0 (1-e7) ds)f‘lf(f)dp. (2.1.5)
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Remark 2.3. For (2.1.4) to be satisfied it is immediate that ¥ (1) has to be equal to 0.

A natural family of admissible functions, namely ¥ pu) = uP —1-p(u—1) definedfor1 < p <2,
is introduced in [1]. Remark that, up to the constants, a Taylor expansion shows that (2.1.4) is
satisfied for ¥, as soon as it is satisfied for ¥ .

Also notice that, if 1/ is concave at infinity (i.e. outside some compact interval) one can modify
it and introduce some \y which satisfies all the required properties and coincides with ¥ outside
some larger compact interval. The corresponding ¥ will behave like ¥ at infinity, which is the
interesting property for controlling the convergence. &

The key idea for proving Theorem 2.2 is to use a twisted gradient depending on time, see lemma
2.6. An important aspect of our result is that the bounded Hessian condition in Villani’s approach
is relaxed as Assumption 2.1. In fact it was a major issue raised by Villani [20] concerning the en-
tropic convergence. Indeed, his L? multiplier method, at the basis of the entropic hypocercivity,
does not rely on a Poincaré inequality but on a Brascamp-Lieb inequality. It was thus thought that
for the multiplier method to hold for entropy, an entropic Brascamp-Lieb inequality was needed.
However Bobkov-Ledoux [6] proved that this inequality is false in general, and true in very partic-
ular setting. Our strategy is then to show that it is not an entropic Brascamp-Lieb inequality that
we need but a particular weighted logarithmic Sobolev inequality. Note also that a first attempt to
skip the boundedness assumption for the Hessian is contained in [3] Theorem 6.10, but the state-
ment therein is much weaker than the one of the present theorem and most importantly not at all
quantitative. One can also look at [1] for a quantitative result in the bounded Hessian case.

Next we shall show that, similarly to the non weighted case studied in [9] (see also [2; 10]), the
weighted log Sobolev inequality in Assumption 2.2 is equivalent to some Lyapunov type condition.
To this end we introduce the natural second order operator

- _ VvV, H
Ly:=H AL+ Ay-H 2n (zn% + VxH) Vy=-VyHV,,
which is symmetric in I]_f1 and satisfies

/angdp:—f(H_vaxf.ng+Vyf.Vyg)dp. 2.1.6)

Theorem 2.4. Recall that'U goes to infinity at infinity. Assume that|VH| = h > 0 outside some large
ball. Denote A, :={(x,y) : H(x,y) < r}, and

0(r)=s max_ | o'H
= Su
zeagr i,j=1,..2d az,-azj

Assume that 0(r) < ce®” with some positive constants Co and c for r sufficiently large. Assume that

there exists a Lyapunov function W with W (x) = w > 0 for all (x, y) and some A, b > 0 satisfying
LyW(x,y) = -AH(x,y)W(x,y) +b.
Then u verifies a weighted logarithmic Sobolev inequality (2.1.2).
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Remark that the condition 6(r) < ce®’ is trivially verified when both U and Hess(U) have a poly-
nomial growth. Also, a Lyapunov function exists if U satisfies the conditions in the following corol-
lary:

Corollary 2.5. Assume that the following conditions hold outside a compact domain:
1. A,U< KIVxUlzforsomeK €(0,1);
2. a growth condition: |V,U|?> = cU"*! for some positive constant c.

Then dp = %e‘H(x’y )dxdy satisfies a weighted logarithmic Sobolev inequality.
Moreover, if we assume that U~2"V2U is bounded, then we may apply Theorem 2.1.

The next section will present the proof of Theorem 2.2, where the entropic multipliers method is
presented. In Section 3, the treatment via Lyapunov condition of weigthed log-Sobolev inequality,
i.e. Theorem 2 and Corollary 3, is done.

The final section discusses some additional points on weighted inequalities. Indeed, the proof
of weighted Poincaré inequality used by Villani relies solely on some Poincaré inequality for each
measure and adapt the usual argument of tensorization, using heavily the orthogonality inherited
from the [Lf1 structure. However, in the entropic case, starting with a log-Sobolev for each marginal,
we are only able to recover a weaker (but interesting) inequality for the product measure.

2.2 Proofof Theorem 2.2.

This section is devoted to the proof of Theorem 2.2.

We only consider the case where f; is bounded away from zero. Indeed, if it is not the case, writing
8o = (1-9) fo+ 6 for some & > 0, then we may prove the theorem for g; = (1 - 0) f; + 8 and let 6 go
to zero to recover the result for f;.

The key point of the proofis to introduce a time and space-dependent twisted gradient. Consider
reNandfor0<is<r, x— b;(x) € R? a smooth vector field, C; = b;.V, Cf = (Cof,...,Crf), t,x —
M/,(x) a smooth function from R, x R4 to J[f 3: :n+(IR{) the set of positive semi-definite symmetric
real matrices of size r, and

F(r) = fq/(Ptf)(CPtf)TMtCPtfdp,

where AT stands for the transpose of the matrix A and vectors are seen as 1-column matrices.
The coefficients of M, are the so-called multipliers in the eponymous method introduced in [20,
Section 1.8].

The following results holds for any diffusion operator:

Lemma 2.6. LetL=L;+L,, wherelg = %(L +L*)andL, = %(L —L*) stand for the symmetric and
antisymmetric part of L in I]_ﬁ. Then

F() < fw(Ptf)(CPtf)T(ZM[[C,L]+((2L5—L)Mt+atMI)C)Ptfdp,

where [C;, L] = C;L—LC; is the (generalized) Lie bracket of C; and L and [C,L] = ([Cyp,L], ..., [Cr,L]).
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Proof. In the following we write f for P, f and M (x) = (m; ;(, x))o<;,j<r. Firstit holds

o[ [winmisciscisan] = [winoimipcire;smi o wnCisC; ) du.

This derivation is justified by the fact that fj is uniformly strictly positive and so is f;, by hypoel-
lipticity and the control of the growth of the derivative of f;, using Villani [20, Sect. A.21] or [16].
Denote as usual the Carré-du-Champ operator 2I'(g, h) = L(gh) — gLh — hLg. Next, p being in-
variant for L, and using the diffusion property, i.e. that the chain rule property L¥(f1,..., f1) =
Z‘l’lai\l’(f)Lf,- + Zi,j 0;,; Y ()T (fi, f) holds for all nice ¥ and f,

0 = fL(m,-,jw(f)Ciijf)du
- f L(mi, ;) w(NCifC)fdu+ f mi, jL(W(£ICifC;f) dp
+2f1*(mi,jy\V(f)cifcjf)dp
_ f(L—ZLS) (m,-,j)w(f)cifcjfdwfmi,jL(\V(f)Cifof)d“'

The case where M is constant (and symmetric semi-definite positive) is already treated in [18,
Lemma 8] where it is shown that

¥ mij(LWACFCi ) =0 (WNCfCif) ) = 2w(N Y mij (Cif) [L.Cj] £
i,j i,j

The proof follows by taking the integral of both sides. O

Proof of Theorem 2.2. Now consider the case of the Langevin diffusion, namely Lis given by (2.1.1).
Note that
[L,Vy]=V,+V, [L, V] = —V?U(x).Vy.

The operator L is decomposed as L = L + L, where
Ly=-y.Vy+A, Lg=-y.Vx+VU(X).Vy.

Recalling H(x, y) = U(x) + %Iylz, then L,H = 0 and more generally L,(g o H) = 0 for any smooth
g :R— R. In particular for n >0,

|2Ls = 1) (H™)]

|Ls (H)]
In(yl> = dH "+ nm+ D]yPH?|
(d+n?+2nH™,

IA

a

Let a, b,c depend on ¢ and H(x, y), and let M = (b

IZ) and C =V, so that Lemmma 2.6 reads

F(n) < —ZfW(Ptf) (VPtf)TNVPtde
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with
b—3(Ls+0)a  —avV’U+b—3(Ls+0,)b
c—3@Ls+0)b  —bVU+c-1(Ls+d))c

In the top left corner b is good news since it gives some coercivity in the x variable. Nevertheless as
soon as b # 0, bV2U in the bottom right corner is an annoying term that can only be controlled by
the entropy production if it is bounded (which is where, in the previous studies, the assumption
that V2U is bounded barged in).

Writing a(7) = (1 - e~ %), set
c=2eaqH™" b=¢e?a?H™2" a=¢e3a3H™N
for some € € (0, 1). In other words,
(VATMVS = eaH "V, fI* +eaH MV, f+eaH "W, f|?,

so that, in particular, M is positive definite. In that case we bound

\%

1 1 3
b- 5L+ d)a e2a®H 2" - 5 (d+9n? +6meda®H 3N - 5830(26_IH_3”

IV

e?a?H " (1~ (d +1+50* +6n)e),

v

1 1
—bv2U+c—5(Ls+at)c —e20?|[H2"W2U || + 2a—z(d+q2+2n)a—e‘” gH™

v

—2|H?"W2U|l o — € (d+ n?+ n),

Ib+c—aV?U—(Lg+00)bl < |e20®H 2" +2eaH "= 2e ‘e?aH 2|
+ 1e3aBH3"W2U| + (d +4n? + 4nea®H 2"
< eaH " (e?|H ?"W2Ulloo +2 +£(d + 40" +41),

which implies fore = (d + 1+ 51]2 + 6r|)_1 /4 that
1
VHINVF = Zazcsz—zfuvx fIP=AIV,fI?

with

>
Il

e2|H 2"W2U oo + 2 +e(d + 40 + 411))2 +e?|H*"WAU|l o +€(d +1° +1)

IA

(IH 22U |0 +3)° = %)\.

| =

Writing
1
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we have obtained

G' (1)

IA

f (P f) (—H‘2”|vthf| + (1 - —) V)P, f] )

T f WP f) (H 2NV P, fI*+ |V, P, fI*) du
On the one hand,
F(t) < 3€(x/q/(Ptf)(H_znlvthflz+|VyPtf|2)dp,

and on the other hand, using the inequality (2.1.4),

f Y@, fidp < p f WP, f) (H 2NV, P + 1V, f17) dy,

which implies

a’e?

_1+4)\p

G'(v

I\

G(1),

where we have used that 6ea < 1 for simplicity. Hence,

2 t
f\IJ(Ptf)dp < G(1) < G(0) exp(—1+€4)\pf0 (xz(s)ds),

and G(0) = [ W(f)dp. The proof is complete. O

2.3 Weighted Functional Inequalities with n = 0.

We turn to the study of the functional inequality (2.1.4). For simplicity we shall only consider the
cases W (u) = (u— 1)? (Variance) and ¥ (1) = ulnu—u+1 (Entropy).
Recall the definition of L;,,

) ) v, H
Lrl =H znAx-‘,-Ay—H 2n (2]’]%+VXH) .Vx—VyH.Vy,

which satisfies
—f fLyfdp = f (H 2NV f12+ 1V, f1P) dp = Eq (). (2.3.1)
Let us state our first main results

Theorem 2.7. The weighted Poincaré inequality

Vary(g) < pf (H"V,gl* +1V,gl*) d

is satisfied if and only if there exists a Lyapunov function, i.e. a smooth function W such that
W(x,y) = w >0 forall (x,y), aconstant A > 0 and a bounded open set A such that

LaW=-AW +15.
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We provide then the equivalent result for the logarithmic Sobolev inequality.

Theorem 2.8. Assume that H goes to infinity at infinity and that there exists a > 0 such that e*! €
LY ().

1. If u satisfies the weighted log-Sobolev inequality (2.1.2), then, there exists a Lyapunov func-
tion, i.e. a smooth function W such that W (x, y) = w > 0 for all (x, y), two positive constants
A and b such that

LaW<-AHW + b. (2.3.2)

2. Conversely, assume that there exists a Lyapunov function satisfying (2.3.2) and that|VH|(x, y) =
¢ >0 for|(x,y)| large enough. Define

r)= su max
zea}i’r i,j=1,..,2d 0z;0%;

and assume that 0(r) < ce®” with some positive constants Cy and c for r sufficiently large.
Then \ satisfies the weighted log-Sobolev inequality (2.1.2).

These theorems are the analogues, in the weighted situation we are looking at, of (part of) Theo-
rem 1.1 and Theorem 1.2 in [9]. Their proofs are very similar concerning the part 1) of the previous
theorem and we shall only give some details in the entropic case. Let us begin by a simple and cru-
cial Lemma, at the basis of the use of Lyapunov type condition. Note that it can also be proved via
large deviations argument.

Lemma 2.9. For every continuous function W = 1 in the domain of Ly, such that —LyW/W is u-a.e.
lower bounded, for all g in the domain of L,

LW
—nvgz dp < f (H2"V,gl* +1V,g1%) du. (2.3.3)

Proof. This follows from integration by parts and Cauchy-Schwarz inequality. Indeed,

LW

2 2 82 g2
-y &dn = fH VLW, V20 +(V, W,V 2y dp

g g
fH_Z” (—WIVXWF +2V—v<vxw, ng))

g° 2 g
= VWP + 25V, W, vyg>) d

IA

f(H—2“|vxg|2+|vyg|2) dp.

Let us now prove Theorem 2.8.
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Proof. For a given function ¢, introduce the operator Gy, via Gyh = —Lyh + ¢h. For any h in the
domain of Ly, [ hGyhdp =&, (h) + [ h? ¢ dp. Choosing ¢ = —c+1,, for some set A to be defined, in
the variance case and ¢ = p(b — H) in the entropic case, one deduces that G, is continuous for the
norms whose square are respectively &,(h) + [ h?du and E)+ [ h?dy. If a weighted Poincaré
inequality (resp. weighted log-Sobolev inequality) is satisfied, following the proof of Theorem 2.1
(resp. Proposition 3.1) in [9], we get that the form [ hG,hdy is also coercive so that the Lax-
Milgram theorem gives a solution to Gnh = 1, which furnishes the desired Lyapunov function (see
[9] for the details).

For the converse, we revisit the proof of [9] Proposition 3.5 in order to adapt it to our case. As
usual, we will rather prove the (weighted) log-Sobolevinequality in its equivalent (weighted) Super
Poincaré inequality form, i.e. there exist ¢, § > 0 such that for all smooth f and s >0,

2
ffzdpssf(H_Z“Ifo|2+IVyflz)dp+ceﬁ/S (flfldp) .

Indeed, the latter implies a defective (weighted) log-Sobolev inequality and a weighted Poincaré
inequality (choosing s such that ceP’$ = 1) and we obtain a tight (weighted) log-Sobolev inequality
by using Rothaus lemma (see [4] p.239), which states that

Ent, (f%) < Ent, (f*) +2Var,(f), (2.3.4)
where f = f—ffdp. For all this we refer to [10; 11; 21].
Recall A, = {H < r}. For r( large enough and some A’ < A we have

LyW<-AHW + b1y, ,

so that we may assume that

B )= —AHGp) + 21

— (X, ) <- V) + — .

W XY XY A

For r > ry,

ffzdu

IA

AH
2 2
d —f“d
fA,f H+fA$)\rf !
AH
2 2
d —f=d
fA,f u+fo H

1 -L,W blA
2d _f( n —rO) 2d
fA,f Wt Wt |
b 2 1 —2n 2 2
(1+)\rw)fA,f dp + )\rf(H Vi fI°+1Vy fl )dp.

It remains to control the integral in A;. It is in fact a simple consequence of Nash inequalities for
the Lebesgue measure rewritten in its Super Poincaré form (c.f. [10, Prop 3.8]): there exists ¢, such
that for all r large enough, all smooth f and s >0

IA

IA

IA

I\

2
f f?dxdy sf IV fI?dxdy + ca®4(r (1 + 5729 ([Ifldxdy)
A, Ar

IA

2
sf IV f12dxdy + cqee?@or (1 + s729) (flfldxdy) .
Ay
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Recall that H = 1. We thus have

2 lf 2
d — dxd
fA,f H ezArf xdy

2n ,r 2
re sf(H_2”|VXf|2+|Vyf|2) dp+chce2dc"r(1+s_2d)e2r(f Ifldp) .
Ar

IA

=

Letting u = se’ "' r>" and C' = Zccy, and considering integral on the whole space in the right hand
side, we have thus obtained (for r large enough)

2
fA fPdu = uf(H_Z"IfoIZHVyfIZ) dp+c’r4d“(1+u—Zd)eZ(“dCO*d”U|f|dp) :

Denoting c=1+ #, and 4 =2+ d +2dCy, we thus have, for all u > 0 and r large enough,

2
f (H2NVL f1P+1Vy f1?) du + C' (1 + w24 r2 g eber ( f Ifldu) . (23.5)

1
2d _( -
ff M= uc+)\r

Choosing rA = (uc)~! and s = 2uc, we have thus proved the existence of some ﬁii such that

2
ffzdp <s f (H2MV, f1? + 1V, f1?) du + C" ePa’s (f £l dp) :
and the proof is complete. O
Remark 2.10. For a general weighted logarithmic Sobolev inequality with the weighted energy
[ @nlVaf? 4 ol 12) i

we can introduce the symmetric generator

Vuwn w2

\%
Lwlwa = wle+ szy—wl (— +va) .Vx—wz (— +VyH).Vy.

wq wp

If a Lyapunov function (as in Theorem 2.4 but for Ly, ,,,) exists, then following the same line,
we can obtain (with the required additional assumptions on the weights) a weighted logarithmic
Sobolev inequality. &

We now proceed to the

p
Proof of Corollary 2.5. Consider a smooth function W (x, y) = eX0®+zly*

(0,1) to be determined. Then for |(x, y)| =R,

with two constants o, €

LW -21 2n 2 2
- AxU+(a al 1)|va| +B(d—(1-P)ly)
< Ppd-a(l-a—K)|V,UPH 2" -B1-p)ly?,

where we used the first condition in the assumption of the corollary.
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To bound the last term by some C — AH, we consider a € (0,1 —x),p € (0,1), and divide it into two
cases. If % > %, then

—a(l-a-K) |V,UPH ™ -1 -P)|yl* < —p(1-PH
Otherwise,we have U = % Combined with the second condition, it follows

IV U2 cusn! ¢
- <- <- H
H2n 22n1J2n 22n+l

which completes the proof of the Lyapunov condition. Since the second condition implies that U
goes to infinity at infinity and |V,U| = u = 0, we get a weighted logarithmic Sobolev inequality for
p by the previous theorem. O

The next example, which is the simple polynomial case, will show the adequacy of our conditions
on weighted log-Sobolev inequality with the Assumption 2.1.

Example 2.1. Let us consider the example where U(x) = |x|! with [ > 2 for | x| large enough, that
2

is, H(x, y) = |x|' + % Then AU = (dl+ 12 -21))|x|'2 and |V, U|? = [2|x|>!~2. The first condition

is satisfied since [ > 2, while the second condition requires

- 1 1
n=>"7
Note that [[U2"V2U | ~ |x|'7272M 50 that, to ensure that U=2"V2U is bounded, we have to choose
n= % - % With the case [ = 2 we recover Villani’s result.

Let us give another example which will show that our limit growth for the potential U is below the
exponential growth

Example 2.2. Choose now U (x) = e?*!” for a,b> 0for | x| large enough. Then A, U ~ a?b?|x|2b-1D ealx”
and |V, U|2 ~ a2b?e24~!" The first condition is thus satisfied , while the second one imposes once
again that 2n+ 1 < 2. Now, Assumption 1 imposes that 2n > 1 if b = 1, leading to an impossible
adequacy of the two sets of conditions, and to 2n = 1 if b < 1, in which case the choice of n=1/2is
admissible.

Let us end this section by a remark

Remark 2.11. For the multipliers method in the variance case, Villani does not use H™2" in the
energy to get his inequality but, as will be seen in the next section, proves a rather stronger in-
equality with weight Ux)™2(1 + | y|2)’2” in the derivative in x. The fact that he deals with the
variance helps him enough to prove such a weighted Poincaré inequality. We may also consider a
weighted logarithmic Sobolev inequality with such a weight. However, via the Lyapunov condition
approach, the condition on 1) is then too strong to match with Assumption 1. It is thus crucial to
have a weighted inequality with weight H™2" for Theorem 1. &

The next section presents an alternative approach, trying to provide an answer to the problem
alluded in the previous remark. Is it possible to provide a ‘tensorization-like" approach to pro-
vide a weighted logarithmic Sobolev inequality as in Villani’s paper, thus giving an alternative to
Lyapunov conditions?
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2.4 Some further remarks on weighted inequalities.

In this final section we shall try to understand whether it is possible to impose conditions on U
solely in order to get weighted inequalities. We shall use several times the following elementary
inequalities, true for all =0, all x and y (recall that U = 1)

-n
U "(x) (1+%|y|2) SH_“(x,y)Smin(U_”(x),(l+%|y|2) ) (2.4.1)

We shall use in the sequel the notations U™(x) = ¢; (x) and (1 + 1 |y|2)_2n = Pa(y).

2.4.1 The case of weighted Poincaré inequalities.

Assume that p satisfies a weighted Poincaré inequality. If we choose an f that only depends on
x and use that H™2(x, y) < U~2"(x) for all y, we immediately see that the first marginal of , i.e.
dp () := 7-e"Y™dx also satisfies the weighted Poincaré inequality

Vary, (f) =C f U2V f12dp; . (2.4.2)

Conversely we have,

Theorem 2.12. Write u(dx,dy) = u1(dx) ® po(dy). If p1(dx) = le e~ UM gy satisfies the weighted
Poincaré inequality (2.4.2) with constant Cy, then [ satisfies the following weighted Poincaré in-
equality

Vary (h) sc’f(H—zmvxmz+|vyh|2)dp

with

1 —2n
) whereMZ:f(1+5|y|2) Ho(dy).

, 4\ 4C;
C <=max||2+ —_—

M, ) M,

Proof. A proof is given in Villani [20] Theorem A.3. It uses extensively the spectral theory of the
sum of operators. We shall give a more pedestrian (similar) proof.

The first point is that, since we assumed that U = 1,

1 —2n
H™(x, y) = $1(x) G2 (p) := U (x) (1 +5 |y|2) ) (2.4.3)

Thus, if we decompose p(dx,dy) = pu1(dx) ® po(dy) we have

v

f H2" 1V, A2 p(dx, dy) f b1(0) B2 () IVl 1 (d) @ iz ()

\%

1 2
c—f(bz(y) (h(x,y)—fh(u,y)pl(du)) uldx,dy).
1
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Now, write

h(x,y)—fh(u,y)ul(du) (h(x,y)—fh(u,y)m(du)—fh(x, v)uz(dV)+ffhdp1duz)

+ (fh(x, v)pg(dv)—ffhdpldpg)

g1(x, )+ 8g(x)

and use )
(a+b)? = Ebz - a.

This yields, since ¢p»(y) <1,

1 1
fH‘Z“IVxhlzu(dx,dy) Z o (f¢zdpz)(fg§(x)p1(dx))— C—ffgf(x,y)pl(dx)pz(dy).
1 1

Notice that for all y,

f g% (x,y) p1(dx) = Vary, (h(-, ¥) - f h(-,v) Mz(dv)) ,

so that )
fg%(x,y) m(dx)sf(h(x,y)—fh(x, v) uz(dv)) i (dx).

We can thus integrate this inequality w.r.t. 2, use Fubini’s theorem, then for each fixed x use the
usual Poincaré inequality for the standard gaussian measure 1, and finally integrate with respect
to u;. This yields

IA

2
ffgf(x,y) p1(dx)pa(dy) ff(h(x,y)—fh(x, v) pz(dv)) u(dx,dy)

ffIVyhlz(x,y)p(dx,dy).

IA

Gathering all this we have obtained

2C 2
[gzz(x)pl(dx)S—1fH_Z“IVxhlzdp+—fIVthde. (2.4.4)
M Mo

Finally,

2
Vary(h) = f(h(x,y)—fh(x, v)ug(dv)+fh(x, v)pg(dv)—ffhdp) p(dx,dy)

IA

2
fo (h(x,y)—fh(x, v) pz(dv)) u(dx,dy)+2fg22(x)u1(dx)

fo|vyh|2(x,y)u(dx,dy)+2fg§(x)u1(dx),

IA

and the result follows from (2.4.4). O
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As a conclusion the weighted Poincaré inequality on R?? reduces to a weighted Poincaré inequal-
ity on R% (up to some constant). One should think that the previous result is a kind of weighted
tensorization property. This is not the case due to the fact that the weight in front of V, depends
on both variables x and y.

There are many ways to obtain such an inequality. Of course since it is stronger than the usual
Poincaré inequality, our result is weaker than the one of Villani (but with a simpler proof and ex-
plicit bounds for the constants), and we will only describe a typical situation where this equality
can be obtained.

As we have seen in the previous section, this weighted Poincaré inequality is equivalent to the ex-
istence of some Lyapunov function for L, ;, which is built similarly to Ly, replacing H by U. We can

also obtain a slightly different condition. Introduce the probability measure p(lb dy) = ¢>1 (y ) pi(dy)

and the p‘lb symmetric operator

2
G(lb:Ax—(1+Un)VU.V.

Assume that we can find a Lyapunov function W = 1 such that

G"’W(x)

<-aU»(x)
W)

for |x| larger than some R > 0. If /1 is compactly supported in | x| > R, we may write

h?d <—
[ ram =

according to the computations in [2] p.64. Following the method introduced in [2] we then obtain
that p, satisfies the desired weighted Poincaré inequality. According to [9] Theorem 4.4, the exis-
tence of such a Lyapunov function is linked to the fact that , satisfies some F-Sobolev inequality,
with F = ln . This is for instance the case when U(x) = 1 +|x|/*and n=1-a"!.

fwm duf = M f|Vh|2U—2“dp1

2.4.2 The case of weighted log-Sobolev inequalities.

We look now at the similar weighted logarithmic Sobolev inequality, namely,
Ent, (/%) <p f (H2V f2+ 1V, fP)dy.
As in the L2 setting, it implies a weighted log Sobolev inequality for p; on R¥ i.e.
Enty, (f4) <C f UMV, fI2dy,. (2.4.5)

Since the standard gaussian measure [, satisfies a log-Sobolev inequality too (with optimal con-
stant 2), one should expect to obtain the analogue of theorem 2.12. This is not so easy (actually
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we did not succeed in proving such a result and believe that it is wrong) and certainly explains
the limitation of Villani’s approach, since this property reduces to the well known tensorization
property of the logarithmic Sobolev inequality only in the case n = 0. The best we are able to do is
to prove that, in this situation

Theorem 2.13. Write p(dx,dy) = p1(dx) ® ua(dy). If uy(dx) = -~ e"V ¥ dx satisfies the weighted
log-Sobolev mequallly (2.4.5), then p satisfies (2.1.4) with an admlsszble function u— ¥ (u) behav-

ing like u In1+n = (u) at infinity.

Combined with theorem 2.2 which deals with a decay for more general functionals than the vari-

ance or entropy, we are thus able to prove under such conditions an exponential decay for ¥
1+4

1+4n
behaving like u In'+21 (1) at infinity.
Notice that for a bounded Hessian we recover the weighted log-Sobolev inequality, i.e. we recover
Villani’s result.

Proof. The first step of the proof is the following

Lemma2.14. Define the probability measure p;b (dy) = <bz(y

inequality.

M2 (dy). Then llz satisfies a log-Sobolev

An immediate consequence is the following inequality for u®(dx, dy) = p1(dx) ® Hy ®a ),
Entye (h?) < C f(q)l IV hl? + |V, 1% dp?, (2.4.6)
which follows from the tensorization property of the log-Sobolev inequality.

Proof of Lemma 2.14. Write

2

A simple calculation shows that

HessVa( )—(1+2—")1d— L BT
V=TT R Ariyzizz Y
where M; ;(y) = y;y;. Hence,
2n  2ndlyP

HessV: =1+
essv2(y) ( 1122 (L+(y1212)2

in the sense of quadratic forms. Hence for |y| large enough (of order cv/d), the potential V()
is uniformly convex, uniformly in y. This proves (combining Bakry-Emery criterion and Holley-

Stroock perturbation argument) the Lemma. O
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As we recalled, the weighted log-Sobolev inequality is equivalent to a (weighted) super Poincaré
inequality, for all smooth & and all s >0,

2
fhzdp¢ < sf(q)l IV hl? + |V, h1?)du® + ceﬁ’S(f|h|dp¢) . (2.4.7)
Since ¢, < 1, it follows
2 $ 2 2 2 ¢ p/ 2
fh du® < —f(H_ MV hi?+ |V, hAdp + — e s(flhldp) . (2.4.8)
M, M,
For R > 1, introduce the 1-Lipschitz function

@)= —R) 1r<r<r+1 + 1R+1<r-

One can write

fhzdp

IA

fll - hzdp+fh2cp2(|y|)dp
Y=

M f 24 ¢ f 2, 2
_ M2 R2du® + [ n2e2(ynd
bR+ 1) Jyeper ¢ HYIAR

M
@(R—il)fhzd”q) +/ h 9?1y dp.

The first term in the sum will be controlled thanks to (2.4.8). In order to control the second term,
we introduce,once again, some Lyapunov function.
Denote by G the Ornstein-Uhlenbeck operator G = Ay, — y.V,, and consider W(y) = eVPIA A simple

calculation shows that
GW - 1 2d— v
W 4 y

for |y| > v2d. Hence if R > v2d, we get for |y| > R,

(—GW) 1 (—GW) 1
1<4 <4
W ) 1y2-2d W JR2-2d

and finally

2 2 4 f(—GW) 2 2
fh - (lyDdp =< 24 W he@~(lyl)dpu. (2.4.9)

Integrating by parts, and after some easy manipulations (see [2] for the details), we will thus obtain
for well chosen constants C,C’ all s > 0 and large enough R (only depending on d),

2
fhzdps C(sR4“+R—2)f(q>1 IVh|? +1V, 15 dp® + C'R eﬁ“(fmmp) . (2.4.10)
Choosing u = ST = R™2, we obtain a super Poincaré inequality
2 2 2 1B ult ?
fh dpscuf((bllvxhl +1Vyhl )dp® + ¢ eP/H (flhldp) . (2.4.11)
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1

1+2n

which furnishes a F = In}"*"-Sobolev inequality, i.e. if [ h>du =1,

_1
fhz In;*" h*du<C f(q)l IVyhl* +1Vyh*)du®.
Notice that, since ¢, < 1, the previous inequality is stronger than
1
fhz In}”" h*du<C f(H_Z” IVihl? +1Vyh*)du. (2.4.12)

It remains to link (2.4.12) to (2.1.4). Actually, as explained in [5] section 7, one can replace In; by
smooth functions F with a similar behaviour at infinity (and satisfying F(1) = 0).
Let
o
In™ (1+u)
1+u
defined for u = e. It is easily seen that 1/ is concave at infinity. Hence as explained in Remark 2.3,

v(u) =

1+4
we may modify y and consider some admissible W such that ¥ (u) behaves like (1 + u) Intn (1+uw

2
at infinity. If we define h? = f lnﬁ (1+ 1), we get from (2.4.12) that p satisfies (2.1.4) with this ¥
and some p, completing the proof. O

For a discussion about the connections between F-Sobolev inequalities and the ¥ entropic in-
equalities one can look at [8] subsection 3.2.
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Chapter 3

Uniform Poincaré and logarithmic
Sobolev inequalities for mean field
particles systems

This chapter is an article collaborated with Arnaud Guillin, Wei Liu and Liming Wu. In this paper
we establish some explicit and sharp estimates of the spectral gap and the log-Sobolev constant
for mean field particles system, uniform in the number of particles, when the confinement po-
tential have many local minimums. Our uniform log-Sobolev inequality, based on Zegarlinski’s
theorem for Gibbs measures, allows us to obtain the exponential convergence in entropy of the
McKean-Vlasov equation with an explicit rate constant, generalizing the result of [10] by means of
the displacement convexity approach, or [20; 21] by Bakry-Emery technique or the recent [9] by
dissipation of the Wasserstein distance.

3.1 Introduction

Functional inequalities such as Poincaré or logarithmic Sobolev inequalities have nowadays an
important impact on various fields of mathematics (probability, PDE, statistics,...) due to their
various properties such as convergence to equilibrium (in L? or in entropy) or concentration of
measure (exponential or gaussian). We refer to the beautiful book [3] for an introduction (and
more) to the subject as well as bibliographical references. Let us introduce these two inequalities.
Let pu be a probability measure on R?, we say that the probability measure p satisfies a Poincaré
(or equivalently spectral gap) inequality with (optimal) constant A, if for all smooth functions f
we have

(PI) Ay Var, () < f IVfIdy, 3.1.1)

where Var, (f) := [ f 2du—([fd p)z denotes the variance of f with respect to (w.r.t in short) p and
a logarithmic Sobolev inequality with (optimal) constant p,, if for all smooth functions f we have

(LSI) ppEntp(fz)=fleogfzdp—ffzdplogffzdpstVflzdp, 3.1.2)

73



CHAPTER 3. UNIFORM POINCARE AND LOGARITHMIC SOBOLEV INEQUALITIES

where Entu(fz) := [ f?log(f?/ [ f2dp)dp denotes the entropy of f2 w.r.t. p. A famous condi-
tion to verify those inequalities is the Bakry-Emery I'» condition, i.e. Hess V = kId > 0 whenever
du = e~Vdx in which case PwAp =K.

One crucial property of these two inequalities is the tensorization, i.e. if p satisfies a Poincaré or
a logarithmic Sobolev inequality then p®N satisfies the same inequality with the same constant
(and thus independent of N) leading for example to (non asymptotic) gaussian deviation inequal-
ities refining central limit inequalities or convergence to equilibrium independent of the number
of particles. However interesting physical systems are far from being independent, so that there
exists a huge literature devoted to the obtention of functional inequalities such as Poincaré or
logarithmic Sobolev inequalities, in particular to assess convergence to equilibrium, in various
dependent settings such as (discrete or continuous) spin systems [4; 7; 8; 19; 23-25; 30-33] (see
also [18] for a survey) or mean field models [11; 15; 16; 20; 21] with a particular emphasis on the
dependence on the number of spins or particles.

We will focus our attention on mean field particles system. To this end, consider the N(= 2) inter-
acting particles system of mean-field type :

dx (1) = v2dB;(t) - VXN (0)dt - ﬁ Y VL WY (0, X ydt, i=1,--- N (3.1.3)
S

where the confinement potential V is a function on R? of class C? and the interaction potential W
is a function on R? x R of class C?,and B;(1 <i <N) are independent standard Brownian motions
on R?. Its infinitesimal generator £™ is given by

n

g(N)f(xly"' )xN) = Zgl'(N)f(xly"' )xN)
i=1
LN fl, - xN) = A f e, X0 = ViVx) - Vi f (1,0, ) (3.14)
1

TN-1 Z(VxW)(xi,x,-)-vif(xl,...,xN)

J#i

for any smooth function f on (R%)N, where V; denotes the gradient with respect to x;, A; the
Laplacian w.r.t. x;, and x- y = (x, y) denotes the Euclidean inner product.

The unique invariant probability measure of (3.1.3) is

1
du™ (xp, -+, x8) = ——exp{~Hx (0} dox; -+ daoy (3.1.5)
N
where
N 1
HN(xl,---,xN):=ZV(xi)+N . Y Wixi,x))
i=1 T L l=i<jsN

is the Hamiltonian, Zy is the normalization constant called partition function in statistical me-
chanics, which is assumed to be finite throughout the paper. Without interaction (i.e. W =0 or
constant), uN) = a®N (i.e. the particles are independent), where

1
da(x) = Ee_V(X)dx, C =fe_V(X)dx.
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Our first major goal is to get uniform (in the number of particles N) Poincaré or logarithmic
Sobolev inequalities for the measure p™ under tractable conditions. Malrieu [20] used Bakry-
Emery’s I' technique to establish a logarithmic Sobolev inequality for the mean field case thus
requiring uniform convexity assumption for V.and W. Recent techniques such as Lyapunov con-
ditions (see [1; 2] for example) are usually unefficient to get adimensional results. For each of
these inequalities we require a uniform bound for the spectral gap or the logarithmic Sobolev
constants of the one particle conditional distribution. To bypass the perturbation techniques, our
main assumptions for Poincaré inequality will be of two sorts: for the confinement potential we
will need some linear growth at infinity as well as a lipschitzian spectral gap property (see Section
2 for details) which will be sufficient to get a Poincaré inequality for the one particle conditional
distribution, and for the interaction potential a lower bound on the "extra diagonal" hessian of W,
leading to new and sharp results. A particular emphasis will be made on Curie-Weiss model and
on interaction potential of the form W(x, y) = Wy(x — y). The proof will consider refinements of
the ideas of Ledoux [19]. For the logarithmic Sobolev inequality we will consider a translation of
Zegarlinski’s condition (see [32]) for mean field model which relies on the smallness of the product
of the Lipschitzian spectral gap and of the infinite norm of the Hessian of the interaction potential.
One of our interest to consider logarithmic Sobolev inequality for mean field particles system is
to get an (generalized) entropic decay for the limit nonlinear SDE of McKean-Vlasov type. Indeed,
consider the nonlinear McKean-Vlasov equation with an internal potential V : R — R and an in-
teraction potential W : R? x R? — R (between two particles) so that W (x, y) = W(y, x):

0V =AV+V-(VviVV)+ V- (v, VIW® vy)) (3.1.6)

where (v{)s>0 is a flow of probability measures on R? with v given, V is the gradient, V- is the
divergence, and

(W@ v)(x) = f W ydvp. (3.1.7)
R
It corresponds to the self-interacting diffusion
dX;=V2dB;, - VVX)dt-VW® v,X)dt

where v, is the law of X;. It can be seen through the propagation of chaos phenomenon (see [26]
for example) that the law of Xll\](t) converges to the one of X; as the number of particles N tends to
infinity(for each ¢ > 0) . Via the logarithmic Sobolev inequality for the mean field particles system
and a quite technical passage to the limit, we will be able to prove entropic convergence to equi-
librium for the non linear McKean-Vlasov SDE generalizing results of [9; 10].

Let us finish this introduction by the plan of the paper. In the next section, we will present our
set of assumptions and the main results of the paper concerning uniform Poincaré or logarith-
mic Sobolev inequality of mean field particles system as well as exponential convergence to equi-
librium for McKean-Vlasov SDE. Section 3 presents the Lipschitzian spectral gap for conditional
distribution needed in the proof of the uniform Poincaré inequality detailed in Section 4. The
translation of Zegarlinski’s condition and thus the proof of uniform logarithmic Sobolev inequal-
ity are the core of Section 5. The exponential convergence to equilibrium of McKean-Vlasov SDE
is finally detailed in the last Section 6.
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3.2 Main results

3.2.1 Framework and main assumptions.

Throughout the paper we work in the following framework.

(H1) The confinement potential V: RY — R is C?-smooth, its Hessian V2V = (3,8, V) 1<k 1< of V
is bounded from below and there are two positive constants cy, ¢; such that

x-VV®) = c1]x? - ¢, xeRY. (3.2.1)

(H2) The pairwise interaction potential W : RY x R? — R is C2-smooth such that its Hessian VZW
is bounded and

ff exp (- [V(x) +V(y) + A\W(x, )]) dxdy < +oo, YA > 0.

(H3) (Lipschitzian spectral gap condition for one particle) The following Lipschitzian constant
(for the marginal conditional distribution of one particle) is finite

1 [ 1
CLip,m = Zf() exp{z—lfo bo(u)du}sds < 400 (3.2.2)
where by (r) is the dissipativity rate of the drift of one particle in the system (3.1.3) at distance
r>0:
x f—
bo(r) = sup —(—y, (VV(x) = VV(y) + (VxW(x, 2) - VW (y, 2))). 3.2.3)

x,5,2€R%:|x—yl=r lx =yl

This last condition is of course reminiscent of the work of Eberle [15; 16] without the interaction
potential for convergence to equilibrium in L!-Wasserstein distance. However in their work the
interaction potential is seen only as a perturbation.

3.2.2 Uniform Poincaré inequality for mean-field p™

In the sequel we shall use the notation V%, , H for a C*-function H on (R)", defined by
2 2
Vi Hi= 0%, 0, i<k i<a-

where x; = (xj1, X2, , Xiq) € R%. Let

nf inf Aj(y;) (3.2.4)

Mm=1
M N=21<i=N

where A (;) is the spectral gap of the conditional distribution p; = p;(dx; Ixf ) of x; knowing Xl =
(xj) j#i, i.e. the best constant such that the following Poincaré inequality

A1 (pg)Vary, (f) SfRdlvifldei, VfGC%,([R?d)
holds.

76



CHAPTER 3. UNIFORM POINCARE AND LOGARITHMIC SOBOLEV INEQUALITIES

Theorem 3.1. In the framework described above, we have always

1
A= . (3.2.5)
CLip,m
Assume that there is some constant h > —\1 , such that for any (x1,---,xN) € RHN,
1 2
5 (Lizj Vi yWxi, xj)1<i, j<N = hlan (3.2.6)

N-1

in the order of definite nonnegativity for symmetric matrices, wherel,, is the identity matrix of size
n. Then pN satisfies the following Poincaré inequality

(A + h) Var, o (f) < f( . IVf2ap®™, fec) ®™) 3.2.7)

or equivalently the spectral gap A1 (u1™N) of 2N on L2(u™), defined as the infimum of those spec-
tral points A > 0 of Z™ on 12 (YY), verifies

MEN)y =+ b= +h. (3.2.8)

CLip,m

Its proof will be given in §3.

The uniform Poincaré inequality in Theorem 3.1 gives us the following explicit correlation inequal-
ity. For any C'-function f on R¢, denote | f IIiip by its Lipschitzian norm w.r.t. the Euclidean metric

on R4,

Corollary 3.2. Under the conditions of Theorem 3.1, for any two bounded Lipschitzian functions
f,gonR% andi# j

CLip,m
(1+ cLipmh)(N—1)

Covym (f(x1), 8x) < (112, + g125,) (3.2.9)

where Cov,m (-, ) denotes the covariance of two functions under the probability measure u™ . Roughly
speaking, two particles x; and xj become asymptotically independent at the rate 1/N.

Proof. The Lh.s of (3.2.9) does not depend on (i, j). Applying the Poincaré inequality to F :=
ﬁzil f(x;), we have

Var,m (F) = Var,w (fx1)+(N- DCov,m (f (x1), f(x2))

1 1
<—— | \VFPAuW <« —— 2.
A (u) fl Fdu Aq (uN) ”f”Llp

then by (3.2.8)
CLip,m

(1+ cLipm) (N —

Covym (f (1), f(x2)) < 5 1F1E5p- (3.2.10)
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Note that Varu(w (F) = 0, then by Poincaré inequality again, it holds

A

1
~(N=DCovum (fa), f2) = Vare (F0a)) < 53— 5 f IV f ) Pdp™

CLip,m 2
™
1+ CLip,m h

Combined with the previous inequality (3.2.10), we obtain

CLip,m
1+ CLip,mh)(N -1

|Covyum (f (x1), f (x2))] < 1 M- (3.2.11)

Now
1
Cov,m (f(x1), g(x2)) = 1 Covym ((f + 8)(x1), (f + 8)(x2)) — Covyon (f — ) (x1), (f — &) (x2))

CLip,m 2 2
= 4(1+ cripmM(N—1) (||f+g”Lip +1If gllup)

- CLip,m
B (1 + CLip,mh) (N - 1)

(1712 + 1812,

the desired (3.2.9). O

Remark 3.3. The Poincaré inequality (3.2.7) is sharp. In fact, let d =1, V(x) = X212, W(x, y) =
Bxy. In that case by(r) = —r (such W does not change by), 1/cLip,m =1 = A1,,. Note that Ag :=

p

min {1 +p, 1- N_1 } is the smallest eigenvalue of the symmetric matrix

1 1
m(ﬁﬂi;ﬁj) +In= m(ﬁﬂi;ﬁj) + A1 mlN.

Our condition (3.2.6) for the Poincaré inequality becomes

)\0>0.

This is necessary even for well defining p™. And our estimate (3.2.8) says that A1 (u™) = Aq. As
the matrix ﬁ (B1;%;) + I is exactly the inverse of the covariance matrix of the centered gaussian
distribution p™, its spectral gap is exactly A, showing so the sharpness of this theorem.

Remark 3.4. Here we give an explicit estimate of cL;p, » under the following assumptions. Assume
there are some constants cy, c1, cw, ¢2 € R and R = 0 such that

(VW (x) = VV (), x =y = ovlx = yI* = c11x = Y11y <Ry 3.2.12)

(V2W(x,2) = ViW(y, 2), x = ) = cwlx = yI* = colx = yIL{jx—yi<ri; (3.2.13)

forall x,y e R4, and ¢y + cw > 0, then we have for any r > 0,

x_
bo(r) = sup ( Y
|x—yl=r,z |x -yl

—(ev+ew)r+(c1+c2)1r<p

, —[(VV(X) =VV(y) + (VW (x, 2) =V, W(y, 2))])

IA
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which implies that

I\

1 [ 1 (s
CLip,m Zf() eXp{ZfO [—(0v+cw)u+(61+Cz)1l[o,R1(u)]du}sds

IA

foo { 1( W)+ 2o+ )R]}d
- eXx] _— S —(C C sas
1) P 80\/ cw 41 2

1 1
= exp|—(c1 +c2)R].
oy 1 Cw P(4(1 2))

Example 3.1. (Curie-Weiss model) Let . This model is ferromagnetic or anti-ferromagnetic ac-
cordingto K> 0 or K< 0.

For this example, we find by elementary analysis

bo(r) =-2V'(r/2) = -2p(r3/18-r/2), r > 0.

1 [o© ﬁ s r3
CLipm = Zf() exp{zfo(r—z)dr}sds

1 [o° p s> st
= - P2yl
4/(; exp{4(2 16)}8 S

0 2 T
_ eﬁ/4f o B2 g, < £e[5/4
0

then

Let A(B) = ——. By Theorem 3.1, if there exists & > —A(p) such that

CLip,m '

K
—%(ﬂi;ﬁj)thN

then A; (™) = ki + A(B). Note that (1;;) has two eigenvalues, N -1 and —1. Hence

BK PKIn,  ifK <0,

(1) =< N-
N-1 H {—ﬁKIN, ifK>0

so taking

. K, ifK <0,
~|-pK, ifK>0

we get by Theorem 3.1,

%e‘5/4+ K, ifK<0,

A () = (3.2.14)

%e‘ﬁ/‘l -BK, ifK>o0.

(It holds automatically if the right hand side above is < 0.)

In particular in the anti-ferromagnetic case (i.e. K < 0), for any € > 0 small enough, Al(p(N)) >
n12p1/2¢B/4 _¢ > 0 when the number N of particles is big enough : the mean field should have
no phase transition.
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Corollary 3.5. Assume thatW(x,y) = Wy(x — y) where Wy : RY — R is C2, even. If

(1) VV is dissipative at infinity in the sense of (3.2.12), and

(2) The Hessian matrix HessWy of Wy is bounded from below and from above :

cwlg < HessWy < Cwly (3.2.15)
and
cw +cy > 0.
Then for allN = 2,
ANy =y, - N 10\7V—CW (3.2.16)

where c,, stands for the negative part of cw.

Remark 3.6. Let us see what the Bakry-Emery I';-criterion yields. If V2Wy = cwly and V2V = cyly,
by following the proof of the corollary above, we have V2H = (cy — % cy)lan. Thus by the Bakry-
Emery I'p-criterion,

N _
M ™)z ps (™) = ov - —ay
where prs (V) is the log-Sobolev constant, given in the next subsection.

Remark 3.7. We notice that if V is super-convex at infinity (i.e. the minimal eigenvalue of V2V (x)
tends to +oco when |x| — o0), then ¢y can be taken arbitrarily large, so the condition cyw + cy > 0
is always satisfied. In particular, if Wy(x) = %lez with cyw < 0 (then concave and Cy = cw), the
uniform Poincaré inequality will hold for all big N by (3.2.16) since, in this case,
)\l,m - %C\/_\/ -Cw = Al,m + ﬁcw

This phenomenon, apparently strange, can be intuitively explained as follows. The confinement
potential, being super-convex, pushes strongly all particles towards some bounded domain ; and
the interaction potential Wy, being concave, pushes every particle far away from others. This
creates an equilibrium : the meaning of our spectral gap estimate (3.2.16) for the concave potential
Wo.

We now present an example for which some much better estimates (than those in Corollary 3.5)
can be obtained.

Example 3.2. Let W(x, y) = Wy(x — y) where
Wo(x) = f eV TED dy(y) + S xf?
R4 2

where v is some bounded symmetric (i.e. v(-A) = v(A) for any Borel subset A of R?) positive
measure on R? with finite second moment. Let 'y, = ( S Yky1dV(¥)1<k,1<a be the covariance matrix
of v, and Apax(T'y) (resp. Amin(I'v)) its maximal (resp. minimal) eigenvalue.

In §4, we will show the following result :
1
™)y = Ay, + 7 (Min{e, =N =1} = Amax(TV)) . (3.2.17)

In particular, if ¢ < 0, this implies that the spectral gap of u™¥) is always uniformly lower bounded.
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3.2.3 Uniform log-Sobolev inequality for the mean field ™

Recall that for some nonnegative function f € LlogL(p), its entropy w.r.t. the probability measure
M is defined by

Enty(f)i= [ flog fdu-u(flogu(f), u(f)i= [ fdu.

Theorem 3.8. Assume that

(1) for some best constant prsm > 0, the conditional marginal distributions \; := pi(dxile ) on
R satisfy the log-Sobolev inequality :

pLs,m Enty, (f2) stlVflzdpi, feCy®RY (3.2.18)

foralli and xt ;
(2) (atranslation of Zegarlinski’s condition)

Yo=CLipm sup IV ,W(x,yzl <1 (3.2.19)

x,yeR4 | z|=1
then p™N satisfies

prsm(1 - Yo Eno (F) =2 [ 1972y, £ e CL®N®)

i.e. the log-Sobolev constant of u™ verifies
prs(U™) = prs m(1 - y0). (3.2.20)

Remark 3.9. In this remark we present one approach to establish the first assumption. Suppose
that V is super-convex in the sense that for any K > 0 there exists R > 0 such that

V2V (x) =Kl for |x| =R,
and suppose that
V2W(x,y) = —Koly, forall x, y,

then V can be decomposed as the sum of a uniform convex function V. and a bounded function
V), such that
V2V, = (K; +Ko)ly

for some constant K; > 0. Therefore, thanks to Bakry-Emery criterion, the probability measure
1 1
zexp|-Velx) - —— Y. W(x;,x;) | dx;
Z N-1 .5,
B E
satisfies a log Sobolev inequality with constant K;. By the bounded perturbation theorem, the
conditional measures y; = p;(-|x'),i = 1,---,N, satisfy a log Sobolev inequality with a uniform

constant
prs,m = Kj exp(—(supVy, —infVy))

which does not depend on i, x, N.
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Example 3.3. Let us go back to the Curie-Weiss example in dimension 1: d =1, V(x) = [B(x4/ 4 —
x%/2), W(x,y) = —pKxy where p > 0. As given before we have

T
/4
CLip,m < 1 / Eeﬁ .

Yo < CLipmll VA Wil < /7?4 K]

which will be smaller than 1 if § or K is sufficiently small.

So that

3.2.4 Exponential convergence of McKean-Vlasov equation in entropy and in the Wasser-
stein metric W,

We present now an application of the uniform log-Sobolev inequality in Theorem 3.8 to the non-
linear McKean-Vlasov equation.

Recall at first the relative entropy of a probability measure v w.r.t. the given probability measure p
on R%:

Jflogfdu=Enty(f), if vy, fi= 4

(3.2.21)
+00, otherwise.

Hv|p := {
The LP-Wasserstein distance Wp, (v, ) is defined by

W, (u,v) = inf (EX-Y[P)"”

inf
X,Y)

where the infimum is taken over all couples (X, Y) of random variables defined on some probability
space, such that the laws of X,Y are respectively |, v (a such couple as well as their joint law is
called a coupling of (i, v). Recall that the space Mf (R%) of probability measures with finite p-
moment, equipped with LP-Wasserstein distance W),, is complete and separable (Villani [27]).

The Fisher-Donsker-Varadhan’s information of v w.r.t. u is defined by

SIV/flPdy, ifv< Pr\/f::\/g_:lEHh
+o0

, otherwise.

I(vip) := { (3.2.22)

where H:l is the domain of the Dirichlet form &,[g] = [ IVgl?du (well defined if u has C!-density
w.r.t. dx). Recall that the log-Sobolev inequality for u™ can be rewritten in
prsHVIp™) < 21(v|p™), v e My (RHN). (3.2.23)

What replaces the role of the relative entropy in linear interacting particle system for the nonlinear
McKean-Vlasov equation is the free energy of a probability measure v on R%:

H(vlo) + 3 [f W(x, p)dv(x)dv(y), ifH(v|a) <+oo

, (3.2.24)
+00 otherwise

Ef(v) ::{
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or more precisely the corresponding mean-field entropy

Hw(V):=Ef(v)— inf Ef(V). (3.2.25)
veM; (RY)

And the substituter of the Fisher-Donsker-Varadhan information is: if v = f(x)dx, [ |x|>dv(x) <

+ooand Vf €L} (RY) in the distribution sense,

1 [|Vf(x) 2
w(v):= 7 f ‘W+VV(x)+(VxW®V)(x) dv(x), (3.2.26)

and +oo otherwise. Those two objects appeared both in Carrillo-McCann-Villani [10]. The fol-
lowing result generalizes the main result of [10] from the convex framework to the more general
non-convex case.

Theorem 3.10. Assume the uniform marginal log-Sobolev inequality, i.e. (3.2.18) with p1s,m >0,
and the uniqueness condition of Zegarlinski (3.2.19). Then

(1) There exists a unique minimizer Voo of Hw over My (RY) ;
(2) The following (nonlinear) log-Sobolev inequality

pLsHw (v) < 2Ly (v), v e My (RY) (3.2.27)

holds, where
ps := limsupprs (™) = prs,m(1 - Y0)*.
N—oo

(3) The following Talagrand’s transportation inequality holds

PLsW2(V, Voo) < 2Hw (V), v € M (RY). (3.2.28)

(4) For the solution v; of the McKean-Vlasov equation with the given initial distribution vy of
finite second moment,
Hw (v;) < e”"P13/2Hy (vg), £=0 (3.2.29)

and in particular

2
W2(Vy, Veo) < p—e‘f'PLS’ZHW(vo), t=0. (3.2.30)
LS

Remark 3.11. In the work by Carrillo-McCann-Villani [10], presuming the presence of confining
potential, such results were obtained in the case where W(x, y) = Wy(x — y) and

(@) either V2V > ||(V2W) ||~ (in particular, V is uniformly strictly convex);

(b) or W is strictly convex at infinity, and both V and W are strictly convex (possibly degenerate
at the origin).
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In particular, V was required to be convex in both situations. If we consider the case in dimen-
sion one, V(x) = p(x*/4 — x?/2) and Wy (x) = —pKx?/2 with K = 0. Then by analogous calculations
than for the Curie-Weiss model, we have cp;p m < JT/[_’)eﬁ(lJ“K)Z/4 so that yp < \/Tr_ﬁKeﬁ(1+K)2/4 and
thus the conditions (3.2.18), (3.2.19) are verified for § or K small enough for example, cases not
covered in [10]. Our conditions are quite comparable with the results obtained in [16] but they
only consider convergence in L!-Wasserstein distance. Remark also that the conditions are com-
parable to the assumptions made in [14] to get an uniform in time propagation of chaos (but in
L!-Wasserstein distance) which explains why we may pass to the limit in the number of particles.

3.3 Lipschitzian spectral gap for conditional distribution

Notice that the conditional distribution p;(dx;) := p;(dx;|x;, j # i) of x; knowing xi= (xj)jzi of
our mean field measure ™) defined in (3.1.5) is given by

1 1
dp;(x;) = 7, &P { Vo) -5 j:%iw(xi, xj) } dx;

whereZ; =7 i(xi) is the normalization factor. Let

H;(x;) :=V(x;) + ! : Y W(xi, x;)

T j#i

be the potentiel associated with ;. The generator ffl.(N) =A;—V;H;-V; givenin (3.1.4), with (x;) j#;
fixed, is symmetric w.r.t. ;. By the definition (3.2.3) of by(r), forall x, y € (RHN,

(LT 9 H (0 - ViH ()
|x;i — yil
1 Xi—Yi
=N 1 §-<|x~ _y.|,—[(vwxi) + Ve W(x;, X)) = (VV () + VoW (i, x)1)
J#I L 1
< bo(lx; —yil)

where xi € RN is given by (xf'Yi)j =Xxj,j#1, (xf'yi)i = y;. So we have the following result (due
to the third named author [28]), which is the starting point of our investigation.

Lemma 3.12. Assume (3.2.2). Then the Poisson operator (- %;)~" on the Banach space CLipyo([R?d)
of Lipschitzian continuous functions f on RY with ui(f) = 0, equipped with the norm || f|Lip, is
bounded and its norm

(=) lLip < cLip,m (3.3.1)

where cLip,m s given in (3.2.2). In particular the spectral gap A1 (;) of £; on L?(y;) satisfies

Ar(pg) = (3.3.2)

CLip,m

For the completeness and the convenience of the reader, a sketch of proofis given in the appendix.
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3.4 Uniform Poincaré inequality : proof of Theorem 3.1

Let V € C?(R%) be the confinement potential, U a C2-potential of interaction on (R%)N and let
H(xy,- -, xn) = Zli\I:lV(xi) + U(xy,--+, xn) be the Hamiltonian. Now consider the probability mea-
sure

dp:= %e_del---de

where Z = [ e Hdx is the normahzatlon constant (called often partition functzon) assumed to be
finite. We denote by p; = p(dx;|x* ) the conditional distribution of x; given x* under p, where

= (X1, Xi—1, Xi41,° " » XN)-

It is given by

1 A
Wi (dx;) = Z—e_U(x)_V(xi)dxi, Z;=7Z;(x" ::f “U@-V@) qx; < +oo(assumed).

1

We shall describe below conditions on the Hamiltonian H such that p satisfies a Poincaré inequal-
ity, namely for some positive constant p,

pffzdu < f IV fI2dp
for every smooth function f € CZ((IR”I)N). The largest p is called the spectral gap of |1, denoted as
A ().
Proposition 3.13. Assume thatZ = f(Rd)N e Hdx< +oo,Z,~(xf) < +oo foralli, Xt If
(1) the marginal conditional distributions \; satisfy the uniform Poincaré inequality, i.e.

A= inf A1(yy) >0, 3.4.1)

1<i<N,x!€(R4)N-1

(2) for some constant h e R,
(12 jvihin) > hlgn, (3.4.2)

in the sense of nonnegative definiteness of symmetric matrices;

then
AW = h+ Ay .

This result is essentially due to Ledoux [19]. Indeed, in the case of d = 1, if Hess (U) = Aly and
9;;U(x) <A for all i and x’, then for every v = (vy,V2,-*+,UN) € RN,

Y v:0;;Uv; = (Hess (U)v, ) - Zu§a§ZU>()\ Nlvf?
i#j

i.e. the assumption (3.4.2) holds with & = A — A. This proposition gives A; () = ALm+A — A, which
is the original result of Ledoux [19].
For the convenience of the reader, we reproduce the beautiful proof of Ledoux [19, Prop. 3.1].
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Proof. Of course we may and will assume that Ay ,, + h > 0. Let £ = A— VH -V be the symmetric
generator associated with the probability measure p. By the dual description of Poincaré inequal-
ity [3, Prop. 4.8.3], the conclusion above is equivalent to

[ezpirauzumem 1952,
Thanks to the Bakry-Emery’s formulae [T>(f)du = [(£ f)?>du and

T2(f) = IV fli3g + (VPHV £,V f)

where ||Al|gs := (Zi,j la; 12)1/2 is the Hilbert-Schmidt norm of a matrix A = (aij), we have

f (L f)2dp f (IV2fIg + (V2HV £,V ) dp

f (||V2f||2Hs+Z(HBSS(V)(xi)inf»inf>+<HeSS(U)Vf,Vf> dp
i=1

\%

Y f fR IVE, flls + ((Hess (V) (xi) + V3, U)Vo, f, Vi, ) dptidps

1<i<N

+ Z<vii,Xijxif’vxjf>d|“l
i£j

Applying the above characterization of the Poincaré inequality but to the conditional measures
Mi, we have

f [11V3, flIfs + ((Hess (V) (x;) + V&, , UV, £, Ve, )] dpti = Aim f Vs, f1Pdp;
for any i and any given xi. Moreover by the assumption (3.4.2),

Z<viinvaif’vxjf>du = h’\/‘lv.flzd‘}‘l
i#j

This, combined with the previous inequality, yields the desired inequality

f (LR = A+ ) f IV f12dp.

We come back to the mean-field setting.

Proof of Theorem 3.1. We shall apply Proposition 3.13 to p = u™. With the notations above, the
interaction potential U is then given by

1 1N
U =—— )Y W,x)=2) Ui(x) (3.4.3)
N-1 1<i<j<N 2 i=1
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where U;(x) = ﬁzj:#,-W(xi,xj). Fori #j,

x,,x]U_ (V W)(xi,xj)

therefore the assumption (3.2.6) implies the condition (3.4.2) with constant & in Proposition 3.13.
On the other hand, since pi(dxilxi) = e~ VED+Ui g x. /7. (x%) and

Xi—Yi

oy Vo VG + Vi) = Vi V) + U (M) < by(lx; — yi)

—

as noted in §3, thanks to the assumption (3.2.2), Lemma 3.12 yields A1 (1) = 1/ cLip,m-
Hence we can apply Proposition 3.13 to the invariant measure u™, and obtain (3.2.8). O

Proof of Corollary 3.5. In this particular context W(x, y) = Wy(x — y), for U (x) given by (3.4.3),

Ux) = —Z(VZW)(x —-xj); V U——L(V2W)(x-—x-)fori¢'
x,x, N — = 0 i i) x,xj - N-1 0 i J J

Le. V2U = -5 (A;j) where A;; = (V*Wp)(x; — x;) for i # j and Aj; = =¥ ;21 Aij. As A;j is sym-
metric and A;; = Aj;, we have for any u = (uy,---, un) in (RHN,

_Z<ul»Al]u]>—Z< ui,Ajj(uj— u)>_z<u])A1](u] ui))

z;ﬁ] i#j
== Z((u, ui), Ajj(uj—u;))
z;é]
2 _ . . . -
% Z luj —uil” = cw )_(uj, uj — u;) (by the previous equality with A;; =1)
i#] ij

= cwN (Jul® = Nlal*) = ewN|u - al*

- cwNlul?, ifcw <0.
) if cw >0

Therefore V2U = — ¢y 52y 1an- Obviously V2 U < Cwlg. Then

_ N
(1#,~v§hij) =VU - (1;=jV5 U) = - (CWN —+ cw) Iun

It remains to apply Proposition 3.13 to get the desired spectral gap estimate (3.2.16).

Proofof (3.2.17) in Example 2. Notice that
(ﬂi;éjvi,»,xjw(xi»xj)) = (1i¢j[_cld+[e—ﬁ(xi—xj).ynydv(y)])

fe—\/jl(xi_xf)'ynydV(y)) —(]li:jfnydV(y))

=>cPg—c(N- ].)PHJ_ - Amax(rv)IdN

= —C(]l#jld) +
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where the second expression in the second line is a positive-definite matrix since it holds for all
= (u, g, un) € RHN that

<u(fe_\/jl(JCi_xj)~nyde(y))i,j,u> =Zf(ui,y)(y, uj>e_\/jl(Xi_xj)~ydv(y)
ij
=f|Z<ui,y>e_x’”y|2dV(y)20;

and Py, Py are respectively the orthogonal projection from (R?)N to H and to its orthogonal com-
plement H*,

1 N
H:{x:(xl,"',xN);J_CZ:—inZO},
N3
H' ={x=(x1,--,xN) € ([Rd)N;xl =Xy == xN}.
Thus we obtain from Theorem 3.1

M @™y = A+ ﬁ (min{c, —¢(N = D} = Amax(I'v))

which is the desired inequality (3.2.17). O

3.5 Uniform log-Sobolev inequality

Inspired by Dobrushin’s uniqueness condition for the Gibbs measures, Zegarlinski [32, Theo-
rem 0.1] proved a criterion about the logarithmic Sobolev inequality for the Gibbs measure p =
e Hdx/Z on RN in terms of the conditional marginal distributions p; = pu(dx; |x).

Let us introduce at first Zegarlinski’s dependence coefficient cl.Zj of yj upon x; : this is the best
nonnegative constant such that

Vi DM = (g UV P2 + e (w9 12D (3.5.1)

for all smooth strictly positive functions f(xy,- -+, xn). Obviously cl.Zl. =0. The matrix ¢ := (cl.Zj) 1<i,j<N
will be called Zegarlinski’s matrix of interdependence in the sequel.

Theorem 3.14. (Zegarlinski [32, Theorem 0.1]) If
(1) ; satisfies a uniform log-Sobolev inequality (LSI in short), i.e.

PLs,m := infprs (i) > 0.

i,x!
(2) The following Zegarlinski’s condition is verified

Y= sqpmax(z c]Z-i,ZciZj) <1. (3.5.2)
: j J
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Then the Gibbs measure | satisfies the logarithmic Sobolev inequality
prs,m(1 - Y)?Ent, (f%) < 2p(Vf1%) (3.5.3)

for all smooth bounded functions f on RHN, j.e.

pLs (1) = prs,m(1—Y)*.
Our objective is to estimate cl.Zj. We begin with a simple observation :
Lemma 3.15. If for any function g = g(x;) € C ;](IR‘Z ) on the single particle x;,

IVipj (@)l =ciju;(IvVgD, (3.5.4)
then ciZj <cij.

Proof. Forany 0 < g € C} (R)N), by the condition (3.5.4), we have for all i # j,

IViy/1j(@)l=

uj(v,-g)+(vxifg(xj,yf)duj(xﬂxf)nyf:x;

1
2v/H;(8)

1
< ———|1;(IVigh +cijp;(IVigh).
2 uj(g)[ ] JEJ J ]

When g = f2 with f >0, we have by the Cauchy-Schwarz inequality for all i, j,
W (1Vigl) =20 (f19: £1) < 24/ 1 (P (Vi f12).
Substituting it into the previous inequality we get
195\ ki (FD1 = /A9 F12) + iy /1 (9 £12)

so it follows cl.Zj < cij. O

Lemma 3.16. For the mean field Gibbs measure p = p™, the interdependence coefficient c]Z.i satis-

fies

z 1 2 .,
Cii = N—_l CLip,m”Vx,yW”oo» I#]
where cLip m is given by (3.2.2),

IIVi,yWIIOO: sup  sup IViyyW(x,y)zl.

x,yeR4 zeR4 | z|=1
Proof. Forany z e R4 with |z]=1and g = g(x;) € Cg (R%),

Vi i) =V [ glxppe Hommromd g [ oHommram g

_ J8(x)(=Vy He Hdx; N JSgxpedx; [V, He Mdx;
B Je Hdx; (f e Hdx;)?

:—fg(xi)VXdepi+fg(x,-)dpi Vi Hdp;

1
= Covui (g, —ijH) = Covpi (g —m(vyW)(xi,xj))
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and so
1
z2-VyHi(g) = COVpi(gy_m(vyW)(xi»xj)‘Z)
1
= —m«—&fi)g, L) VW), x)) - 2= i (Vy W), x5) - 2Dy

1
=7 | Vig Vi 20T T, W6 xp) 2= i (VW) xp) - @)y,

By Lemma 3.12,
IVi (=L (VyW) (-, x)) - 2= Wi (Vy W) (4, x7) - 2) o

< CLipm Sup |V, (Vy W) (x4, x;) - 2)]
X[,Xj

2
= cLipm sup V% ,W(x,y)z|
x,yeR4

2
= CLlp,m ” v_)C,yW”OO'

Plugging it into the previous inequality, we obtain

1
IV Hi(g)l =sup|z- Vi, pi(8)l = N 1cLip,mIIVi,yWIIoolui(Vx,-g)I
|z|=1 -
which, by Lemma 3.15, completes the proof. O
Proof of Theorem 3.8. By Lemma 3.16,

Z Z 2
Y= Sup maX{ Z le'; Z Cl'j}SCLip,m”Vx,yW“OO:YO<1'
1=i=N 1<jsN 1<j=N

Then Theorem 3.8 follows directly from Theorem 3.14. O

3.6 Exponential convergence of McKean-Vlasov equation
Assume that u™) satisfies a uniform log-Sobolev inequality with constant
prs = limsupprs(u™) > 0.
N—oo
That is the case if cLip,mIIVinIIoo < 1 by Theorem 3.8,
pLs = prs,m (1 = CLipmll V5, Wlleo)*.

3.6.1 Free energy, entropy related to the McKean-Vlasov equation

The entropy Hw (v) can be identified as the mean relative entropy per particle of v®N w.r.t. the
mean field Gibbs measure u™) :

Lemma 3.17. For any probability measurev on R such that H(v|a) < +o0,

%H(v@“m“\”) — Hw (V). (3.6.1)
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Proof. Recall thata = %e‘vdx. By (H1), it is known that ([12])

f M do(x) < +oo for some Ag > 0. (3.6.2)
Let
ZN = fexp 2(N I;W(x,,x]))
so that
dp®™ = %exp 2(N1 5 #;W(x,,x])) da®N,

Let v € M; (R%) such that H(v|a) < +oco. Since H(v®?|a®?) = 2H(v|a) < +o0o, by Donsker-Varadhan’s
variational formula of entropy, (3.6.2) and the fact that [W(x,y)| = C(1 + |x]% + | y|2) (for V2W is
bounded), we have W € L! (v®2). Therefore

1

1
fZlog—(x,)dv®N fm;W(xl,x])dv‘&N —logZN

:H(vla)+§/ W(x,y)dv(x)dv(y)+NlogZN

By [29, (3.30)],
li ! logZy = —infE
Ngr;oﬁ og N-—lrvl f(v).
Combining those two equalities we obtain (3.6.1). O

The following super-additivity of the relative entropy w.r.t. a product probability measure should
be known.

Lemma 3.18. Let HN 1 %1, Q be respectively a product probability measure and a probability mea-
sure on E; x --- x Ex where E; s are Polish spaces, and Q' the marginal distribution of x; under Q.
Then
N N )
HQI[Ton) 2 Y} HQ'lay).

i=1 i=1
Proof. LetQ;(-|x1,;—1)) be the conditional distribution of x; knowing xj;,;-1) = (x1,---, x;-1) (know-

ing nothing if i = 1). We have

N dQ N Qidxilxp,i-1)
HQI[To) =EQlog——— =Y log~1——" 1
izl_ll l Sam, « l:zl 87 widx)

= Y HQ; Clxp,i—1)log).

i=1
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Since [EQQ iClX,i-1) = Qi (-), we obtain by the convexity of the relative entropy
EQH(Q; (-lx1,i-1))lo) = HQ o)
where the desired super-additivity follows. O

Lemma 3.19. Let |1 be a probability measure on some Polish space S and U : S — (—oo,+o0] a
measurable potential satisfying

e PYdp < +o00

for some p > 1. Consider the Boltzmann probability measure py = e~V dp/C. IfH(v|uy) < +oo,
then H(v|p) < +oo and U € L} (v), and

H(v|py) = H(vIW) +fUdv—logf e_Udp.
Proof. For any measurable function f on S, let
Au(f) :zlogf efdpe (—o0, +00]
be the log-Laplace transform w.r.t. p, which is convex in f (by Hélder’s inequality). Then
Ay () = logf elduy = Ay(-U+ f) = Ay(-U) < %Au(—pU) + é/\p(qf) - Au(-U)

where g = p/(p —1). By Donsker-Varadhan'’s variational formula,

H(vlpy) = sup (v() — Ay, ()
feb%

1 1
> sup (V(f)——Au(qf) +Ap(=U) = =Au(-pU)
feb® q p

1 1
=—H|W+ A, (-U)——=A,(-pU).
q 3 p
Hence if H(v|py) < +oo, H(V|Y) < +o0 or equivalently log% € L'(v), and lOgddT\; = logg—:’l +U+
Ay(=U)e L(v). This completes the proof of the Lemma. O

Lemma 3.20. (propagation of chaos) Let (v;) ;=9 be the solution of the McKean-Vlasov equation
with the given initial distribution vy such that flxlzdvo(x) < 4+o00. Let plt\I be the law ofXN(t) =
XN (), , XR(1) solving (3.1.3) such that pY = v&N, and ;"' the law of the particles (XN (1)1
for any index set 1< N*. Then for each t € R and each finite subset 1 of N*, plt\” — vl in the 12-
Wasserstein metric Wy as N — oo.

This is well known, see [26] or [11].

Lemma 3.21. (uniqueness of the minimizer of Hw) If cLip,m ||V§CyW||oo < 1, then the minimizer
Voo Of the free energy E¢(v) is unique.
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Proof. By [29], under (H2), if H(v|a) < +o0, ffW_(x,y)dv(x)dv(y) < +o00; and Ef: Ml(IRZd) — R
is inf-compact (i.e. the set {v e M;(R?) : E r(v) < r}is compact for any real number r). Then a
minimizer v, of Ef exists.

If a probability measure v is a minimizer of Ef, H(vla) < +o0, and then flxlzdv < 400 by (H1).
Regarding the Gateaux-derivative, we see that v must be a fixed point of the mapping ® defined
by

1
d(v):= 7 exp(-V-W®v)dx.

where 7' is the normalizing constant. Here W®v is well defined because W (x, y)| < C(1+ |x]%+ |y|2)
by the boundedness of the second derivatives of W.

We claim that @ : M%(Rd) - M%(Rd). Indeed, since the hamiltonian H, = V+W® v (for any v €

M% (R%)) satisfies again the dissipative rate condition
x a—
S ; VH, (x) = VHy (1)) < bo(x— 1), x, y € R?

(as in §3), the associated generator £, = A — VH,, -V satisfies the Lipschitzian spectral gap esti-
mate (3.3.1) by Lemma 3.12. That implies a spectral gap inequality for v/ = ®(v), in particular
[ e dv' < +oo for some 8§ >0 ([5]). Then if v e M2 (RY), d(v) € M2 (RY).
Now for the uniqueness of the minimizer of E £t suffices to show that @ is contractive on (M% (IRid),Wl ).
Let pg = ®(vg), k=0,1, and

Vei=(1—=10vo+ivy, he=DP(vy).

For any 1-Lipschitzian function f, we have
d
Eut(f) = Covy, (f,—0:(W® V)

= Covy, (f,~W® (v1 — Vo))

and
VW& (vi = vo)l| = [(V2W) @ (Vi = Vo) | < V5, WllaoW1 (Vo, V1).

Therefore using the Lipschitzian spectral gap estimate (3.3.1) in Lemma 3.12 for the generator £y,
Covy, (f,~W® (vi = v0)) = (- L)~ [, Ly, W® (V1 — Vo)),
=f<V(—$V,)‘1f,VW®(vl —vo)dp
< cLipmlIV3, WllooW1 (Vo, V1)
Thus we have 1y
1D =00 = [ LIS L T2 Wloa Wi v, v1).

This means that Wy (®(vg), ®(v1)) < cLip,mll \ yWllaoWi (vo, v1) by Kantorovitch-Rubinstein’s dual-
ity relation. The proof is so completed. O

Remark 3.22. Though (M% (IRd),Wl) is not complete, the Banach’s fixed point theorem works for
the essential: let v, be the unique minimizer of E ¢, then for any v € M% R,

W1 (@ (V), Voo) = [eLip,mlIVxyWlloo]™ W1 (V, Voo), 7 2 0,
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As for the mean-field relative entropy, the Fisher-Donsker-Varadhan’s information Iy (v) can be
also interpreted as the mean Fisher-Donsker-Varadhan’s information per particle.

Lemma 3.23. (convergence of the Fisher information) If1(v|a) < +o0o,

—1vON M) = T (v). (3.6.3)
N
Proof. For every probability measure v on R? such that I(v|a) < +oco, by the Lyapunov function
condition (H1) onV ([17]),

clf |x12dV < ¢ +1(v]a) < +oo0.

As W has bounded second order derivatives, V,W is of linear growth. Then V,W € L2(v®?%) and we
have

1 dveN
8N, (N)y _ 2 ;. ®N
[ )-—flVlogd (N)I dv

1
fZ| . ogd e 1]Z;élvxvv(x,,x]n dveN

flVlog—(x1)+ vawul,xm dv®N

1 \Y
- ZfIVIOg%(xl)+foW(x1,y)dV(y)|2dV(x1) =Iw (V).

where the passing to the limit follows from the symmetry of product measure v®N. O

3.6.2 Proofof Theorem 3.10

(1). At first the minimizer v, of Hy is unique by Lemma 3.21.

(2). We may assume that I(v|a) < +oo, otherwise (3.2.27) is trivial for Iy (v) = +o0. Since the Hes-
sian V2V is lower bounded, and V satisfies the Lyapunov function condition (3.2.1), by Cattiaux-
Guillin-Wu [12], o satisfies a log-Sobolev inequality. Then H(v|a) < +oco. By the log-Sobolev in-
equality of u™ in Theorem 3.8,

oLS (H(N))H(V®N| M(N)) < 21(V®N|}J(N))

and prs (U™) = prs /(1 - yo)? > 0. Dividing the two sides by N and letting N go to infinity, we get
by Lemma 3.17 and Lemma 3.23,

prsHw (V) = 2Iw (v).

(3). By Otto-Villani [22] or Bobkov-Gentil-Ledoux [6], the log-Sobolev inequality implies the Tala-
grand’s T» transportation inequality;, i.e.

ors (MMW2(Q, u™) < 2HQIuN), Q e My (RDN).
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Applying it to Q = v®N with H(v|a) < +o0, we obtain
1 1
pLS(IJ-(N))ﬁWS (V®N, H(N)) < ﬁH(V®N||J.(N)).

Notice that

Z

i=1

where u™? is the marginal distribution of x; under u~V, which are all the same by the symmetry
of u™. Moreover by the uniqueness of v, and the large deviation principle of %Zli\le Oy, under
u®™ (129)), for any f € C,(R%),

1 N
p®™D(p) = f N Fedp®™ = veo(f),
i=1

i.e. p™V converges weakly to vo, . We obtain by Lemma 3.17 and the lower semi-continuity of
Wy,
2 C e (N
PLsW3 (V, Voo) = prs HminfWy (v, ™) < 2Hw (v)
—00

the desired Talagrand’s type T»-inequality for McKean-Vlasov equation.

(4). The exponential convergence in entropy (3.2.29) should be equivalent to the mean-field log-
Sobolev inequality (3.2.27) in part (2), basing on

—iHW(vt) =4Iw(vy) (3.6.4)
dt

noted by Carrillo-McCann-Villani [10] in their convex framework. The proof of (3.6.4) demands
the regularity of v; which requires the PDE theory of the McKean-Vlasov equation. That is why we
prefer to give a rigorous probabilistic proof based directly on the log-Sobolev inequality of u™ in
Theorem 3.8.
For the exponential convergence (3.2.29), we may and will assume that Hy (vg) < +oo and we fix
the time ¢ > 0. By Lemma 3.17,

1
lim —HEEN|p™)=H .
Aim (vo  I1™) =Hw(vo)

Moreover by the equivalence between the log-Sobolev inequality for u®™ and the exponential con-
vergence in entropy of the law pY of XN = (X™); ;< to p®™,

N)) < =Prs™)e/2 Ny

1 1
S H0E R ~Ho 11

1 (3.6.5)
= e_pLS(“(N))”Z—H(v@NIp(N)) < +00.
N 0
Therefore H(p?lla@N) < +o0o by Lemma 3.19, since the condition

1
P X Wix,x;)
fe ST daeN < o0
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holds by Hélder’s inequality and Assumption H2. Note that plt\I has finite second moment (easy
from the SDE theory), and W has at most quadratic growth,

W(x;, x;) e LM (p}).

From Lemma 3.18, we have
1 N|_@N N
—H(u, [a®Y) = H(pt'lla).

And by the propagation of chaos (Lemma 3.20) and the lower semi-continuity of the relative en-
tropy v — H(v|a), limin’fl\]_,ooH(plt\l'1 @) = H(v¢|a).
So we get by Lemma 3.19

1 _
Y Wi, xpduf + N logZn

1
liminf —HN|u™) = liminf
R T = lniy

1
ﬁH(plt\IIa‘gN) +f

NN-1) .

1
> H(v|a) +liminf - W(xl,xg)dplt\l— inf Ef(v)
N—oo 2 veM, (R9)

1
:H(Vt|0()+_f W(x1, x2)dve(x)dve(xz) — inf  Ep(v)
2 veM (R9)
=Hw(vy)

by the W,-propagation of chaos in Lemma 3.20. Plugging it into (3.6.5), we obtain the exponential
convergence in entropy (3.2.29). That implies the W,-exponential convergence (3.2.30) by Tala-
grand’s type T»-inequality (3.2.28). g

3.7 Appendix: Proof of Lemma 3.12

For the convenience of the reader, we reproduce the proof of Lemma 3.12 in Wu[28] but only
sketch the main ideas in this appendix.

Proof. To avoid heavy notations (also because the lemma holds in a general setting), in this proof,
we replace £; by £, yu; by i, and b(x;) = —V;H;. Recall the fact (see Wu[28], Remark 3.3)

1 _ -
= lI=2) ez < 1) Hiip
(In fact, the last inequality holds for any Banach norm, not only for the Liptchitz norm.), it is
sufficient to prove an estimate of the Lipschtz norm of (-%)~.

Chen and Wang [13] studied the reflection couplings (X, Y;) with initial datum (Xg, Y¢) = (x, )

{dXt =V2dB; + b(X,)dt; (3.7.1)

dY; =+v2RX,; Y)dB;+b(Y)dt

where R is a reflection given by

XXT

R(x,y) =1-2"+.
(x,y) X2
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Then we have (by It6’s formula)
dIX; =Y, <2V2dB; + by (IX; - Y Ddt

where {§ is some standard Brownian motion, and by (r) satisfies

X—y
|x -yl

( ,—(b(x)=b(y)) = bo(lx—yI)

for any x, y.
Assume that for some bounded 1-Lipschitz function g so that pu(g) =0, and

-2£G=g,

then ~
G = f Eg(X,)dt.
0
It follows that
G -G *|E(g(X,) — g(Y))ldr
IVGI(x):sup| (x) 621 _ supfo IE(g(Xs) — g (Yl
y—x lx=yl y—x lx =yl
f(fo[EIXt—Ytldt
sup———mMM
y—x |x—yl

1 o0
= sup [E/ IX;—=Y,|dt.
y—x |x_J/| 0

IA

Consider a one-dimensional diffusion p; killed at 0, valued in R*, which is generated by L,
Lod(r) = 4¢" (1) + bo (N’ (1), (3.7.2)

Let A be the solution of
—Loh(r)=r

with Dirichlet boundary condition at 0 and Neumann boundary condition at infinity, namely
h(0)=0, lim h'(r) =0
r—o00

which is given by
o0
h(r) = [EP(O’:’f p:dt.
0

Thanks to the method of variation of constant, as in [28], it can be solved explicitly that

0= gewp|- [ wioas) [ eno g [[ omwra
h(r)—4exp 2, bo(s)ds ; exp 2, bo(w)du| sds,

o0 S
Kh ) = lf exp(lf bo(u)du) sds.
4 Jo 4 Jo

hence
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We observe that |X; - Y| < p;if po = |x— yl. It follows that

1 _ o0
IVG|(x) < sup—[EP“”—'x‘y'f p(r)dt
y—x|x=yl 0
- h(lx—yl)
y—x |X—J/|
< HK(0).

As a consequence, we obtain that

IGlILip = IVGlleo < A'(0)

and therefore an estimate for the Lipschitz norm of (- %)~ !,

(=) HILip < 1 (0)

which completes the proof. O
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Chapter 4

The kinetic Fokker-Planck equation with
mean-field interaction

This chapter is an article collaborated with Arnaud Guillin, Wei Liu and Liming Wu. We study
the long time behaviour of the kinetic Fokker-Planck equation with mean field interaction, whose
limit is often called Vlasov-Fokker-Planck equation. We prove a uniform (in the number of par-
ticles) exponential convergence to equilibrium for the solutions in the weighted Sobolev space
H!(p) with a rate of convergence which is explicitly computable and independent of the number
of particles. The originality of the proof relies on functional inequalities and hypocoercivity with
Lyapunov type conditions, usually not suitable to provide adimensional results.

4.1 Introduction

In this paper we are interested in the system of N particles moving in R? with mean field interac-
tion o

dx} = v;dt

; ; ; ; 1 ; i 4.1.1
dvi=v2dB.-vidt-VUGxD - = Y VW(xl-x)dt (4.1.1)
1<j=<N

where xi, v;' are respectively the position and the velocity of the i-th particle, and (Bi) =0(1<i<N)
are independent standard Brownian motions on R%, U :RY — R is the confinement potential, and
W :RY — Ris the interaction potential. Equivalently, denote (x;, v,) = ((x},x2,-++, xN), (w}, v2,---, oY),
the particle system can be rewritten in a more compact form

dxt = Utdl'
(4.1.2)

dv; = V2dB, — v,dt — VV(xpdt
where B; = (B},B?,---,BY) and the function V is the whole potential with mean field interaction
given by

1
Vi, Xg,,xn) = Y, U +— Y W(x—x)). (4.1.3)
1<isN 1<i,j=N
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This damping stochastic Newton equation, though non-elliptic, is hypoelliptic. It has a unique
invariant probability measure p(dx, dv) on RN? x RN? given by

1 vl?
p(dx,dv) = > e V@ . 2m)~% e ' dxdy

where x = (x1,X2, -, XN), U = (V1, U2, -+, Un) With x;, v; € R% for 1 < i <N, and Z is the normaliza-
tion constant (called often the partition function). Denote

v|?

1
dm(x) = Ze_v(x)dx, dy(v) = (2n)_N7d e 2 dv

and so p(dx,dv) =dm(x)dy(v).
The density function h;(x, v) = dp;(x, v)/du(x, v) of the law u, of the diffusion process (x;, v;) with
respect to the equilibrium measure p satisfies the kinetic Fokker-Planck equation on RN x RN4

%+v-Vxh—VxV(x)-V,,h:A,,h—U-Vvh (4.1.4)
subject to the initial condition hy(x, v) = dpo(x, v)/du(x, v). Here a- b denotes the Euclidean inner
product of two vectors a and b, V stands for the gradient with respect to the position variable
x € RN whereas V, and A, stand for the gradient and the Laplacian with respect to the velocity
variable v € RN, respectively. And we shall adopt the notation V? for the Hessian operator, and
Vfw = (0%/0x;0 v1)1<k,1<Nq for the mixed Hessian operator.

We denote by L?(u) the weighted L? space with respect to the reference measure p for which ||| is
the L?(p)-norm and (-, -) is the associated inner product. Denote by H! (i) the weighted L?-Sobolev
space of order 1 with respect to |, and the norm || - |11 is given by

L= ::fhzdp+f(|vxh|2(x, V) + IV, hl*(x, v)) du(x, v). (4.1.5)

When the probability measure m satisfies a Poincaré inequality, and when V2V satisfies some
"boundedness" condition (see the condition (4.2.8) below), C. Villani [32] established the expo-
nential convergence of h, in H'(u). This is the starting of the term "hypocoercivity" method,
which was before initiated by [14; 22; 24]. An other approach was initiated by Dolbeault-Mouhot-
Schmeiser [15; 16] with the advantage of not needing a priori regularity results. Their H!-convergence
holds under the same assumptions. Noete that is has triggered quite a lot of results for kinetic
equations [9-11; 17; 21; 28]. However Both Villani’s and DMS’s approach on the exponential con-
vergence rate depends highly on the number N of particles. To complete this review on the speed
to equilibrium for the Langevin equation, let us mention that a probabilistic approach based on
coupling [20] or Lyapunov conditions [31; 33] was also developed but, as is often usual for Meyn-
Tweedie’s approach relying on Lyapunov conditions, the rate also depends (even more dramati-
cally) on the dimension. Note however that, under very strong convexity assumptions, Bolley&-al
[7] obtained a uniform decay in Wasserstein distance for the mean field Langevin equation by a
coupling approach. Very recently, an interesting work by Monmarché [29] established an entropic
decay, using Villani’s hypocoercivity, but still under strong convexity assumptions, and Baudoin&-
al [6] mixed Bakry’s I', approach with hypocoercivity to obtain H! exponential decay even in anon
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regular case, i.e. Lennard-Jones potential, but with a rate still depending on the dimension. Note
also that for a non mean-field case but oscillators Menegaki [27] obtianed a dimension depen-
dent convergence to equilibrium. The objective of this work is to establish, and it seems to be the
first result under non convexity assumptions on the potential, some exponential convergence in
HL (W), uniform in the number N of particles. The originality of our approach is that we will com-
bine Villani’s hypocoercivity with recent uniform functional inequality and Lyapunov conditions
(usually not suitable to provide adimensional results).

As an other motivation to get uniform in the number of particles result, the linear diffusion process
(X1, V1) =0 in RN x RN js the mean field approximation of the self-interacting diffusion process
(%¢, 71) =0 in R4 x R? which evolves according to

dxt = I)tdt

3 (4.1.6)
di, = V2dB, - v,dt — [VU()_CI) +fVW(5ct—y)ut(dy) dr

where u;(dy) is the law of %;, and B is a standard Brownian motion on R, Its equivalent analytic
version is: the density function g; = g(t, X, V) of the law of (X;, 7;) ;¢ with respect to the Lebesgue
measure dxd 7 satisfies the following self-consistent Vlasov-Fokker-Planck equation on R? x R%

= T Vig~ (VU@ + VW x18) - Vig = Ayg + Vi (78) 4.1.7)

subject to the initial condition that gy (X, ) is given by the law of (x(l), v(l)), where
ng(x) = f g(t, %, w)ydw
Rd

is the macroscopic density in the space of positions X € R?. This kinetic equation describes the
evolution of clouds of charged particles, and it is significant in plasma physics (see Villani [32] and
references therein). Only very few results on the long time behavior of this nonlinear equation is
known, see however [32] in the compact valued case, Bolley et al.[7] in the strictly convex case (see
also [29]), Hérau [22] or Hérau et al. [25] in the case of mollified or small Coulomb interactions,
and Addala et al. [1] for the linearized equation. Our results are a first step towards such a long
time behavior but the H' convergence does not behave well with respect to the dimension. We
thus plan for a future work to consider entropic convergence and propagation of chaos for the
mean field Langevin equation.

Let us finish this introduction with the plan of our paper. The next Section presents the main
assumptions and the main results, i.e. a uniform exponential convergence to equilibrium in H!
under non convex assumptions. It also presents a crucial tool: Villani’s hypocoercivity theorem.
Its details will be given in Section 3. Section 4 contains useful lemmas in the case where the inter-
action potential has a bounded hessian. The next sections present the proofs of our main results:
Theorem 3 in Section 5 and Theorem 4 in Section 6. The final Section presents a discussion on an
improvement on the rate of convergence.
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4.2 Main results

4.2.1 Framework

As in the introduction, dm(x) = %e‘vmdx is the probability measure on the position space RN
and will be referred as the mean field measure later. Let dy(v) be the standard gaussian measure
on the velocity space RNY so du(x, v) =dm((x)dy(v).

Now we introduce our assumptions.

Assumption 4.1. (A1) The functions U and W are twice continuously differentiable onR%, W is even
(that is, W(x) = W(-x) for all x), and

7= f e VWdx<oco, VYN=2.
RNd

i.e. m is always assumed to be a probability measure.

Assumption 4.2. (A2)V?W is bounded, i.e. there exists a positive constant K such that
—KI; < V2W <Kl

as quadratic forms on R%, wherel is the identity matrix of size d.

This assumption, which of course relaxes convexity, has been also considered in the propagation
of chaos problem as well as the convergence of the (non kinetic) McKean-Vlasov equation in [18;
19].

Assumption 4.3. UPI The measure dm(x) = %e‘v(") dx satisfies a uniform Poincaré inequality i.e.
there exists a positive real number > 0 such that for anyN = 2, and any compact-supported smooth

function h on RNY it holds
2
K[(h—fhdm) dms[lvxhlzdm. (4.2.1)

The most easy-to-check criterion might be the Bakry-Emery curvature-dimension condition CD(k, co)
(see for instance [4]). It says that both Poincaré inequality and logarithmic Sobolev inequality (see
(4.2.12) below) hold true for dm(x) = 7e~V®dx as soon as

V2V (x) = kIng
in the sense of quadratic forms on RN?. It can be verified if there exist constants ky, k such that
V2U = 11y >0, VZW = kol 4.2.2)

as quadratic forms on R%, with k = k; — K, > 0 where x; is the negative part of k;. Indeed, by
Lemma 4.6 below, the above inequalities imply that the contribution of the interaction potential
W in V2V is bounded from below by —K, I4, and the contribution of the confinement potential
U is bounded from below by k;1;. Hence we have that V?V > (k; — K;)Ing as quadratic forms. It
should be noted that « is then independent of the number N of particles, i.e. we obtain a family
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of uniform functional inequalities for the mean field measure. Note that this strong convexity
assumptions are the one employed in [7] for convergence in Wasserstein distance and by [29] for
entropic convergence.

Other assumptions, more specified to the mean field measure m for the uniform Poincaré in-
equalities and logarithmic Sobolev inequalities, can be found in another work [26] of the authors.
Indeed they proved these two functional inequalities with uniform (with respect to the number N
of particles) constants under various conditions on the confinement and interaction potentials,
even when U has two or more wells, and no convexity conditions on W. The methods used there
depend on some dissipativity rate of the drift at distance r > 0, defined by

b=  sup (L VUG- VUQy) + VW (x—2) - VW(y - 2). 4.2.3)

x,),2€R%: | x—y|=r lx—yl
Theorem 4.1. Assume that the following Lipschitzian constant cy;p,m is finite
1 [ 1 (s
CLipm ‘= —f exp{—f bo(u)du}sds<oo. (4.2.4)
4 Jo 4 Jo

Assume that there exists some constant h > =1/ cLjp,m such that for any (x1, x2,-++, XN) € RN4,

1
N L% VW = X)) 1i jan = g (4.2.5)

as quadratic forms. Then the mean field measure m satisfies the following Poincaré inequality

2
(h+1/cL,-p,m)f(h—fhdm) dms[lvxhlzdm.

for any function h € H! (m).

Recall that some nonnegative function f € LlogL(p), its entropy w.r.t. the probability measure p
is defined by

Enty(f)5= [ flog fdy-u(flogu(f), u(f)i= [ fdp.
Theorem 4.2. Assume that
(1) Thereexists a constantpyrsm > 0 such that for al} iand xi , m;, the conditional marginal distri-

butions m; := m;(dx;|x") of x; € R knowing x* = (xj) j#i, satisfies the log-Sobolev inequality

oLs,m Entyy, (f2) <2 f IV fI2dm;, feChRY. (4.2.6)
(2) (atranslation of Zegarlinski’s condition)
Yo = CLipmK < 1.

then m satisfies

prom(1- Y0 Enty () =2 [ 19 fidm, e Cl@Y)
i.e. the log-Sobolev constant of m verifies

oLs(m) = prs,m(1 —Y0)*.
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We remark that the assumptions can be verified in various settings for which we refer to [26]. For
instance, the uniform logarithmic Sobolev inequalities for the conditional marginal measure can
be verified by the Bakry-Emery I'>-criterion and the bounded perturbation theorem.

We will provide later explicit conditions on V and W to get such a result.

4.2.2 Villani’s hypocoercivity theorem

We shall present Villani’s hypocoercivity theorem for kinetic Fokker-Planck equation concerning
the convergence to equilibrium (c.f. [32] Theorem 35, Theorem 18). In the sequel we shall adopt
the semigroup formulation. Set

—L:: AU_U'VU_V'VXJFVV(X)'VU) (427)
then the kinetic Fokker-Planck equation can be rewritten as

ath‘l‘Lh =0.

t

The associated semigroup will be denoted as e~*"* and a solution could be represented by

h(t,x,v) = e "h(0,-,").
We shall use the notation [S|% := IZ ISIZJ.hI2 for the square of the Hilbert-Schimidt norm of the
square matrix S = (S;;). For instan;:]e, Vi hlfs = X185, 1I?. And for a square matrix S, |S|op
stands for its operator norm. v

Villani’s Hypocoercivity theorem in H! (u) (see [32, Theorem 35]) states,

Theorem 4.3. LetV be a C? function on RN?, satisfying the condition 4.3. Suppose that there exists
a positive real number M such that

fIViV(x)-VyhlzdpsM(flvvhlzdp+fIVfwhlflsdp). (4.2.8)

for any h € H?(y). Then there are constants Cy > 0 and X > 0, explicitly computable, such that for
all hg e H ()

||e‘th0—fhodp||H1(w < Coe M IRl - 4.2.9)

The idea in Villani’s proof of Theorem 4.3 is as follows: if one could find a Hilbert space such that
the operator L is coercive with respect to its norm, then one has exponential convergence for the
semigroup e~ * under such a norm; If, in addition, this norm is equivalent to some usual norm
(such as H! (u)-norm), then one obtains exponential convergence under the usual norm as well.
We shall refer to the condition (4.2.8) as the boundedness condition (4.2.8) on V2V. In his state-
ment of [32, Theorem 35], this boundedness condition is verified by IVfCVI < C(1 +|VV]|) with a
constant M depending unfortunately on the dimension.

In the setting with mean field interaction, the constants Cy and A given in [32] depend on the
number N of particles, through the dependence of M (in (4.2.8)) on N. In fact, by a careful analysis
of the study in [32], we are led to the following observation: in [32, Theorem 35, Lemma A.24], as
N — 0o, A decays faster than N~2, while C, grows faster than N32. We will give conditions under
which we may bypass this dependence in the number of particles.
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4.2.3 Main results

We have two different assumptions on the interaction potential ensuring an H! convergence to
equilibrium. The first one is quite strong, namely that W is a Lipschitzian function but we only
assume a uniform Poincaré inequality (UPI).

case UPI and |[VW| bounded

Theorem 4.4. Assume 4.1,4.2 and the condition 4.3. Suppose furthermore that |\VW| <K' and the
following Lyapunov condition holds

IV2Ul,p < K1 IVU| +K; (4.2.10)

for some positive constants K',K1,K,. Then there exist explicitly computable constants Cy and A,
independent of the number N of the particles, such that

lle™ % hy —fhodanl(w < coe—“nhonHl(m (4.2.11)

for all hy € H (p).

case Uniform Logarithmic Sobolev Inequality and (A2)
In the next theorem, we shall release the boundedness assumption on VW, but reinforce the con-

dition 4.3 as

Assumption 4.4. ULSIThe mean field measure m satisfies a uniform log-Sobolev inequality with
a constant Cis > 0, i.e. for allN = 2 and for all smooth compactly-supported function g on RN?, it
holds

Ent,, (g% ::fgzloggzdm—fgzdmlog(fgzdm) SZCLSIIVgIde. (4.2.12)

In [26] practical conditions are given to ensure such a condition, see example below.

Theorem 4.5. Assume 4.1,4.2 and the condition 4.4. Suppose furthermore that the Lyapunov con-
dition (4.2.10) holds for some positive constants Ky and K,. Then there exist explicitly computable
constants Cy and A, independent of the number N of the particles, such that

lle” ™ hyo —fhodanlm) < Coe M|Ihgllin (4.2.13)

forall hy € Hl(p).

We relax in this theorem the strong assumption concerning the boundedness of |[VW| but we re-
inforce the functional inequality needed to ensure the adimensional result.
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4.2.4 Examples
UPI and Theorem 3

Let assume the following convexity at infinity assumptions on U: there exists constants cy, ¢; and
R = 0 such that
(VU(x)-VU(),x—-y) = cylx— y|2 —c|x = yI1jx—y|<R. (4.2.14)

By following [26, Cor. 5, Rem. 4], then assuming (A2), if we suppose moreover
(cu-Ke R4_2K>0

then UPI holds. The Lyapunov condition (4.2.10), expressing that U cannot grow too fast (more
than exponentially) and the boundedness condition of [VW| are easy to verify.

ULSI and Theorem 4

For simplicity, we will suppose that U is super convex at infinity, i.e. for any K > 0 there exists R > 0
such that

V2U=KI,  V|x|=R.
Note that it implies (4.2.14). Suppose also

ecR/4

(cu —K)

K<1

where cy (> K) and c are described in (4.2.14), then a ULSI holds and once again the Lyapunov
condition can be easily verified on examples.

4.3 Villani’s hypocoercivity theorem

This section is devoted to Villani’s hypocoercivity theorem. The following outline of the proof
of [32, Theorem 35] further details the use of the condition 4.3 and the boundedness condition
(4.2.8),

(1) Introduce an inner product ((-,-)) in the form of
((hy 1) = 1|11 + allV Bl + 2DV, b, Vi h) + cl [V Rl 43.1)
where the coefficients a, b, c will be specified later such that
allhlln g < ()2 < eollRllg gy, YheH' (W (4.3.2)
for some constants ¢; >0, ¢, > 0.

(2) Prove a coercivity estimate for L under the new inner product. Thanks to the boundedness
condition (4.2.8), one can choose appropriately the constants a, b and ¢ such that

(L) = Ao(IVhlP + IV R, if f hdp=0 433)

108



CHAPTER 4. HYPOCOERCIVITY FOR MEAN-FIELD INTERACTION

for some constant Ay > 0 depending only on the constant M. By the tensorization property
of Poincaré inequality, the condition 4.3 implies that

((h, ) < Ra+ DIV, hl* + 2c+x HIIVihl?

for all function h € H! () with [ hdp = 0, and hence

((h,Lh)) = A((h, h)), iff hdpu=0 (4.3.4)
where A can be given by
A=Ag min{L, L} 4.3.5)
2a+1 2cxk+1

(3) Apply Gronwall’s lemma and deduce exponential decay in the new inner product,
((e"™h,e " h)) < e M ((h, b)), iff hdpu=0

which, due to the equivalence of the two inner products, implies exponential decay in H' (p)-
norm

_ 2 _
lle th—fhdanl(m 56—26 )‘tllh—fhdpllHl(u)
1
and so the theorem follows by taking Co = c»/¢.

In the coercivity estimate (4.3.4), a vital technical point is the introduction of the mixed term
(V.h,V,hy. And one has to bound the terms involving V2V since it appears naturally in the com-
putations. To see this, recall the following expression taken from [32],

(B,LR) = [IVyhI*+a(IVihl? +1IV, kI +(V,h,Vihy)
+b(2(V2h, V2, h) +(V,h,V hy + |V h|[> = (V,h,VEV-V,h))
+c(|IV2, R[> = (V. h, VAV -V, hy). (4.3.6)

It is then clear that, without the mixed term (V. h,V,h) (i.e. let b = 0), there would be no dissipa-
tion in the V, direction, and so it would be impossible to get a coercivity estimate. That way, the
inner products ((-,-)) and (-, -)y1(y), though being equivalent, are quite different in coercivity. And
we see that the mixed term really helps to get coercivity.
As the computation (4.3.6) shows, in order to obtain a coercivity estimate in the form of (4.3.3)
or (4.3.4), we need to bound the terms involving ViV(x) -V, h which occur in ((k,Lh)), namely,
—(Vyh,V2V(x) -V, hy and —(Vh,V2V(x) -V, h), in terms of the L2-norm of V, h, V2h, V,h, and
Vfw h. And it then becomes natural to consider boundedness conditions in the form of (4.2.8).
Moreover, assuming the condition (4.2.8) holds with a constant M, by Cauchy-Schwarz inequality,
we have

((h,Lh)) =<(Z,TZ)
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with the vector Z = (||V, hl], IIV%hII, [IVihll, IIVfwhll) € R* and the symmetric 4 x 4 matrix T given
by
l1+a-bvyM 0 —(a+b+cvM)/2 —bVM/2

0 a 0 -b
T= . 4.3.7
~(a+b+cVM)/2 0 b —cVM/2 (@37
—bvVM/2 -b —cvM/2 c

To ensure the coercivity estimate (4.3.3), it suffices to choose a, b, ¢ such that
T = Diag(Ag, 0, Ao, 0) (4.3.8)
as bilinear forms. In doing so, the constants a, b, c and Ao depend only on M (and so does Cyp). For
instance, assuming that M = 1, we could take a = ZE:LM’ b= W, c= W and Ag = W. Then,

following the outline above, we obtain a rate of convergence A given by (4.3.5) which depends only
on M and the spectral gap constant k.

This shows that we can get rid of the dependence of the number N of particles, if we can verify the
boundedness condition (4.2.8) with a constant M independent of N.

4.4 Bounded interaction assumption

We compute at first the Hessian of the interaction potential:

1
— 3 VEW(x—xp), ifi=j;
Wxe—xp) | = kﬂ#{
—NVZW(xi—xj), ifi#j.

2 | L
T\ 2N 1<k,l=N
Denote it by H;j for 1 < i, j <N. Itis clear that H;; = -} ;.;»; H;;. Put

Hw := (Hij)1<i,j=N,

Hy := Diag(V?U (x1), V2U (x2), -+, VU (xn)).

Then we get
VAV (x) = (V3 V()21 jen = Hy +Huw. (4.4.1)

We begin by giving an upper bound for the operator norm of the matrix Hy (x). For a real number
r, as usual, we denote its positive part by r* and its negative part by r~.

Lemma 4.6. IfIV2W())lop <K forally e R%, then
[Hw (X)op =K
for all x e RN%., More precisely, it holds
(1) IfV*W < Auly, then Hw (x) < AIna

@) IfV2W = Al , then Hy (x) = =\, Ing.
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where the inequalities are understood in the sense of quadratic forms.

Remark 4.7. The coefficient in the above lemma is in fact optimal. Consider d =1 and W(y) =
%yz. In this case, set p = (1,1,---,1DT € RN, and the matrix NHy = Nlng — ppT = NHPJ_ where
I, denotes the projection onto the subspace which is perpendicular to p. Hence Hw has two
eigenvalues, 1 and 0. It follows that the operator norm of Hyy is 1.

Proof. Here we use the notation (:,-) for the scalar product in the Euclidean spaces. Fix x =
(x1,%2,--+,XN) € RNY, Letz = (21,22, ,2N) Where z; € R% for 1 < i < N. Since H;; = —Zj:#,-Hij
and H;; = Hj;, we have

(z,Hwz) = ) (zi,Hij(zj—2z)) =) (zj,Hji(zi—z)))
Jj#i i#]
1
= _E.ZKZL'_Zj»Hji(Zi_Zj)}
i£]
1
= ﬁgzi—zj,vzwm—xj)-(zi—zj».

(1) Assume V?W < Ayl then
(zi — 2, V"W (x; — ) - (z; — 2))) < Amlzi — 21

and therefore

AM )\M
(zHwz) = —=) lzi—zjl*=— N|z|2—|2zi|2)
< Aylzl

(2) Assume VZW = Amlg,then
(2 =2}, VPW(x; — X)) - (2 — 2})) = Ailzi — 2j1

and therefore

A
(zHwz) = —= |zi—-zjlP==" N|z|2—|Zzl-|2)
2N i N ;
> —\,lzl%

3) IVZWIO,, < K means that —KI; < VZW < KI4. By parts (1) and (2), this implies that —KIyg <
Hyw = Klng as quadratic forms and hence [Hw/|op < K.

Lemma 4.6 allows us to reduce the boundedness condition (4.2.8) to a simpler one,
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Lemma 4.8. Suppose that IVZWIOp < K. Suppose that there exist positive constants Cy,Cy such that
foreach i and for all g € H' (m),

f IV2U (x)5, 8% dm < le V. gl?dm + Cgfgzdm. (4.4.2)
Then the boundedness condition (4.2.8) is satisfied with a constant M given by
M = max{2C,,2C;, + 2K?}. (4.4.3)

Proof. Under the assumptions and using V2V = Hy + Hy, by Lemma 4.6, we have

A

fwiv-vymzdp < Zf(IHU-V,,hI2+IHW-VthZ)dp

IA

2 1 ZNIVZU(x,-)If,plvyihlzdp+2K2fIVUhlzdp.
<I<

We estimate these terms separately. Apply the inequality (4.4.2) with g =0,,, i (here v;; is the [-th
variable of v; € RY)forl<i<Nandl<l< d, we get

dy(v)

leIanyi,hlzdm(x)+C2fIa,,”hlzdm(x)

[ e v, hedus [
Summing over i and /, we have

) IVZU(xi)If,pIV,,ihlzdpsclfIVivhlesdp+C2f|V,,h|2dp.

1<i<N
and so
f IV2V -V, hl*du < 2C; f V2, hl%sdp + (2Co +2K?) f IV, hl*dp.
i.e. the boundedness condition (4.2.8) is satisfied with the constant M given in (4.4.3). O

4.5 Proofof Theorem 4.4

Let # be the elliptic generator associated to the mean field measure m, that is,

JC = Ay—VV(x)-Vy

1
A= Y [VU@x)+<= ) VW(xi—xj)| Vg,
1<isN 1<j=N

> i

1<i<sN

where

1
H; =0y, —VUX)-Vy,—— Y VW(x;—xj)- Vy,.
1=j=<N

The following known lemma is a key to the Lyapunov type conditions, it was initially proved in [5]
to get a Poincaré inequality. We include its simple proof for completeness.
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Lemma 4.9. Let /¢ and m be defined as above, then for all twice-differentiable function S > 0 and
forall g e H' (m),

FES
f—ngdmstVglzdm. (4.5.1)

Proof. Indeed, an integration by parts gives

2
f—?gzdm f(VS,V%)dm(x)

IA

2gVg g%Vs
< f(VS, T - 7)(17)’1()0
< f IVg|?dm
where the last inequality follows from
VS, g%IVS[?
(2gVg, ) < 8 oz +Ivel

O

This second lemma is the heart of the proof. It uses Lyapunov conditions, yet well know for being
highly dimensional, but at the marginal level, thus providing results independent of the number
of particles.

Lemma4.10. Suppose that the Lyapunov condition (4.2.10) holds, i.e. there exists positive constants
K1,K> such that
IV2Ulop < K1 VU] +Ko.

Then forall g € H(m),

f|v2U(xl-)|?,pg2dmsc1f|vxg|2dm+c?_fg2dm

with Cy,C, given by

25K1d*  25K”°K?
+ .

C; =50K%, Cp=4K5+ 4.5.2)
4 2
Proof. Step 1: We show that the Lyapunov condition IVZUIO,, < K;|VU| + K, implies
IV2UIZ, < 1 ((1 - @) VU|* = AU) + 1. (4.5.3)
where
4d2 1
n1=5K%,n2:4K§+ 1 , and(x:g.

Indeed, note that
C2d?
4e

CAU < Cd|V*Ul,p <€lV?Ul;, +
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for e > 0 and C > 0. And the condition |V2U|0p < K;|VU| +K; implies

Then we have

C
IV2Ul;, +CAU < (1+€)|V2Ul), + ——

or

IV?U[3,<C

The desired inequality (4.5.3)

IV2UI3, < 2K5|VU|* + 2K3

2 92

A

C2d?
20 +eK3VU +2(1 +€)K5 +

20+0KF , C*d?
———— VU =AU | +2(1 +e)K5 + —— (4.5.4)
2 4e

follows by taking e = 1,C = 5K3.

Step 2. We take S(x) = e*Y*)/2 and compute

S S«

S s 2

Since |[VW| < K/, we have

—% Y VW(x; — x;) - VU(x;)

J

and so

a 2 1
AU(x) + (5 = DIVUI () - NZVW(xi - xj)-VU(x;)
j

I\

K'IVU|(x;)

K/2 o 2
— + = |VUP(x;
Y 2| 1 (x:)

IA

2

or

(1-)|VU*(x;) — AU (x;) < —

= AU(x;) + (a—=DIVU|“(x;) + ™

2748 . K’
aS 2

Therefore, by the inequality obtained in Step 1,

275 . K’Z) .
aS 2x N2

IVZU (x5, < i (=

Integrating with respect to g2dm, we obtain

f|v2U(x,-)|§pg2dm

IA

o4 2a

2 lf , K2m f ,

2 SES K2
ﬂ/‘_ngdm_‘_(nZ‘*’ nl)ngdm

I\

where the last inequality follows from Lemma 4.9. O
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Proof of Theorem 4.4. By the Lyapunov condition (4.2.10) in the assumptions, we can apply Lemma
4.10 and obtain that for any g € H! (m), it holds

f|v2U(x,-)|§pg2dmsc1f|vxg|2dm+c2fg2dm

with C;, C; given by (4.5.2) for instance which are independent of the number N of particles.
Next, using Lemma 4.8, the boundedness condition (4.2.8) holds with M given by

M = max{2Cy,2C, + 2K?}.

We apply Villani’s Hypocoercivity theorem 4.3 and then obtain the result. O

4.6 ProofofTheorem 4.5

The next results extend the ones in the previous section to unbounded VW. Instead, we shall
require that the mean field measure m satisfies the Uniform Logarithmic Sobolev Inequality. We
prove the following estimate first, relying only on the variational formulation of entropy.

Lemma 4. 11 Assume that the measure m satisfies a log-Sobolev inequality with a constant Cig.
For0 <1 < zo— given and for each i fixed, it holds for all suitably integrable function g that

1 , dIn(1-41C !
fﬁ Y Ixi—xjl’g dm<—f|V 1>dm ( o 1s)” fgzdm. (4.6.1)
—1 i

In particular, taking t = ﬁ, it holds

f Z |x; — xJI g dm<16CLSf|Vg|2dm+4ln2-dCLsfg2dm. (4.6.2)
N - 1”#
Proof. Put
Fx)= —— Z |xi — x;I?
Jij#i

Since the measure m satisfies a log-Sobolev inequality, we can apply the classical entropy inequal-
ity
ffgzdm <Ent,,(g%) + f gzdmlogf eldm

with f = TF. Then, for any T > 0 such that ¢, = log [ e"dm is finite, we obtain

1 1
/ngdm < —Entm(g2)+—fg2dmlogf eFdm
2C
Lsflvxldm+ fgdm
where the last inequality follows from the log Sobolev inequality for m.
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Now it remains to give an upper bound of f e dm. Thanks to the symmetry of m(dx;,dxp,---,dxn),
we find

feTde < f; eTlxi—xilzdm(x)
N-1 ;7

= fe”xl_xz'zdm(x)

Let dy,(y) = @m)~%2¢7lY I* 2dy be the standard gaussian measure on R?. Due to the identity
e™’ = [ V2TV qy, (), we have

feTlxl—lezdm(x) f f eV2T =R Yy, (y)dm(x)

del(y)fem(xl—xz)'ydm(x)

For any given y € R?, the function v/2T(x; — x) - y has mean zero w.r.t the measure m. Indeed this
is a consequence of symmetry,

f(xl —Xx2) - ydm(x) = f x1-ydm(x) — f X2 - ydm(x) =0.
And note that /27 (x; — x»)-y is a Lipschitz function of x with Lipschitz constant 21/7|y|. Therefore,

according to the exponential integrability under a logarithmic Sobolev inequality (see [4, Chapter
5] for instance), the function v21(x; — x2) - y satisfies

fe@(xl—xz)-ydm(x) < eZT|)’|2CLs

for any y € R?. Hence, if 0 < T < 1/(4Cys), we obtain

feﬂ:dm erTCLSU"Zdh(y)

(1-41Crg)~ %2
and then the desired estimate follows. O

IA

Lemma 4.12. Suppose that the mean field measure m satisfies a log-Sobolev inequality with a con-
stant Crs. Suppose the Lyapunov condition (4.2.10) and

IV2W],p < K.

Then, for all g € H (m),
f|v-’-U(x,~)|§pg2dmsc1f|Vg|2dm+c2fg2dm

with the constants Cy,C, given by

4 42
Cy = 50K (1 +4K?C? C, = 4K3 25K,47 In2- dK?K?
1 = 50K7 2), Co=4K5+ n +50In2- dK?KiCrs. (4.6.3)
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Proof. As in the proof of Lemma 4.10, the Lyapunov condition (4.2.10) implies

IV2UI5, < m(( - )|VU]* - AU) + 1, (4.6.4)
4 42
with ny = 5K§,n2 = 4K§ + 25111(1 and o = %

aU(x;)/2

Consider S(x) = € and compute

s

@ o 2 1
5 =3 [AUGD+ (5 - DIVUF () - o Y. VW(x;—x;)-VU(x;)

Jij#i
By Cauchy-Schwarz inequality, it holds
1

11 5 9
—— Y VWi—-x)-VU() = —I= Y VW(x—x)I"+-|VUI"(x;)
1<js<N 20 NS 2
< Y VWO - xR+ SR
- 2O‘lejsN l ! 2 l
and so
2768

2 1 2
< AU@)+(@—-DIVUFx) +=—= Y IVW(x; —x;)|
aS o 1<j<N

Using the assumption on V?U, we have

276S 1
VUG, s |-——+ — Y IVW(x;— x|+
| (xl)|0p rll ( (xs Z(XN 1SjSN| (xl x])l r]2

Integrating with respect to g?dm, we obtain by lemma 4.9
2m f IS / 2 m

— | ———g"dm+ dm+—0
o S gdm+mn | gdm+z -

N1

2m f 2 f 2
— | |Vgl“dm+ dm+—06
o IVgl"dm+nz | g"dm 200

IA

f|v2U(x,-)|§,pg2dm

IA

with )
0:=— Z IVW(xi—xj)Izgzdm.
N 1<j<N

To prove the lemma, it remains to show that
< 16K2c§sf|Vg|2dm+41n2-dK2cLsfg2dm (4.6.5)

Since W is even, we see that VW (0) = 0. Then it follows from the assumption |[V2W|,, <K that
IVW(z)| = [VW(0)| +K|z| =K|z|
therefore ) )
0= f —— Y [VW(x; —x))Pg*dm < Kzf —— Y |xi—xjl*g*dm
N-1 5 N-1,7;
So we can apply the lemma 4.11 to get the inequality (4.6.5) and the proof is then complete. O
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Now we turn to the

Proof of Theorem 4.5. By the Lyapunov condition (4.2.10) in the assumptions, we can apply Lemma
4.12 and obtain that for any g € H! (m), it holds

f|V2U(x,-)|§pg2dmsc1f|vxg|2dm+c2fg2dm

with C;, C, given by (4.6.3). Note that these constants are independent of the number N of parti-
cles.

Next, owing to Lemma 4.8, we know the boundedness condition (4.2.8) holds with
M = max{2Cy,2C;, + 2K?}

We apply Villani’s Hypocoercivity theorem 4.3 and then obtain the convergence with rates inde-
pendent of the number N of particles. O

4.7 Animprovement on the rate of convergence

The boundedness conditions proved in the previous sections share the following form

f|v§v-vvh|2dpsM1f|v§vh|2Hsdp+M2f|v,,h|2dp.
where the coefficients M; and M, might be
M; =2C;, M, =2Cy+2K?

with constants C; and C, being given in (4.5.2) or (4.6.3). Note that C; and C, depend on K; and
K3 in the Lyapunov condition (4.2.10)

IV*Ul,p < K1 IVU| +Ko.

It is clear that K| is related to the asymptotic behaviour of V2U and VU at infinity, while K5 is more
relevant to the local properties. For instance, when U behaves as a polynomial at infinity, K; can
be taken to be arbitrarily close to zero (with the price of K, being large); consequently, M; might
be very small while M, might be large. This suggests that in general we can obtain a boundedness
condition with very different M; and M.

In this section, we shall take advantage of this fact and get a slight improvement on the rate of
convergence A. As mentioned before, the rate of convergence in [32, Theorem 35] is of order M2
as M — co with M = max{1,M;, M,}. However, by distinguishing the two constants M; and My, the
rate can be improved to be of order M, 172 for small M, and big M.

Proposition 4.13. Ifthe following boundedness condition holds,
fwiv-v,,mzdp < le IViUhIIZ{Sdp+M2f|V,,h|2dp,
then the rate of convergence A can be taken to be of order \/;M* for smallM,; and bigM,.
2
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Remark 4.14. We consider mainly the behaviour of A when M, is large while M; is small. For spe-
cific M; and My, an refinement of the method is always needed to get a better rate of convergence.

Proof. We set in this proof that M = max{1, M,}. By Cauchy-Schwarz inequality and the bounded-
ness condition above,

—~(V,h,VEV-V,hy = —|IV,hllIVAV-V,hl|
> IVl M IIV2, 312 + Mgl [V, 1l 2
> —||IV,hll(vVMilIV2, hl+ M2V, All).

Similarly,
(V3 h, V2V -V, hy =~V hll (VM [IV2, k| + v/ Mal|V, hl)).

These inequalities lead to
((h,Lh) =(Z,T'7)

with a matrix T’ given by

1+a—byM; 0 —(a+b+cyMa)/2 —byMy/2

. 0 a 0 -b
—(a+b+cvyM)/2 0 b —cvM/2 |
—b\/Ml/Z -b —c\/MI/Z C

Denote
S= (Sij)lii,j54 = T, - Diag()\Oy 0’ AO’ 0))

7.=(721,22,73,74).

The object is then choose a, b, c such that S is positive definite. If now it is assumed that

1 b 1
byMpy<—-, Ag=-<-, 4.7.1
2= 0= 7=7 ( )
then
1 3
811=1+(l—b\/M —)\02(/I+§, 833217—)\0:119. (4.7.2)
And if we impose furthermore the conditions below
2 2 2
1 b +b+cyM bvM b 3 vM
_._z(u) , aEE(—l) , a'Esz, __Cz(u) , (473)
2 2 2 8 2 2 4 8 2

then we have
1 2 b 2 2 c 2
SA+ 5232 281820 Zs), aZy+ 274 = 128uZaZa,

72 C 2 b_, 3c_,
a’ls + §Z4 > |2S947074]), ZZ?’ + 524 > |2S347.374]|,
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and it follows that
(2,S7) = S1175 +S2275 +S3375 +S44Z5 + 28137173 + 28147124 + 2824774 + 28347374
1 b c
> S1175 +S2275 +S3375 +Sy475 — (Ezﬁ + 5zg) —(aZ5 + gZi)
c b 3c
—(aZ5+ =73 — (=275 + =72
(@zy+ 352~ (325+ 570
- Su-t-wZ2+(S 3b)z2
= 11 2 1 33 4 3
> 0

where the last inequality follows from (4.7.2).
Case 1: To fix ideas, we consider the case M; < 1 first. In this case, we may take M; as 1, then the
conditions (4.7.3) become
2 , 3
bz(a+b+c\/M2) , ac=2b°, gbzc. (4.7.4)
For the moment let a, §, y be the constants such that
2 3
a=a/VM, b=p/VM ,c=y/VM .
then, since M = max{1, M,} = 1, it suffices that

B=(a+P+Y)? ay=2p% ;—)ﬁzy (4.7.5)

where < 1/4 (so that by/M, < 1/4). To conclude we may take all these inequalities to be equali-
ties, and in this case

- 576 a_16 3072 3. 216
T 259210 YT 3P T 250217 YT 8P T 25021
and then
b 144
AN=—=——.
4 25921VM
Recall the equality (4.3.5) says that
A = Ao min{ 1 K | 144 in 1 K |
= Agmin , = min ) .
° 2a+1 2ck+1 25921vM i |

25921 VM 25921 VM

In particular, note that M = max{1, My} = M, for M, = 1, hence the rate of convergence A is of order
1/v/M;, for large M.
Case 2: Now we consider the case M; > 1. The conditions (4.7.3) become

2 3
bz(a+b+c\/M2), ac=2M; b?, gszlc. (4.7.6)
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The solution to the corresponding system of equalities is given by

1 16 3
b= 5 LZ:?M%b, c= Mb
16 £ 12 3vM 1
(?Ml +1+ —8M12)

which gives a rate of convergence of order M, ! for large M,. Or we can proceed as in Case 1, and
we may take

1 16 _, 3
b= 5 , a= 3 WMI, €= ——3.
(%M§+1+83T1) VM 8M; VM
which gives a rate of convergence of order 1/v/M for large M. O

Remark 4.15. To ensure the positiveness of the matrix T in the proof, the constant Ao must satisfy
1+a—b\/M —Ag =0, and b—)\oEO.

Assume a < 1, then the first inequality implies that b < 2/1/M; while the second one implies A¢ <
b. As a consequence, A < ) is at most of order 1/y/M,. The rate of convergence stated in the
proposition is sharp in this sense.

Consider the matrix T given in (4.3.7) in section 3, similarly the rate of convergence A is at most of
order 1/v/M. Furthermore, a fine argument shows that the positiveness of T requires that Ay is at
most of order M~2 as M tends to infinity. So the distinction between M; and M, allows us to get a
better growth control for A (for large My).

4.8 Références

(1] Addala, L., Dolbeault, J., Li, X. and Tayeb, M.L.: L?-Hypocoercivity and large time asymptotics
of the linearized Vlasov-Poisson-Fokker-Planck system. preprint arXiv:1909.12762, 2019. 103

[2] Armstrong, S. and Mourrat, J.C.: Variational methods for the kinetic Fokker-Planck equation.
https://arxiv.org/abs/1902.04037 , 2019.

[3] Bakry, D., Cattiaux, P. and Guillin, A.: Rate of convergence for ergodic continuous Markov pro-
cesses: Lyapunov versus Poincaré. J. Funct. Anal., 254, 727-759 (2008).

[4] Bakry, D., Gentil, I., and Ledoux, M.: Analysis and geometry of Markov diffusion operators.
Grundlehren der Mathematischen Wissenschaften 348. Springer, Cham, 2014. xx+552 pp 104,
116

(5] Barthe, E, Bakry, D., Cattiaux, P, Guillin, A.: Poincaré inequalities for logconcave probability
measures: a Lyapunov function approach. Elec. Comm. Prob., Vol 13, 60-66, (2008). 112

[6] Baudoin, E, Gordina M., Herzog D.. Gamma calculus beyon Villani and explicit
convergence estimates for Langevin dynamics with singular potentials. Preprint,
https://arxiv.org/pdf/1907.03092.pdf. 102

121



CHAPTER 4. HYPOCOERCIVITY FOR MEAN-FIELD INTERACTION

(7] Bolley, E, Guillin, A., and Malrieu, E: Trend to equilibrium and particle approximation for a
weakly selfconsistent Vlasov-Fokker-Planck equation. ESAIM: Mathematical Modelling and
Numerical Analysis, 44(5), 867-884 (2010). 102, 103, 105

[8] Bouchut, E and Dolbeault ]J.: On long time asymptotics of the Vlasov-Fokker-Planck equation
and of the Vlasov-PoissonFokker-Planck system with Coulombic and Newtonian potentials.
Diff. Int. Eq., 8, 487-514 (1995).

[9] Calogero, S.: Exponential convergence to equilibrium for kinetic Fokker-Planck equations.
Comm. Partial Differential Equations, 37, 1357-1390 (2012). 102

[10] Cao, C.: The kinetic Fokker-Planck equation with weak confinement force.
https://arxiv.org/abs/1801.10354, 2018.

[11] Cao, C. The kinetic  Fokker-Planck equation with general force.
https://arxiv.org/abs/1905.05994, 2019. 102

[12] Carrillo, J.A. and Toscani, G.: Contractive probability metrics and asymptotic behavior of
dissipative kinetic equations. Riv. Mat. Univ. Parma 6, 75-198 (2007).

[13] Carrillo, J.A., McCann, R.J. and Villani C.: Kinetic equilibration rates for granular media
and related equations: entropy dissipation and mass transportation estimates. Rev. Mat.
Iberoamericana 19, 971-1018 (2003).

[14] Desvillettes, L. and Villani, C.: On the trend to global equilibrium in spatially inhomogeneous
entropy-dissipating systems: the linear Fokker-Planck equation. Comm. Pure Appl. Math., 54
(1), 1-42 (2001). 102

[15] Dolbeault, J., Mouhot, C., and Schmeiser, C.: Hypocoercivity for kinetic equations with linear
relaxation terms. C. R. Math. Acad. Sci. Paris, 347 (9-10), 511-516 (2009). 102

[16] Dolbeault, J., Mouhot, C., and Schmeiser, C.: Hypocoercivity for kinetic equations conserving
mass. Trans. Amer. Math. Soc., 367 (6), 3807-3828 (2015). 102

[17] Duan, R.: Hypocoercivity of linear degenerately dissipative kinetic equations. Nonlinearity
24(8),2165-2189 (2011). 102

[18] Durmus, A., Eberle, A., Guillin, A., Zimmer, R.: An elementary approach for uniform in time
propagation of chaos. To appear in Proc. Am. Math. Soc., 2019.

[19] Eberle, A., Guillin, A., Zimmer, R.: Quantitative Harris type theorems for diffusions and
McKean-Vlasov processes. To appear in Trans. Am. Math. Soc., 2019. 104

[20] Eberle, A., Guillin, A., Zimmer, R.: Couplings and quantitative contraction rates for Langevin
dynamics. To appear in Ann. Prob., 2019. 104

[21] Evans, J.: Hypocoercivity in Wasserstein-1 for the kinetic Fokker-Planck equation via Malli-
avin Calculus. https://arxiv.org/abs/1810.01324. 102

122



CHAPTER 4. HYPOCOERCIVITY FOR MEAN-FIELD INTERACTION

[22] Hérau, E: Short and long time behavior of the Fokker-Planck equation in a confining poten-
tial and applications. J. Funct. Anal., 244, 95-118 (2007). 102

[23] Hérau, E: Introduction to hypocoercive methods and applications for simple linear inhomo-
geneous kinetic models. Lectures on the Analysis of Nonlinear Partial Differential Equations, 5,
119-147 (2017). 102, 103

[24] Hérau, E and Nier, E: Isotropic hypoellipticity and trend to equilibrium for the Fokker-Planck
equation with a high-degree potential. Arch. Ration. Mech. Anal., 171 (2), 151-218 (2004).

[25] Hérau, F and Thomann, L.: On global existence and trend to the equilibrium for the
Vlasov-Poisson-Fokker-Planck system with exterior confining potential. J. Funct. Anal., 271(5),
pp.1301-1340 (2016). 102

[26] Guillin, A., Liu, W,, Wy, L., and Zhang, C.: Poincaré and logarithmic Sobolev inequality for
particles in mean field interactions. Submitted, https://arxiv.org/abs/1909.07051. 103

[27] Menegaki, A.: Quantitative rates of convergence to non-equilibrium steady state for a weakly
anharmonic chain of oscillators. Preprint, https://arxiv.org/pdf/1909.11718.pdf 105, 106, 107,
108

[28] Mischler, S. and Mouhot, C.: Exponential stability of slowing decaying solutions to the
Kinetic-Fokker-Planck equation. Arch. Ration. Mech. Anal., 221 (2), 677-723 (2016). 103

[29] Monmarché P: Ergodicity and propagation of chaos for mean field kinetic particles. Stoch.
Proc. App., 127(6), 1721-1737, 2017 102
102, 103, 105

[30] Mouhot, C. and Neumann, L.: Quantitative perturbative study of convergence to equilibrium
for collisional kinetic models in the torus. Nonlinearity 19 (4) 969-998 (2006).

[31] Talay, D.: Stochastic Hamiltonian dissipative systems: exponential convergence to the invari-
ant measure, and discretization by the implicit Euler scheme. Mark. Proc. Rel. Fields 8, 163-198
(2002). 102

[32] Villani, C.: Hypocoercivity. Mem. Amer. Math. Soc. 202 . AMS (2009). 102, 103, 106, 108, 109,
118

[33] Wu, L.: Large and moderate deviations and exponential convergence for stochastic damping
Hamiltonian systems. Stoch. Proc. Appl., 91, 205-238 (2001). 102

123



CHAPTER 4. HYPOCOERCIVITY FOR MEAN-FIELD INTERACTION

124



Chapter 5

Long-time behavior of mean-field
interacting particle systems related to
McKean-Vlasov equation

This chapter is an article collaborated with Wei Liu and Liming Wu. In this paper, we investigate
gradient estimate of the Poisson equation, the exponential convergence in the Wasserstein metric
W4, and uniform in time propagation of chaos for the mean-field weakly interacting particle
system related to McKean-Vlasov equation. By means of the known approximate componentwise
reflection coupling and with the help of some new cost function, we obtain explicit estimates for
those three problems, avoiding the technical conditions in the known results. Our results apply
when the confinement potential V has many wells, the interaction potential W has bounded sec-
ond mixed derivative Vin which should be not too big so that there is no phase transition. As
application, we obtain the concentration inequality of the mean-field interacting particle system
with explicit and sharp constants, uniform in time. Several examples are provided to illustrate the
results.

5.1 Introduction

In this paper, we consider the following nonlinear McKean-Vlasov equation with initial condition
Uo
atutzv-[Vut+ utVV"F ut(VxW® ut)], (5.1.1)

where the unknown u; is a time dependent probability density on RY(d=1),V:R > Risa
confinement potential and W : R? x R¢ — R is an interaction potential. Here V and V - (applied to
a vector field) denote the gradient operator and the divergence operator respectively, while V,W
stands for the gradient of W with respect to (w.r.t. in short) the first variable, and

V. W® u(x):= fqud V. W(x, y)u(y)dy.
When W(x, y) = Wy(x— y) for some even potential Wy, V, W& u = VW * u (the usual convolution).
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The probabilistic equivalent version of (5.1.1) is the following self-interacting stochastic differen-
tial equation (SDE in short):

{dxt =V2dB, - VW (X)dt - VW& p,(X,)dt, 5.12)

Xo ~ ug(x)dx,

where |1, is the law of X;. The density u; of the law 1 of X; at time ¢ is the solution of the McKean-
Vlasov equation (5.1.1) and vice versa. The existence and uniqueness of the solution of the SDE
(5.1.2) and the McKean-Vlasov equation (5.1.1) have been extensively studied. The reader is re-
ferred to [16; 24; 25; 27] and recent works [7; 18; 26] as well as the references therein. For the
convergence to equilibrium of solution p; as t — +oo, it is worth mentioning that Carrillo, Mc-
Cann and Villani [8] obtained the explicit exponential convergence in entropy under various kinds
of convexity conditions on the potentials V and W, via their enlightening idea of interpreting the
McKean-Vlasov equation as the gradient descent flow of the free energy on the space of probability
measures equipped with the L2-Wasserstein metric. Eberle et al. [15] got the quantitative bounds
on the exponential convergence in some appropriate transport cost to equilibrium for McKean-
Vlasov equations by using Lyapunov condition and reflection coupling. Eberle [14] showed the
exponential contractivity for diffusion semigroups w.r.t. Kantorovich distance by using compo-
nentwise reflection coupling methods and choosing appropriate distance functions. One can also
refer to [20] for the exponential convergence of diffusion semigroups w.r.t. the L”-Wasserstein
distance for all p = 1.

The McKean-Vlasov equation (5.1.1) or (5.1.2) is the idealization of the following interacting par-
ticle system of mean-field type when the number N of particles goes to infinity:
dxXiN=\2dB -wwxiNdi- &y vewx N xMNar,
. . jij#i1=jsN (5.1.3)
X(l),N :X(l), i=1,---,N,

where the initial values X}, -+, X} are i.i.d. random variables with common law p1o(dx) = ug(x)dx,
and B} e ,BI;I are N independent Brownian motions taking values in R4, independent of Xil<
i < N. In fact it is the goal of the so-called propagation of chaos: when the number N of particles
goes to infinity, the empirical measures %ZIZ.\L 1 8xin of the particle system (5.1.3) (or the law of a
single particle) converge weakly to the solution pttof the self-interacting diffusion (5.1.2).

The propagation of chaos for the mean-field interacting particle systems has been widely studied
during the last forty years. The early studies were concentrated on the propagation of chaos in
bounded time intervals, see [21; 24; 27] and the references therein. The study on the propagation
of chaos in the whole time interval R* is much more difficult and recent. When the confinement
potential V is strictly convex and the interaction potential W (x, y) = Wy (x—y) with Wy strictly con-
vex, Malrieu [22] showed the uniform in time propagation of chaos by applying the logarithmic
Sobolev inequality. In the case that there is no confinement (i.e. V = 0) and the interaction po-
tential Wy is strictly convex, Benachour et al. [1; 2] proved propagation of chaos (but not uniform
in time) and polynomial convergence to equilibrium; Malrieu [23] obtained the uniform in time
propagation of chaos and exponential convergence to equilibrium for the particle system viewed
from the center, by using functional inequalities. When Wy is degenerately convex and V = 0, Cat-
tiaux et al. [9] showed the uniform in time propagation of chaos and exponential convergence to
equilibrium by using synchronous coupling.
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Without the convexity of V and Wy, recently Durmus, Eberle, Guillin and Zimmer [13] use the
componentwise reflection coupling introduced in [14] to prove the exponential convergence in
some Wasserstein metric and uniform in time propagation of chaos for weakly interacting mean-
field particle system. For more results about propagation of chaos, we refer the reader to [12; 19].
The main purpose of this paper is to investigate the exponential convergence in L!-Wasserstein
metric in the purpose of refining the previous results in [13; 14], the concentration inequalities
and the propagation of chaos of the mean-field weakly interacting particle system. Although we
use the same approximate componentwise reflection coupling ([14]), our next approach will be
quite different from [13; 14]:

(1) our starting point is some explicit gradient estimate of the Poisson equation, which implies
moreover the concentration inequalities of the empirical mean of the interacting particle
system, useful for numerical computation of solution p; of the McKean-Vlasov equation;

(2) wewill choose a different metric from that in [13; 14], which allows us to obtain some explicit
and almost sharp estimate of the exponential rate in the convergence of the interacting par-
ticles system to its equilibrium in the W; —metric, uniform in the number N of the particles.

(3) As a by-product, we obtain some explicit estimate on the propagation of chaos, uniform in
time.

The paper is organized as follows. In the next section, we will present our framework and main
results. The proofs are provided in Section 3 and section 4. The applications to concentration
inequalities are given in the last section.

5.2 Main resutls

5.2.1 Framework: notations and conditions
Conditions on the dissipativity rate of a single particle

First we introduce the dissipative rate by(r) of the drift of one single particle in (5.1.3) at distance
r>0,
(x=1,—[VV(x) =VV(N] = [ViW(x, 2) = VxW(y, 2)]) < bo(r)|x — yI (5.2.1)

holds for any x, y,z € R4 with |x — y| = r. Throughout this paper we assume that by(r) is a contin-
uous function on (0, +00) satisfying

b
limsup 0(r) <0, (5.2.2)

r—+o00 r

i.e. the drift of one particle is dissipative at infinity.

We also assume that
lim b§(r) =0. (5.2.3)
r—0+
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Next we introduce an important reference function h which enables us to obtain some new results,
avoiding the technical parameters in [13; 14]. For any function f € C?(0,+o0) and r > 0, let Z,, f
be the generator defined by

Lrerf(r):=4f"(r)+bo(r) f' (). (5.2.4)
Let h:R* — R be the function determined by: k(0) = 0 and
1 1 r +00 1 N
W) = —exp(——f bo(s)ds)f s-exp(—f bo(u)du) ds. (5.2.5)
4 4 0 r 4 0

It is a well defined C? function by the dissipative condition (5.2.2). It is a solution of the one-
dimensional Poisson equation

Lrefh(r) =4h" (1) + bo(r)h' (r)=—-r, r>0 (5.2.6)

with h(0) = 0. This function was used by the second named author [28] for functional and isoperi-
metric inequalities on Riemmanian manifolds.

Kantorovich-Wasserstein W; -metric

For the configuration space (RHN | instead of the usual Euclidean metric, we will use the I!-metric

N . .
dp(e,y) =Y Ix =y, x=& ), y=0h -y e RHN.
i=1

We consider the Kantorovich-Wasserstein distance w.r.t. d; metric on (R9)N, i.e., for any two prob-
ability measures p and v on (RHN,

Wy (V) = pe}{}ﬁ,v) /[(Rd)Nx(ued)N A (6 )P dy)

where II(,v) is the set of all couplings of i, Vv, i.e. the set of all probability measures on (RH)N x
(RN whose marginal distributions of x and y are respectively pu and v.

Notice that for a C!-function gon RHYN its Lipschitzian norm || g|ly; pld,) W.I.L. dp coincides with
max;<;i<N I|V;glloo where V; is the gradient w.r.t. x;. By Kantorovich-Rubinstein duality relation,

Wa, (1, V) = sup ( f gdp - f ng)
g€C(RHN):max <N Vi glloo<1

When N = 1, we write simply W; for Wy 4, .

We notice that for two probability measures p, v on (R%)N,
N . .
Y Wi, v =Wy, (4, V) (5.2.7)
i=1

where pi (resp. vi) is the marginal distribution of x; of p (resp. v). In factif X = xd,- xNy Y =
(YL,---,YN) are two random vectors such that the law of (X,Y) is an optimal coupling of (g, V) in

ledll , then for each i, the law of (X},Y?) is a coupling of (pi, v, so
N . . N . .
Wa, (0, V) =Edp(X,Y) = ) EIX'=Y'[=) Wiu',v)).
i=1 i=1
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5.2.2 An explicit gradient estimate of the Poisson equation and its applications in
concentration inequalities

Let {PgN)}tZO be the transition semigroup of the mean-field interacting particle system (5.1.3),
whose generator is given by

N
LVt N =) (Aif— V() -Vif - ﬁ Y VW, 1) Vif) :
in1 — 157

Its unique invariant probability measure is given by

1 1
N(dx!, -, dxNy = — —
ll(x”x)ceXp N

N

N . . .
=) Vixh - > W(x’,x]))dxl---de,
izl

~ L 1si<jsN
where Cy is the normalization constant.
We introduce the following key assumption on the interaction potential:

(H) : 1V3,Wileoll 7' lloo < 1

where h is given by (5.2.5), |1/ ||loo := Sup,=g ' (r), and VfcyW stands for the second order gradient
of W wi.r.t. the first variable and the second variable,

IIV‘?‘CyWIIOO:: sup  sup IV‘?‘CyW(x,y)zl.

x,yeR4 zeR4 | z|=1

This assumption is a translation of Dobrushin-Zegarlinski’s uniqueness condition in the frame-
work of mean field, and it implies that the mean field has no phase transition (see [17]).

Notice that under the assumption (H) and (5.2.2), both the equations (5.1.2) and (5.1.3) have
unique strong solution. On the space of continuous paths C([0,T], (RY)N) where T € (0, +o0], we
consider the L!-metric

T
dLl[O,T](Yl’YZ)::fO dp(y1(2),y2(0)dt (5.2.8)

(may be infinite). Given the starting point x € RHN | let P, be the law of XN = (X(tN))tEO with
XN =
0 .

Theorem 5.1. Assume (5.2.2), (5.2.3) and (H). For any xy = (xé, .- ,x(I)\I) € RHN and yy = (yé,-n ,y(l)\l) €
RN we have

(9

L1[0,00]

+00
fo Wa, PN (x0,), PN (yo, Nt < Wy 4
(5.2.9)

1 N . .
< h(lx5 = Yo
1= IV Wilool1 7' loo ,:21 o

In particular forany g € C} (RD)N) with p™ (g) = 0, the solution G of the Poisson equation - ™G =
g with u(G) = 0 satisfies
||ViG||ooScLip-1r<nja<)l(\I||ng||oo,15 <N, (5.2.10)
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where
C ) (5.2.11)
Lip +— L
P I 1VE Wilol 7 lloo

, 1 +00 1 S
h'(0) = —f s-exp (—f bo(u)du) ds.
4 Jo 4 Jo

By the theorem above we can immediately obtain the following result about the nonlinear McKean-
Vlasov equation (5.1.1).

and

Corollary 5.2. Under the same assumptions as in Theorem 5.1, for any two solutions |, v of the
self-interacting diffusion (5.1.2) with the initial distributions |y, vo with finite second moment re-

spectively, we have

o 1 oo
Wil vede < Wi (1o, Vo). (5.2.12)
fo e IV Wil 0

Proof. By (5.2.9) in Theorem 5.1 and the fact that

h(r) < h(0) + 1M loo- 7 = |1 R lloo - 7, Y1 20

we have
f Wig, (ENP™, vENPM) 1 < 17 lloo Wi g, (1N, vEN) (5.2.13)
" 1- V3 Wil oo 0 770
Notice that p™ := uNP™ and vV := vENPMY are symmetric probability measures on (R%)N and
their marginal distributions p(’ N), (W) of x; converge weakly to [y, v, (respectively) by the finite

time propagation of chaos. By using (5.2.7) we have
NW, (p(l N) (1 Ny ZW (p(zN’ EN)y < W, i (M(N) (tN))
i=1
and then

1
Wi (g, vo) < liminfw; (pN, vy < liminf —wy 4, (u®,vV). (5.2.14)
N—+oo N—+oo N 7

Combining (5.2.13) and (5.2.14) together, we obtain
[e.0]
f Wl(Hz,V;)dt<hmmf Wl, ll(H(N) V)4t
0 0

N—+oo N
1o

< liminf — W (uEN vENy

1= V2, Wilooll ' log Novtoo N 1 Ho™ v

~ 17 oo
1— V2, Wlleo 17 lloo

W1 (Ho, Vo)

which completes the proof. O
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As an application of Theorem 5.1 to the concentration inequality, we have the following result
about the Gaussian concentration of the U-statistics, which is a straightforward application of a
general result in Proposition 5.18. The proofs are given in the last section.

Forany 1 < m <N, let f,, : (R?)” — R be a measurable function. The U-statistic of order m with
kernel f;, is defined by

1

UN(fr) (e, x)y = — 3 (e, xm), Yt 1N e RDY, (5.2.15)
|IN| (l'h"'»l'm)elf\?
where
I{\I" ={(i1,,im) € Nk|i1,~-~ , i, are different ,1 < iy,---,i,, <N} (5.2.16)

and [I{'| denotes the number of elements in I (equal to N!/(N — m)!).
Next we introduce the following Gaussian integrability assumption of the initial distribution po:

fd eholxl® Ho(dx) < +oo, for some Ag >0 (5.2.17)
R

which is equivalent to say that there is some Gaussian concentration constant cg () > 0 such that

2

for all Lipschitzian functions f on R? (w.r.t. the usual Euclidean distance).

fRef(x)—uo(f)duO(x)Sexp(CG(HO) ”f“Isz) (5.2.18)

Remark 5.3. The equivalence between the Gaussian integrability (5.2.17) and the Gaussian con-
centration inequality (5.2.18) was established by H. Djellout, A. Guillin and the second named au-
thor [10], and (5.2.18) is the famous characterization of Bobkov-Gotze [3] of the transport-entropy
inequality. By the tensorization of the transport-entropy inequality for product measure, (5.2.18)
implies that foranyN =1,

s N
g(x)-psN(g) ®N N 9
f(Rd)N e 0 ®ldyg - (x) < exp 5 G (MO8 Lipea,) (5.2.19)

for all Lipschitzian functions g on (RHN,

Corollary 5.4. Assume the conditions in Theorem 5.1 and the Gaussian integrability (5.2.17) of the
initial distribution po. Let f,, € C3(RY)™,R) be a 1-Lipschitzian function w.r.t the dj -metric on
RH™ je. max; |V; flloo < 1. Then for any A\, T >0, we have

T T
[ OGO XENd = [ BN, XN

Eexp (A
T
(5.2.20)

242 2
mA ey, (1+ CG(llo))

<
=P TONT T

’

where c iy, is the same as given in (5.2.11). In particular we have for any 6 >0

1T 1T
P{T[ UN(fm)(Xi'N,-~-,XT’N)dr—Tf [Efm(xi'N,---,xT'N)d»ﬁ}
0 0
A~ 192, Wil H oo, 6.2.21
2m2 (R (0)2(1 + cg (o) /T)

< exp (—
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The concentration inequality (5.2.21) is sharp when V is quadratic and W = 0, see Example 5.1 for
explicit expression of all involved constants in the Gaussian case.

5.2.3 Exponential convergence of the particle system in the W, ; , -metric
Theorem 5.5. Assume (5.2.2) and (H). Suppose that there exists a constant M € R such that

bo(r) =rM,¥Vr>0 (5.2.22)
(this condition is stronger than (5.2.3)), then for any € > 0 such that

1~ V2, Wileoll 2 lloo = M + V2, W loo)
= >

Ke:= 0, 5.2.23
) 17l + € (5229
d\N
we have for any xy, yy € (R%)
Wa, P (x0,), PN (10,7) < Ace™ " djn (x0, yo), Y120, (5.2.24)
where

h(r)+er
A =sup .

-su (5.2.25)
r>0 h(r) +er r>€ r

sup, B (r)+e
inf,—o 1’ (r)+€
(then better and better) as € decreases to 0, but A; may explode once if inf, > /2 (r) = 0.

Remark 5.6. An easy estimate of A is A¢ < . Note that the exponential rate K¢ increases

Remark 5.7. Notice that (5.2.22) is equivalent to say that
V2V (x) + V2 W(x,y) = -MI, x,y€ R

When k := =M - [|V%,W||o > 0, we see that the Hessian of the Hamiltonian

Y W, x)

1<i<j=sN

N
Hl -2 = Y v +
( ) ; )+

is bounded from below by «I (this estimate of the lower bound of the Bakry-Emery curvature is
sharp if V4 yW s constant and definitely nonnegative). Notice that when M < 0, we can take by(r) =
Mr, so h'(r) = =1/M. Then k > 0 if and only if (H) is satisfied. The advantage of our condition
(H) (w.r.t. the positive curvature condition) is: it does not depend on the curvature but on the
dissipativity and holds even if V has many wells once if the interaction is weak enough.

In the positive curvature k > 0 case we have by Bakry-Emery’s curvature characterization
Wi P (x,), PN (y,)) < e x— y]

in the Euclidean metric on (R%)N. On the other hand as above by (r) = Mr, h(r) = —r/M, we see
that K — —M — IIVfcyWIIoo =K as € — +oo, and A¢ =1, so (5.2.24) yields

Wiq, PNV (x,, PN (y,) < e dp (x, ). (5.2.26)
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Theorem 5.5 above will give us an explicit exponential convergence in Wj of the nonlinear McKean-
Vlasov equation (5.1.1). For the exponential convergence in entropy of the nonlinear McKean-
Vlasov equation (5.1.1) under the condition (H), see Guillin et al. [17].

Corollary 5.8. Under the same assumptions as in Theorem 5.5, for any € > 0 so that K¢ > 0 (i.e.
(5.2.23)), we have for the solutions \;, v; of the self-interacting diffusion (5.1.2) with the initial dis-
tributions g, vo with finite second moment respectively,

Wi (s, ve) < Ace” "W (o, Vo), Y1 =0, (5.2.27)
where K and Ag are given by (5.2.23) and (5.2.25) respectively.

Proof. The proof of this corollary is similar to that of Corollary 5.2, and we utilize the same nota-
tions as in the Corollary 5.2. First by Theorem 5.5, we have for any £ = 0

Wi a, (VPR vENPIY) < Ace Wy g, (g™, vEN).
Combining the inequality above with (5.2.14), we obtain
1
“Kefpis N . ®N
Wik, ve) < Aee iminf S W g, (g, vg )
= Ace MW (o, vo)

the desired result. O

5.2.4 Propagation of chaos in large time

We have the following uniform in time propagation of chaos.

Theorem 5.9. Assume (5.2.2), (5.2.22) and (H). Suppose that there exist some positive constants
c1, C2, c3 such that

(x,VV(x)) = c1]x1> — ¢, Vx € RY (5.2.28)
and
(2, V2, W(x,y)2) = —c3lzl2,Vx, y,z € RY. (5.2.29)
Assume
¢1— 3= V5, Wlleo > 0. (5.2.30)

Then for any € > 0 such thatK¢ >0, and € € (0,¢; — c3 — IIVinIIOO), the following estimates of prop-
agation of chaos hold for the mean-field interacting particle system (5.1.3) with any initial proba-
bility measure |\ having finite second moment:

(a) (path-type propagation of chaos) for anyT >0, 1 < k <N, denote Py(-) = f(Rd)N P.()dv(x)
the law of(X(tN)) =0 With the initial distribution v, IP’{,l'k]’NI [0,1] the joint law of paths of the k
particles ((Xl;N)te[o,T],l < i< k) in timeinterval [0,T], and Qy, the law of the self-interacting
diffusion (X;) 1o with the initial distribution py. We have

T IV Wil 7 lloo
VN=T 1= V3 Wllooll A llco

1

T Wdigy

(Pﬂéﬁ]’N“‘m’@ﬁf liom)) = -max{m;(lo), ()} (5.2.31)
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where

My (o) = (f lezduo(x))2 :

1 1 (5.2.32)

o d+c+ £IV,W(0,0)] |2

é(e) =
c1— 3= V3, Wleo —€
(b) (Uniform in time propagation of chaos) for all time t >0 and any 1 < k < N:
Wy g, (N, 2y < — & B2 192wy maxims (o), 60 (5.2.33)
l,dll “[ )pt = N-1 Kg Xy 0 2(Mo), L

where |; = usdx is the solution of the Mckean-Vlasov equation (5.1.1), and p[tl’k]’N is the

joint law of the k particles (Xi’N,l < i < k) in the mean-field system (5.1.3) of interacting
particles (Xlt'NhsisN with X(I)’N,l <i<Niid. oflaw pg (independent Of(Blt'NhsisN,tzo), and
the constants K¢, Ae, ma (o) and ¢(€) are given in (5.2.23), (5.2.25) and (5.2.32) respectively.

Remark 5.10. The time-uniform propagation of chaos is much more difficult than the bounded
time propagation of chaos, accomplished in the 80-90’s of the last century. The physical reason is
that the time-uniform propagation of chaos fails in the regime of phase transition. That is why we
impose the condition (H), which excludes the phase transition.

The reader is referred to [5; 9; 12; 13; 19] and the references therein for recent studies and pro-
gresses on this subject. The main new point here is that our estimate (5.2.33) is explicit and rela-
tively neat.

Remark 5.11. All the results presented in this paper can be extended to more general case:
dX; = V2dB; + b(X;, u)dt

where |, is the law of X, if b satisfies some dissipative condition in x (uniformly in p) and a
Lipchitzian condition in p with sufficiently small Lipschitzian constant. For the sake of clarity, we
deal only with the case of b(X;, ;) = —VV(Xy) — VoW ® 1y (X,) in this paper.

5.2.5 Examples

We first present the Gaussian model for which the constants in Theorem 5.1 and Theorem 5.5
become exact, showing their sharpness.

Example 5.1. (Gaussian model) Let d =1, and
2
V(x) = ﬁ?, Wi(x,y) = -pKxy
where > 0 is the inverse temperature, K = 0.
For this model, by some simple calculations we have

bo(r) = —Pr, Vr>0.
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and
h(r)=p~t, vr=o.

It is obvious that conditions (5.2.2) and (5.2.3) hold, and the assumption (H) holds once if
K<1. (5.2.34)

But this condition is equivalent to say that the matrix A = (a;)1<;,j<N is positively definite, where

—-pK
: L # ]

aiizﬁ,aijZE,l

A must be the inverse of the covariance matrix of the Gaussian measure u™). In other words (H)

is equivalent to well defining the equilibrium probability measure p™.

Note that IIVinIIOO = PK, so we have cp;p = —L__ under (5.2.34). Moreover (5.2.22) is satisfied

B(1-K)
with M = —p.

o Sharpness of Theorem 5.1. The gradient estimate (5.2.10) in Theorem 5.1 tells us: if -2™NG = g,
then

IViGlloo = IniaXIIVigIIoo-

1
B(1-K)
Let us show that it becomes equality for g(xl, v Ny = Zli\lzl x'. In fact

‘z(N)g(xly"' ,xN) = _Zﬁxi +Z_ ZﬁKx] = _ﬁ(l _K)g.
i

1
7 N-1iZ

In other words G = ﬁg for which the gradient estimate above becomes equality. As the gradi-

ent estimate (5.2.10) comes from (5.2.9), the process level W, 4, estimate (5.2.9) is sharp too.

 Sharpness of Theorem 5.5. As € — oo in (5.2.23), we have by Theorem 5.5
Wi, ™ (x0,),P™ (319, )) < e P (g, 3.

This is equivalent to say that

o PU-K

max||V;PN

8lloo = max||V;glloo-

But it becomes equality for g = Zli\lzl x':infactas Mg =-p(1-K)g,
(N)
Pt

_ o PU-K)I

g 8-

Hence the exponential convergence result (5.2.24) in Theorem 5.5 is sharp.

Of course for this Gaussian model all results in Theorems 5.1 and 5.5 can be derived easily by using
the synchronous coupling, or from the commutativity relation

VPNV g =epNyg
which is one of the origins of the Bakry-Emery curvature.
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Next we give another two typical models to illustrate our results.

Example 5.2. (Curie-Weiss mean-field lattice model) Let d = 1, and
V(x) =p(x*/4-x*12), W(x,y) = —BKxy

where p = % > 0 (k is the Boltzmann constant) is the inverse temperature, K € R*. This model is
ferromagnetic or anti-ferromagnetic according to K> 0 or K< 0.

By an elementary calculation, we get
bo(r) =Pr(1—r?/4), Vr > 0.

It is obvious that conditions (5.2.2) and (5.2.3) are satisfied and (5.2.22) holds with M = f3.
For the assumption (H), first notice that IIVnyWIIOO = |K|P. Next we estimate ||/ ||o. By (5.2.5) and
some calculations, we have for any r = 0
1 +00o
h'(r)= 1 exp(B(rt - 8r2)/64)f s-exp(P(8s* — st /64)ds
r

1 +00
= Ze5/4exp(ﬁ(r4—8r2)/64)f2 exp(—p(u—2)%/16)du.
re/2

2 .
When % >2,i.e. r >2, wehave

2
h(r) < }leﬁ/“ exp(B(r* —8r?)/64) /2n§ exp(—ﬁ(% -2)2/16) = ~—. (5.2.35)

sl%

When 0 < r <2, by (5.2.6) we have
4n"(r)y=-r-pr-r*/4)h'(r) <0,

hence

(5.2.36)

+00
R(r)<h )= 1eﬁ"*f exp(—Pp(u—2)%/16)du < eﬁ/4ﬁ.
4 0 VB

Combining (5.2.35) and (5.2.36), we obtain || 7'[l, < P! 4%. Thus assumption (H) holds once if

IK|\/mpeP’* <1 (5.2.37)

and then the conclusions of Theorem 5.1 and Theorem 5.5 hold under (5.2.37).

For the result of propagation of chaos, we can take ¢; = [K|p + €/, ¢ = %(1 + K|+ %)2 forany e’ >0,
and c3 = 0. Then condition (5.2.30) is satisfied and then the conclusion of Theorem 5.9 holds
under (5.2.37).

Example 5.3. (Double-Well confinement potential and quadratic interaction) Let d = 1, and
V(x) =p(xt/4-x212), W(x, y) = BK(x — y)?
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where p > 0 is the inverse temperature, K € R. This model has the double-well confinement po-
tential and quadratic interaction potential.

For this model, we have
bo(r) =pr(1—2K—r?/4), Vr>0.

So conditions (5.2.2) and (5.2.3) are satisfied. By the similar calculations as in Example 5.2, we get

A tic<,
1Mo <? = o
-—, lfK>§.
\/B

Since [ V4, Wlloo = 2/K|B, assumption (H) holds once if

_9K)2 .
2IK|\/nped20PM <1, if K<1 5.2.38)
2[K|/mp <1, if K>1,

and then the conclusion of Theorem 5.1 holds under (5.2.38).

Furthermore, note that (5.2.22) holds with M = (1 — 2K), and

B, ifK=0,

M+ V5 Wileo =
VTP -4K), ifK<0

which is strictly positive. Then the conclusion of Theorem 5.5 holds.

For the result of propagation of chaos in Theorem 5.9, we can take c3 = 0 when K= 0, and ¢3 =
—2Kp when K < 0. To ensure that conditions (5.2.28) and (5.2.30) are satisfied, one can take c; =
2IKIB+€, ¢ = %(1 +2|K| + %)2 in the case of K> 0 and ¢; = —4Kp + €/, ¢, = %(1 — 4K + %)2 in the
case of K <0, for any €' > 0.

5.3 Proofs of Theorems 5.1 and 5.5

5.3.1 Coupling

We first introduce the approximate componentwise reflection coupling by following A. Eberle [14].
Given 8 > 0, let Ag, 15 : R™ — [0, 1] be two Lipschitz continuous functions such that

As(r)? +m5(r)> =1, VreR" (5.3.1)
and
A () 1, if r =9, (5.3.2)
r)= 3.
° 0, if r <8/2.

Then a coupling of two solutions of the mean-field interacting particle system (5.1.3) with initial
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values xo, yo € (RY)N is given by a strong solution of the system

dXiN = V2IA5(1ZE) B} + ns(1ZE) dB2 ] - WM d e
1 ; iN
- Yo vawxtN xIdr,
Jij#il<sj<N
dY'™N = V2(\s(IZLDREABY + s (1Z1 ) dB2') — V(YN d
1 j N
- Yo vawN Yy e,
jij#il<j<N

(5.3.3)

1 <i<N. Here Z’; = Xi’N —Yi’N and Rl; =1;- Zei(ei)T, where I; is the d-dimensional unit matrix
and el(e))T is the orthogonal projection onto the unit vector e’ := Z1/|ZL] if |ZL| # 0. B%’i and
B? i1<i<N,are independent standard Brownian motions taking values in R?. We will denote
X(N) N XN, YR — BNy NNy and ZIV = XNy,

To see that (X(tN), tN)) is a coupling process, it is enough to notice that

. t . . t . .
B;::f A5(|zg|)dB§vl+f ns(1ZL)dB2!
o o . . (5.3.4)
E;::fo A5(|zg|)R;dB§"+f0 n5(1ZL)dB>',1<i <N,

are standard Brownian motions on (R%)N,

Remark 5.12. (1) The couphng (5.3.3) behaves as a reflection coupling when the distance be-
tween the two particles X N and Y’ N are larger than §. When the particles are very close
(with distance less than 1 3 6), they are driven by the same Brownian motion, i.e., it is a syn-
chronous coupling. And when the distance is between %6 and §, it is a mixture of reflec-
tion coupling and synchronous coupling. The aim is to make Ag and ns globally Lipschitz
continuous, so that the coupling SDE has a unique strong solution, given the independent
Brownian motions B}’i,B?’i, 1<i<N.

(2) If one adopts the componentwise reflection coupling (i.e. the limit coupling when & —
0), since X*N, YON will separate after the time that they meet (i.e. Xi’N = Yi’N), the local
times will appear when It6’s formula is applied for IX’;’N - Y;"NI. This makes the control of
ZN |X"'N - Yi'Nl difficult to deal with. That is the reason why A. Eberle [14] introduced the

lN_YlN

synchronous coupling when [X; | is small.

5.3.2 Proofs of Theorem 5.1

Proof of Theorem 5.1. 1). Proof of (5.2.9). The firstinequality in (5.2.9) is trivial, and next we prove
the second inequality. By doing subtraction of the equations in (5.3.3), we have

dz = 2V2)\s(1ZE)eldBl - (VW XEN) - vV (YN ld e
1 N iN NN
TN-1, .¢,Xl" , N[VxW(XZt'N’X{ )_va(Y;’N,Yi )dt, (5.3.5)
Jij#il<j<
Zf) = xé - yé,
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where the processes Ei = fot(e_l;)TdBi’i, 1 <i <N, are one-dimensional standard Brownian motions
such that (B',B/)y, =0 fori # j.
Let rf = IZ’;I, 1 < i =< N. By applying It6’s formula, we have

dry = 14,1,02V2N6(r)dB = 1,14/ (el, VVX™) = VV (Y ) d 8

;1 iN /N iN N
— 1,040 (e, —— IV, WX" ,X]’ ) -V W, Yy Dhdt
A0\ Ny j:j;éi,zl“sjsN X t t X t t (5.3.6)

da , . . . . . . .
120 HZ W=y ()71 = XN =YPN O XEN VPN (r) N (r)? Mg - RD, di
=1

where Xi’N’k and Yi’N’k denote the k-th coordinate of Xi’N and Yi’N respectively, 1 < k < d. Notice
that the last term in the right hand side of the above equation equals to 0 by an easy calculation.
Hence we get

. _— ! N N ANRAN
dri =11,102V2X6 (r)dBr = 1 ;10800 T #E N[VXW(X?N,X{ )= VWY, Y )dt
Jj#L 1)<

Yo vLWeEN YN v wyEN YN dr

— 1,140y (eh, VX = WV (V™) +
jij#il=j=N

N-1
.. 1 ) ; .
<10 2V2As(r)dB+ IV Wileo 3 rldt+ 1,1, bo(rpdt,
Jij#iL,1=j=<N
(5.3.7)
where we use the definition (5.2.1) of by in the last inequality. Here d§; < dn; means that n; —&; is
a non-decreasing process.

Let L), be the generator defined by for any function f € C?(0,+00) and r > 0,
Las f(r) := 4X5(1) (1) + bo (1) ' (1), (5.3.8)

Note that L equals Z.r when A5 = 1.

Applying Ité’s formula to the function h(rf ) and using (5.3.7) and the fact that h'(r) > 0, we get for
anyt>0andi=1,---,N,

dh(rl) < 2vV2A s r R (rH)dBE + W X bo(r))d t + 4R Ns(rH)?d ¢
t t t t t t t

1 2 1o J
+——IIVi, Wlleoh'(r)) Y. ridt
N—1 e ien (5.3.9)

. L . 1 . .
:2\/§A5(r;)h’(r;)d13;+LA§h(r;)dt+mnviywnooh’(r;) _ -¢; _ Nr{dt.
JijAilsj<

Notice that by the definition of L), and the Poisson equation (5.2.6),
La A1) = Lrefh(r) + 4N — DR (1) = =1 + (L= A3 (r + bo (1) K (7). (5.3.10)
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Then
al i 1 2 1o j
=2 | hr) + T IV Wilo P D)3 1
i=1 Jj:j#i1=j<N
N . N . . . .
= (1= V3, Wileoll ' lloo) Y- 71 = 3 (A= As(r)?) (rf + bo (rp I (1))
i=1 i=1

which is bounded from below by —N(8 + SUpP,¢0,5) bg (Nllh'lle) according to the conditions (H)
and (5.2.3). By integrating from 0 to T and taking expectation in the previous inequality (5.3.9) for
dh(rf ) and using Fatou’s lemma, we have for any T > 0,

T N . N . . . .
[Ef {(1—||V§ywnoo||h’||oo)zr;—Z(l—As(r;)z)(r;+bo(r;)h’(r;))}dt
0 i=1 i=1
N o (5.3.11)
< Y hlxy = ¥,
i=1
Letting Py |(o, ) be the law of (X(tN))te[o,T], we obtain by assumption (H) and (5.3.11)
T (N) v(N) Ty
ledLl[OyT](PxOI[O,T],PyOI[O,T])S[Ej(; dpX;V,Y; )dt=[EfO Zr;dt
. . N = (5.3.12)
< h(xi -yl + [Ef A=AsrHH i+ b rHR r)de b
1—||v§ywnoo||h'||oo{i:zl 00 Zl 0 0 TR

By the definition of A5 and the assumption lim, .o b (r) = 0, the second term in the right hand
side of the inequality above converges to 0, a.s., as 6 | 0. Hence

1 N o
Y h(lxg— yoD- (5.3.13)

Wi,
1= IVEyWlleo 17 lloo {1

L10,T]

(P, 10,11, Py lio)) <

Let Q, be an optimization coupling of (P, lj0,n1,Py,l0,n)) for Wi g, Pxlio,n1,Py,li0,n1). Then
{Qnlio,1;; 1 = T} is tight for any finite time T (because their marginal distributions are respec-
tively Py, ljo,1) and Py, lj0,1}), hence one can find a probability measure Q on C(R™, ®R4HN)2 such

that Quli0,1) — Qljo,1) weakly for all T > 0. Thus
o0
Wid1 g Pror Pyy) = [EQf dp(Y1(9),y2(0)dt
: 0

T
= lim rEQfO dp (Y1(0), Y2()dt

T—+o00

T
< lim lim [EQ"[ dp(y1(0),y2(0)dt
T—ooT<n—+o0 0

< lim W
n—oo Lo

(Px0|[0,n],ﬂ]>y0|[0,n])-
The converse inequality is evident. Therefore we have
ledLl (Pxo’lpyo) = r}i_{gowl,dﬂ[ (Pxo |[0,n]r|]:Dy0|[O,n])-

0,n]

140



CHAPTER 5. MEAN-FIELD INTERACTING SYSTEMS

From this and (5.3.13) we obtain (5.2.9).

2). Proof of (5.2.10). Note that for any Lipschitzian function g w.r.t the d;:-metric on (RY)N, g is
u™_integrable because lei\lzl lx/|du™ (x) < +oo. So we can assume ™V (g) = 0 without loss of
generality. Moreover we have

+oo +0o
fo PN g(x)|dt = fo PN g(x) - f PN e(1)du™(y)ldt

+o0o
< lglLipa f( . fo Wa, P (), PR (y, Nd rdn™ ()

- I&lLipw,
T 1= VR Wileoll A lleo Jayy 1=

< 400,

Z h(x' =y ndp®™ ()

then the unique solution of the Poisson equation — 2N G = g with u™(G) = 0 is given by G(x) =
opNe(x)dt, vx e RN,
Foreach1<i <N, letting % # x' and % € RN so that (¥)/ = x/ for j#1and (%) = %', we have

G(x) - G(X
IV;G(x)| < limsupM
Xi-xt | - X!
<limsup _ f PN g(x) - PN g(x)|dt
Fioxi |x - l|
< hmsupﬁﬂgﬂumdll f W, PN (x,), PNV (%, ) dt (5.3.14)
Xioxi
< Ightipay) lim 2D
= ; Li 1M ——————
1= V2, Wieol il © P iz |xi =y
A lgll
Lip(da)»
1- V2, Wil W'l P
where the fourth inequality follows from (5.3.13). O

5.3.3 Proofof Theorem 5.5

Proof. Here we also adopt the coupling (5.3.3) . Let /2 be defined as in (5.2.5). Define for any € > 0,
he(r):= h(r)+er,Vr =0, (5.3.15)

and

N .
HE:= M"Y he(r)),
i=1
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where rlf = IX?N —Yi’NI, 1<i <N, asin the proof of Theorem 5.1. By using Ito’s formula and (5.3.7),
we get for any £ = 0,

N . o . .
dHE =2v2e5" Y As(r)dBl + KeHidt + €X' Y (Ly, h(r)) +ebo(r))dt
i=1 i=1
Ket 3 i 1 2 ]
+et Yy (Hrp+e) Y, ——=IV3,Wleoridt
i=1 N1

N

(5.3.16)

Let
Kot ' ' I ko2 ' '
Df: =KeH +e"" ) (Ly h(r]) +ebo(r))) + N 1¢ IVEWIeo ). (WD +e) rl (5.3.17)
i=1 i#j,1<i,jsN
be the drift term at the right hand side above. Calculating as in the proof of Theorem 5.1, we have

N } , , .
DS <! Y (1= As(r)?1[rf + bo(rD K (r])]
i=1

N . . .
+ X! Y Kehe(r) = 1= (11 lloo + &)1V, Willoo] 77 +£bo ()}
i=1

N (5.3.18)
< eIy (1= A5 (D2 + b R (r)]
i=1
N .
+ XY Ke(llh lloo +) +eM = [1= (11 lloo +©) V5, Wllaol} 74,
i=1
where we use the assumption by(r) < Mr,Vr > 0.
By taking
1- V2, Wil 2 lloo — €M + |V, Wl o)
e = AR = (5.3.19)

1A'l + €
the second term in the right hand of the inequality above vanishes. Then by taking expectation in
(5.3.16) and the localization stopping time technique, we have for any ¢ = 0,

N N t

Ee 'Y he(r)) <Y hellxi—yjh + [Ef0 N1 = A (rD211r! + b (rh R (r)ds. (5.3.20)

i=1 i=1
Note that the second term in the right hand side of the above inequality converges to 0 as § | 0,
under the assumption (5.2.3). Therefore we get
N

Wia, (P(tN) (X0, '),PEN) (yo,)) < Elsin})[E > rl
—Y =1

N
r .
< —1i [EE he (1}

750 h(r)+er 50 i=1 at (5.3.21)

N . .
e Xt S e (1 -yl

ssup———
r>0 h(r) +er in1

< sup r sup h(r)+ere_KEt N i~ i)

= ) 0~ Jo
r>0 h(r) +er r>o r i=1
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where the third inequality above follows by (5.3.20). O

5.4 Propagation of chaos

We begin with a uniform in time control of the second moment, which is more or less known, see
e.g. Cattiaux et al. [9].

Lemma 5.13. Suppose that there exist some positive constants cy, ¢z, c3 such that

(x,VV(x)) = ¢1|x|? = ¢, Vx € RY (5.4.1)
and
(2, V2, W(x,y)2) = —c3lzl2,Vx, y,z € RY. (5.4.2)
Assume
c1— 3= [IV5, Wlloo > 0. (5.4.3)

LetX; be a solution of (5.1.2) with E|Xo|* < co, then for anye € (0, ¢ — ¢3 = V3, Wlloo),
1 A
supE(1X,*)2 < max{m (o), (e}, (5.4.4)
=0

where my (o) and C(g) are given in (5.2.32).

Proof. ByItd’s formula, we have

dIXtI2 = =2X, VWX Ndt—2X, VLW® pt(Xt)>dt+2d-dt+2\/§(Xt,dBt)
Notice that for any x € R, we have
L q
(X, VW ® P (x) = VWD, (0)) = (Jc,f0 anW@B ue(sx)ds)

L d
= <x,f0 %fmd V. W(sx, y)u:(dy)ds)

(5.4.5)
1
= f f (x, VixW(sx, VIxXyu(dy)ds
0 Jrd
> —c3|x[?,
where the last inequality follows from (5.4.2).
On the other hand,
VW ® p(0))] = |V,W(0,0)] +f IVxW(0,y) = V,W(0,0)|us(dy)
R (5.4.6)

< [V W(0,0)] + V5, WllooEX .
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Therefore we have

Xl = (200D 4 25+ 1V Wik X0+ VWO, 0)Xel) +2(d+ )
+2V2(X;,dBy)
<-2(c1 - 3= IV, Wlloo = )X d 1 +2(d + c2 + ﬁIVxW(0,0)I)dt
+2V2(X;,dBy)

where0<e<cy;—c3— IIVinIIOO. By the previous stochastic differential inequality,
2 ! 2 2 1
Xl +f0 2(c1 = 3= IViyWilloo —8)IX¢|”" = 2(d + c2 + EIVXW(O,O)I)dt
is a local supermartingale, then a supermartingale by Fatou’s lemma. Then E fOT IX:12dt < +oo.
In other words fOtZ\/E(XS,st) isa L2—martingale. By taking expectation in (5.4.1) we obtain by

(5.4.5) and (5.4.6),

7}
—EIX1* = =261 EIX, | + 2[esBIX 1 + 1V Wiloo (EIX D + [V W(O0, 0)[EX ] +2(d +¢5)

1 (5.4.7)
< —2(c1 = &5 = | Vy Wlloo — EIX; | +2(d + ¢ + - IVW(0,0))
where0<e<c¢;—c3— IIVinIIOO. By Gronwall’s lemma we get for any t = 0
1
|E|Xt|2 < e—2(01—03—||V§yW||oo—E)l‘ [E|X0|2 _ d+cy+ Elzvxw(o’o)l
c1—c3=IViyWleo —€
d+ ¢+ 7-1VW(0,0)]
c1—c3= V5 Wieo —¢€
d+c+-LIV,W(0,0)]
< max< E|X,[?, de 5 ad
C1—C3— ”nyW”oo —€
the desired result. O

Following the proof above we have the much stronger uniform Gaussian integrability for X;, which
should be of independent interest.

Lemma 5.14. Assume (5.4.1), (5.4.2) and (5.4.3). LetX; be a solution of (5.1.2) with

Eexp (A|Xol*) < oo, forsome\y > 0.
If
. 1
0 <A =minfAo; > (1= &5 = | Vy Wlloo =€)}
for somee >0, then
supEexp(A[X;|?) < +oo0.

t=0
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Proof. By Itd’s formula, we have by the estimates leading to (5.4.7) in the proof of Lemma 5.13,
dexp(AIX; ) = Nexp(AX[) (12d - 2K, TV (X,) + VoW @ (X))t + 22Xy, dB)|
+AN2 X P exp(A X P)dt
1
< Aexp(A[X,/?) [—2(c1 — 5= V2, Wloo —& =2 IX, 1% +2(d + c2 + wawm,om)] dr

+Aexp(A[X1%)2v2(X;,dB;)

where € > 0,A > 0 verify ¢; —c3 — IIVfcyWIIoo —&—2A > 0. Taking L > 0 sufficiently large so that

1
¢51=2(c1 = €5 = | Vy Wlloo —€ = 2ML° = 2(d + 2 + |V W(0,0)] >0,
€
and noting that
—ax’*+b< —(aL2 -b)+ aLzlmsL, a>0,xeR,

we obtain by following the same argument as in Lemma 5.13

d
E[Eexp()\lthz) < —AcsEexp(\[X ) d 1 +2(c1 = c3 = IV5, Wiloo —€ — 202N

Therefore by Gromwall’s inequality

supEexp(A[X;|?) < +oo0.
t20

O
Next we present the proof of Theorem 5.9, which is quite close to those of Theorems 5.1 and 5.5 .

Proof of Theorem 5.9. Let A5 and ms be defined as in Section 3.1. Consider the following coupling
between the independent copies X;, 1 <i <N of the nonlinear diffusion processes (5.1.2) and the
mean-field interacting particle system (5.1.3):

dXi = V2[As(1ZL)dBY + m5(1ZL)dB> - VKD dr - VW @ p, Kb dr,
dXPN = V2N (IZL)REdBY + s (1Z1)dBT 1 - V(XN d ¢
1 . .
-— Y vawxNxIMNar.
N-1 ;i< j=N

(5.4.8)

Here Z’,; = )_(’; - X’;’N and R’; =1;- Ze,’;ei’T, where I; is the d-dimensional unit matrix and eiei’T is
the orthogonal projection onto the unit vector ei = Z’;/IZ@I if |Z"t| #0. B%”' and B?'i, 1<i<N,are
independent standard Brownian motions in R%. We assume that )_(’; and X’;’N, 1 <i =N have the
same starting points X,1 < i <N, i.i.d. of law py. The independence of X;,l <1 < N comes from
the fact that the Brownian motions {fot Ag(lZéI)dBi"' + fotns(lzil)dBi’i, 1 =i <N} are independent
because their inter-brackets are zero.
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By doing subtraction of the equations in (5.4.8), we have

dzi = 2v2\s(ZL)eldBl - (VWD) - VWX N de -V W e K dr
1 . ,
i) v WEN xNar,
Jij#il<sj<N
where the processes B! = [/ (e})TdBY",1 < i <N, are one-dimensional standard Brownian motions
such that (Ei,Bj)t =0fori#j.
Let r; = IZ’;I, 1 <i =< N. By applying It6’s formula, we have

drf =141,02V2Ns(r)dBl = 1,14, (el, VV XD - VXN d

1 i N
—Liisg <ep W p XD - N-1. > xW(Xlt’NrXil ndt
Jij#i1<j=N
= Ly 4012V 2A5 (1) dB}
— 1,40 (€} VXD - VXN d e

Y VWXL XD)dr
Jij#i,l<sj<N

— Lz (e, VoW ® (X)) - N_1

.1 . . N
“lpoeogy L IVWELXD -V WXL X )Ddi
jij#il<j<N
i 1 i /N iN +J,N
~Lyizofeh 57 Y IVAWELX)) - VWX, X))
T+ jij#i1<j<N

Remark that the sum of the first and the fourth drift terms above is < by (r;')d t, the third drift term

aboveis < t=¢ IIV W||oo Zj:#i,lsjsN r{dt, and the second drift term is bounded by I’;dt, where
1 .
L=V, W& (X D-NTT Y o VWELXDI (5.4.9)
— 1 jij#i1<j<N
Therefore we obtain
dr{ <2vV2\s(r)dB}+ bo(r))d 1+ —1V3, Wl 3 rlde+1ids. (5.4.10)
Jij#i,l<sj<N

Recall that for any € = 0, he(r) = h(r) +er,Vr = 0. By using (5.4.10) and It6’s formula again, we get

dhe(r}) < 2V2X\srDRL(rDdBL +4Ni(rD R (rhdt + bo(r . (r))dt
1 , . o
+ —— IV, Wiehl(r) Y rlde+h.)lide
-1 jij#i1<j<N
:2\/_A5(r;')h’(ri)d1§;l+ [AA3rOR" (r)) + bo(r) R (rDdt +ebo (rDdt

— |V} W”oo(h,’(r;)-i-g) Y ngl‘+(h/(rf)+s)lidt (5.4.11)

Jij#i,1<j<N
<2V2As(rDRL(rHdBL+ (1= N3 (rD1rl + bo(rD R (rhld e — (1 —eM)rdt

N 1

IV Wieo(IR loo+8) Y. rlde+ (11 e +e)idt,

+ [
N-1 Jij#i,1<j<N
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where the last inequality follows from (5.3.8), (5.3.10) and (5.2.22).

Taking expectation in the inequality above and using the fact that rf ,1 < i =N have the same law,
and setting

Ce:= 1= V3, Wio | A lleo — €M + V5, Willso),

we have
dEhe(r}) <E[1-As(r)?10r} + b (rHR r)1dt+ (17 [l oo + ©)EL;d t — ccEr} dit (5.4.12)

Proof of part (a). Choosee =0, cp=1— IIVnyWIIOOII I |loo- Forany 1 < k <N, by (5.4.12) we have

1 1 T k| T
[1,k],N k _ 1
T Widigy (PpgN o1, Qg l10,11) < EEfo l—Zi redt —fo Er;dt
1 T 1 _ (7T
s—||h’||oof [EI}dth—[Ef [(1-As(rD21r} + b rHR (rhldet.
Co 0 Co Jo

Letting & — 0+, the last term tends to zero. Hence

17 oo T
(IP’Ll@?ﬁ]'N|[o,T],@ﬁfl[o,T]) = oofo El}dt. (5.4.13)
0 0

EWI a1 [0,T]

Next we estimate EI!, which is the only new point w.r.t. the proofs in Theorems 5.1 and 5.5. Note
that X/,2 < j <N are independent copies of X}, and

E[V, WXL X)X = VW @ p, (KD,

Thus by using Cauchy-Schwarz inequality, we get

[EI}s([E{[E

1
1 - - 2
= (EmfNXW(X},y)—VXW* ut(X})qut(y))

o=

_ 1 R _
|va®ut(xb—ﬁ Y VWXL XDIPX;
2<j=<N

i

(5.4.14)

= C X p. }( l.,l dx
/—1 xy o0 d t t t
= C Sup [EX .
VN_ ]. =0 !

Plugging (5.4.14) into (5.4.13), we get

1 T V3, Wllooll Al 1

[1,k],N ®k xy 2\5
~Wia, . (PN o1, Qy, lio) < sup (E|X;[7)2.
k T N [0,T]> Ko 0, T] N-11- IIVinIIooll I oo 120

Then by using Lemma 5.13, we obtain the desired result (5.2.31).
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Proof of part (b). For any € > 0, by (5.4.12) we have

dEhe(r}) S E[L—As(rD21r} + b PO (r ) d e+ (10 oo + €)ELM d £ — ¢ - 1nf#[EhE(rtl)dt
>0 r
(5.4.15)

Plugging (5. 4 14) into (5.4.15), we obtain by Gronwall’s inequality that for any € > 0 so that p =
Ce - infrsg 77— noTer +sr >0 (i.e. K¢ > 0),

he(r) _ 1N 51 1N
m r L‘_Xt |)S[Eh£(|Xt_Xt D
<[ ePUY ———=(IN lloo +&)IIVA, Wlloo Sup (EIX,|* )2ds 5.4.16
/0 W1 % =S o410

t
+ f e PUIEN Ao (r)?11ry + by (PO K (r))ds.
0

By letting 6 — 0+, the last term tends to zero. As the joint law of (Xi, l1<i<k)is p?k , we get for
anyl < k<N,

W, dll(l"lt ,pg‘l kLN <11msup[EZ IXi— XlNI = k-limsupE[X} - lN|

r 1
<k-su (17 oo + €)1V yWilloo sup (EIX 12 )3 (5.4.17)
r>g h(r) +er B\/N—l oo oo t>g !

—IIV yWiloo sup(EIX 2 )2
\/N— 1Ke Oot>g !

which completes the proof by using Lemma 5.13. O
The proof above yields also a control of Wy (% le.\lzl 6Xi,N, pt).
Proposition 5.15. Under the conditions of Theorem 5.9, we have

1

w iy
1 Ni: X’N)pt \/_K

21 1
IIV yWlloosup(ElX;[7)> +EW, NZSX,;,pt (5.4.18)
=0 i=1

where (X’;) 1=0,1 = 1 are independent copies of the solution (X;)»¢ of the McKean-Vlasov equation
(5.1.2).

Proof. At first by the triangle inequality,

N N 1 N
ZSX:N,H;)<W1 N;axi'N’Ni:Ziaxi)-’-Wl N;SX:,L[;
Notice that
1 iN, — Xi| =3 — A== Iy
NG N NG ) NG i=1
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And by (5.4.17),

1 1
hmsup[E— r —hmsup[Er IIV WII sup(EIX 15z,
50 Z ! 5—0 T UN-1K: =20 !
Therefore we obtain (5.4.18) by noting that Xl 1<i<Nand Xl 1 < i < N are of the same law
Me. O

Remark 5.16. In one-dimensional case, i.e. d = 1, it is well known that

1 X o 1N .
Wi =) 8y ks =/ |= ¥ Licoo,1 X)) — py(—00, x]|d x.
N3 ™ o N

i=1

Then letting F;(x) = ns(—o0, x] (the distribution function), we have by Cauchy-Schwarz,

1Y 1Y .
N izzlﬁxi, pt) < fme J Var N ;1(_00,,6] X |dx
= Lf VE:(x)(1 - F¢(x))dx.
VN Jr
where the last factor is uniformly bounded in time ¢ > 0 by K once if sup ;..o EIX¢|“"® < +oco for some
€ > 0. The latter uniform 2 + e-moment condition is verified once if |y has the 2 + e-moment by

the argument in Lemmas 5.13 and 5.14. In other words if pp has the 2 + e-moment, there is some
constant K > 0 such that

EW,

|2+£

EW,

1%6—4 <X viso (5.4.19)
N & X =R -

and then the same type bound holds for EW; (% le.\lzl Byin, | z)-

5.5 Quantitative Concentration inequalities

This section is devoted to the concentration inequalities of the mean-field interaction particle
system (5.1.3), as applications of our main theorems. This kind of concentration estimate are
useful to numerical simulations and mean-field limit. Under the conditions that V is uniformly
convex and W is convex, Malrieu [22] established logarithmic Sobolev inequality and then used
its connection with optimal transport and concentration of measure to get the following non-
asymptotic bounds on the deviation of the empirical mean of an observable f from its true mean,

A .
sup P<I=Y FOXN) —p (f)|>—+6}52e‘“5, (5.5.1)
Iflip=<1 { Z ' vN

where A and A are positive constants depending on the particle system.

As pointed out in [6], this approach can lead to nice bounds but it is limited to a finite number of
observables. Bolley-Guillin-Villani [6, Theorem 2.9] obtained for any ¢ > 0 fixed and § > 0

P{ sup = Z FXN = el > 6} <C(1 + 1572)e KON, (5.5.2)
||f||sz<1 i:
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for all N big enough (quantifiable), where K(#) depending on ¢ is some explicitly computable con-
stant. Furthermore, Bolley [4] got quantitative concentration inequalities on the sample path
space with uniform norm, on a given time interval [0, T], which implies (5.5.2) by projection at
time ¢ € [0,T].

5.5.1 Uniform in time concentration inequality

Our previous general results allow us to generalize (5.5.1) and to reinforce (5.5.2) (under stronger
conditions of course).

Proposition 5.17. Assume (H), (5.2.2) and (5.2.22). Then for any Lipschitzian function F on (RHN,
we have for any lower bounded convex function ¢ onR,

N
Ay —E|, Vxe RHN, vT >0 (5.5.3)
2K,

where¢& is some standard real Gaussian random variable of law A (0,1), o := [|FllLi p(a,) = maxi<i<N | ViFlloo,
A¢ and X, are given in Theorem 5.5.

Ecp (FOXM) ~EFX)) <

In particular for any initial distribution pg satisfying the Gaussian integrability assumption on R,
we have for any §,T >0

K62
No2AZ [1+2cG (o) Kee 2KeT] )

(N) (N)
Pyen {FOXNY) B e FXY) > 8} < exp (— (5.5.4)
Proof. Without loss of generality we may assume that « = max;<;<N [|ViFlloo = 1.

By approximation we may assume that F is C>-smooth with bounded derivatives of the first and
the second order. For any initial position x € RHYN let M, = [Ex(F(X(TN))Igz), 0 <t =<T. Then by
applying Ité’s formula to u(t, x) = Pr_;F(x), we have

T

N .
FXM) - E FXM) =Mr-Mp =Y | V:Pr_ FX™)dBi, (5.5.5)
i=1J0

Note that by Theorem 5.5, for any € > 0 such that K, > 0, we have
Wa, PN (x,, PV (1,9) < Ace™ ' dp (x, ), Vx, y € RDY, (5.5.6)

which implies that
IV;Pr_Fl < Ace X079 1 <i<N, (5.5.7)

where A; and K, are the same as given in Theorem 5.5.
Since M, = &, where () is a real valued Brownian motion w.r.t. some new filtration (%,) and

t N N2 AZ
T, =(M), = IViP,_sFXMN)2ds < —5N=:CN
0 j=1 ZKE
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is a stopping time w.r.t. (ﬁt), we obtain
Exp (FOM) ~EFX)) = B (M1~ Mo) = Ep(Er,)

=Ek¢ ([E(E'CN|=9~.TT))
<Eg(Ecn)  (byJensen’s inequality) (5.5.8)

e\/ oK. 51
the desired result (5.5.3).

Letting g(x) := ExFXV), vx € ®HN. By (5.5.7) we have

:[E(p

I8 lLip(a,) = Max IViglloo < Ace™ " (5.5.9)

Applying (5.5.3) to @(z) = M (A eR), we get
e exp (MFOXY) — Een FXV)))

= f(Rd)N[Exexp(MF(x(TN))—tExF(X(TN)n)-exp(Mg(x) o™ (g)1) dg™ (x)

< f Eexp ()\As‘ [ — El
RN

232 )\2
Sexp( = )eXp(?NCG(PO)”g“iiMdﬂ))

-exp (Mg(x) — pgN (@)]) dpg™ (x)

4K,
NA2AZ T 1 _
Sexp( 5 £ TR +cg(pg)e et )
€

where the third and the last inequality follows from the Gaussian concentration condition on the
initial distribution g (see (5.2.19) in Remark 5.3) and (5.5.9) respectively.

Finally the concentration inequality (5.5.4) is derived from the above inequality by the standard
procedure of Chebyshev’s inequality and optimization over A. O

Example 5.4. Given a Lipschitzian observable f : RY — R with IfllLip =1 and N = 2, let F(x) =
YN f(x').ForanyT >0,

FXT) = Z £
is the empirical mean of f at time T. Since

1
IELip,, = N”fllup =N
we obtain by (5.5.4) for any 6 >0,

NK 6
P { Zf(XT )~ Eyon fX3™) > 8} < exp(—AZ[ - : (5.5.10)

2 [1+2c6(Ho)Kee 2KeT]

As the absolute value of the bias I[EMBDN f(X}r’N) —ur(Hl =W, (p%’N, ut) < A/vN by (5.2.33), our result
above generalizes Malrieu’s result (5.5.1) to the case that V may have many wells.
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5.5.2 Concentration for time average

The counterpart of Proposition 5.17 for the empirical time average is presented in the following
result.

Proposition 5.18. Assume (H), (5.2.2) and (5.2.3). Given any T € (0,+o0], let F be any dy o 1)-
Lipschitzian continuous function on C([0,T], (RHN), given by

T T
F(XEON,)N)ZZGUO gl(X(tN))dt,---,fO gn(X(tN))dt),

whereG € C2(R"), g; € C2(RHN,R), 1 < i < n. Then for any convex function ¢ onR and any starting
pointX(()N) =xe RYN, we have

N N
Ex (F(XEO,)T]) - [ExF(XEO')T])) <Eg (\/NTIIFIIU Py €L ,,a) , (5.5.11)

where ¢ is some standard real Gaussian random variable of law A/ (0,1), and

) 1 (0)
1- V2, Wllooll W' loo

CLip

Proof. Let {Z;}:=0 be the filtration generated by the process (X(tN)) =0 and

M; = EFX{gh )| F), 0<t<T.

Then by the martingale representation theorem, we have

T

N . .
F(Xjoyy) ~EFX{g)) = Mr —Mo = ) A BLdBL, (5.5.12)
i=1

where [’)’;, 1 =i <N are adapted processes w.r.t. &;, and B’;, 1 =i <N are N independent standard
Brownian motions on R%.

Let AF = [7 g, XN)ds, 1 <k <n,and A, = (Al,---,A”). Note that
M; = (A, XY)

where

T T
(b(ayX)Z: [E(G (11+[ gl(XgN))ds,...,an+f gN(XgN))dS) |X§jN) :.X'),
t t

for a = (a1,---,a,) € R", x € (RH)N. Since ¢ is C? (for V,W are C?), we can apply Itd’s formula to
obtain that
Bl =d,,¢A,XN).

For any x = (x,---,x%,---, xN) € ®HN, denote y = (x!,---,y,---, xN) which only differs from x at
the i-th coordinate. Let (X;N))tzo, (YgN))tzo be an optimal coupling of Py, P, for W; 4 Py, Py)

L1[0,T]
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(that exists because dj 1o 1) is lower semi-continuous from (CR*, ®)N))2 to [0, +00]). Then for
any0<t<Tandi=1,---,N, we have

|d(a, x) dla, Yl

|0y, d(a, x)| <limsup |

yi_,xt | y |
T-t T-t
=limsup _|E[G(a+ f gXNds)] -E[G(a+ f g(YNdg)
y—»xl | l ll 0 0
IIFIILlp(dLIOT]) N v(N) (5.5.13)
<11msup f dp X7, Yg)ds "
yi—xt

Wldl(Px,Py)
= ”F”Lt d )hmsup'L.—.
pldyi,T) Y |xi — yi|

< IFllLipd,qy,) - CLip

where the last inequality follows by Theorem 5.1.
We now repeat the argument in the proof of Proposition 5.17. Since Z -1 fo Bl dB’ &1, where

(€,) is a real valued Brownian motion w.r.t. some new filtration (%;) and Tt = fo le.\lzl IBilPdr <
”F”sz(d Lo szNT :CNT is a stopping time w.r.t. (%), we obtain

T

N . .
Ecp (FX() ~EFX))) = @ 2 ), 6édBé)=[Ecp(zﬁ)
1=

=E¢ (E€cnT|Fr,)) (5.5.14)
<Egp(cnT) (byJensen’sinequality)

=Eg (V NT”F”Lip(dLl[oyT])CLipEl)

the desired result. O
Next we give the proof of Corollary 5.4.

Proof of Corollary 5.4. For any given A, T > 0, let
w17 i)
Since f,, is 1-Lipschitzian w.r.t the dj -metric on (R%)", by an easy calculation we have
”F”Lip(dLl[O'T]] = NT-

Let g(x) =E4E Vxe (RN, For any fixed initial value x € (RHN, by applying Proposition 5.18 with
¢(2) = eM, we get

T
E. exp ()\ H fo Un(fm) X™)d1 - g(0)

m2A2c2 (5.5.15)
mA sz
S[Eexp(mc””ﬁl):e"p Nt |
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By the proof of Proposition 5.18,

mcLip
NT

IglLipw@ < cLiplFlla, ., <

By the condition (5.2.18) and its consequence (5.2.19), the product measure pgN satisfies

N 1
RO 2 ' (5.5.16)

cG(po))\zmzcﬁip).

1
<exp 501

Hence for the i.i.d. initial values X(l)’N, “ee ,XgI’N with the common law g, noting that

1 T
E- fo Un(fm) XMy dt = uiN(g)

we have

T T
Eexp (A [% f UN(fm)(x(ﬁ”)alr—El f UN(fm)(ng))dt])
0 T Jo

:f(Rd)N E, exp()\ )

242 .2
m)\cLl.p

2NT

1 [T .
T‘/(; UN(fm)(X(tN))dt_g(x) e)\(g(x)—uoN(g))debN(x)

(5.5.17)
<exp

_1®N
/ e)\(g(x) Pg (g))dpE?N (x)
(RN

m2A2c2.
<exp Lip (1 N CG(IJ-O)))

T

where the second inequality follows from (5.5.15), and the last inequality is a consequence of
(5.5.16). This gives us (5.2.20). Finally (5.2.21) follows from (5.2.20), by the standard procedure
of Chebyshev inequality and optimization over A > 0. O
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Chapter 6

Hypocoercivity in the Wasserstein
distance for the kinetic Fokker-Planck
equation

This chapter is the result of a collaboration with Arnaud Guillin. We study the long time behaviour
of the kinetic Fokker-Planck equation in Wasserstein distance. An exponential convergence to
equilibrium is proved for those potentials which are perturbations of the quadratic potentials. All
the estimates can be made explicit. Our approach is based on investigations of temporal derivative
of the Wasserstein distance along the evolution and thus provides an alternative method to prove
the related results in [5]. Moreover, one novelty is that we are able to recover the optimal rate of
convergence % in the case of the confining potential is given by %lez.

6.1 Introduction

Consider a smooth function U : R” — R such that fp. e”"®dx < co which will represent the con-
fining potential. For (x, v) € R” x R", set

1 v[2
M(x, v) = ze_U(X)_%, du(x, v) = M(x, v)dxdv,

. . U le? - . .
where Z is the normalizing constant [V~ 72 dxdv. The probability measure p is the unique

invariant measure of the kinetic Fokker-Planck equation in the form

of

57U VS VU@ Vo f =8y f+ V- (0f) (6.1.1)
where f; = f(t, x, v) can be interpreted as the density of particles at position x and velocity v (when
f = 0). This equation preserves mass and positivity. We shall be concerned with the solutions
subject to the initial condition that f; is a probability density, and hence the solution (f;);=o will
be a flow of probability densities.
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Thanks to Ito’s formula, the equation (6.1.1) has the following stochastic interpretation: the prob-
ability measure f (¢, x, v)dxdv is the law of the stochastic process Xy, V) =0 on R2" driven by the
following stochastic differential equation

(6.1.2)

dX[ = V[dt
dv, = -V,dt-VUXdt + v2dB,

subject to the initial condition that (X, Vy) is a random variable with its law fydxdv, where (B;) >0
is a standard Brownian motion on R”.

With the change of unknown h:= fM™!, the equation (6.1.1) becomes

oh

E+V-Vxh—VU(x)-Vyh:Ayh—V~Vyh. (6.1.3)
The Wasserstein distance is an important tool to quantify the discrepancy between probability
measures. Let d be a distance function on R, and let p € [1,00). Let u and v be two probability
measures on R™. The L”-Wasserstein distance between p and v is defined by

1/p
Wy, v) = inf(f d(x,y)”dn(x,y)) (6.1.4)
R

my [Rm
where the infimum runs over all probability measures m on R™ x R™ which admit p and v as
marginal measures, that is, for all nonnegative measurable functions f, g on R,

f (f () +g(y)dn(x,y) =f fdu+f gdv.
R™ xR™ R™ R™
In a more probabilistic formulation, it can be also defined by
Wy, v) = infl[EdX Y)")]"P (6.1.5)

where the infimum runs over all random variables (X,Y) such that law(X) = y,law(Y) = v. Such a
probability measure m or the couple of random variables (X,Y) above is called a coupling between
the probability measures p and v. By definition, any construction of a coupling between p and
v yields an upper bound for the Wasserstein distances between p and v. This feature makes the
Wasserstein distances well-adapted to derive quantitative rates of convergence to equilibrium for
a large class of evolution equations or Markov processes.

In this paper, we are mainly concerned with the L2-Wasserstein distance associated to the Eu-
clidean distance (i.e. p =2, and d(x, y) = |x — y| for any x, y € R"). We shall work on the space
22, (R™) of probability measures p on R™ with finite second moment | |x|?du(x) < oo, between
which the L2-Wasserstein distance is always finite. Its subspace 25 (R™) is consisted of those
probability measures in 2, (R"™) which are absolutely continuous with respect to the Lebesgue
measure. Very often we shall not distinguish a probability measure and its density function. For
instance, W (f, g) may stand for W, (fdx, gdx) where dx is the Lebesgue measure in R. We shall
collect some results concerning Wasserstein distances later, but we refer to the monographs [12]
or [1] for further notions and properties.
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Assumption 6.1. The confining potential U is a perturbation of quadratic potentials, namely, U

takes the form )

U) = %mzwm

where the constant wy > 0 and the function W is of class C? such that the operator norm of its
Hessian V?¥ is uniformly bounded, i.e.,

2
IVE¥]op <k
for some constant k = 0.

One typical example would be wy = 1 and in that case k could be 1/v/3. Now we state our main
result,

Theorem 6.1. Under the assumption 6.1, for any wg > 0 there exists a constant ¢ > 0 such that, if
K < ¢, then there exist explicit computable constants C and A\ > 0 such that

Wa(gedp, hedp) < Ce™MWa (godp, hodp). (6.1.6)

for any two solutions (g¢) r=0, (h¢) t=0 to the equation (6.1.3) with respective initial data gy, ho such
that godp, hodp € 2, (R?M).

Moreover, concerning the kinetic Fokker-Planck equation with quadratic confining potential (i.e.
Ux) = % , we recover the optimal rate of convergence

Wa(gedp, hedp) < V3e 2'Wa (gody, hodp). 6.1.7)

This article is organized as follows. The section 2 is devoted to a discussion about the optimality of

the convergence rate when the confining potential U(x) = %lez orU(x) = %‘2’ |x|. In section 3, we
recall Kantorovich duality theorem, Brenier’s theorem and a result concerning the time-derivative
of Wasserstein distance along evolution equations. A lemma of Gronwall type , involving a weaker
derivative notion, will also be proved there. In Section 4, we prove the Lemma 6.7. In Section 5,
we shall prove our main result Theorem 6.1 by using the approach developed in section 3. We
shall also discuss the possibility of an improvement of the Lemma 6.7 in the appendix.

6.2 Optimal rate for quadratic potential

To fix ideas, we consider in this section the case when the confining potential U(x) is quadratic,
ie. Ux) = %lez or VU(x) = x. In this simple case, the fundamental solution can be explicitly
computed (see for instance [10, p.238-239]), and the true rate of convergence is % We shall use
a synchronous coupling to recover this sharp rate of convergence in Wasserstein distance. This
approach is based on explicit solutions to certain ODE.

Proposition 6.2. Assuming that the confining potential U(x) = %lez, then two solutions f;, g with
finite second moments to the kinetic Fokker-Planck equation with initial data fy, gy respectively
satisfy

Wao(f:, 81 < Squ‘3€_%tW2(f0,g0)- 6.2.1)

Moreover, the rate % is sharp for convergence in L?-Wasserstein distance.
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2
Remark 6.3. In general, for potential in the form of U(x) = % |x|? with wg > 0, it can be proved by
following the same line below that for any solutions f;, g; with finite second moments,

Wa(ft, 81) < Ce MWa(fo, &)
where A is the optimal rate of convergence in L?-Wasserstein distance given by

1/2, if wg > 1/4;

A=
1/2—\/1/4-w?,  if0<of=<1/4.

It is the rate of convergence of the semigroup e with the following matrix

0 1
=g 4
¢ o -1

of which the eigenvalues are either —I/Zii\/w% —1/4 (when w% >1/4) or —1/21“1/4—(1)% (when
0< w3 =<1/4).

Proof. Let (By) =0 be a standard Brownian motion on R”. Let (X, V) =0 be the stochastic process
on R?" driven by the following stochastic differential equation

(6.2.2)

d.Xt :tht
th = —tht—Xtdt+ \/det

subject to the initial condition that (X, Vp) is a random variable with its law fydxdv. Owing to Ito’s
formula, the density function f; of (X, V;)¢=0 is the solution of the kinetic Fokker-Planck equation
(6.1.1) with initial condition fy. Now consider another stochastic process (Y;, W) ;>0 on R?" driven
by the same SDE (6.2.2) but with initial distribution godxdv. Let g;dxdv be the law of (Y;, W) ;>0.
Then (X, Vy):=0 and (Y;, W;) >0 form a coupling between the probability measures f;dxdv and
grdxdv. Since the two stochastic processes share the same Brownian motion, it is called a syn-
chronous coupling.

(1). We prove the rate of convergence 1/2. If we set
X=X =Yy, Vri=Vi—-Wy,

then we arrive at a linear ordinary equation,

d (xf) - ( 0 1 ) (xt) dr:=S (xt) dr. (6.2.3)
Ut -1 -1 VUt Uy

where we denote the 2-by-2 matrix by S. Indeed, the matrix S has two distinct complex eigenval-

ues, namely, —% + 3 i, where i is the imaginary unit. Let w = —% + ‘/7‘;’ i, then its complex conjugate

2
W= —% - ‘/75 i, and the vectors £ = (®,1)T and & = (w, 1) are associated eigenvectors. The solution

to the linear equation dz(¢) = Sz(¢#)dt is given by z(¢) = ¢5z(0) in the form

z(1) = ce®tE + ce®'E (6.2.4)
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where ¢ = %zz + Ls (% + z;) for the initial condition z(0) = (z1, z2).

It is then clear that the rate of decay for z(#) is % Indeed, we have

5. 12
|2() = 4|Re(ce®'®)|" = 4™ |Re(ce§”§))
2

_ V3 . _
<4e ”cez Hel =4e7!|c)?(E)?

where Re(c) stands for the real part of a complex number c. Note that

€% =o?+1=2,

2
(z% + 2122 +z§) < g(zf + z%),

Wl

2
lcl” =

it then follows that
2_16 _; 2
z(B)|° < ?e [z(0)]°. (6.2.5)
Consider z(t) = (x(1), v(¢)) and apply the above inequality. After taking expectations and by the

very definition of Wasserstein distance, we then know the rate 1/2 of convergence in Wasserstein
distance.

(2). We prove that 1/2 is sharp. We shall use the following explicit formula for the W, distance
between two Gaussian distributions (see for instance [6]),

WE(AN (m1,Z1), N (m2,22)) = [lmy — mall5 +Tr (Z) + 2, — 2(21/22,21/H)12)

where A (m, X) stands for the Gaussian distribution with mean vector m and covariance matrix .
Let us take the initial datum being

(XO’VO) = (6)60)61/0)) (YO)WO) = (8y0»6w0),

Then from the SDE we see that m; (¢) := E(X;, V) and my (1) := E(Y,, W,) are solutions to

i (1) =Sz(1)
dtz =52

and so my (£) — ma(t) = €35 (my(0) — my(0)). And (X;,V,) and (Y;, W,) have the same covariance
matrix. It then follows that

W3 (law(X,, Vo), law (Y, W) = [my (£) — ma (D)1 = |3 (my (0) — m2(0) .
According the spectral analysis of S, the rate of convergence of Wy (law X, Vy), law (Y, W¢)) is 1/2.
Although law(X;,V;) and law (Y, W;) start from measure-valued initial data, they admit smooth

density functions at ¢ > 0. So the optimal rate of convergence is not greater than 1/2. O
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6.3 Temporal derivative of Wasserstein distance

This section is devoted to the temporal derivative of Wasserstein distance along evolution equa-
tions, namely, the theorem 6.4. Before the exact statement, we need some preliminary. Let 1, v €
27, (R™). According to Kantorovich duality theorem (see for instance [12, Thm 5.10] or [1, Thm
6.1.1]), the minimization problem in the definition (6.1.4) of Wasserstein distance has a dual for-
mulation, namely,

W%(p,v) = sup {fq)(y)dv(y)+f\y(x)dp(x)} (6.3.1)
G+ (x)<|x—y?
= sup {fq;c(y)dv(y)+f\u(x)dp(x)} (6.3.2)
weLl(w

where the first supremum runs over all pairs (b, W) € Ll(v) x 11 (W) such that the inequality d(y) +
Y (x) < |x - y|? holds p ® v-almost-everywhere, the second runs over y € L! (1) and

ve(y) = nf {lx— y2—wy(x)}, v-ae.

A maximizer y € L! (u) of the supremum above, usually called a (maximal) Kantorovich potential,
satisfies

Ve + W) =|x—yl?, m-ae. (6.3.3)

for some optimal coupling 7t between p and v (in the definition (6.1.4) of W5). This relation leads
to Brenier theorem which gives a explicit form of a (the) optimal coupling and the Wasserstein
distance.

Brenier’s theorem asserts that if L € ,@2‘” (R™), ve 22 (R™), then there exists a convex function ¢ on
R™ such that

W3 (1, v) =meIV(p(X)—x|2dp(X),

and the map V@ :R™ — R transports L onto v, i.e. (V)ylL =V, or equivalently,

[ gdv:f g(Ve)du (6.3.4)
R R

for any bounded continuous functions g. Furthermore, the map V¢ is uniquely determined |-
almost-everywhere. In other terms, the measure (Id, Vg@)zpt on R™ x R is a (the) minimizer of
the infimum in the definition (6.1.4). The map Ve is often referred to as the Brenier map or the
optimal transport map from p to v. Moreover, if we introduce the Legendre-Fenchel conjugate of
¢ defined by

@ (y):=sup {x-y—@x)}

xeR™

and if v € 22°(R™), then the map V@™ transports v onto y, i.e. (V@*)4v =y, and it holds almost
everywhere
Ve* (Vep(x) =x, VeV () =y (6.3.5)

and
V2@* (Ve (x) V2o (x) =Id (6.3.6)
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(Note that here the notion of Hessian is in the sense of Alexandrov with the help of the convexity).

Here is the relationship between Kantorovich potentials and the Brenier map,

Vy (x)
2

which is based on the equality (6.3.3). That is, the pair

Vex)=x— , M-a.e.

W), W) = (12 =207 (), 1x* - 29(x))
is a maximizer of the supremum in (6.3.1). We shall use this fact to derive Theorem 6.4 below.

We shall use the Dini derivatives with respect to the time variable. Let u be a real-valued function
on [0,00). The upper left derivative of u at time t > 0 is defined by

d—_u(t) '—limsupw (6.3.7)
1 = limsu A . 3.

It is easy to see that if # has a ok support function from below at ¢ = f > 0, say w, i.e.
w(t) < u(t) in a neighborhood of #,

and w(ty) = u(ty), then

u(t) :limsupw <limsup lio) = wita = R = w'(tp).

drli=1 R\0+ h R\0+ h

It turns out by Lemma 6.6 that the upper left derivative is sufficient to prove decay results.

Theorem 6.4. Consider two continuous curves [, vy in 25°(R™). Assume that 04,0V, exist
(which usually follows from the evolution equations they satisfy). Let V@ be the Brenier map from
M¢ to vy, then it holds for any t >0

1d 2 2
EEWS(pt,vt)Sf(%—(pt(z))datpt+f(%—(pf(z))datvt. (6.3.8)

Remark 6.5. In general, under some conditions, one can prove Wg(p +, V) is differentiable at al-
most any ¢, then the upper left derivative becomes the true derivative at almost any ¢ > 0, and the
inequality (6.3.8) is indeed a equality, i.e., for almost every ¢ > 0,

z|? .
% - @; (z)) do,v,.

1d |z|?
EEWS(W'W) =f(7_(Pt(Z)) datl~lt+f

One approach to prove this result goes as follows: Assuming 1, v; are two absolutely continuous
curves in 92, (R™), then, due to [1, Thm 8.3.1], there exists a Borel vector field v : (¢, x) — v(x) such
that v, € L?(u,) and the continuity equation

Ot + V- (Vi) =0

holds in the sense of distributions. (Intuitively, v; is the tangent vector to the curve s, in terms of
[1, Thm 8.4.5]). With the help of v, one can then apply the arguments in [1, Thm 8.4.7] or apply
[12, Thm 23.9] to obtain that such a equality holds for almost any ¢ > 0.

However, since the weaker inequality (6.3.8) is sufficient to help us to obtain our result, we shall
not prove the general formula for the temporal derivative of Wasserstein distance.
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A heuristic proof of such a result can be found in [4, Section 2].

Proof. For fixed time f, let ¢p be a convex function such that V¢ is the Brenier map transporting
l;, onto v, then V@* is the Brenier map transporting v, onto p,. And the pair (W°,v) := (|y|*> -
29* (), 1x]? = 2¢(x)) is a maximizer of the supremum in (6.3.1), i.e.

Wg(l‘lto’vfo)=fwcdvfo+fwd|‘1to’

meanwhile, by the Kantorovich dual formulation, it holds

W%(ut,vt)szcdefwdut-

(In other terms, the function [w°dv,+ [wdy, is a support function from below for the func-
tion Wg(pt,v,;) at time ¢ = fp.) This implies that, as a function of time ¢ = 0, Wg(pt,vt) is sub-
differentiable and the upper left derivative can be bounded from above

d” ) d .
dr t:tOWz(Ht,Vt) = EL:R) (fw(x)dpt(fow (y)dvt(y))
= (f(lle_ztp(x))datut+f(ly|2_2(p*(y))datvt) )t .
=l
which completes the proof. -

Now we prove a lemma of Gronwall type under certain conditions on the upper left derivatives.
This lemma will help us to prove exponential convergence to equilibrium.

Lemma 6.6. Let u be a continuous function on [0, +00). Let C be some real constant.
(1) Assume that%u(t) <0 forany t >0, then: u(t) < u(0);
(2) Assume that % u(t) < —Cu foranyt >0, then: u(t) < e Ctu(0).

Proof of Lemma 6.6. (1). Given f; > 0. By definition of % u(t) <0, for any € > 0 and for any ¢ > 0,
there exists 6(¢) > 0, such that

u(t) —u(s)<e(t—s), Vsel[t-06(p),t].

Let us define
Le(f0) := {10 < 1 =< 1, u(to) — u(s) <e(tp— ), Vs € [, il }

which is not empty, since [#y — (%), fo] < Ic(%). Note that Ic(fy) is bounded, we can set f; as the
infimum in I¢(#y), then (#;, fo] < I (%) and moreover t; € I¢ () since by the continuity of u,

u(to) —u(t) <e(to— n).
Assume that #; > 0, then there exists 8(¢1) > 0, such that

ult)) —u(s) se(ty—s), Vselt—06(t),nl.
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It then follows that
u(tp) —u(s) = [ulty) —ult)l + [ult) —u(s)l <e(to—s), Vseln—-9d(n), ul.

Together with the fact [#;, o] < I(%y), we obtain that t; — 6(#;) € I¢(%), which contradicts with the
assumption that ¢ is the infimum in I¢(#y). Therefore 0 is the infimum of I (#y), in particular,

u(ty) — u(0) <ety.

Since € > 0 is arbitrary, we conclude that u(#) < u(0).
(2). By (1), it suffices to prove that

— (e“"u(n) <0.

de
In fact, we have
d- Ctyy(p)— CU=M yp— 1
—(e“u®) = limsup < uit)—e uit = h)
dr BNO+ h
~ limsup [€C — eCU=My(r)  eCOM[y(r) — u(t - h)]
h\0+ h h
eCU M () - ult - h)

= Ce“u(r) +limsup
hNO+ h

= Cetuln + e limsup L LI W]
hN\O+ h

Ce“lu(t) + €% x (-Cu(t) = 0.

IA

6.4 Alemma concerning positive definite matrices

Before going into the proof of our main result, we state the following lemma which will be useful.
We denote by I,,, the identity matrix of size m for a positive integer 7. The matrix M' stands for
the transpose of the matrix M, and Tr (M) stands for the trace of M.

Lemma6.7. LetP,Q,R,P’',Q',R’ be matrices of size n such that
P Q P/ Ql
Q" RJ{QT ®|T™

P
and that the matrix ( QT g) is symmetric positive definite. Then it holds

Tr(P+P'—21,)Tr(R+ R —2I,) = (Tr (Q + Q"))? (6.4.1)
Consequently, for any real number «, P, it holds

o Tr(P+P —21,) +20pTr (Q+ Q") +p>Tr(R+R' - 21,,) = 0. (6.4.2)
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Remark 6.8. An application of Lemma 6.7, which will be used later, is for the Hessian matrices of
size 2n

PI /
(QPT §)=V2w, (Q/T gf)ﬂch*(w),

where V¢ and V¢* are some Brenier maps as described in Section 2. In that setting, V2@ and
qu)*(V(p) are inverse matrix of each other almost everywhere (see the equality (6.3.6)). Let us
work on the variable (x, v) in the phase space, then: PP’ will be V2¢ and V2¢* (V¢), respectively;
R,R’ will be VZV(p and szq)*(V(p), respectively; while Q, Q" will be Vivcp and Vfw(p*(VLp), respec-
tively.

It follows from Lemma 6.7 that

o[+ (Axp*) (V) =211 + B2 (A, + (A, ") (Vo) - 271]
+20B[Tr (V2 ) + (Tr (V2 ,0*) (V)] =0 (6.4.3)

for any real numbers «, f3.

Proof of Lemma 6.7. Step (1). We prove first the following observation,

M; M
Claim: Let M;,M,,M3 be matrices of size d such that the matrix ( 2

M-}- M ) is symmetric positive
2 3

semi-definite, then it holds
Tr (M) Tr(M3) = | Tr (M2)|2. (6.4.4)

Indeed, let us set
M1 = (a@ij)i<i,jsny M2 = (biji<i,jsny Mz = (Cijli<i j<n-

aii bij

) is also positive semi-definite
bii  cii

then, by the assumption, we know that the 2 x 2 submatrix (

for each given i. It follows that

a;; =0, c¢;; =0, and |b;;| < Vaj;cij.

So we have
ITTMa* = | Y bl <1 Y. Vaical
1<i<n 1<i<n
< ) @i ) cii=Tr(Mp)Tr(Ms)
1<i<n 1<i<n

which is the desired inequality (6.4.4) in the Claim.

! /

Step (2). Denote S = ( g Q), andsoS~' = (Q/T R/

oT R ) We set

Moz +§-1 - 21, _(P+P’—21n Q+Q’ )
= 0= )

QT+Q' " R+R-2I,
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Since S is a strictly positive symmetric operator and the function 6(¢) = £+ t~! -2 is a nonnegative
continuous function on (0, +oo), with the help of spectral decomposition, the operator (L) =S +
S~ —2I,, is also a positive operator. In other words, M is a positive semi-definite matrix (i.e.
M=0).

Applying the Claim in Step (1), we obtain the inequality (6.4.1).

Note that the fact M = 0 implies

TT(P+P' -21,)=0, Tr(R+R -2I,)=0.

So the inequality (6.4.2) is a direct consequence of the inequality (6.4.1). O

6.5 Proof of the main Theorem

Let the derivation operators A, B on Lz(p) be as follows
A:=V,, B:=v-V,-VUX) V,. (6.5.1)
Then B*, the dual operator of B, satisfies B* = —B, i.e. B is anti-symmetric. While A* is given by
A*=-V, -+v-.
The kinetic Fokker-Planck equation (6.1.3) then takes the form
0/h+Lh=0 (6.5.2)
with the operator L defined as

L:=A"A+B=-A,+v-V,+1v-V,=VU(x)-V,.

6.5.1 Change of coordinates
Let o, o', p be some constants (to be specified later) satisfying
>0, Pp>ad.

We shall perform a change of coordinates,

(l)i):(; g) (j) (6.5.3)
(ﬁ) ) [3—10(0(’ (—Ex _10() ();)

We shall consider the Wasserstein distance W, associated to the Euclidean distance in this new
coordinates (X, 7), i.e. the distance induced by a twisted inner product

and so

%P2 +10:> = Q+d?)xP+2+aP)x- v+ o+ (6.5.4)
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which is equivalent to the standard Euclidean inner product |x|? + |v|? since p > aa’. It follows
that the Wasserstein distances W, and W, are equivalent, namely, there exists positive constants
c1, ¢ > 0 such that

a1Wa(v1,v2) < Wa(vy, v2) < caWa(vy, va) (6.5.5)

forany vy, vy € 9, (R?™). The constants ¢; and ¢, can be explicitly computed.

A typical case, which will be used in the particular setting when U (x) = %lez, isthe caseofa = o =
2—+v/3 and B = 1. (Keeping this case in mind would make it easier to read the proof.) In this case,
the new inner product

%)+ 10,17 = 42 = V3) (1xI* + x- v+ [v]?)

satisfies the following inequality
22~ v3) (1x* +v1%) < %1 +18,1% < 62~ V3) (IxI” + %),

and so
(V3= 1)Wa (v, V2) < Wa vy, V2) < (3= V3)Wa(vy, Vo).

Now we reformulate the kinetic Fokker-Planck equation in the new coordinates (X, #/). For any
function F(x, v), we denote by F(%, D) the push-forward function of F(x, v) by the change of coor-
dinates, that is,

- pX—oab —a'X+ 7D
F(x,0) :=F(

’

p—ad’’ Pp-oad

In this way, F(x,v) = Fx+av,ax+ Pv) = F(%, 7). For instance, the invariant measure ft is then
given by

1 e o l—od 02
dii=——¢ 'OV ) dxd
Z(p—oaa’)
We compute that
A = aVi+pVy, (6.5.6)
. v—o'x
A* = —(aVz-+BVy )+ —— (6.5.7)
p—oaad
aa’ _ —ao’ _
V.U = [1-—|v;0=- v, 0, (6.5.8)
B o
v—o'% , aa’ -
B = (Vi +d'Vy) = [1- =—|Vz0- (aVz +pVy) (6.5.9)
p—aa’ p

Note that B is still an anti-symmetric operator in new coordinates (such properties do not change
since we perform the change of coordinates on the invariant measure at the same time). The
operator L becomes

!

V—a'x
L = —azAx—ﬁzAﬁ—zaﬁTr(vjv,;)+F-(cxvﬁﬁw)
—
v—o'x , ao! -
+———(Vz+a'Vy) —|1-—|V;0- (aVz+PVy) (6.5.10)
p—aa p
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in which we obtain diffusion terms (or the Laplacians) in either the direction X or the direction 7,
unlike the one in the coordinates (x, v) in which only the diffusion in the direction v is present.
One may expect this form would help us to give better estimates.

As a summary, the function h: = h,(%, D) satisfies the equation
0;h+Lh=0 (6.5.11)

with the initial condition fzo and with L given in (6.5.10). So the question reduces to the conver-
gence of i, to the invariant measure i in terms of the Wasserstein distance W.

6.5.2 The proof

Now we turn to
2
Proof of Theorem 6.1. Since U(x) = % |x]? + W (x), we have
VU(x) = 03x + V¥ (x) := 05 x + G(x). (6.5.12)

And so the operator B becomes

B 17—0(’5c. o ﬁ px—
B = B—ad (Vz+a'Vy) ﬁ ( aVz+pVy G(6 ) (aVz+pVy)
= By+Bg. (6.5.13)

Now consider two solutions (g;) r=0, (i) ;=0 to the equation (6.1.3) with respective initial data g, hgo
such that godp, hodp e 2, (R?™). Then, after the change of coordinates (6.5.3) we obtain two solu-
tions g;, /1, to the equation (6.5.11) with respective initial data gy and hy, and it holds that

Wa (g dfi, hedfi) = Wa(gedp, hedp).

Thanks to the equivalence (6.5.5) of W, and W5, it suffices to prove the following contraction result
in the new Wasserstein distance W,

W (& dfi, hedft) < e MW (Godft, hodjl). (6.5.14)

in which the rate \ can be taken as % when the confining potential U (x) = %lez.

Let ¢, be a convex function such that V§, is the Brenier map from g,dfi to i,;df, i.e.

(Vpy(g:dp) = tdll;
and

W2(g,dfi, Furdii) = f Vo — 2128 (2)dfi(2).

It follows from Theorem 6.4 that
2

d- _ 2 _
ang (&.df, h,dfi) < — f(% —§i(2))Lgdf— (% — ¢’ (2))Lhdf. (6.5.15)
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We shall perform integrations by parts. This is a little bit tricky because of the production of the
Hessian of convex functions. The easy part is the integration by parts for the operator B, since B
involves only first derivatives,

|2l S P
- | (G~ ®u(@nBgd= | B~ ¢:(2)IgdR

2 2
_f(l_q,t(z))uzdp f[B(u—cb}‘(Z))]hdu

While the integration by parts for the operator A*A, will produce second derivatives of ¢ and ¢*
defined in the sense of Aleksandrov. To handle this, we have to use the fact that the Laplacian of a
convex function in the sense of Aleksandrov is not greater than the one in the sense of distribution,
i.e. for a nonnegative function f and a convex function , it holds

- [0, r= [oaroi0=- [ e 65.16)

where aiiq) is defined in the sense of Aleksandrov. (See for instance [7, Lemma 1, Section 2 and
Appendix].) We can rewrite [ §,;A*Agdfi in the coordinates (x, v), namely [ ;A*Agdu. Note that,
in the coordinates (x, v), @ is still a convex function and A*A = —A, + v-V,, then, due to (6.5.16),
we know

f@rA*Agdu < f[A*A((f)t)]gdp,
or equivalently,

f §A*AZdfi < f A*AG) Zdfi
Similarly, we have

f@jA*Afzdg < f[A*A(@Z‘)] hdji
Therefore we deduce from the inequality (6.5.15) that

1d”

—W3(g.dfi, h,d
>dr (&:dpn W)

IA

2
f[A A(u—cpt(Z))]gdp+f[B(——q)t(Z))]gdp
|z|? 12> _,
f[A A(——cpt(Z))]hdp+f[B(——cbt(Z))]hdu

(Da + D, + Dpg + (DA + (DB, + (D8, (6.5.17)

where the terms (I)a, (Dg,, g, DA, (IDg,, D, are defined in a manner as follows

2
(Ma:= —f[A A(u_q)t(z))]gdl-‘-’

|z|? . lz1* o
(Mg, := [Bo(——cpt(Z))]gdp, (Dpg := [BG(T_(Pt(Z))]ngJ—-
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We then compute these integrals. Indeed, we have

Ma+ Dy = —fgdp[Diﬁw,a,ﬁ)+ﬁ_ﬁw,|w¢—17|2
_ %Y a2+ 2P o5 (vip- ) (6.5.18)
B— o P B— o P 7P ) -0.
(D, + (D, = "+ wiaP) (V5 - 01— IV — %)
+(1+ wgoﬁ —a? - 3B (Vi —X) - (Vo - D)], (6.5.19)
2
(Dpg + (IDpg| < IIVZ‘I’II [3 +h) )Wg(g[du,h (dfy) (6.5.20)

where the term Diffi®, «,p) is given by

Diff®,a,p) = o’[Azd+(Azd*)(VP)—2n]
+HB2 (AP + (A50*) (VP) —2n]
+20B[Tr (VZ;§) + (Tr (V2,(™) (V@)1 (6.5.21)

We put off the proof of these identities to next subsection, see Lemma 6.9. Note that, almost
everywhere, the matrices V2@ and (V2¢*) (V) are symmetric positive-definite matrices, and they
are inverse matrix of each other. This fact implies that the term Difi®,«,p) is nonnegative, by
Lemma 6.7 (as explained in the remark there). As a consequence, we arrive at

1d-
>d: —W2(&dft, i di) < (Da + Dp, + Dpg + DA + (IDp, + (Dp,
2
< f &dfQ(o, o, B, VP — z)+||V2\PII 26 P )Wz(gtdp, nrdii) (6.5.22)

where Q(a, o, p, VP — z) is a quadratic form of VP — z, defined by

1
Qla,o,B, (x,v)) := — {(ﬁ — o — wiaP) vl + (o + wiap — aa)| x|

B
+(0(—0('[?)—l—w(z,(x2+(x’2+u)%[32)x~ U}

(1). A special case: wy = 1. We consider first the case when the confining potential is given by
U(x) = 3|x[?,i.e. ¥ =0. Then we take a = o’ =2 —v/3 and p = 1, we have

Qa,o,B, VP —2) = =(IV3p — B + |V — X[%).

1
2
This implies

W@ Fudi < - f V1~ 2P gt =~ W@, Fud)
By Lemma 6.6, we deduce that
W5 (&.dfi, hedl) < e "W3(Godft, hodf)
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thus we have recovered the optimal rate of convergence in this case.
When there is a perturbation ¥ in the potential U, according to (6.5.22),
1d V3

- 1 3 ~
ang@tda, hed) < - (5 - 7||v2\11||)w§(gtda, h:dp).

This implies that, under the Assumption 6.1 with k =1/ V/3, there exists A > 0,C > 0 such that the
exponential convergence (6.1.6) holds true.
(2). General case. For any wg > 0, we can take

in{ 1} =0, P !
o =min{wg, —}, o =0, =—,
020)2

0

then one can find that A
Qo o,B, VP —2) = ?O(qu) 2z

with L1
Ao := min{w?, =, —1.
0 o3 2(»0}
By Lemma 6.6, whenever the Assumption 6.1 holds with k < ((foE)Z’ there exists a constant A > 0

such that the exponential convergence (6.5.14) holds true. Then the convergence (6.1.6) follows.
We end with a remark that although these constants may be far from optimal rates of convergence,
they are always explicitly computable.

O

6.5.3 The computations of the integrals (I) o, (I)5,, (D, (ID)a, (IDp,, (ID)p,

Lemma 6.9. With the notations as in the previous subsection, it holds

L l2l? o
Da = - f A"A- - §(2)1gdii

= _fgdﬂ{azAxCp+ﬁ2A5¢+2aﬁTr(V§ﬂ(p)—(a2+52)n

+ @17 - ac'| %% + (@ — o'P) - )

1
B —aa’

e B Voo Vo a7 Vi ~alp- Vo 65.23)

* |Z|2 ~ % T 3~
(D = - f A"AGS- = " ()1 hd
= —fgdp{az(Ag(b*)(V(b)+62(A,;¢)*)(V¢))+2(xBTr(V§Cﬁ¢)*)(V(p)—(a2+ﬁz)n

+ BIVPI> — ad [Vzp|* + (- d'B)VsP - ViP)

p—aa

B Voo E Vs k- Vo oB- Vi) . (65.24)
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s, : f [Bo(——tp(z))]gdp

|%|? )+(1+w0(x 2 _a”?- w(z)ﬁz)fc-ﬁ
—(0( +0(u)0[3)(v-V,7<p—x~V;C(p)
+((x/2+(u§[52)5c~V17¢)—(1+w3a2)17-v)~c¢)},

(6.5.25)
, B
(IDg, : [Bo(——tp () hdji
= — V%)
+(1+w0(x — o wOBZ)V,;(p-V;Ccp—(oc +(xwoﬁ)(17-Vg¢)—5c-Vg¢))
+(a? + 03p )U-V;C(I)—(l+wg(x2)5c-v,7(b}. (6.5.26)
Consequently,
Ma+ Dy = fgdp [Dzﬁ‘up a, [?>)+ﬁ P -|V(— oI
L E——(Vx$- D) (Vo= )], (6.5.27)
ﬁ—(x(x/ (p B x(p U(‘p b
where Diffl®, o, P) is defined as in (6.5.21).
(D, + g, = "+ awgB) (IVd - 01° |V - XI°)
+(1+w3a2—a —waBH (Vid— %) (V30— )], (6.5.28)
And it holds for (D, + (IDg,, that
+ 2
|(1)BG+(H)BG|_||VZW||ﬂ f IV — 2 gdji. (6.5.29)

Proof of Lemma 6.9. To alleviate the heavy notations, we shall use symbols x, v, g, h,0, " U to
replace %, 7, &, h, §, p*, fi throughout the proof of Lemma 6.9.

(1)The terms (I) 5, (II) 5. We recall first A* A is given by
* 2 2 2 V-
A"A=—-a"Ax—P Ay —2afTr (V) + —— - (aV +pV,),
B —aa’
so we obtain
|Z|2 A

N 2, a2y, V-ox
AA2 (@ +p)n R (ax+pv)

Blv|? — ad|x? + (@ —'P)v- x
(o +p*)n— 5 ol :
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/

i v—o'x
A*A@ = _azAx(p_ﬁsz(p_ZaﬁTr(viycp)+m.(avstvytp)
= —o?Ayp—PBA,@—20BTr (V2,¢)
]‘ ! !
+ﬁ_(m,(—(xcxx-Vx<p+Bv-VU(p—aﬁx-VU(p+(xv-chp).
Therefore it holds
s = —fgdp{azAxcp+ﬁ2A,,cp+2a[3Tr(v§vcp)—(a2+ﬁz)n
1
+ﬁ_(m,(ﬁ|v|2—aa'|x|2+((x—(x’f))v-x)
—ﬁ_(m,(—(xcx'x-chp+ﬁv-V,,cp—a'ﬁx-V,,cp+av-Vx(p)}.

In the same way (replacing g by h, ¢ by ¢*), we obtain
Ma = —f hdp{aAcp® +B2A, 0" + 208 Tr (V,¢0") — (o +B2)n

+

L ,([3|U|2 —ad|x]? + (@ —aP)v-x)
aa

ﬁ_

P aw (—ad' x-Vi@* +pv-V,0* —d'px-V, 0" +(xv-Vx(p*)}.

Thanks to the change of variables (V¢)#(gdp) = hdpu(see the equality (6.3.4)), using the fact that
Ve* (Ve(2)) = z (see (6.3.5)), (I1) 5 can be written as

(DA = —fgdu{azAxtp*(th)+[32Aycp*(VkP)+2aﬁTr(Viy(p*)(v(p)_(a2+52)n

+ BIV,@I* —ad |V, @|* + (a—a'B)V,@ - V)

p— oo’

_6_a(x,(_aa’vx(p-x+ﬁvv(p-U—a’ﬁvx(p, v+(xvvq).x)}.

Adding it with (I) and rearranging the terms, the identity (6.5.27) follows.
(2)The terms (I)g,, (II)p, . The operator By was introduced in (6.5.13) (together with Bg),

v—o'x , ,Px—av
By = '(Vx+(xvv)_w0 -((va+ﬁvy)
B—oaa p—oad
1
= ﬁ_aa,{(a’+awgﬁ)(v-vv—x-Vx)—(a’2+w(2)ﬁ2)x-v,,+(1+w%a2)v-vx}.
We compute that
2
(ﬁ—aa’)Bo% = (@ +aoip)(v)* - 1x*) — (@? + 0ip?)x- v+ (1 +wio) v x
P-aa)Byp = (a’+(xwgﬁ)(v-v,,(p—x'vx(p)—((x'2+m%[’)2)x'v,,q)

+(1+u)(2)0(2)v-vx(p
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and so
P-axd)Dp, = fgdp{(a'+cxw§[3)(|v|2—|x|2)+(1+w§a2—a’2—w%ﬁz)x-v
— (@ +awiB) (V- Vyp — x- V) + (o + 03B x- V@
—(1+m%a2)v~vx<p}.

In the same manner, we compute (f —aa’) (I), and then apply (Vg)x(gdp) = hdp (the change of
variables),

B - ax)ADp, fhdp (o +(xw0[3)(|v| —|x? )+(1+woo< 2_a?- w%ﬁz)x-v
—(o +(xm0[3)(v~V,,q) —x-Vyp* )+ (o? +u)0f) )x-Vyp*

-1 +w§a2)v-vx(p*}

| gdp{(a’mméﬁ)uvucmz—|vxcp|2)

+(1 +m%a2 —o? m%ﬁz)vxcp'v,,cp— (o +aw%ﬁ)(vy(p- v—Vy-x)

+(a? + 03BV v — (1+wia)V,@- x}.
Then identities concerning By in the lemma are direct consequences of the above expressions of

B —aa)(Dp, and B —aa) (1D,
(3)The term (), + (INp,,. Recall that

Bg = G(% )((va+f)vy),
hence
ki kS
s+l = | [ gdn{BotS-—@)}+ [ ndu{Bo(5- -0}

fgd G(ﬁ ) (ax+Pv—aVyp—-PpV,e)

fhd G(B ) (ax+Pv—aVye* —pV,e* )|

fgd G(

Vv
fgdHG(%(p—(m) (@Vxp+pVyp—ax— ﬁv)|

fgdpF(a,a’,ﬁ,cp)|

where the third equality follows from the change of variables (V¢)4(gdp) = hdp. Now we give an
estimate of the integrand F(a, o, B, ¢),

)(ax+ﬁv aVyip —pBV, )

— V — v
Fle,o,pp) = | G(%x_aaa',’)—c;(ﬁ’g"_T(p) (X +Ppr—aV PV, @)
— V.o —
< |G(%x_a05)—G(ﬁ xﬁ(p_aa/” < lap + gl
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where we denote
p=Vyp-x, q:=V,p-v.
Recall that G = V¥, then it follows

-
Flao,p,@)l < V2Pl %p_mfl x lap +PBql
Ipl+alqgl
< ||v2\11||opﬁg_—m,qx(a|p|+ﬁlql)
B+
< ||V2‘P||gph(|l9|2+|6”2).
from which the inequality (6.5.29) follows. O

6.6 Appendix: A remark on Lemma 6.7

In this section we discuss the possibility of improvements of Lemma 6.7. We shall use the nota-
tions of Lemma 6.7 with P,Q,R,P’,Q’,R’,M1, M3, M3 being matrices of size n. Recall that S is the
symmetric positive definite matrix of size 2n such that

(P Q) i [P Q
s=[gr n)r S _(Q’T R’)’

and M is also a symmetric positive semi-definite matrix of size 2n,

M; Mz) i P+P'-21, Q+qQ’
M:= :=S+S71-2I,, = . 6.6.1
(MZT M; 7 QT+Q T R+R -21, (6.6.1)

Lemma 6.7 says that for any real number « it holds
oCTr(P+P —=21,) +2aTr (Q+ Q)+ Tr(R+R —2I,,) =0 (6.6.2)
In terms of M, it is equivalent to
o Tr (M1) + 2a Tr (My) + Tr M3)=0

The following question arises naturally: For some positive real number a, does there exist a constant
cq > 0 such that, for any symmetric positive definite matrix S,

o Tr (M1) +2aTr (M3) + Tr (M3) = cq A1 (M)?
whereM is defined in (6.6.1) and Ay (M) is the largest eigenvalue of M.

Remark 6.10. If such a constant ¢, > 0 existed, then we could apply the argument in the proof of
[4, Proposition 3.4] where a key ingredient is an inequality in the form of

(V2)? — (V2*) (V)2 2 < A + Ag* (V) — 21

where ¢ is a convex function on R”. (The expression on the left hand side is the operator norm
of the matrix V2@ + V2@* (V) — 21, i.e. its largest eigenvalue; While the expression on the right
is the trace of V2 + (V2¢*) (V) — 21,,.) Doing so, the diffusion term Diffi@,a,p) would produce
dissipation in the Wasserstein distance in a local manner.
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Lemma 6.11. Given a € R, assume for any symmetric positive definite matrix S of size 2n it holds
true that
o® Tr (M) + 2aTr (M) + Tr (M3) = cqA; (M) (6.6.3)

where M1,M», M3 are matrices of size n, and the matrices M, M1, My, M3 are given by

M1 M2 =]
= =S+ - R
M (M-zr M3) S+S 2,
then
cq =0.

Proof. We shall prove it in two steps,

(1) Themap S — S+S~!—2I,,, from symmetric positive definite matrices to symmetric positive
semi-definite matrices, is surjective;

(2) We can find certain symmetric positive semi-definite matrices (for the matrix M in (6.6.3))
to show that ¢y < 0.

Step 1: The map S — S +S~! - 2I,,, is surjective. In fact, since for any real symmetric positive
semi-definite matrix M , there exists a real orthogonal matrix P such that

PMPT = Diag(A;, Az, ,A2y)

where Ay = Ay = --- = Ay, = 0 are the eigenvalues of M. Note that for each eigenvalue A;, there
exists a positive number 1); such that

i+ —2=A
Take S = PTDiag(nl,ng, --+,T2,)P, which is a symmetric positive definite matrix, then we have

P Diag(n;, n2,+++,M2)P +P ' Diagny ',z ", -+, mum)P — 2Lz,
P Diagn +n7 =2, mo+ 151 =2, , N2p + 15 —2)P
PTDiag(A;,A2,-++,A2)P =M

S+S71-21,,

from which we conclude that the map S +S~! —2I,,, is surjective.

Step 2: Now we are ready to prove that ¢, < 0. Due to Step 1, it suffices to prove that a constant ¢,
cannot be greater than 0 if it holds for any positive semi-definite matrix M of size 2n that

o Tr (M7) +2aTr (M) + Tr M3) = cqA1 (M) (6.6.4)
where
(M M
M= (MzT M3)'
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Consider

where a, b, c will be determined later. Then we compute that
0(2TrM1 +2aTr My +Tr M3 = o’a+2ab+ec,

and

2
AL (M) = “;C+\/b2—ac+ (“ZC) .

We consider three cases according to the sign of «,
(1) Casel: ax=0.Leta>0,b=c=0. The inequality (6.6.4) turns to be
0=cqa
which yields ¢4 < 0.
(2) Case2: a> 0. Let a, ¢ be strictly positive numbers and b = —y/ac + € with 0 < € <« \/ac. Then
o Tr M + 2aTr My + Tr M3 = (av/a — v/¢)? + 2ate.

And we can compute the largest eigenvalue of M,

a+c (a+c)?

AMM) = T+\/e2—2\/%e+ YRR

Therefore, if the inequality (6.6.3) holds, letting € — 0+, we could get

(@v/a-+vc)?* = cqla+c).

Since a, c are arbitrary strictly positive numbers, we can take a, ¢ such that ¢ = o?a, so we

have ay/a—+/c = 0 and then
Ccq =0.

(3) Case 3: a < 0. Replace b in Case 2 by /ac — €. Following the same line as in Case 2, we can
show that

(ava+vc)?=cqla+c).
Choose a, ¢ > 0 such that «y/a + /¢ = 0 and it follows that ¢, < 0.
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Note in all three cases the matrix M above is positive semi-definite, the proof is completed. O

Remark 6.12. (a) Combined with Lemma 6.7, the optimal constant ¢, satisfying (6.6.3) is 0.

(b) We actually proved in Step 2 the following fact: 0 is the optimal constant for cy such that for

any symmetric positive semi-definite matrix M,
o® Tr (M) + 2aTr (M) + Tr (M3) = cqA; (M) (6.6.5)
where M1, M, M3 are matrices of size n, and M is given by

e (M)

M, M;
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Chapter 7

Hypocoercivity in higher order
L2-Sobolev Spaces for the kinetic
Fokker-Planck equation

In this chapter, we study the long time behaviour of the kinetic Fokker-Planck equation. The pur-
pose of this paper is to extend the hypocoercivity results in L2-Sobolev space of order 1 in Villani’s
memoir [11] to higher order L2-Sobolev spaces. We construct some twisted L2-Sobolev norms
and prove coercivity estimates under them. Our results are based on assumptions on some rela-
tive boundedness of higher order derivatives of the confining potential. Moreover, in the future,
we shall prove global hypoellipticity in short time in higher order L2-Sobolev spaces in a similar
manner.

7.1 Introduction

We are concerned in this paper with the kinetic Fokker-Planck equation which takes the form

0

a—};+U-fo—VxV(x)-V,,fZA,,f+Vl,-(Uf), t=0 (7.1.1)
subject to the initial condition f(0, x, v) = fo(x, v), where the unknown function f (¢, x, v) stands
for the density function at time ¢ with position x € R% and velocity v € R%, and the function V =
V(x) : R? — R is a confining potential. We shall always assume that [ e~V¥'dx < oo and thus the
Fokker-Planck equation admits an unique invariant measure

1 v?
du(x,v) = — eV dxd
Zy

Lof? . . -
where Zo = [ [ e”V™®~ 2 dxdv is the normalizing constant. We also denote Z; = [ eV ¥ dx.

This evolution preserves mass and positivity. Assuming that the initial datum f; is a probability
density function, the solution f; will be a probability density function (for each ¢ > 0) as well. It is
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indeed the law of a stochastic process (X¢, Yy) ;=0 on R4 x R4 evolving according to the S.D.E.

dY;=-Y,dt-VVX,)dt+2dB,

where the initial distribution is assumed to be fy(x, v)dxdv, and (B;);>¢ is a standard Brownian
motion on RY.

7.1.1 Basic notations

Let # be a Hilbert space equipped with the Hilbert norm || - || and the scalar product (:,-). Let
A: A — A be a linear densely-defined operator with domain 2(A). So the operator A could be
written as a m-tuple vector of linear operators on ./, say

A=AD o, =A1LA2 Ay, withA;: 2 — 7.
And its adjoint operator A* : A" — £ is then given by
A" = (AD1=ism = (A}, A3, -, ARy,
or more explicitly, for a vector g = (g1, 82, ,gm)T e ™,

A*g=(AT,A;,"';Ajn)(gl»gz»"'»gm)-r: Z A:‘gl

1<ism

Therefore the linear operator A* A has the form

A*A= (A}, A, AL (AL AL, Ap) = Y ATA
1<ism
Given two operators By, B, : /£ — A, their commutator is defined by [B;,B,] := B;B, —B2B;. We
stress that the commutator [A,B] of A : # — #" and B : ## — #, should be understood as the
m-tuple vector ([A;, B])1<;<m; similarly, the commutator of two operator-valued vectors should be
understood as an operator-valued matrix in the same way.

We shall mainly work on the space L?(u) and the Sobolev spaces H*(p1) with respect to the refer-
ence measure [l. In the sequel, we set A& = Lz(p), and so the notations || - || and {-,-) are rather
reserved for the Hilbert space L?(u), with only exception in local computations or linear alge-
bra where (:,-) might be used for the scalar product in Euclidean spaces. Other norms or scalar
products are indicated by a self-explanatory subscript, for instance, (-,-);;+ stands for the scalar
product in H*(p). The homogeneous H* (i) seminorm is denoted by H¥ (), while the associated
scalar product by ¢, '>Hk(p).
Let & be the density function with respect to the invariant measure y, i.e.,

vl

h(t,x,v) =Zf(t,x,v)e' " 7,
then the evolution equation (7.1.1) becomes

a[ht+Lht=0 (713)
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with L given by
L=-Ayh+v-Vyh+v-V, h=V,V(x)-V,h.

Set two operators A : A — A% and B: # — F as
A:=(Ai<i<a = Vo B:=v-V,-VV(x)-V,,

then
A* = —Div, +v-, B* = —B,

and
A*A=-A,+v-V,.

The operator L can be then written in Hormander form
L=A"A+B.

We denote Vfw = (0 xia,,j)(l-, j):1=i,j<a and similarly we can define V% .- Note that these two matrices
are generically not identical. They will be referred to as mixed Hessian.

We denote
d
VIV hi= Y5 (Vi0x, V)0, by

d
VLV-VuglP= Y 1Y D%y, V(x)dy, gl
lal=I-1 j=1

WVivinz:= Y | DS hPdu
lal=1,|pl=j

where a, f are multi-indexes of respective order |a| and |f] , and D%D?,h is given as usual by

plal+IBl

DD p = .
e axi"l-uaxgd@vll-uavsd

Recall that a probability measure v is said to satisfy a Poincaré inequality with constant k > 0 if it
holds

lg- [ aviit,, < xiIVgli,
for all functions g € H! (v). An importance consequence of Poincaré inequalities is the equivalence
of the H! (W-norm and the HL (W-seminorm.
7.1.2 Main results

We shall prove hypocoercivity and global hypoellipticity in H* () under conditions on the deriva-
tives of the potential V. Although the hypocoercivity result in H?(p) is contained in Theorem 7.3
about hypocoercivity in H* (i), we shall state it independently. Moreover, an explicit choice of the
convergence rate in H? () is given.
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Theorem 7.1. Assume that the measure Z% e~V W dx satisfies a Poincaré inequality with constant x.

Assume furthermore that the confining potential V e C*®(R?) satisfies

f|v2V-v,,g|2dpsM(f|v,,g|2dp+f|v§,,g|2dp), (7.1.4)

and
f|v3v-v,,g|2dpsM(f|vyg|2dp+f|viug|2dp) (7.1.5)

forall g € H?(p). Then there exist explicitly computable constants C and \ > 0 such that

e - f hodylle g < Ce ™M1 ho - f hodyllsqe (7.1.6)

where hy = h(t,x,v) is the solution to the kinetic Fokker-Planck equation with the initial condition
ho € H? (). For instance, the convergence rate may be chosen as

7\12 1
- (5) "16(1 + 16k max(M2, 1))

Remark 7.2. Roughly speaking, the inequalities (7.1.4) and (7.1.5) require relative boundedness
of V2V and V3V as operators. Of course, these conditions are satisfied when V2V and V3V are
uniformly pointwise bounded. But they hold true for a much general class of potentials V. For
instance, Villani shows that (7.1.4) holds when there exists some positive constant such that

[V2V| < C( +|VV]).

These inequalities can be also regarded as some weighted Poincaré inequalities, for which various
conditions on the potential V may apply.

It is possible to extend Theorem 7.1 in higher order Sobolev spaces presuming conditions on
higher order derivatives of the potential V.

Theorem 7.3. Assume that the measure Zile_wx) dx satisfies a Poincaré inequality with constantx.
Assume furthermore that the confining potential V e C*®(R?) satisfies

f|v;v-v,,g|2dpsM(f|vyg|2dp+f|v§Ug|2dp) (7.1.7)

for2 <1< k+1 and any function g € H?(u). Then there exist explicitly computable constants C and
A > 0 such that

where hy = h(t, x, v) is the solution to the kinetic Fokker-Planck equation with the initial condition
ho € H* ().

Remark 7.4. The conditions on V/V(x) 2 <l <k+1) might seem doomed at first glance. But
they are just relative boundedness as operators. Moreover, some criteria for them will be pro-
vided in this paper. On the other hand, uniform pointwise boundedness of Vv @e<l<k+1)
was imposed in the regularity results presented in [11, Theorem A.15] as well, where the global
hypoellipticity in high order Sobolev spaces are concerned.
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7.1.3 Plan of the paper

We prove theorem 7.1 in Section 2 and 3. In section 2, we calculate the temporal derivatives of
the Hz(p) scalar product along the kinetic Fokker-Planck equation. Then we are led to introduce
a mixed term to overcome the degeneracy of the dissipation. In Section 3, we construct a twisted
H?(u) -norm and choose carefully the coefficients in it such that a coercivity estimate holds for the
operator L. That way, we obtain convergence to equilibrium under the twisted H?(p)-norm and
thus the usual H?(u)-norm. The Section 4 is devoted to the proof of Theorem 7.3. Its structure
is the same as the one of the proof of theorem 7.1. In spite of that, it is based on an induction
argument.

A future perspective is that we shall develop global hypoellipticity estimates by Hérau’s method
[8]. As a complement, we shall then furnish conditions under which the inequalities (7.1.4), (7.1.5),
(7.1.7) can be verified.

7.2 Temporal derivative of H?(u) norm

7.2.1 A twisted H! (u) norm

In his hypocoercivity theory, Villani [11, Theorem 18, Theorem 35] introduced a twisted Hl(p)
norm which takes the form

((h, W) = A1 + allV k1> + 2b¢V , 1,V h) + ||V Bl * (7.2.1)

in order to get coercivity estimates. Following his proof of [11, Theorem 18], one obtains the fol-
lowing result for the kinetic Fokker-Planck equation.

Lemma 7.5. It holds for the twisted norm (7.2.1) that

(R, LR = IV, I + a(lIV2 I + IV kIl + (Y, h, Vi hy)
+Db(2(V2h, V2, hy + (V, 1,V h) + ||V hl|? = (V,h, V2V -V, b))
+c(IV2,hlI> = (V,h, V2V -V, hy). (7.2.2)

In the calculations here and below, the following commutation relations play an essential role. By
direct computation,

(1) [AA*] =1, 1ie. [Ai,A;] =9dij;

(2) C:=[A,B]=Vy

(3) R:=[C,B] = [Vy,v-V,—VV(x)-V,] = -V?V(x)-V,.
Note also that A commutes with both itself and C.
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7.2.2 The second order terms

First of all, we consider the temporal derivatives of second order terms in the H2 () scalar product.
Set

Ty:=(V2Lh,VZh), T,:=(V2,Lh, V2, h), Ts:=(ViLh,V2h).

Lemma 7.6. Let h be a rapidly decreasing function. It holds that

Ty = IV AlI? + 2|V hI* + 2(V2 , h, V2 hy; (7.2.3)
Ty = [V V2 hI|? +||V2, hI* + (V2h, V2, k) — (V*V-V2 h, V2 hy; (7.2.4)
T = [|VAV, hl[* = (V*V V2 h,V2h) — (V. (V*V-V,h),V3h). (7.2.5)

Proof. Using repeatedly the aforementioned commutation relations between A,A*,B and C, we
compute

Tia:=(V5A*ARVEh) = Y (A;AjA{AKR AAjR)
i,j,k
= .Zk<A,- (AjA;j+[Aj,A[DAkh,AiA h)
i,],
= .Zk((AZAi +[A;, AL)AjAKh+ 8 AiAch,AjAjh)
i,],
= .Zk(AiA iAkh, ALAiAjh) + Z(A jAihAjAjh) + Z(A,-A ihAiAjh)
ij, ij Lj
- Zk |AiAjAR]® +23 [AA B[ = IA*hI +21IA%hIP®
i,j, i,j

= V3n] +2 ViR,

Recall that B is anti-symmetric, i.e. (Bg, g) = 0 for any suitably integrable function g. In particular,
it holds that

(BA;Ajh,AjAjh) =0 (7.2.6)

Therefore

Tip:=(V5Bh,Vih) =Y (A;AjBh,A;A;h)
ij
=2 (Ai (BA; +[A;,B]) h,A;A;h)
L]
=2 ((BA;A; +[A;,BIA;+A;C))h,AiAjh)
L]

=) (CiAjh,AjAjh)+) (A;Cjh,AjAjh) by (7.2.6)
i ij
=2 (CiAjh,A;Ajh) =2(CAh,A%h)

ij
=2(V2 h,V2h).
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Combined with the calculation for T4, it follows that
Ty =Tia+Tig = IV hI? +2||V2 hI|? +2(V2 h, V2 h) (7.2.7)

which is the first equality (7.2.3) in this lemma.
The other two equalities (7.2.4) and (7.2.5) can be obtained in the very same way. Note that A* also
commutates with C, we get

Ton = (V5,A*AR V5, ) = Y (CiAjA}Ah,CiAjh)
k
Z (CiAZA]'Akh+ S;k]CiAkh,CiAjl’D
e
ljz (A3CiAjALh,C; A]h>+Z(C Ajh,CiAjh)
i,j,k
ljzk<c AjArh, AcCiAjh) +Z<c ;A;h,CiAjh) = |CA®hI[* + ||ICAR|?
= ||V Vi h[® +]IV5, bl

Meanwhile,

Top =(V5,Bh, V4, h) = (C;AjBh,C;A;h)
i,j
_Z i(BAj+Cj)h,CiA;jh)
ZZ BCl‘Ajh+RiAj]’l+Cith,CiAjh>
ij

=) (RiAjh,CiAjh) +3 (CiCjh,CiAjh) = (RAh,CAR) +(C*h,CAh)
i,j i,j

=—(V?V-V2h,V2 h)+(V2h,V2 h)

where again the anti-symmetry of B was used when passing from the third line to the fourth.
Therefore we obtain the second equality (7.2.4).

Similarly, the third equality (7.2.5) follows from

Tsa = (VAA*AR,VER) = ) (C;CjA}ALh,C;Cjh)

i,j,k
= _Z_k<A;cichkh,cic]—h>
L],
= _Z_k(cichkh,Akcicjm = .Zk<CiCjAkh’Cichkh>
i,j, i,]

=||C2AR|I? = |IVAV, Al
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and
Tsp = (VABh,Vih) =) (C;C;Bh,C;C;jh)
]
= Z<Ci(BCj +Rj)h,Cith>
Lj
= Z<BCith +Rith + Cith,Cith>
L]

= (RCh,C*h) +(CRh,C?*h)
=—(V?V-V2_ h,V2h) —(V(V*V-V,h),VZh).
O

Putting all the three terms T}, T2, T3 together, we have got two terms ||V2h||? and ||V2,h||*> which
occur in the usual Hz(p)-seminorm, however, the other term IIVth 2 is still missing. To be able to
bound the temporal derivative of the H?(u)-scalar-product along the evolution equation (7.1.3),
we are led to introduce a mixed term, just as in Villani [11].

7.2.3 A mixed term

We shall add the following mixed term in the usual H?(u)-norm,
(V2,h,Vihy,
and we shall compute
Trix := (Va,Lh, V2hy + (V2 h,V2Lh)
Lemma 7.7. For any rapidly decreasing function h € % (R*%), it holds
Tmix = 2(ViVih, VAV, hy+ (V2 h,Vih)+||V2h||* = (V?V-V2h,V2h) (7.2.8)
—(V2V-V2 h,V2 hy—(Vx(V?V-V,h),V2 h).
Proof. As in the proof of Lemma 7.6, Tphix can be written as the sum of Ta, T defined by
Ta:=(V2,A*Ah,V2h) + (V2 h,ViA*Ah)
and
Tg := (V2 ,Bh,V2h) + (V2 h,V~Bh).
As before, we compute these two terms separately. For T, we obtain
Ty = .Zk((C,-AjAZAkh,Cith) +(CiAjh,CiCiALALR))
i7,
= ZJ(C,-(AZAJ- +[Aj, ALDARR, CiCh) +(CiA b, ALCiCALh))
i7,
= Zk ((A;ciA,-Akh +8;kCiArh,C;Cjh) + (AxCiAjh, cl-chkh>)
ij,
= Y (CiAjArh,AkCiCjh)+) (CiAjh,C;Cjh)+ ) (CiAjArh,C;CjAxh)
i,j,k i,j i,j,k
= 2(CA?h,C*Ah) + (CAh,C*hy,
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or equivalently,
Ta = 2(V,V2h, V2V, h) + (V2 h,V2h).
For the term Ty, we compute that
(VZ,BR,Vih) =3 (CiAjBh,CiCjh) = ) (Ci(BA; +[A;,B))h, C;Cjh)
L] Lj
= Z((BC,’A]' + [Ci,B]A]' + C,'Cj)h,Cith>
ij
= ¥ ((BCiAjh,CiCjih) + (RiAh,CiCjh) +(CiCjh, CiC;h),
ij
and
(V4,h,V4Bhy =) (C;Ajh,C;C;jBh) =) (C;Ajh,C;(BC;+[C},B)h)
i i,j
=) (CiAjh,(BC;C; +[C;,BICj + C;Rj) h)
ij
= ¥ ((CiAj1,BCCh) +(CiA A, RiCjh) + (CiAjh, CiR; ).
ij
Hence we obtain
Tg = Z ((BCiAjh,Cith> + (RiAjh,Cith> + (Cith,Cith>
ij
+ (CiAj h,BCiC]‘h> + (CiAj h,RiCj h) + (CiAjh,Cith>)
= (RAh,C?h) + ||C*hl|* + (CAh,RCh) + (CAh,CRh)
= —(V2V-V2h,V2h) +[IV2R|> = (V2 h,V?V V2 _h) — (V2 h,V,(VV-V,h)).

Then the equality (7.2.8) follows. O

7.3 Coercivity estimate under a twisted norm

In this section, we shall search for a twisted H2 (W-norm such that the operator L is coercive in this
norm. Consider a quadratic form given by

(W2 == IRl +allVyhi* +2b(V ,h,V ) + c| |V hl[*
+e1[IV2hII? + ex|IV2, hl|* + 3] IVA R + 2e4(V2, h, V2 h) (7.3.1)
=1 ((h, ) + ((h, ) (7.3.2)

where a, b, ¢, e1, e2, e3, e4 are positive constants to be determined later. ((-, -))11{/22 (with both entries

being the same) will be a norm equivalent to the usual one in H?(u) whenever
ac > b?, eres > ei. (7.3.3)

These conditions will be satisfied by a delicate choice of the constants. In this case of (7.3.3) being
satisfied, it is not difficult to check that ((-, -));{22 will be a seminorm.

Collecting the results in Lemma 7.6 and Lemma 7.7, we know that
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Lemma 7.8. For the seminorm ((-, -));1/22 it holds

((h, LR) g =e1 (IIV3 RIIZ + 2] IV2 hI|* +2(V2 b, V2 hy)
+e(IIVLVARI? + V2, hlI? + (Vih, V2, k) — (V2V - V2 h, V2 )
+e3(IIVAV, Rl = (V2V-V2 h,VERh) - (V4 (V*V-V,h),V2h))
+e4(2(V V2 h, VAV, hy + (V2 h, V2R + ||VAhI[* — (V2V - V2 h, V2 h)
—(V2V-V2 h, V2, h)y— (V. (V2V-V,h), V2 h)). (7.3.4)

Next we shall establish a coercivity estimate for the operator L.
Proposition 7.9. Under the assumptions in Theorem 7.1, then there exist positive constants a, b,

c, ey, e, e3, ey, satisfying (7.3.3), and some explicitly computable constant A > 0, such that for any
rapidly decaying function h , it holds

((h, L))z EA((h—fhdp,h—fhdp))Hz. (7.3.5)

For instance, assuming that M = 1 (otherwise one may replace M by max{M, 1}), we may take

R O N (I
a=|-| -—, b=|=- , ¢c=|=-] —s,
8 8M 8 16M?2 8 16M3

c _ e () _ (]
-~ 1024M2’

e1=—, €eé1=——, €3

er=———,
27 30720M 2 64M

and then \ can be taken as

7\!2 1
i) s

8 16(16kM?2 + 1)
Proof of Proposition 7.9. The proofwill be divided into four steps. We shall apply Cauchy-Schwarz
inequality and the assumptions in Theorem 7.1 to get some lower bound of the temporal deriva-

tive of the twisted H?(p) scalar product. Then we choose the constants such that the coercivity
estimate (7.3.5) holds.

For convenience, we denote in this proof

Z:= (IIV, bl IV RIL IV cRILIVE, I T e RY,

W := (V2RI V3 RIL IV V2 RIL VAV, RID T € R

Step 1. We begin with the terms related to the twisted H! (u)-norm. Note first that it holds
IV2V -V, kil < VM(IVE, Bl + 11V, Al).
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thanks to inequality (7.1.4). And so by Cauchy-Schwarz inequality and the Lemma 7.5, we see that

((h, LR = IV, hl1* + a(lIV3 Al + IV, Al = IV, Al VAl
+b(=2|IV3AIIIVA, Al = IV, BV kI + IV <RI = [V, RIIVAV -V, hl)
+c(1IV3, hlI? = IV RIIIVZV -V, k)
= |V, hll* + a(lIV3hI1* + IV, k12 = IV, AV A
+b( = 2IV3RIIIVE, Al = IV, AV <Al + |V hI?)
— VM|V, All(1IVZ, kIl + IV, )
+ c(IV2, hlI> = VMV hII(IVE, B+ 11V, D). (7.3.6)

In other terms,
((h,LW)m 2(Z,512)

where S, is a 4-by-4 matrix given by

1+a-bvM 0 0 0
0 a 0 0

SUZ| @+ beeVd 0 b of (7:3.0
-bvM -2b —-cvM ¢

Step 2. Then we deal with the terms associated to ((h, h))p2. Let us apply the inequality (7.1.4)
with 0, h, then

fIVZV'V,,GxthdesM(fIVivaxihlzdanfIV,,axihlzdp).

Summing over i, we arrive at

fIVZV-V%xhlzdpsM([|V§V,,h|2dp+flvfwh|2dp)

and so
V2V - V2 Rl < VM(IIV2V kil +1192, Rll).

In the same manner, it holds

f|v2v-v2vh|2dpsM(fwxvimzdwf|v,2,h|2dp)

and so
IV2V - V2 k| < VM(IIV V2RIl + V2 RI|).

Therefore the expressions Ty, T, can be treated by Cauchy-Schwarz inequality,
Ty 2 |IV5 hl? + 21 V5 I = 2(1V3, RIS A,

191



CHAPTER 7. HYPOCOERCIVITY IN HX

Ty = [V V2 RI[? +[IV2, hl12 — [IV2RIIIVZ, kI - [IV2V - V2 R IV2, Al
>[IV V2 hI12 +1IV2, A1 = [IV2RIIVE, Al = VMIIV2, BRIV V2 R+ V2R,

For T3, we compute
—(Vx(V*V-V,h),Vih) = —(V’V -V, h+ V3, h-V?V,V5h)
where V3V -V, stands for a square matrix with (i, j)-element ¥ Gii xjx VOu 1. So we know

T3 = [|VAV, hl[* = [[V2V - V2 RIIVARI = [IVARI|(IIV3V -V, I+ [IV2, k- V2V
=IV2V, hl1? ~ [IV2h|(2IV2V - V2 Al + V3V -V, k)
> [|V2V, k12 = VMIIVAR|(2IVEV, bl + 3112 Bl + [V, Al)

where the last line follows from the presumed inequalities (7.1.4) and (7.1.5).
Now it remains to control the expression Tpix. As above, we have

—{V(VPV-V,h),V2 h) = —(V3V -V, h+ V2 h-V?V,V2 h)
> —(IIV3V -V, kil +[IV2, k- V2V|)IIV2, Al

and hence

Timix = =2V V2 RIIVAV, Al = |IVZ, RIIIVZ I + V2RI = IV2V - V2 R V2 R
—IV2V-V2_RIIIIV2, kil = (IIV3V -V, bl + V2, k- V2V|)[|V2, ]
> —2||V V2 hl[IVAV, kil = |IV5, Bl V3Rl + V3R
—VM(IV2hll + IV V2 hl|)[IV2h]]
— VMIIVA, hlI(IIV kIl +31IVA, kIl + 2|3V, A|).

Now we conclude that

((r, L))y = &1 (93 1112 + 211V I = 211V2, AV All)
+ eo{lIV VS hIP +11V3, k2 = [IV3RIIIVE, A
— VMIIV2, hII(IV V2RIl + [IV2RID}
+ e3{IIVEV, 12 = VMIIV2 R (211V2V, bl + 31IV2 Kl + 1V Rl
+ea{ =20V VERIIVEV bl = 195, IV Al + V3 I
— VM(IV2 Rl + IV V3 hI1) V2]
— VMV, hII(IIV, Al +31IV2, k| + 2] IV2V, )} 7.3.8

z z
((h,Lh)j = <(W),s’2 (W)> (7.3.9)

Equivalently,
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where S}, is the following matrix

0 0 0 0 0 0 0 0
0 2e; 0 0 0 0 0 0
0 0 0 0 0 0 0 0
—e4\/M —291—92\/M 0 62—364\/M 0 0 0 0
—egm —84\/M 0 —eg—Se;.;\/M—e4 (] 0 0 0
0 0 0 0 0 el 0 0
0 0 0 —esvVM —e4eVM 0 ey 0
0 0 0 —2e,VM —2e3vM 0 —2e4; e

Step 3. Without loss of generality, we may assume that M = 1 in this and next step. Put S, as the
matrix given by

1+a-bp 0 0 0 0 0 0 0
0 a+2e; 0 0 0 0 0 0
—a-b-cp 0 b 0 0 0 0 0
—bPp—ep —-2b—-2e1—efp —cp c+ex—3e4p 0 0 0 0
—63[.)) —64[3 0 —62—363[.3)—64 () 0 0 0

0 0 0 0 0 e 0 0

0 0 0 —ezﬁ —64[3 0 e 0

0 0 0 —264[3 —293[3 0 —264 es

with B = v'M (to save space in the matrix above). Combining the results in Step 1 and Step 2

y H W yO 2 W . Je

We shall prove in this step that there exists constants a, b, ¢, e}, e2, e3 and e4, which may be taken

as
R O e (T
a=|-| -—, b=|= , ¢c=|=-] —5,
8 8M 8 16M2 8 16M3

C e e e

= —, e =—, ey =—, 3 = ——,
30720M° 1T 20 T eam’ 7T 1024M2

satisfying (7.3.3), such that

€2

1 b
S, > Diag(—, —, — £ & & £ &, (7.3.11)

To see (7.3.11), the following fact might be useful: a real-valued matrix S = (s;;)1<;,j<N, With posi-
tive diagonal elements, is positive in the sense of quadratic forms whenever there exists constants
{kij=0|1=<i,j<N,i # j} suchthatzj:j#kij <1and

|Sij|2 S4kijsiikjisjj’ forall i #]-
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We illustrate its utilisation by an example which we shall use soon after. Lete; =0, e, =0, e4 =
and e3 = m;ﬁ as above, then the matrix

e
64M

zes 0 0 0
0 ee. 0 0
—64\/M 0 %62 0

—2e3vVM 0 —2e; 3es
is positive in the sense of quadratic forms. In this case we may take k3 = k14 = %, k31 = %, k3q = %,
kqy = %, Kyz = % (with all other k;;’s being zero) and it is easy to verify the set of inequalities

1 3 1
2
esM<4xkjz-—e4xksp-—ex=—eges,
4 13°5€4 X K31 €2 = 7 €se2

1 3 1
4e2M<dx kyg-—eqx k- —e = —eye3,
3 1475 €4 x Ka1- 7 €3 =7 €ats

3 3
462 <4xkszy- Zez x kg3 Zeg =ees

which is equivalent to the set of inequalities 4Me, < ey, 16Mes < ey, 4e§ <ees.

Now letus set S;,S, S, as the 4-by-4 matrix such that
_[(Sz O
SZ - (Sm Sw)’

and let z = (z1, 2, 23, 24), W = (Wy, Wo, W3, w4) be vectors in R*.
First, the preceding example shows that

1 1 1
Sw = Diag(=es,e1,— €2, ~e€3):=S 7.3.12
w lag(294 e, e 463) w ( )
in the sense of quadratic forms.
Next, we prove that
11 1.1 .
S1 = Diag(=,-a,=b,-c):=85; (7.3.13)

a,
88 8 8
as quadratic forms under the condition that

[ ) e ) =
a=|-| ‘=, b=|z| —=,= c=|z| ——.
8) 8M 8) 16M? 8) 1leM3

Actually, for (7.3.13), by the fact mentioned before, it suffices to verify that

1 7b

2 8’
17 7

b’M<4x (= +a—-bVM) XT'—C,
28 8

17
(a+b+C\/M)254XE(§+a_b\/M)X

A’ <dx-—ax—-—,
8 2
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for some 0 < T = aM/4 < 1/2. Note that in the situation we have a = b+cvM, a = bvMand 1-21 =
1-M <7 (sinceas< ﬁ). Therefore the preceding inequalities can by deduced respectively from

2 — 8

2 2 2 3

azsl-(z) b, bZMs(z) 2o, bzs(z) sy CMS(Z) b
4 \8 8 2 8 2 8

which hold true for a, b, c given as above.

Then we consider all the remaining terms
Qz,w) = —e4\/Mz1Z4 - egx/ﬁzl wy + Zelzg —2e; + 62\/1\_/[)Z224 - e4\/Mzz w1
+ (ex—3ey \/M)zi —(e2+3e3 vM + e4)za W) — ey \/MZ4 ws — 264\/MZ4 Wy.
and we claim that )
Qlz,w) = —§(<S'12, z) + (S}, w, w)) (7.3.14)

where we recall that S’l = %Diag(l, ab,c), S’w = Diag(%e;;, el, %62, %63). Again, we apply the afore-
mentioned fact to the lower triangle 8-by-8 matrix corresponding to the quadratic form

1
Q(z, w) + 5((S'lz, z) + (S, w, w)) - 2e125 — (es — 394\/M)z§.

It suffices to verify the set of inequalities below,
2 1
e4MS4X§~—X—-—:—

2 1
e3Ms4x§._><_._:_

16 3 4 96
1l a 1 ¢ ac
(2€1+6’2\/M)254X—-—x—-—:_,
2 16 5 16 640
1l a 1 e ae
eiMS4X—-—X—-—4:—4,
216 3 4 96
1 ¢ 1 es cey
er+3esVMte)<dx——x—.—2=_2
(e2+3es 2 516 3 4 240
1 ¢ e ce
E§MS4X—-— —2:—2,
5 16 8 160
1 ¢ e ce
42M<Ax = —x— =3
16 8 160

Note that all these inequalities express that ej, e;, €3, e4 can be bounded from above in terms of
1,a, b and c, thanks to the relations between ey, e», e3, e4. Therefore, roughly speaking, when e, is
chosen small enough compared to a, b, ¢, these inequalities will be satisfied. This is the case for

instance when e» = 555577 -

At last, summarizing(7.3.12),(7.3.13),(7.3.14), we obtain for any z, w € R*

<(z),sz(z)> = (S22, 2) + (S, W) + (S W, W)
w w
= <SI'Z;Z> +Q(Z) W) + <Sww; LU>
!/ 1 ! !/ !
>(S\z,z2)— z((Slz,z) +(Sh,w, w)) + (S, w, w)
1 ! !
= 5((Slz,z) + (S, w, w)).
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Thus we obtain (7.3.11) since z, w are arbitrary vectors in R%. Asa consequence, we arrive at
1 a b c ey
h, L)z =— IV hl12 + —|IV2hI1> + —|IVhl|? + —IV2 hl1? + —||V2h||?
(( )12 16|| vhll 16|| whll 16|| <l 16|| o hll 4|| hll

e e e
+ Elnvihnz + Eznvxv,%hnz + §3||V§Vyh||2. (7.3.15)

Step 4. As we can see from the preceding inequality, it remains to demonstrate that

1 a b c ey
Envvhnz + Ellvihllz + Envxhn2 + Ewiyhnz + ZIIVthIZ > A((h—fhdu,h—fhd?):im

for some explicitly computable constant A. By tensorization property of Poincaré inequality, it
holds

IIh—fhdMIIZS VRl + K[V Bl 2.

Note by Cauchy-Schwarz inequality it holds as well
7 ac 2
26V Yl = 2- 2\ [ IV BIIVchll < 2 (allV Rl + clIV<hI)

1
12e4(V2, b, VAh)| < v/ezes||V2, hIllIV2hI| < E(eznviyhuz +e3|[VAR|1?).

The three previous inequalities imply that

((h— f hdy, - f hd)ye
5 2, 0 2 2,02, 3 2 12,3 2,112
< Ca+ DIV AP+ CerQlIVLhlE +erlIV2hIE + ealI V3, bl + el V2hIE.

So (7.3.16) follows if we set A as

7\12 1
- (5) "16(16kM2 + 1)

since 1 5 b 5 3 3
a c e
—=ACa+1), —=Ac+K), —=Ae;, —=Ace;, —=Ales
16 3 16 3 16 16 2 4 2
(Actually, the three last inequalities always hold true when A < 1, while the first one holds when
A<
32

The proof of the coercivity estimate (7.3.5) is then completed. O

Proof of Theorem 7.1. Note that as a solution to the kinetic Fokker-Planck equation, /; is smooth
at positive time ¢ > 0. By Proposition 7.9 and standard approximation procedure, we know that at
positive time

(U LDt = M= [ s = [ By,
Consequently Gronwall’s lemma implies that
(0= [ Bt = [ e = e 0o [ odia o= [ Hodieq

As we see in the proof of the previous proposition, the norm induced by ((-,-))yz2(y is equivalent to
the usual H2 (W) norm with explicit constants. The theorem then follows. O
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7.4 Convergence to equilibrium in H*() spaces

In the present section we study convergence in higher order Sobolev spaces. We shall proceed as
in the previous section: We calculate temporal derivatives, choose a twisted Sobolev norm under
which we are able to prove a coercivity estimate and thus a exponential convergence, finally we
translate the convergence into a convergence under the usual Sobolev norm.

Let us introduce || - ||y, the H! (1)-seminorm, which will be defined by

l

l . .
WAl = Y IV i, =Y ¥ [oepbardy
i=0 i=0|a|=1,Ipl=1-i

where «, § are multi-indexes.
The following coercivity estimate is the essential result of this section.

Proposition 7.10. Under the assumptions in Theorem 7.3. There exists a twisted H* () -norm, de-
1

noted by ((-, -))IE{,C, which is equivalent to the usual H* (u)-norm and satisfies an estimate

(hLR)ge = Ao Y. I+ Y IIVEVET R (7.4.1)
1<i<k 0<l<k

for some constant Ao > 0 and for any rapidly decreasing function h (i.e. h€ & (R%%)). As a conse-
quence, it holds the following coercivity estimate

(7, LR)) e zAk((h—fhdp,h—fhdp))Hk (7.4.2)

for some constant A > 0 and for all function h € & (R*?).

Remark 7.11. As we have proved (see (7.3.13),(7.3.15)), this proposition holds true in the partic-
ular cases of k = 1 and k = 2. Note also that the only difference between Zfzo IVLVE+1=Ip) |2 and

2
1A,

does.

is that the former expression does not contain the term IIV’;“hII2 while the latter one

1
Define a twisted H* (1) -seminorm ((%, h))ﬁlk by

(W)= Y. 0V VIR +20(VEV, B, VER) (7.4.3)
O<i<k

with all the constants wy ; (0 < i < k), wy being strictly positive and satisfying
wi < Wk k-1Wk k- (7.4.4)

It is then clear that such a seminorm is equivalent to the usual H*(p)-seminorm in the sense that
there exist constants cj, ¢, > 0 such that

crllhlZ, < ((h, W)gge < cal Rl
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As an example, we have taken in the previous section
((h, W)gp = e1lIV5 RIP + e2] V4, Bl + es| VAl I +2e4(V5, b, V5 ),
or in other terms, we set w2 = e4, w20 = €1,wW2,1 = €2, W22 = e3. And recall as well
(B, W) := allV kI + clIV LRI + 26V, b,V h),

so we may set w; = b, w10 = a, w1,1 = ¢. We also set wg o = 1 as a convention.
We then define that

k
((h, W)ge = RN + Y ((h, B (7.4.5)
=1
= Y 0plVIVERR+ Y 20V, B, ViR (7.4.6)
O<i<j<k 1<j<k

with suitable coefficients wj, w;; (1 < j <k, 0<i < j) to be determined later (by an induction
argument on k).

7.4.1 Preliminary computations

As above, we may start with the computations of ((h,Lh))p«. Let my, my be nonnegative integers
such that m; + my = k. Set

T my = (Vi VAT AR VY V2 Ry, (7.4.7)
T m, = (Vi Vy2BR, VYV h), (7.4.8)
Th, i := (VE IV, A* AR, VERY + (VET'V, h, VEA* AR), (7.4.9)
T8 = (V&1 B, VERY + (VE1V, b, VEBRY), (7.4.10)

then we have the following result.

Lemma 7.12. Let h € % (R?*%) be a rapidly decreasing function. Then

T, = IV R 4+ mo ||V V2 RP2, (7.4.11)
T .= %(lev’"f’v Vil h, vV by
my,my — X v XYy > Y X 14
=1

m
+Y (VI VRV .V ) VIV, VI R y, (7.4.12)

=1
TS . =2(VEIV2 h, vEv, by + (VETIV b, VE R, (7.4.13)

k-1
T8 = IVERE+ Y (v (-v2y v ) VY, VER)

mix —
=1

k-1
+ Y (VEIY, 0, VE T -V v ) Vi ) (7.4.14)
=1

where —V?V -V, is understood as a d-tuple operator-valued vector in the pairing.
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We may find that T, does not contain the term ||V h||?
1, 1762

my + my = k. This is the reason to introduce a mixed term (V’;‘lvyh, V)’ﬁh) in ((h, h));x. Note also
that in the case of V(x) being a quadratic potential, say %lez for instance, one can not expect the
expressions in Tlfnh m, t0 be positive for a general function h: The pairing is given by

for all m;, m, with a given sum

—VIT NIV VIV = - Y (VR VEVEVE R VR VEVEVS )

,02,03,0

where a1, a2 ag, a4 run over multi-indexes of respective order m; — [,1,1 -1, my; and we adopt the
notation V§ := Vi, Vi, ~~in‘&| for o= (i,iz,- -, ijq)) and so on.
Now we turn to the proof of Lemma 7.12.

Proof. (0). We collect some commutation relations first. Let /1, [, be positive integers, then

[A2,B] =Y 2 Ab-lcAlY; (7.4.15)
(ch,B =Y ch'RCH; (7.4.16)
[ChAL, B =Y " chab-lcAl1+ Y I ch-IRci-TAL, (7.4.17)

They may be deduced by induction from commutation relations between B and A or C . We only
provide a proof for (7.4.16) here, since (7.4.15) may be proved in the very same manner, and
(7.4.17) follows from the two preceding equalities. For (7.4.16), the case of [} = 1 is exactly the
commutation relation between B and C. Now assume that (7.4.16) holds for I; — 1 (/; = 2), i.e.

ll—l

p Cll—l—lRCl—l

[c"~",B] =
then we obtain

[ch,B] =C(Ch™'B)-BC" =C[C""!,B] +[C,B]C !
= CZﬁlz_ll ch-1-Igcl-1 4+ rch-!? (by assumption for [; — 1)

_\h h-lpel-1
=Y ., Chlre

as desired. Therefore (7.4.16) holds for any positive integer /; by induction.
Another commutation relation might also be useful, namely,

d d
2 AiAg A ATAG = Y ATAL AL A, Aj+ AL AL A, (7.4.18)
j=1 j=1
Omitting the subscripts iy, 12, -+, i, it may be written as
d d
nm a * _ * A M m
];A A].Aj_j;AjA Aj+mA™.

Again it is a simple application of the commutation relation mentioned earlier and it may be
proved by induction on m.
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and TB

(1). Now we compute TA my,my Let us prove (7.4.11) first,

my,ni;

Tﬁ\nl - = (C™AM2A* AR, C™M A2 ) = Z (CMIAmZA;AJ- h, C™MA™ by
j=1

1
T Ma.

c”’“ ASA™ AR, C™ A™ ) + my(C™ A™h,C"™ A h) by (7.4.18)

da
= Z (C™A™2A h, AjC™ A™2 By + my||IC™ A2 | |2

j=
||c’"1A’”2+1A Rl + my||C™ A™: p) |2
where the two last equality follow from the fact both A* and A commutate with C.
Then we prove (7.4.12). As a consequence of (7.4.17), we find
B
T m, =(C"™A™2Bh,C™A™ )

— %(CﬂnAmz—lCAl—lh’leAmZ h)
=1

mp
+Y (C™7IRCITIA™2 B, C™ AT 1y + (BC™ A™ b, C™ A™2 )
=1

Then (7.4.12) follows since B is anti-symmetric,
(BC™MA™2p C"™ ARy =0
(2). Similarly we proceed with the computations of TA . and TP . . Thanks to (7.4.18) and [A,C] =

[A*,C] =0, we know

d
Tix Z («CF'AATA B, CF Ry + (CF' AR, CFATA 1))

da d
= (CF1An,C*hy + Zl(A;‘-Ck‘lAA]-h,Ckh) + Zl(Ck_lAh,A;‘-CkAjm
J= J=
d d
=(CF AR, C*Ry + Y (C*'AA B, CFA RY + Y (C*1AA R, CFA )
j=1 j=1
= (CF1AR,C*Ry +2(CF1A%h, CF AR,
= (CF"'ABR,C*h) + (C*' AR, C*Bh)

mlx

= (C*n,C*ny + Z (CH1=IRC AR, CF Ry + (BCK AR, CF Ry
=1

k
+ Y «CF1an,cFIRC! y +(«CF AR, BCK ) by (7.4.17)
=1

k-1 k
=ICkRI? + Y (CFIRC! AR, CF Ry + Y (¥t AR, CFIRC! Ry
I=1 I=1

where the last equality holds since B is anti-symmetric. O
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7.4.2 Proof of Proposition 7.10 and Theorem 7.3

Proof of Proposition 7.10. We prove it by induction on k. The proposition for k = 1 and k = 2 has
been demonstrated in the previous section. Let us assume that the coercivity estimate holds true

1
for k-1, i.e., there exists a seminorm ((-,-))*,_, and Agx_; o > 0 such that

Hk—l
(L) = Aee10C Y WRIG+ Y VLV I, (7.4.19)
1<i<k-1 O<l<k-1

We shall prove the existence of wg, w0, Wg,1,**+, W,k (recall (7.4.3)) such that the norm defined by
((h,Lh) gk = ((h,Lh))gk-1 + (B, L)) ge
satisfies a coercivity estimate

(h LR = Ao Y RIE + Y IIVEVET R (7.4.20)
1<i<k O<l<k

for some Ay o > 0.
Now we rephrase (7.4.19) and (7.4.20). In this proof, we put

1
Z:=( Y K+ Y VRV R
1<l<k-1 0<l<k-1

and W := (Wy, Wo, Wy, -+, W) T € R¥*2 where
Wy = IVERI, W= |[VEVE I, o<I<k.

So we have 72+ W2 = Z;‘zl [k |2H .. Moreover, in terms of Z and W, the induction hypothesis (7.4.19)
is equivalent to
(R, LR)) g1 = A—y,027,

and the desired estimate (7.4.20) is equivalent to
(R, L)) gge = Ao (Z2 + [WI?).

The idea here is to distinguish, on the one hand, the derivatives of order not greater than k exclud-
ing VX, and on the other hand, VX and the derivatives of order k + 1 excluding VX*!. The former
collection of derivatives already existed in the coercivity estimate of ((h,Lh))«-1, while the lat-
ter one are the newly appeared coming from ((%,Lh)) . Such a division will prove helpful in the
induction procedure .

Then we shall bound ((%,Lh))yx from below in terms of Z and W, more precisely, we shall prove
((h, L)k = Ky 01 Z% — Ko ZIW| + N W2 (7.4.21)

for some constants K;,Ky, and n = m. Later in the proof, we shall see that w; can be chosen
as small as one desires (without any modification of K;,K» and n)), and so that we are able to obtain
a coercivity estimate in form of (7.4.20).
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Recall that (7.4.3)
(LR = Y. o (Vs 'ViLh,V; 'VEih)
O<i<k
+0r((VEIV, L, VERY + (V1Y 1, VELRY)
= 2 0T+ T )+ or(Th, +T0, ).
O<i<k
Step 0. We set some relation between the coefficients in ((h,Lh));x. Indeed, we shall adopt the
relations of ey, e3, e4 (in the proof of Proposition 7.9) for the ones of wy x—1, Wk, Wi (replacing M
there by (k—1)2M)
64(k—1)*Moy, for0<i<k-1;
Wg,i = 1
16(k—1)2M
where wy will be determined later. Then by (7.3.12), we know that in the sense of quadratic forms

wy, fori =k,

Y 0 0 0 Y 0 0 0
0 wro 0 o | 0 wro 0 0
~(k-DoxvM 0 wrrr 0 [T —(k=DorvM 0 wrr1 O
—kmk,k\/ﬁ 0 -2 Wk k —2(k—1)u)k,k\/ﬁ 0 -2 Wk k
. Wk W k-1 Wkk
> Diag(—, Wy g, — ,——). 7.4.22
g( 5 7 Ok0 4 ) ( )
It follows that

k
QW) := W2+ Y. @i, i W2 — (k= Do VMW, Wi_; — kog 1 VMWW — 20, Wy_ Wy
i=0
k

1
> Z(kach +) W, WF). (7.4.23)
i=0
In particular, it holds
QW) = E-LMF = nw/W2. (7.4.24)
4 16(k—1)2M
where n= m asin (7421)
Step 1. We deal with the terms coming from the usual H*(i) seminorm, namely the terms T[r}n, -
and Tlr?h,mz with my + my = k. By (7.4.11) in Lemma 7.12, we know for0 < i < k
T} = IV RIP + (k= DIIVLV T Rl = W7 (7.4.25)

where (k — i)|[VLVE=h||?(0 < i < k) are discarded here since they correspond to k||VER|?, (k-
1)|IV}CV’,§_1h||2, e, IIV];_IVlyhll2 and 0, which are positive and do not relate to W.

Thanks to the (generalized) Leibnitz rule, it holds that
my -1

N d
optewyoetapn = (M) S (whet e, e gz
1120 j:1
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my —1
where ( ll ) k,(,:l 7 is a binomial coefficient. Substitute it into (7.4.12), we therefore have
1

k—i . ) . .
TE,C_,. = Z (vivk=izly vy vivk=ip)

i-1 (: ,
35 () (00, V)0, ¥, v

i

I=15L=0 j=1

k_
(IVivE=i=ly vl vivE=ip

=1

i —1 s g . L
—IZ Z (lll )||Z(v’1vxaxjv)(a Avi v Ty Al

154=0

> —(k—DIIVEIVE = vivE-ip)

i il ;
.y o . . . . .
-y ¥ (lll )\/M(Hv; DG ) VR )9 (7.4.27)
l:1l1:0
where in the last inequality we have applied

d l
Z Vi V0, V) (9,

A el [ \/M(||v,,v;"l‘1v’,j‘ih|| + ||v,,v;"1‘1“v’;"'h||)
il -1 k—i i—I o k—i
= VM(IVi R g 0k

which holds true thanks to our assumption (7.1.7). (Note that if i = 0, the summation in the last
line of (7.4.27) is over a empty set hence equals to zero.)

Let us highlight certain features of the lower bound (7.4.27). The expression
il ke i
~(k= DIV IV RNV VG Al

depends only on the terms in Z, except the case when i = k— 1. In that exceptional case, (k —
DIVEIVE==1 || |VEVE=i b = [|VE R |VE-1V, k|| which also depends on W, = [[VEA]|. So we see

— (k= DIV g VEvET )| = —2k7% - ZW,,. (7.4.28)
While inside the expression
(e I ER (i s ) [A TR

there are more interesting terms involving W, the term W;W,. Note that IIV;_ll_lvlg’i” h|| con-
tains derivatives in v-direction and its highest order of derivatives of h is k, so it depends only
on Z (W is not involved at all). While the highest order of derivatives of h in IIVfC_l‘V’,j_”lhII is
not greater than k + 1 with equality if and only if /; = 0; moreover, in that case, IIVi_IIV§_i+1hII
becomes W;. If [y =1,theni—; +k—-i+1<kand k—i+1 =1, so it follows that IIVi_11V§‘i+1h||
occurs in Z and thus can be bounded by Z. The other factor ||VfCV’,ﬁ_ih|| either becomes W, (if
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i = k), or occurs in Z and thus can be bounded by Z (if i < k —1). That way, in the above lower
bound, the only terms independent of Z are in forms of

IVE k= g vivk=T b)), with i = k, [, =0

(i.e. WxW,) and its pre-coefficient is

v
[
N,
2
~
N
)
+
N
=

(7.4.29)

i i—1 o . . . S
-y Z( ] )\/M(nv; holgk=itlp) 4 vi-hyk ’+1h||)||v;v’,j Th|

z—{i i (kl; l)\/ﬁ-zzwﬁf ) (kl: l) VM(Z+WW, |

l:1l1:1 l:111:O
> — 2k 1/ MZW, — kVMW W, (7.4.30)

Combining the lower bounds in (7.4.25),(7.4.27), (7.4.28), (7.4.29) and (7.4.30) in this step, we then
discover that

k
i=

k k-1 k-1 ,
Owk,i(T?k_l. + T ) = ;)wk,,-wf -k ;}zzmk,i - ZO wr,i2'VMQZ? +ZW;)
1= 1= i=
— 21V Mg kZWy — kVMw g t Wi W,y (7.4.31)

So there exist constants K and K, such that

k k
Wi (TR +Th ) 2 Y 0k WF =K 0k Z? =Ky ZIW| - kvVMog c Wi W, (7.4.32)
i=0 i=0

We stress that the constants K’1 and K’2 depend only on k and M, since, by Step 0, the ratio of wy ;
and wg is a constant depending only on k and M, and it is independent of w.

B _

; : A B A
Step 2. Next we give lower bounds for the mixed terms T, . and T, . ,and thusforT, . +T, . =

(VE=1v,Lh, VERy + (VE=1V b, VELR). By (7.4.13), we find

TA

mix

> =2V p) VAV, Bl = IVE IV, Bl E B
> —2Wj_ Wy — ZW,. (7.4.33)
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By (7.4.14) and (7.4.26), we have
k
TP . =IVERI? + (@ + (D (7.4.34)

where I), (IT) are given and bounded from below as follows,

k-1k-1-1 k—1-1 d L kel =2 .
0=~ L Z (VEV0,,V)(0,,Vy " “Vyh),Vih)
I=1 5,=0 j=1
k=lk=l-1p._1_1 4 L - .
== o IR (VY0 V)0, Vi VIV R
lzl 11:0 :
k-1k-1-1 k—1-1 k—li—22 P .
= - oYMV VORI IV RV A,
l:1 11:0
and
o k-1 k-1 d 1 k -1
=~ (ll (Vy "Vyh Z ViVdx,V)(0y, V5 " h))
12111:0 :
S k_l k-1 ll k—l1—1
==X X\, IV Vuhll~llZl(vxvaXjV)(aujvx ol
i =
e k—1-1 k-1,
z-) (11 IV Vyhll- VM(IIV,Vy "Rl + IV, Vy " hll).
0

Now we give lower bounds of (I) and (II) in terms of Z and W. Note that

27, it = 1;

k=L -2g2 k=h-1g2
VARV 4 VATV )| < :
IV oIHIV ol {z+wk_1, if 7, = 0.

Hence we have

(I)z—k_lk_l_l(k 1= )\/_ 27ZW, — ZZ( l)\/ﬁwk_lwx

154=0
—2KVMZW, — (k = 1) VMW._; Wy (7.4.35)

Similarly, for (II), since

27, if ll =>1;

k=5 -1 k=0
IV, V5 R+ 1V, VY h”s{z+wk, o

we obtain

(11)>—ZZ( )z VM(2Z+Wy).

1=11;=0
> —2kVMZ@2Z +W)). (7.4.36)

205



CHAPTER 7. HYPOCOERCIVITY IN HX

We then deduce from (7.4.34),(7.4.35) and (7.4.36) that

TB

mix

> W2 - 28V MZW, — (k- 1) VMW;_ W, — 25" 1VMZ(2Z + Wy). (7.4.37)
Combined with (7.4.33), we see that

TA

mix

+TB . > —2Wi_ Wi —ZW, + W2 — 28 VMzZW,

— (k= DVMWi_ W, — 25VMZ(2Z + W)). (7.4.38)

In particular, there exist constants K’l’ and K’z’ , depending only on k and M (independent of wy),
such that

TA

mix

+TB . > W2 —2W;_ Wi — (k- DVMW;_ W, — K72 — K)Z|W]|. (7.4.39)

mix —

Step 3. We may now conclude from the lower bounds (7.4.32) and (7.4.39) in Step 1 and Step 2
that the desired estimate (7.4.21) holds true for some constants K; and K, given by

K; =K]+K{, Ky=K,+Kj
which depend only on k,M and can be explicitly computed. Indeed,

(BLM)ge= Y wri(Th_ +Th ) +wp(Th + T,

mix mix)
O<i<k

k
> Y 0 W2 = KjwiZ? = KywiZIW| = kvVMoj, c Wi Wy
i=0

+ W2 = 2Wj_ Wy — (k- 1)VMW;_ W, — K{'Z2 — KJZIW|
= QW) — K1 Z2 — 0K ZIW|
> 0 {nIW[* - K1 2% - KZ|W1} (7.4.40)

where Q(W) was introduced in Step 0 and it satisfies (7.4.23). By induction hypothesis,
((h, Lh) g1 = Ag_1,0Z2,
and so we obtain

((h, Lh))Hk = ((h,Lh))Hk—l + ((h,Lh))Hk
= Ni-1,0Z7 + 0 {nIW[* =K1 22 = Ko ZIW1}.
Then it holds that
(B, LR) e = Ao (Z2 +W?)

where

. (Ak=1,0 3NAk-1,0 . (Ak-1,0 WgN
mk_mm{—ZKl ’—4K§ }, )\k,o—mln{—4 e }
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By now, the proof of (7.4.1) is thus finished.

Step 4. To prove its consequence (7.4.2), it suffices to observe that the constructed twisted H' (W-
seminorm associated to ((-,-))y;: is bounded by (in fact, equivalent to) the usual H'(p)-seminorm
up to a constant, for each 1 </ < k. Indeed, in the setting of Step 0, we may find w; jw; ;-1 = 4(»%
foreach 2 <[ < k, and then

_ 1 _
20,V IV, B, ViR < E(wz,z_lnv; 'V, bl + 0l IVLRIP),

which follows that

3
((hy e = 5 max{w, 1,01, Bl

For I = 1, by Poincaré inequality, we have seen in the previous section that

5 5
((h—fhdp,h—fhdp))Hl S(§a+l)IIVyhllz+(§C+K)||Vxh||2

with the constants a, b, ¢ given in Proposition 7.9, and « given in the Poincaré inequality in the
assumption.

Gathering the above inequalities, we obtain that
((h—[hdp,h—fhdp))Hk < C(Z* +W?)

with C = max{%a-k 1, §c+ K, %‘Dl,l—l» %ml,l |2 < I < k}. Finally we conclude by (7.4.1) that

Ak,0
(B L) ge = =2 (- f hdp, h - f hdy) e

C
which completes the proof (7.4.2).

O

Remark 7.13. In this remark, we comment on possible refinements on the constants and thus
the rate of convergence in the proof of Proposition 7.10. The first possibility is that, just as the
inequality (7.4.23) we have proved for Q(W), we can also find coefficients wg, w,;(0 < i < k) such
that

(1, L) jge = 8(00x W2+ Y8 w0 ;W)

holds for some & > 0 and for all & € . (R2%).

Another possibility is to refine the lower bounds in terms of Z in the proof, for instance, we may
distinguish ||V, hll, ||V, hll, V2RI, -+, IVERI|, [IVEIV R, -+, IVPVELR|| (e, roughly all the
terms appearing in Z). It may result in a matrix of very large size. But it is still possible (although
technically more complicated) to find coefficients such that a coercivity estimate holds.

Proof of Theorem 7.3. It follows from the coercivity estimate in Proposition 7.10. The proof goes
in the very same way as the proof of theorem 7.1. O
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