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Résumé

La perte d’activité et de sélectivité en fonction du temps sous charge du catalyseur de
Fischer-Tropsch (FT) a base de cobalt constituent les principales limitations pour
I’industrialisation de ce procédé. La bibliographie montre qu’il n’y a pas de consensus.
Différentes causes sont proposées pour expliquer la désactivation du catalyseur et plusieures
voies vers ces phénomenes inévitables ont été discutées. Parmi celles-ci, les hypothéses les
plus répandues sont I’oxydation et la carburation de la phase active. De plus, la baisse
d’activité des catalyseurs en fonction du temps ne presente pas un comportement uniforme,
indiquant que ce phénomene est probablement dii a plusieurs voies concurentielles.

Dans le cadre de cette theése, on s’intéresse aux voies relatives a la phase active, plus
particulierement au dépot des especes hydrocarbonées, a la reconstruction de surface induite
par celles-ci, ainsi qu’a 1’oxydation de la phase active en fonction des effets de recouverement
en H, O et C. En utilisant les calculs DFT périodiques, nous déterminons 1’energie libre de

Gibbs pour un large panel de réactions clés qui forment les éspéces de surface C,HgO, dans

les conditions de FT. Nous identifions les intermédiaires et les états de transitions qui
conduisent a la perte d’activité et de séléctivité du catalyseur. De ce fait, nous proposons dans
ce travail d’étudier I’évolution de la structure de la surface en fonction des potentiels
chimiques du C, de H et de O dans les conditions opératoires du procédé FT. La prise en
compte de I’H et I’O en tant qu’especes de surface a été intégrée a nos calculs et a permis de
modéliser la structure des précurseurs du coke identifiés experimentalement ainsi que
d’identifier les conditions opératoires favorables a leur formation.

En fonction du recouverement (C,H,O), nous identifions trois domaines structurels
contenant les espéces de surface liées aux tendances d’évolution de I’activité et de la

séléctivité discutées dans la bibliographie: tout d’abord, dans un domaine de faible



recouvrement en C, ou les monomeres CHp sont formés, I’impact des atomes d’O est le plus
important et mene aux CO, OH et H>O adsorbés, ainsi qu’a 1’oxydation des sites actifs Co. Un
deuxieme domaine de recouvement moyen en C, ou des hydrocarbures linéaires et ramifiés
sont formés, et ou la reconstruction de Co peut avoir lieu lors de la migration du C vers la
sous-surface. Enfin un domaine de recouverement ¢élevé en C a été identifié, ou de plus
longues chaines d’hydrocarbures ramifiées sont formées. Dans ce domaine, c’est la formation
d’une sur-couche de C (similaire a du coke graphitique) qui devrait étre la raison principale de
la désactivation. Concernant le recouverement intermédiaire et ¢élevé en C, 'impact des
atomes d’oxygéne sur la surface est plus faible, et son dépdt se produit sur C sans contact
direct avec les sites actifs du cobalt.

En s’appuyant sur les calculs DFT périodiques et la modélisation micro-cinétique,
nous proposons de nouvelles visions et idées relatives aux mécanismes de désactivation dus
au C. Notre travail montre que les especes de surface CCH peuvent étre considérées comme
les précurseurs de désactivation les plus plausibles d’un point de vue thermodynamique et
cinétique. Par ailleurs, nous proposons la cycloaddition 2+2+2 et quelques réactions de

couplage CHp /CHp comme mécanismes parasites pour la formation du coke, conduisant a la

désactivation progressive par blocage des sites actifs. Le mécanisme de désactivation proposé
a ¢ét¢ integré dans un modele micro-cinétique initialement dépourvu de la prise en compte de
ces phénomenes. Le modéle complet comprenant deux sites actifs a été optimisé et comparé a
des observations expérimentales.

Ainsi, cette étude apporte un point de vue nouveau sur des questions complexes et
débattues au sein de la communauté FT. Une cinétique de désactivation est proposée, et
permet de donner des pistes de développement de nouveaux catalyseurs industriels.

Mots clés: Fischer-Tropsch, désactivation, précurseurs de coke, eau, recontruction,

oxydation, DFT, modélisation micro-cinétique, modélisation multiéchelle, Cobalt.



Abstract

Loss of catalyst activity and selectivity with time-on-stream are one of the greatest
limitations for the Fischer-Tropsch (FT) industrial process. There is a lack of consensus about
the reasons leading to catalyst deactivation and many different paths towards those inevitable
events have been evoked in the literature. Among them, some of the most common
hypotheses are oxidation and carburation of active sites. Besides, the diminution of Co
catalyst activity during time-on-stream exhibits non-uniform behavior, indicating that this
phenomenon might be a result of multiple distinctive events.

In this thesis, we concentrate on those paths that concern the active phase only,
particularly hydrocarbon-species deposition, active phase oxidation and hydrocarbon-induced
surface reconstruction as a function of hydrogen, oxygen and carbon coverage effects. With
the aid of periodic Density Functional Theory (DFT) calculations, we determine the Gibbs
free energy for a large set of key reactions leading to the formation of C,HpO, surface species
on the Co(111) surface uner FT reaction conditions and we identify intermediates and
transition states that may lead to activity and selectivity loss of Co-based catalysts. Hence, we
propose here to study how the structure of the cobalt surface evolves as a function of the
carbon, hydrogen and oxygen chemical potentials under FT reaction conditions. These
calculations allowed us to propose an atomistic structure of some experimentally identified
coke precursors and to identify favorable reaction conditions towards their formation.

Depending on the (C, H, O) coverages, we identify three structural domains containing
surface species related with activity and selectivity trends discussed in the literature so far:
firstly, a low C coverage domain, where CHg monomers are formed, the impact of O atoms is
the strongest and leads to adsorbed CO, OH or water as well as to oxidized Co sites; an

intermediate C coverage domain, where C,Hp linear oligomers and branched hydrocarbon



chains are formed and where reconstruction of Co may take place upon subsurface C
migration; and thirdly, a high C coverage domain, where we find the formation of longer
branched hydrocarbon chains together with the genesis of a carbon overlayer (graphitic coke-
like) that is expected to be the main source of deactivation. For intermediate and high carbon
coverages, the impact of O atoms on the surface is weaker and its deposition occurs on top of
the carbon overlayer without direct contact with Co sites.

With the aid of periodic DFT transition state calculations and microkinetic modeling,
we offer some new understandings and ideas related to the mechanism of a carbon induced
deactivation phenomenon. Our study shows that surface ethynyl species CCH may be
regarded as thermodynamically and kinetically the most plausible deactivation initiators.
Moreover, we propose 2+2+2 cycloaddition and some CHp / CHg reactions as a mechanism
for detrimental coke formation leading to a progressive deactivation by a site-blocking effect.
This deactivation mechanism has been integrated to an existing deactivation-free micro-
kinetic scheme from the literature. The resulting, two-site deactivation model has been
optimized and compared to some experimental observations.

Our multiscale (DFT and microkinetic model) reproduces well known experimental
trends. Hence, we expect that our work will provide the FT community some valuable
insights into this intricate and elusive problem, the kinetics of deactivation, as well as some

rational guidelines about how to optimize the catalyst process.

Keywords: Fischer-Tropsch, deactivation, coke precursors, water, reconstruction, oxidation,
density functional theory, micro-kinetic modeling, multiscale modeling, Cobalt.
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Introduction

Diversification of energy sources is a great challenge of modern society that confronts
depletion of the natural reserves and growing demand for low-cost energy and fuels while
maintaining efficient production and minimal impact on the environment. Excessive use of
the limited amount of crude oil as a raw material due to its high-energy content began almost
a century ago and continues nowadays. However, in the decades to come, non-renewable
natural resources such as coal, petroleum (crude oil) and natural gas will be gradually
substituted with alternative, clean and renewable energy sources such as solar, wind, wave,
biomass and geothermal derived energies. Thus, to satisfy the needs of modern society in
terms of its energy demands, the progressive change from crude oil, whose reserves become
less accessible, towards advanced renewable energy sources is inevitable. Although all those
clean and low carbon technologies have been known for a long time, their regular use remains
limited due to either inefficiency or cost. Hence, an abrupt transition to those advanced
technologies is practically impossible, and a transition time involving the use of more
abundant non-renewable sources such as natural gas and coal is expected.

Depletion of fossil fuels, geopolitical events and the impact on the environment have
activated worldwide energy consumers and producers towards a diversification of their
“energy mix” and in particular towards the development of synthetic fuels. This renewed the
interest in Fischer-Tropsch (FT) technology. Although the FT process has been known for
almost a century, it remains challenging in many ways. In particular, applied research in this
area tries to unravel some technical and fundamental issues that render the FT process
uneconomical compared to conventional non-renewable energy resources. Some of these are
within the scope of this Ph.D. thesis, as it will be shown below. The Fischer-Tropsch
synthesis (FTS) reaction is a metal-catalyzed polymerization reaction in which adsorbed

molecules of syngas mixture, carbon monoxide, and hydrogen, are transformed into a mixture



of hydrocarbons, water and oxygenates through adsorption, chain initiation, propagation and
termination steps. The overall reaction mechanism of this chemical transformation is still not
fully understood, and there is an intense debate in the literature. Nevertheless, n-paraffins and
a-olefins are considered the major products of the Fischer-Tropsch transformation, although
measurable quantities of branched hydrocarbons and oxygenated species such as aldehydes
and fatty acids can be found. Apart from industrially valuable products (n-paraffins and a-
olefins), FTS can also give unwanted products such as methane and coke by some reaction
pathways. The effects of some of those reactions are still not understood, although there is an
agreement that most of them are involved with catalyst activity and selectivity loss. It is
therefore essential to understand those reaction pathways in order to optimize the catalyst
lifetime and to ensure both financial and environmental viability to the Fischer-Tropsch
process. Moreover, the fact that many side reactions and accordingly reaction products are
involved is the reason why Fischer-Tropsch kinetics is an extremely complex and debated
subject.

Among FT active metals, Co and Fe are common on a commercial scale due to their
high stability and FTS activity, !> and low methane selectivity 3. The former metal is used in
the Low-temperature High Pressure (LTHP) FT and the latter in the High-Temperature Low
pressure (HTLP) FT processes.* The metal phase is usually deposed on the support by
impregnation techniques and activated with hydrogen. Different types of supports and
promoters are used due to economic reasons and improved physicochemical properties.

Nevertheless, all catalysts deactivate over time °. During the deactivation
phenomenon, the activity and selectivity of catalysts are reduced. Hence, catalysts stability is
one of the main issues in the industrialization of this process. Thus, there is a necessity to

establish how operating conditions affect the deactivation and understand how it can be

minimized.
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In this thesis, we aim at describing the deactivation phenomenon at the atomistic scale
using a multi-scale approach combining kinetic modeling with computational chemistry
calculations. In Chapter 1 we describe some general aspects of the FTS reaction and in
Chapter 2 we present up to date literature data on several aspects of the FTS reaction:
thermochemistry, kinetics, impact of operating conditions and deactivation causes reported in
the literature. In this chapter, we also present the reaction mechanisms of the FTS reaction
proposed in the literature and we focus on the one developed by Tronconi and co-workers
used throughout this thesis. In Chapter 3 we present the methods used in this work. The
results of our theoretical calculations are presented in Chapter 4. These results are used to
provide insights into the elementary steps of deactivation and propose different deactivation
pathways that could be implemented in a micro-kinetic model. These different deactivation
pathways are assessed in Chapter 5 and some of them implemented in an existing
microkinetic model in Chapter 6. Moreover, in Chapter 6 the modified micro-kinetic model
is fitted to available experimental data and used to provide some insights on the most common
experimental observations concerning the catalyst deactivation. In this chapter, micro-kinetic
model predictions are confronted with some experimental findings described in Chapter 2.
Finally, also in Chapter 6, we try to identify the operating conditions leading to minimal

deactivation and long-lasting Co-based Fischer-Tropsch catalysts.
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1 General Aspects of the Fischer-Tropsch Synthesis reaction

1.1 Some Historical facts

This chapter represents a very brief presentation of some historical facts based on the
non-exhaustive list of references® %!,

The origins of what is today called Fischer-Tropsch technology dates back to about a
century ago. It begun with Sabatier and Senderens discovery of the methane formation
reaction from carbon monoxide and hydrogen over different metal catalysts. Although still
controversial, the first qualitative official report, in the form of a patent on liquid hydrocarbon
formation at 120 atm and 300-400°C over cobalt oxide, was given by Badische Anilin-und
Soda-Fabrik (BASF) in 1913. Ten years afterward, with an intent to verify BASFs claims,
Franz Fischer and Hans Tropsch reported the production of a mixture of oxygen-containing
compounds called Synthol starting from synthesis gas over alkalized iron at severe conditions:
100-150 atm and 400-450 °C. Fischer and Tropsch failed to obtain hydrocarbons in this test.
Later, in 1925, additional studies of Fischer and Tropsch over the cobalt-iron catalyst at 250-
300 °C and 1 atm had shown the production of hydrocarbon liquids and gasses but also of
solid paraffin molecules at conditions milder than previous experiments. Thus, 1925,
represents the official birth of Fischer-Tropsch technology.

To expand the fruitful knowledge obtained from discoveries reported in those
publications, the first small-scale pilot plant in Mulheim was constructed in 1932. In 1934,
after Ruhrchemie acquired the patent rights, a large-scale pilot plant was built in Oberhausen-
Holten and operated under the same conditions as a plant in Mulheim with a capacity of 7,240
bbl/year. The nickel catalyst used in this plant was soon replaced with a more active and
expensive cobalt catalyst due to overheating, catalyst lifetime, and regeneration issues with
nickel catalysts. After the plant success in 1935 in Oberhausen-Holten with cobalt-based

Fischer Tropsch catalyst, nine commercial power plants were constructed by the end of the
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second world war (WWII) that used the same metal at either atmospheric or medium 5-15 atm
pressure and 180-200 °C. Synthetic fuel and products obtained in those nine plants were
valuable assets during WWII as they represented one-fifth of overall gasoline produced. After
the end of WWII, industrial plants were shut down. Hence, the period between the end of
WWII and the official discovery of the Fischer-Tropsch synthesis reactions marked the
commercial development of the FTS process.

Due to the expected shortage of global supply in oil at that time, America and Britain
showed a deep interest in the German, pre-war, Fischer-Tropsch technology. They sent
scientific teams to Germany with a mission to gather the knowledge that Germany had
collected and to consult engineers and scientists from that time. That research led to the
construction of the GTL-FT plant in Brownsville, Texas, 1951, with a capacity of 7.000
bbl/day, which was shut down later in 1957 due to a sharp natural gas price increase and to
the availability of cheaper petroleum from the Middle East. In 1955, the world first coal-to-
liquids (CTL) complex (Sasol 1) at Sasolburg, South Africa, started producing synthetic fuels
and chemicals, benefiting from large deposits of low-valued coal in that country. In response
to several international oil crisis that took place in the 1970s and consequently, the economic
benefit of the FTS process, Sasol expanded its fuel production by constructing another two
CTL complexes (Sasol 2 and Sasol 3) at Secunda, South Africa, with an overall capacity of
about 120 000 bbl/day.

Though still an interesting process, soon after the period of oil crisis had passed,
between the 1980s and 1990s, the amount of research devoted to Fischer-Tropsch technology
diminished due to a lack of political and industrial financial support. This fact is the reason
why the period between 1975 and 1990 is the so-called period of the rediscovery of Fischer-
Tropsch technology. During this time, much of the work done was a reassessment of earlier

work, although significant progress was made in relating catalyst physicochemical properties
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with activity and selectivity. At that time, several major oil companies: Gulf oil, Exxon, Shell,
and Statoil were the leaders in developing high activity, noble-metal-promoted Co/ALO3
catalysts. Those industrial processes and other research done at that time constitute the
foundations of the advanced Fischer-Tropsch catalyst reactors and processes in use nowadays.

The so-called fifth period of Fischer-Tropsch technology begins with the
commissioning of the world’s first commercial plants that used natural gas as a raw material
for syngas production (Bintulu, Malesia in 1993 by Shell and Mossel Bay City in 1992 by
Mossgas presently PetroSA), both based on Sasol technology. This is a landmark for the
initiation and development of the FT GTL commercial era. In 2006, Sasol’s and Qatar’s
Petroleum (QP) Oryx-GTL plant started operating, with a daily capacity of approximately
34000 bbl. The largest GTL plant in the world is a production sharing agreement signed
between Qatar Petroleum (QP) and Shell. This agreement gave birth to the Pearl GTL plant in

Ras Laffan Industrial City, Qatar, in 2011 with a daily capacity of 140 000 bbl.

1.2 Overview of FT process technology

Synthesis gas used in FTS reaction is a mixture of Hz and CO, and its production can
be achieved in different manners depending on the choice of the initial carbonaceous
feedstock. Development of technologies that transform coal, natural gas, organic matter
(biomass) or even wastes (such as wood residues and plastics) to synthesis gas, established
Coal-to-Liquid (CTL), Gas-to-Liquid (GTL), Biomass-to-Liquid (BTL) and Waste-to-liquids
(WTL) processes, respectively.

In processes that use solid feedstock such as CTL, BTL and WTL, syngas production
is principally achieved by a gasification process which consists in cracking thermally the
initial feed ''"13. In the gasifier reactor, whose properties are determined based on the size and
the chemical composition of solid feedstock, the gasifying agent (steam, air, and oxygen) is

introduced and exposed to high pressure and temperatures. In GTL that uses gas feedstock,
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13-18 such as steam

low-weights hydrocarbons can be converted to syngas by different routes
methane reforming SMR, auto-thermal reforming (preferred one) ATR, non-catalytic and
catalytic partial oxidation POX and CPO, respectively, heat exchange and compact reforming
HEP and CPR, respectivley'®. The syngas obtained in all those processes is usually not
suitable due to its composition, and thus, the purification (impurities elimination such as HCI,
H>S, nitrogen compounds, particulates ...) and conditioning (regulating composition) of the
syngas are necessary before FT reaction. It is important to stress that syngas obtained from
coal and natural gas are considered as non-renewable feeds, but their higher abundance and

availability (relatively to the crude oil) make them very attractive for softening the transition

period between non-renewable and renewable energy sources. Thus, synthetic fuels have been

identified as a promising alternative 292!,
Feedstock ;)esulfu.rizmion,
Natural Gas aturatlol?, Pre-
reforming,
_l_/ Authothermal
1 reforming,
Reforming Cooling
SNG, LPG,
Cv, . o Gasoline, Jet
L ‘ Syngas H,/CO Fischer- Syncrude Pl'l]dl.l(.ts Fuel, Diesel,
> Cleanup and  [Calalabaly | Tropsch  |EECEREAEH > Refining/ ———p ]
LU conditionin synthesis Upgradin LD
_ g synt Pg 2 Petrochemical
) o1 products
Gasification | Cooling,
I " .
Feedstock Fllteru}g,
Scrubbing,
.Cual, Reforming,
Biomass, WGSR, Acid
Waste gas and CO,

removal

Figure 1. General scheme of XTL process and its principal components. Reproduced from >

There are two distinct operating modes related to the FT synthesis: the high-
temperature FT (HTFT) mode employing Fe-based catalysts operating at <320° and the low-
temperature FT (LTFT) employing mainly Co-based but also Fe-catalysts operating between

170 and 270 °C. Specific characteristics of the products obtained are depicted in Table 1 .
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Table 1. Products overview in HTFT and LTFT. Reproduced from 3!
Product Fraction Crange Compound Class Syncrude composition (mass%)
Fe-HTFT Fe-LTFT Co-LTFT

C Alkane 12.7 4.3 5.6
Tail gas C Alkene 5.6 1.0 0.1
? Alkane 4.5 1.0 1.0
Alkene 21.2 6.0 34
LPG oG Alkane 3.0 1.8 1.8
Alkene 25.8 7.7 7.8
Alkane 43 33 12.0
Napthha Cs-Cro Aromatic 1.7 0 0
Oxygenate 1.6 1.3 0.2
Alkene 4.8 5.7 1.1
. Alk 0.9 13.5 20.8
Distilate CiCa s romatic 0.8 0 0
Oxygenate 0.5 0.3 0
Alkene 1.6 0.7 0
: Alkane 0.4 49.2 44.6
Residue/Wax >z Aromatic 0.7 0 0
Oxygenate 0.2 0 0
Alcohol 4.5 3.9 1.4
Aqueous product  C;-Cs Carbonyl 3.9 0 0
Carboxylic acid 1.3 0.3 0.2

Several important factors need to be considered in the optimization of the FT synthesis
such as reactor type, reaction phase, mass and heat transfers, hydrodynamics, catalyst
strength, catalyst/product separation, per pass conversion and reactor configuration 3-2>23,

In the next paragraph, we describe some conventional reactor types used in the FT
synthesis. Although the objective of this thesis is to model the active-phase only,
notwithstanding, different reactor configuration may influence the deactivation phenomenon
2426 For instance, Chambrey et al. showed that a deactivation phenomenon is more
pronounced in slurry-type than in the milli-fixed reactor. Therefore, it seems crucial to

summarize briefly some current reactor technologies and in order to relate them with literature

results.

1.2.1 FT reactor types

The primary concern in the design of commercial reactors is the highly exothermic

nature of the FT reaction as we will discuss in Chapter 2. This fact requires an effective heat
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removal from the reactor since high temperatures incite deactivation, which is a highly
undesirable phenomenon that significantly affects operational costs. The characteristics of

3:27-30.18 A prief overview of

some FT reactor configurations are available in the literature
those characteristics is presented in Table 2. Briefly, there are four broad categories of
reactors in commercial use: Circulating Fluidized bed, Fluidized bed, Tubular Fixed bed, and
Slurry phase reactor technologies. The choice of the reactor is usually determined based on
the operating mode, the catalyst used, the envisaged products and building costs. Two major
types of plant reactors are utilized in HTFT for the production of gasoline and higher-value
chemicals. Those are fixed fluidized bed (FFB) and circulating fluidized beds (CFB) #?3. The
FFB reactor scheme is usually preferred over CFB due to smaller construction costs,
homogeneity of the reaction throughout the catalyst charge, and the lower -catalyst
consumption. In LTFT, diesel and waxes are produced in Multi-Tubular Fixed-Bed (MTFB)
and slurry bubble column reactors . In MTFB’s, the syngas flows downstream inside the
reactor filled with catalyst and with a cooling medium on the sides. In the slurry reactors, the
reaction feed is bubbled upstream through a suspension of finely divided catalyst particles.
The syngas then diffuses from the bubbles to the catalyst surface where the FT reaction
occurs. The FT products are continuously separated from the catalyst using sieves. The main
advantages of slurry over multitubular reactors are the low investment cost, low heat-transfer
limitations, lower gas compression costs, lower catalyst consumption, higher conversion and
longer reactor runs. However, the separation of the products from catalyst particles is one of
the main problems of this reactor type. In LTFT synthesis, microchannel fixed-bed reactor

types are currently being developed by some groups 3!
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Table 2. Current reactor-technology properties used in HTFT and LTFT. Reproduced from?®.,

Description Slurry Fluidized-bed
Multitubular Microchannel Fl.x?d- Circulating
fluidized
Nature PFR* PFR* CSTR" CSTR" CSTR"
Reaction phase gor g+l g or g+l g+l G g
Catalyst Particle >2 <0.1 <0.1 <0.1 <0.1
size (mm)
Mass Transfer . . . .
o High Low Medium  Medium-Low  Medium-Low
Limitation
Hea}t Trapsfer High Low Low Medium-Low  Medium-Low
Limitation
On-line catalyst No No Possible Possible Possible
replacement
Catalyst
Mechanical Low Low Medium High High
Strength
Catalyst/Products . . .
Separation Easy Easy Difficult Fairly easy Fairly easy
Feed poisoning Local Local Global Global Global
Feed tl.lrn.down None None Cata!yst Defluidization Defluidization
limitation settling

2 Plug-Flow Reactor.

b Continuous Stirred Tank Reactor.
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Figure 2. a) two-phase circulating fluidized beds (CFB) b) Multitubular fixed-bed reactor

(MTFB) ¢) two-phase fixed fluidized bed (FFB) d) Three-phased slurry phase bubbling bed.

Taken from *

Thus, each reactor configuration has its own technical and physical specificities,

which, along with the catalyst employed, should be well studied and optimized towards

maximizing the capacity of syngas conversion and products yield 7.

1.2.2 FT catalysts formulation and properties

The FT catalysts are mostly composed of small metallic particles, the active phase,

dispersed throughout the support used to increase the number of active surface sites for the

reaction to occur. In general, a metal oxide support® is used (ALLOs, SiO2, TiO

19
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increase active phase dispersion, stability, and improve the performance of the overall
process. In addition to the support, some noble metals can be used to promote the catalyst

while increasing catalytic performance. Detailed reviews of Co and Fe catalysts synthesis

methods and the impact of promoters are given in references 2*!8,

¥'dissociative CO adsorption
¥'non-reducible oxides ¥'dissociative CO adsorption
¥'poor/none H, adsorption vreducible oxides
¥'no FT activity v'good FT activity

< I 4.... 9..]..] 5. ‘..

Ilb Vb Vb Vib Vilb
“se v | cr| mn

¥'non-dissociative CO adsorption
v'high H, adsorption
v'reducible oxides ¥'poor/none CO adsorption
vlow FT activity v'no FT activity

Figure 3. Physicochemical properties of different transition metals, according to Perego et al
33

One of the characteristics of a suitable FT catalyst is the ability to adsorb and
dissociate hydrogen and CO and, at the same time, easy reducibility of its oxide form. As a
consequence, very few metals are FT active *3, and their properties can be discussed in terms
of hydrogenation activity, Water-Gas Shift reaction activity (WGS; see below), sensitivity to
promoters, stability, ... >3 According to the Sabatier principle, the catalytic rate is maximized
for the optimal (neither weak nor strong) interaction strength between adsorbate and catalyst
surface. ¥ Thus the interaction of reactants with the metallic surface is crucial for
understanding the efficiency of the catalyst used, products properties, and the advantage of
one catalyst formulation over another. The common metals showing the FT activities are the

transition metals (see Figure 3) such as Fe, Co, Ni, Rh, Re, and Os. However, for commercial
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use, only Fe and Co are suitable. The choice of the catalyst is related to the temperature mode,
the origin of the synthesis gas, the price of the metal and wanted products 315,

The hydrogenation activity of metallic surface determines the nature of FTS products.
Among conventional FT catalysts, the hydrogenation activity increases in the following order
Fe<Co<Ni<Ru, making Ni and Ru highly methanazing catalysts compared to Fe and Co at the
same temperature®. At similar reaction conditions, Fe is more selective to oxygenates than Co
due to the differences in hydrogenation activities’.

The WGS reaction (CO + H,0 < CO, + H,) activity of a FT catalyst is a very
important property. Among the two most commonly employed catalysts, Fe and Co, high
activity of WGS reaction is only observed for Fe whereas on Co catalysts this reaction is
practically inactive. This catalyst property affects the choice of feed: due to WGS activity, Fe
catalysts perform the best with a syngas of ratio 0.6-1.5, typical for coal and biomass derived
syngas 33 whereas Co is considered more suitable closely stoichiometric ratios 1.9-2.2
characteristic for natural gas®®.

The catalyst used in the GTL industry is preferentially Co in LTFT, and preferentially
in fixed-bed, slurry or micro-channel reactors. Co-catalysts have great stability, efficiency,
high selectivity towards long-chained hydrocarbons, and low selectivity to the WGS reaction.
There is a consensus in the literature that the active phase is the cobalt metal’’° contrary to
Fe, where the active phase is iron-carbide. The properties of Co and other metallic catalysts
mentioned above are potentially influenced by synthesis methods, the nature of support and
promoters, operating conditions employed... Cobalt in its bulk form can appear in two unique
crystallographic structures: face-centered cubic (fcc) and hexagonal (hcp). Since the phase
transition hcp— fcc takes place at a temperature around 450°C*%4! they are both observed in

FT*. Also, it is well known **#! that the size of particles can affect the transition between the

two phases.
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It is generally accepted that cobalt-based FT catalysts tend to lose their activity and
selectivity while operating, although the exact mechanism towards deactivation is unknown.
There are several deactivation hypotheses reported ** in the literature for the FT catalysts and
in particular for Co-based FT catalysts*>. Among many assumptions evoked, we find
sintering, poisoning, active metal re-oxidation, metal/support compound formation,
reconstruction, and the deposition of carbon species as the most studied ones. In order to
make the FT process economically attractive, catalyst deactivation has to be controlled.

Since FT catalyst deactivation is a slow process, we expect its mechanism to be slow
and mainly driven by thermodynamics. This is the reason why, in our work, we make
particular attention to the thermodynamic properties of the FTS reaction and the energy

balance between reagents, products and the expected surface intermediates.

1.3 Thesis Aim

The present thesis has as an objective to verify some of the hypotheses evoked in the
literature concerning the deactivation of Co-based FT catalysts, especially those that concern
the active phase (metallic cobalt Co®): oxidation, carburization and surface reconstruction.
We will attempt at describing the mechanism of the deactivation process, by a micro-kinetic
model based on Density Functional Theory (DFT) calculations performed by us and by other
groups, which offers a valuable asset towards the investigation of the preferential deactivation
pathways. DFT methods will be used as a tool to investigate the structure and the energy of
surface intermediates that may lead to deactivation. The result of those calculations will be
used to construct the reaction network producing the deactivation phenomenon that we will
implement in the current micro-kinetic model scheme. To the best of our knowledge, there
exists no micro-kinetic model in the public literature aiming to describe the deactivation

phenomenon due to the modification of the active phase. For instance, many experimental and
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theoretical studies bring a hypothesis of possible surface species that take part in the
deactivation mechanism, but they fail to produce a clear, step-by-step, mechanistic picture
exploitable for micro-kinetic models. Besides, none of those studies confronts hypothetical
deactivation intermediates therein with the experimental observations following the
deactivation phenomenon. We hope that this combined DFT and micro-kinetic approach will
be successful in describing the deactivation phenomenon, investigating the degree to which C
and O deactivate Co-based FTS catalysts, those phenomena and, finally, to find the conditions
at which those phenomena are minimized. The final goal of this work is, thus, to facilitate

using this combined modeling approach, the optimization of industrial FT processes.
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2 State of the art

2.1 Thermochemical aspects of Fischer-Tropsch Synthesis

Based on equation (1) in Table 3, the standard enthalpy change per carbon atom for
the production of a given organic molecule can be derived. This quantity represents a measure
of the thermodynamic feasibility and the direction of the spontaneity in the reaction that
yields hydrocarbons from syngas. In Figure 4, Gibbs free energy change normalized to the
carbon number in the produced molecules is presented at different reaction temperatures. The
reaction enthalpy of individual reaction steps that can occur during the overall Fischer-
Tropsch process is negative, and its average value is of the order of -150 kJ/mol 4 (see Table
3). Figure 4 reveals that production of methanal (CH20), methanol (CH3OH), and ethyne
C2H; is unfavorable for all reaction conditions presented here. However, methane, ethane, and
elemental carbon are very likely to appear as the products among which methane is the most
favored product. Interestingly, lower temperatures seem to favor both long chained
hydrocarbons and methane, demonstrating the negative entropy change in hydrocarbon
formation. The formation of atomic carbon by the so-called Boudouard reaction (2CO — C +
CO») is also favored at low temperatures, although it is less favorable compared to the
formation of either ethane or methane. An increase of chain length shifts the origin of the
corresponding n-paraffin curve in the direction of higher free energy change whose limit is
represented by the lower edge of the Cy curve. Inversely, 1-olefins and oxygenates curves are
shifted toward lower free energy changes and approach the origin of the C»o curve. Hence, the
paraffin content decreases as temperature increases, whereas the olefin and oxygenates
content increases with temperature. In summary, the thermodynamic stability of product

formation raises in the following order: oxygenates < olefins < paraffin < methane .
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Figure 4. Gibbs energy change of hydrogenation of CO reaction normalized per carbon atom
calculated based on the stoichiometry of equation (1) in Table 1. Taken from .

Table 3. Some stoichiometric reactions for the formation of —(CH),— monomer unit and

corresponding enthalpies under FTS relevant conditions 4°-°,
AH, N
—(CH);— formation reaction (500K) q-
1 number
/ kJmol
CO + 2H; » —(CH),— + H,0 -165.0 (1)
2C0 + Hy » —(CH),— + CO; 204.7 )
3CO + Hy > —(CH)— +2CO 2445 3)
CO,+3H; —» —(CH)z— + 2H,0O -125.2 (4)

Although methane is thermodynamically the most favored product in the FTS
reaction, catalyst type, operating conditions, kinetic limitations, and side reactions can have a
profound influence on the real distribution of reaction products as reported by Anderson 3!,
Pichler > and Storch 33. The actual product distribution of the Fischer-Tropsch reactions is
considerably different from the distribution estimated based on the above thermodynamic
calculations, and it is therefore of great importance to obtain kinetic insights concerning the

reactions that lead to FTS products. Some side reactions in FTS are presented in Table 4 and

Table 5.
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Table 4. Stoichiometry of some side reactions that are considered undesirable for FTS %47,

Reaction Stoichiometry A/HIIJ(Ifl(())(l)'Il() Eq. number
CO + 3H; » CH4+ H2O -214.8 (5)
Methane formation 2CO + 2H; = CH4 +CO» -254.1 (6)
CO;+4H,— CHs + 2H2O -175.0 (7)
The Boudouard reaction 2CO -» C+CO2 -134.0 (8)
Water Gas Shift reaction CO + H2O & CO2+ Hp -39.8 9)

Table 5. Some side reactions that involve catalyst modification and that are supposed
undesirable for FTS.

Reaction Stoichiometry Eq. number
Oxidation/Reduction of catalyst M,O, + yCO © yCOs + XM (11)
Bulk carbide formation yC+xM & M;Cy (12)

2.2 Kinetic aspects of Fischer-Tropsch Synthesis

Effluents from the FT reactor contain many different products. However, the product

distribution follows a simple mathematical law as most polymerization reactions. A stepwise

insertion of a C; monomer unit, —CH>— to the growing hydrocarbon chain C, at the surface

of the metal is the most accepted scheme of Fischer-Tropsch reactions and it was firstly

proposed in 1946 by Herington 3* and later promoted by Anderson *°. Anderson described the

product distribution in terms of the chain growth probability, a,sr, and today the distribution

of hydrocarbons is described by the Anderson-Schulz-Flory (ASF) law. This law is based on

the assumption that propagation and termination reactions solely affect the terminal carbon

group in the growing chain. Herington >* first defined an approximately constant parameter £3,,

in order to characterize the distribution of hydrocarbons as the ratio of termination and

propagation rates. For a given chain length n:

=1 Eq. |
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In Eq. 1, r; and 7, are the rate of the termination and propagation reactions,
respectively. Anderson > later improved the definition of this parameter in order to explain

the molar product distribution and defined another characteristic parameter, a,g , as:

Tp

Te+1, Eq.2

dpsp =

a,sp can thus be interpreted as the probability of chain growth with respect to growth
and termination events. Since Anderson and coworkers’ publication was based on earlier
work on polymer kinetics by Flory, > the product distribution is referred to as the Anderson-
Schulz-Flory (ASF) distribution law and relates the mass fraction of given chain length n

product with ASF parameter a sy as:

W =n(1— ap)?ase™ Eq.3

After transformation of both sides, Eq. 3 becomes:

1— ayer)?
In (Wi /m) = 0 S (. Eq. 4
Aysk
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Figure 5. Illustration of the ASF distribution. The overall product distribution is described
using two ASF coefficients. Taken from 7.

The chain growth probability a,gr is assumed to be constant for every chain length of
the reaction product (“ideal polymerization”), which allows representing with a straight line
plot In (W,,/n) versus n in Eq. 4. Experimentally however, the ideally linear behavior is not
observed and some deviations to the ASF law have been reported for short chain
hydrocarbons such as methane and ethane 3%46° (see Figure 5 and Figure 6). This is the
reason why the FTS is usually denoted as a “non trivial polymerization reaction”®. In order to
describe the overall products distribution correctly, two ASF coefficients are estimated based
on Eq. 4; one for low-molecular weight C species (usually up to ~10 C atoms) and one high-
molecular weight species (>10 C atoms). Nevertheless, Eq. 4 is the most commonly used in
experiments to estimate the chain growth probability a,qf.

Experimental mass fractions of products and chain growth probability a,sr do not
necessarily coincide with those predicted by the ASF law®. “Deviations” of experimental
from theoretically predicted mass fraction for a given chain growth probability (assr)
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regularly reported in a literature include underestimated theoretical selectivity of methane,
overestimated theoretical selectivity of C» species, and incorrect olefin to paraffin ratio
suggesting that the underlying assumption of independent from C number chain-growth
probability in the ASF law is violated (see Figure 6). Different explications of those
experimental deviations exist 62, however, the most plausible one so far, that reaches to
explain all of them at once is the re-adsorption and subsequent secondary reaction of olefins
63-65.58 This concept is related to all Fischer-Tropsch catalysts and it is reported that the extent
of secondary reactions generally increases in the order Fe < Ru < Co, making cobalt the most

susceptible to these secondary reactions 6068

. Longer olefin chains are more likely to re-
adsorb, due to their higher residence time, and to take part into secondary reactions. Those
secondary reactions usually lead to longer olefins that can re-adsorb too. When those effects
are important, complex Fischer-Tropsch reaction schemes such as the one by Horiuti-Polanyi
can be envisaged (see below). This mechanism contains steps for hydrogenation,
dehydrogenation and H exchange, and a bond-shift mechanism for isomerization ©3.
Considering a deviation of ethylene, the simplest olefinic molecule, from the ASF

distribution, we will consider its secondary reactions as a possible initial step in a deactivation

phenomenon in Chapter 5.
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Figure 6. Illustration of ideal (chain size independent) and non-ideal chain growth. Taken
from 79,

Figure 7. The product mass fraction as a function of chain growth probability o ASF
assuming ideal ASF kinetics. Shaded areas show typical aasr values for HTFT and LTFT

catalysts.

For chain growth probabilities a,sr that are close to 0, light molecular fractions are
highly expected while for a,gr that are close to one, heavy hydrocarbon molecular fractions
are formed. In order to make the Fischer - Tropsch process economically feasible, operating
under the high probability of chain growth (a,sr > 0.9) 3% is preferred in order to maximize
the yield of high-valued products such as diesel fuel and waxes. It is very important to stress
that selectivity, and therefore the chain growth probability a,spr, are highly dependent on
operating conditions, but also on the type of reactor, the catalyst used and the way it is
activated 7!, Dry reported ranges of a4 for cobalt, iron, and ruthenium catalysts of 0.70-
0.80, 0.50-0.70, and 0.85-0.90, respectively. As for the influence of other parameters, Schulz
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72 reported a brief overview later reviewed by de Klerk . Before we comment with more
detail the effects of operating conditions on product selectivity, we present a summary of the

different reaction mechanisms proposed in the literature.

2.3 The Fischer-Tropsch reaction mechanism

In our work, we use a micro-kinetic modeling approach in order to link the catalyst
activity and product distribution under various reaction conditions. In this approach, a set of
elementary reactions is thought to be relevant and representative for the overall chemical
reactions taking place.

Micro-kinetic models are based on an in-depth mechanistic picture of a given
chemical reaction and assumptions about active sites and elementary steps such as reactant
adsorption, chain initiation, growth, termination and product desorption steps. In this
approach, rate equations are usually derived by the Langmuir-Hinshelwood-Hougen-Watson
(LHHW) rate theory, which allows rate prediction over a extensive range of conditions due to
the fundamental theory underlining the model. This approach, however, demands knowledge
of the detailed reaction mechanism and product selectivity. There are several mico-kinetic
models proposed in the literature for the FTS reaction. In the following section, we present the
main ones and focus our attention in the one developed by Tronconi and co-workers used in
our work.

In this thesis, retrieve information about the deactivation of the Co based FT catalyst
from DFT calculations. Hence, the final goal is to use DFT as a guideline towards the
identification of deactivation phenomena and proposal of new elementary steps in the overall
mechanism that lead to deactivation by carbon and oxygen. We believe that our approach is

likely to reveal the actual kinetics of deactivation, which is of great concern in the industry.

2.3.1 The FTS reaction as a polymerization process
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The FTS reaction can be rationalized as a polymerization process. In the following
subsections, we will briefly describe initiation, propagation, and termination steps of the
proposed reaction schemes for the FT polymerization reaction. We will also refer to some key
DFT results in this area, in particular about the so-called site sensibility of the FT reaction.
Although the investigation of the FT reaction mechanism is not the primary goal of our work,
their consideration is needed to propose a sensible deactivation mechanism. We will finish
this section by summarizing the reaction scheme proposed by Tronconi et al. 7>7#, which is
used in this work as it successfully explains most of the experimental observations.

Fischer-Tropsch polymerization reaction mechanism can be divided in the following
subsets 47

e Adsorption of reactants CO and Ho,

¢ Chain initiation (start) — Creation of C; intermediate (chain initiator),

e Chain growth (propagation) — Insertion of monomer in the growing chain,

e Termination — Formation of the molecule and successive desorption,

e Secondary reactions of formed molecules (e.g., formation, desorption and
readsorption of olefins).

The complete mechanism of the Fischer-Tropsch synthesis reaction remains still a
subject of ongoing debate within the scientific community 7>~77. This fact is partly due to
obstacles encountered when tracing the evolution of species that can appear on the catalyst
surface during the reaction, half-life, reactivity of surface intermediaries and the liquid state of
final products. A full review of the literature concerning the FT reaction mechanism is beyond
the scope of our work. Here we put particular emphasis on theoretical results in line with our
work. DFT is used to explore the Potential Energy Surface (PES) of the species on the catalyst
surface. For more details on the concept of the PES, the equations derived in DFT theory and

their applications, the reader is referred to Chapter 3. At this point, it suffices to understand
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that the result of those calculations are reaction energies of hypothetical reactions and the
structure of surface species that can be used to obtain insights in the catalyst surface
composition and discriminate between different reaction mechanisms.

As proposed by Cheng et al.”® and Dry®, one of the main concerns in the experimental
work in this domain is the fact that key-intermediates observed experimentally may be
spectators and not the actual significant intermediates whose presence can help to unravel the
exact mechanism of the FTS reaction. Besides, reactive species that cannot be determined
experimentally may be key intermediates that allow the discrimination among mechanisms
proposed for FT 78, Moreover, there is evidence that the FTS reaction is site-sensitive, that is,
different reaction pathways are possible according to the structure of the active sites. This will
be commented with more detail below.

The adsorption and dissociation of hydrogen is not a concern in studies of the FT
reaction mechanism, as hydrogen adsorption on the surface of most of transition metals is
usually followed by spontaneous dissociation and an energy release as shown by numerous
theoretical and experimental studies’®. As for CO, authors in 8! reported non-activated
reversible adsorption of CO of variable stoichiometry (0.4 to 2.3 molecules of CO/Cos
atoms') depending on the support, metal loading, and preparation method.

There is a great interest in understanding the dissociation of CO, especially since it is
often considered as the rate-limiting step in the overall FT mechanism %2. There are two
hypotheses for the activation of CO. Some works propose direct dissociation of CO molecules
8385 on steps and subsequent hydrogenation that gives CHy species on the catalyst surface.
Other theoretical 73%%% and experimental 3% works suggest an alternative and
energetically more favorable dissociation of CO that proceeds through hydrogen-assisted

96

intermediates CHxO on terraces. Iglesia et Mavrikakis “° provided both experimental and

' Cos- Cobalt Surface Atom
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DFT-based results on the significance of hydrogen in the supposed rate-limiting®? CO
dissociation step for Fe and Co catalysts. They concluded that H-assisted CO is preferred over
the direct dissociation pathway. Similar results were found for Co by Saeys et al. °*. Hence,
CO dissociation is considered to be a site sensitive. It is predominantly on the initiation step
that authors put more emphasis on this concept. We present site size-sensitivity in more detail
below.

Production of long chains of hydrocarbons would not be possible without C-C
coupling. Therefore, this is a crucial step in the overall Fischer-Tropsch process. Due to the
complexity and somewhat limited possibilities to study surface intermediates during FT
synthesis, propagation of carbon chains is elusive and is a subject of debate. Several
mechanisms for propagation reactions have been proposed. It is also assumed that there are
parallel reaction pathways that co-occur on the catalysts surface °’~%°. Starting from the
discovery of Fischer-Tropsch synthesis reactions until today, proposed chain growth
mechanisms to explain observed products can be roughly divided into five categories:

e Alkyl (carbide),

e Vinyl (alkenyl) mechanism,

e (CO-insertion (hydro-formilation) mechanism,

e Enol (hydroxicarbene, hydroxymethylene) mechanism,

e Alkylidene mechanism.

2.3.2 Structure sensitivity of Co

There is evidence of structure sensitivity on the reaction mechanism of Co-based FT
catalysts. The real catalyst surface does not correspond to the structure found in the bulk
metal. One of the reasons for this behavior can be found in the trends of surface Gibbs free
energies as a function of particle number size '°°; facet ratios between the (100) and (111) fcc

surface structures, concentration of kinks and steps, coordination number of exposed metal
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sites depend on the particle size (Figure 8). Moreover, since the real catalyst particle size is
not uniform but rather dispersed over a particular range, the catalyst surface structure is
primarily influenced by the size distribution of the catalyst particles (size sensitivity). Besides,
the thermodynamic and kinetic properties of some elementary reactions are impacted by the
nature of the catalytic site (Structure sensitivity) as it has been explained in detail by the
works of van Santen et al. 7’

Thus, considering the realistic catalyst sample and its non-uniformity in terms of size,
but also the chemical reactions that take place on the catalyst surface, the concept of
size/structure sensitivity is often evoked in the literature. The catalysts of interest in this work
are Co-based FT catalysts whose crystallites are with a diameter less than 100 nm and
therefore exhibits Co (fcc) structure according to reference '%°. Also, considering the catalyst
particle dispersion in a realistic sample, other metastable phases may exist ', A very
interesting molecular dynamics simulation study was published to understand the effects of
particles size and crystal phases on the distribution of surfaces sites in FT catalysts '°!. Van
Santen et al.'%%19 discussed in detail this structure/size sensitivity phenomenon. Briefly,
depending on the size of metal particles, there are multiple regimes presented in Figure 8.

1 104

Another interesting view on the surface sensitivity is given by Liu et al."”*, who discussed this

phenomenon qualitatively in terms of electronic and geometrical considerations.
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Figure 8. Schematic representation of size sensitivity for metallic particles and corresponding
structures. Reproduced from 92,

Detailed theoretical studies were conducted on Co-based catalysts in ref. 91 Many
scientific groups discuss the reaction mechanism assuming “ideal” flat surface models (called
terraces) but also “non-ideal” defect-containing surface (step-edges, kinks, B5 sites ...) such
as those reported in Figure 9 and Figure 10. Hence, this and the concept of structure
sensitivity divided the scientific community into, on the one hand, those who argue in favor of
the direct CO**3%106 dissociation mechanism on defected (B5 step-edge sites shown in Figure
9 and Figure 10), on the other hand, those in favor of the hydrogen-assisted’®!972 CO
dissociation in ideal flat (terraces) sites. Based on DFT results reported by Cheng et al. %%,
propagation reaction is also structure sensitive and according to that work more favorable on
stepped than on flat surfaces as discussed previously’’. Moreover, it was shown on corrugated
Ru surfaces that propagation occurs more likely on different step-edge site!®.
Notwithstanding, CHy hydrogenation, as well as termination reactions, are assumed to be

structure-insensitive ', Therefore, when discussing the mechanism of the FT reaction in

details, the size sensitivity phenomenon should be kept in mind.
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Figure 9. Structure of modeled 10 nm fcc nanoparticle of Co. edge/kink atoms (coordination
number <7) are shown in blue; terrace atoms (CN=8-9) are shown in green. Taken from'’!.

N
10 nm diameter

HCP phose

Figure 10. a) Structure of modeled 10 nm hcp nanoparticles and different type of B5 sites
identified (shown in b), ¢) and d)). Taken from '°'.

2.3.3 Alkyl mechanism

110 assumes a direct

The alkyl mechanism, initially proposed by Fischer and Tropsch
dissociative chemisorption pathway of carbon monoxide on the catalyst surface and
subsequent hydrogenation of carbon to form CH> monomer species, whose oligomerization
allows for the formation of higher hydrocarbons through propagation reactions !''. Cheng et
al. 112, Zuo et al. ''3and Michaelides and Hu ''* studied the stability of CHy species and carbon
hydrogenation energies on different stepped metal surfaces using DFT. In these works, C is
the most stable surface specie based on its adsorption energy. Zuo et al. '35 determined that
stability —of different surface species increases in the following order:

CH4<CH3<H<CH»<CH<C. Those results thus can explain the existence of the surface
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monomer and initiator species in the alkyl mechanism. They independently brought the
conclusion that the rate determent step in C hydrogenation is the CH3 hydrogenation step.
Besides, Cheng et al. studied %78 C-C coupling mechanisms using DFT on different flat and
defected stepped-metal surfaces and concluded that the barriers of C-C coupling are strongly
dependent on the metal surface. The primary chain growth mechanisms identified on Co
stepped-surface were CH>/CH> and C/CHj3 and concluded that step sites are more favorable
than terraces for those coupling reactions. Hence, these results infer that (CH2)ads may be the
most favored monomer species for Co catalysts, which is consistent with the alkyl mechanism
proposal. However, the identification of the exact coupling species (CH3/CH2 coupling in
alkyl mechanism) is still debated from the perspective of DFT calculations considering the
results reported by Hu et al. 19878116 Huo et al. *»!!7 for other FT catalysts considering the
lower activation barriers of some other coupling reactions. Besides, there is a disagreement
reported with (CH2)ags as the monomer species based on the fact of its favorable
decomposition to more stable surface species such as methylidyne (CH)ags ''3%2. Shetty et al.
concluded that it is unlikely that CH, and CHj3 act as a building block for chain growth '%°. As
for termination, the growing chain undergoes its termination either by [-carbon
dehydrogenation or a-carbon hydrogenation leading to a-olefins and n-paraffins, respectively,
as schematized in Figure 11 and Figure 12. The surface species involved in the alkyl
mechanism have been experimentally detected on many metallic surfaces %7,

This reaction pathway explains neither the formation of branched hydrocarbons nor
that of oxygenates that have been confirmed experimentally. Although the readsorption of 1-
olefins is evoked to explain the formation of branched hydrocarbons, it is reported that this
pathway solely cannot hold and some authors argued that additional paths are required to
elucidate the presence of branched hydrocarbons®’. Based on experimental findings, Schultz

and al '2%12! proposed the supplementary reaction pathways schematized in Figure 13 to
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explain previous discrepancies between theory and experiments. According to previous
publications, the increase in hydrogen, CO, and water partial pressure reduces branching on
cobalt 122,

As for alcohol production, chain termination is explained by the hydroxylation of

growing chains, yielding 1-alcohols as products. However, the experimental confirmations of

this reaction pathway are absent.
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Figure 11. Schematic presentation of chain initiation step in the alkyl mechanism that leads to
the formation of monomer units. Reproduced from®”.
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Figure 12. Schematic presentation of chain propagation step in the alkyl mechanism that
leads to main product formation. Reproduced from®’.
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Figure 13. The possible pathway toward branched species formation, according to Schulz.
Reproduced from®’.

2.3.4 Vinyl (alkenyl) mechanism

Maitlis et al.'?3 pointed out to numerous reports of other authors mentioning that the
coupling of two formally sp® hybridized carbon atoms, as proposed by alkyl mechanism, is
unfavorable due to the kinetic barrier for the reorientation of two highly directional sp?
orbitals *7. Additionally, some studies show lower activation barriers for sp? coupling with
either sp?> or sp® hybridized C atoms compared to sp-sp® carbon coupling stressing the
importance of vinyl species in the Fischer-Tropsch reaction. More precisely, the first C-C
bond is created by coupling methylidyne (CH).4s and methylene (CH2)a4s to obtain surface
vinyl groups (CH>=CH).¢s (chain initiator) (Figure 14). Coupling of vinyl groups with
monomer units (methylene), gives surface allyl species (CH,=CHCHb>)ags that isomerase to
surface alkenyl species (CH3CH=CH).¢s. The chain continues to grow with the subsequent
addition of more methylene (CH2)ads groups until the former binds some surface hydride
(H)ags and desorbs as an olefin (Figure 15). This mechanism is supported by '*C labeling
experiments® and experiments with model catalysts'?3. Various modifications of the alkenyl
mechanism were proposed, but most of them were not based on Co catalysts or other FT

active metals. Besides, we did not find any DFT data that could support this mechanism. One
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of the drawbacks of the proposed reaction scheme is its inability to describe paraffin
formation as primary products. However, the vinyl mechanism can account for the production

of branched hydrocarbon species as the isomerization of allylic intermediates.
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Figure 14. Schematic presentation of chain initiation step in the Vinyl mechanism that leads
to the formation of the monomer unit. Reproduced from °’.
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Figure 15. Schematic presentation of chain propagation step in the Vinyl mechanism that
leads to primary product formation. Reproduced from®’.

2.3.5 Enol mechanism

124 accounts for the

Contrary to previously described mechanisms, the enol mechanism
formation of oxygen-containing surface species obtained by hydrogenation of non-dissociated

CO 3312512497 (CHOH)ags. This mechanism seems reasonable, at least for Co catalysts,

according to the work of Balaji Gupta et al.'?°. They studied simultaneous adsorption of
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hydrogen and carbon monoxide (different CO/H> mixtures) at different temperatures up to
100 °C. Their results suggest higher adsorption of CO and H» from syngas mixtures than from
pure their pure counterparts. Besides, regardless of the initial gas composition, they have
determined that the surface composition of the adsorbed phase is CO: H, = 1:1, which,
according to them, suggests the formation of chemisorbed COH2 complexes, which is a
monomer unit (and initiator) in the enol mechanism, presented in Figure 16. On the contrary,
it was showed that aldehydes and alcohols are weak initiators for Co-based catalysts!?’ and
that they cannot act as the propagators'?8, thus questioning the validity of this mechanism

scheme for Co-based catalysts where CHOH acts as both chain initiator and monomer specie.
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Figure 16. Schematic presentation of chain initiation and propagation step in the enol
mechanism that lead to main product formation. Reproduced from”’.

The condensation of those enol complexes on the surface, after elimination of water
molecules, represents the chain-building step of this polymerization reaction mechanism.
Termination and desorption of obtained product can give different oxygenated species,, and
olefins; further hydrogenation of the latter yields n-paraffins. Although surface science

experiments suggest that there is little oxygen on the surface and that the kinetics of its
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desorption as a water molecule is rapid, some co-feeding experiments with radioactive labeled

propane 1 and 2-ol studies’” support this mechanism.

2.3.6 CO insertion mechanism

The monomer unit in CO-insertion mechanisms is molecularly chemisorbed CO itself.
30.52:59.70 © As in the alkyl mechanism, the main assumption lays on the fact that the chain
initiator is the surface methyl group. Oxygen release takes place after a hydrogenation step.
Incorporation of additional carbon monoxide molecules occurs in the propagation step by
giving acyl intermediate whose further hydrogenation and dehydration (removal of oxygen)
enable the chain to grow. Organometallic chemistry and homogenous catalysis concepts
strongly support this part of the reaction scheme. Chain termination reactions that lead to
common Fischer-Tropsch products, n-paraffin, and a-olefin are identical to those described
for the alkyl-mechanism. Many oxygenated species can also be formed starting from
oxygenated surface species as partly presented in Figure 17 . Inderwildi et al. determined that
initiation step in alkyl mechanism is not plausible for Co catalysts and that alternative
pathways via hydrogenated forms of CO such as (CHO)a4s”® and (CH20)aqs!"7%¢ are more
plausible®® in agreement with experimental studies of Weststrate et al. '?°, Todi¢ et al. '3°.
Bhatelia et al. 13! performed a thorough study of different kinetic schemes proposed in the
literature and discussed above and showed, for Co catalysts, that the CO insertion mechanism

model the most consistent with respect to physicochemical and statistical tests.
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Figure 17. Schematic presentation of chain initiation and propagation steps in the CO-
insertion mechanism. Reproduced from”’.

2.3.7 Alkylidene mechanism

As it was discussed by Shi et al.!*

, mechanisms presented above fail to describe the
most apparent experimental facts such as the underestimated compared to the ASF
distribution selectivity of methane, the underestimated selectivity of ethane and the
mechanism of formation of branched carbon species. Those observations led to new
mechanism proposals such as the one from Shi et al. 133134 based on deuterium tracer studies
on Co catalysts, from Gaube and Maitlis'3>!?* and Ciobici et al. 2. According to Shi et al.
133,134 CH surface species is the product of CO hydrogenation (supported by the DFT
calculations of Liu et al. on Ru''® and Co'3%!37 surfaces), which is the monomer in the chain
growth reactions presented in Figure 18 . Coupling of monomers yields ethylidene species, as
shown in Figure 19 . Moreover, complete hydrogenation of surface species CH leads to
methane. Besides, the coupling of monomers can be responsible for ethylidene species growth
to some higher alkylidene species such as propylidene, etc. According to Shi et al. 33134,

alkylidene species formed may be dehydrogenated or hydrogenated, leading to olefin and

paraffin products, respectively, as presented in Figure 20. However, desorbed olefins can be
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readsorbed, leading to the reformation of alkylidene surface species that can also lead to

branched C species. This mechanism can explain the presence and the distribution of

branched C species in the FTS products as well as previously reported deviations in the ASF

distribution.
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Figure 18. Schematic presentation of the formation of chain initiator and chain growth
monomer species in alkylidene mechanism, according to!3%:132 .
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Figure 20. Chain growth towards paraffin, olefin, and 2-Methyl branched species in
alkylidene mechanism, according to!3%:132

2.3.8 Secondary reactions

Most of the reaction mechanisms previously discussed were developed to describe the
selectivities of the main FT products: olefins (more specifically 1-olefins and olefins with
internal double bonds). However, depending on the reaction conditions and catalyst
properties, side reactions leading to different families of molecules can be activated. Those
side reactions are believed to be involved in the production of oxygenates (alcohols,
aldehydes, ketones, carboxylic acids) and branched carbon species (mainly mono-methyl
branched)”’. The exact mechanism of these transformations is widely discussed in the
literature but still unknown'3%14%13! Hence, in short, 1-olefin readsorption has been frequently
reported. It is alleged that (re)adsorbed olefins may take part in several reactions such as:
hydrogenation (to paraffin), double bond shift (thus isomerase to olefin with an internal
double bond), incorporation into growing chains, hydroformylation (to alcohols and
aldehydes) and hydrogenolysis of O, (n-length olefin chain to methane and Ow.1y)°’. Those
secondary reactions are believed to be chain-length dependent due to the carbon number
dependency of diffusivity and solubility in liquid products and physisorption energies of
products on the catalyst surface, which increase the residence time of longer chains®”'4!.
Selectivity models based on the above physical principles are out of the scope of this work.
However, considering the observed product distribution of this family of molecules, and in
particular ethylene, it seems reasonable to question their possible involvement in a
deactivation too. Besides, as we will discuss in Section 2.6.4, hydrocarbon molecules, and

ethylene above all'*>!%3 are frequently employed as precursors in a synthesis of carbon

materials such as graphene. In those studies, hydrocarbon molecules are thermally

46



decomposed on a transition metal surfaces yielding various C, Hg considered envolved in the

nucleation and growth of graphene islands!'#*,

As for oxygenated products, those are assumed to be formed from the CO insertion
mechanism?°%703% described above, leading mainly to alcohols and aldehydes. Another
possible and assumed minor route for oxygenates formation, in addition to CO-insertion, is
hydroformylation of olefins. This route has been proven to take place in Co catalysts with co-
feeding experiments'4’. However, the fraction of oxygenated products is typically very low
for Co-based catalysts.

Branched-carbon products have also been identified (up to around 5 mol % in the total

)145 L. 145

hydrocarbon fraction)'* in the product mixture of FT synthesis with Co catalysts. Shi et a

showed that reaction conditions and formulation of catalysts have a substantial impact on the

iso/normal hydrocarbons rations. Schulz et al.!??

underlined that in cobalt catalysts branching
phenomena is very sensitive to reaction parameters and proposed that the “stationary state of
the Co catalyst surface appears more dynamic than that of Fe catalysts”. Besides, they showed
that hydrogenating conditions reduce the extent of branching. Interestingly, CO and H,O

partial pressure increase also reduces branching phenomenon. Schulz et al. '?!

pointed out that
surface segregation may play an essential role in explaining the surface chemistry of FT and
pointed out how C-branching evolves with the self-organization of Co-based FT catalysts.

Considering the low selectivity of branched products in Co catalysts, the scientific literature

lacks information on reaction mechanisms for the formation of branched products.

2.3.9 Summary of mechanisms

As it can be seen from the reaction mechanisms briefly described above, different
species on the catalyst surface have been proposed to take part in the overall mechanism of
the Fischer-Tropsch synthesis reaction (Table 6). A key point in providing an overall

mechanism and consequently, the mechanical description of the distribution of different

47



products of some reaction, is knowing the structure and energy of intermediaries that can

intervene. This is often the scope of theoretical calculations in this field.

Table 6. A summary of the FTS reaction mechanisms presented in Chapter 2.

Reactl?n Initiator Mono.mer Chain propagation Chain termination
mechanism unit
Hydrogen addition and
Alkyl M=CH, M=CH, Alkyl/ -CH2 elimination, leading to n-
Coupling. paraffins and a-olefins. No
oxygenates.
CH,-insertion into
Alkenyl Hl\—/[_ M=CH2 Vyn-ﬂ giving a]lyll Hydrogenation of alkenyl gives
CH=CH, species. Allyl-vynil a-olefins
isomerates to alkenyl
Condensation of D . ol lefi d
face M=COH esorption yields a-olefins an.
Enol M=COH, M=COH, surtace 2 oxygenates. Secondary paraffin
species followed by formed from a-olefins.
elimination of water.
CO-insertion into M-R, Hydrogen addition and
Co- giving surface acyl, elimination, leading to n-
. . M-R M-CO followed by paraffins and a-olefins.
insertion . .
hydrogenation and Oxygenated surfaces species
dehydration. give oxygenates.
. CH/CH Alkylidene species
Alkylidene M-CH, M-CH 2 hydrogenation/
Coupling. dehydrogenation

2.4 Tronconi and co-workers micro-Kinetic scheme

The micro kinetic model used for Co based catalysis at IFPEN comes from Tronconi
et al. %73, This model, in its current state, can predict the activity and paraffin product
distribution as a function of reaction conditions. However, it is not capable of predicting or
describing the kinetics of deactivation in its current state. This is due to the lack of elementary
steps in the micro-kinetic model that would take into account deactivation phenomena. The
goal of this thesis is, therefore, upgrading this micro-kinetic model by introducing the
elementary steps that lead to deactivation.

As it was described in the previous section, there are many propositions for the chain
initiation and propagation steps in FT reaction mechanism studies. In the reaction scheme

proposed by Tronconi et al. * the proposal for the chain initiation step is fully supported by
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kinetic and DFT studies on Co ?*%. This model is developed for hydrocarbons (paraffin and
olefin molecules) up to 49 carbon atoms. Species that contain more than 50 atoms of carbon
are considered as Cso+. The formation of oxygenated compounds is not taken into
consideration due to their relatively low abundance for Co-based catalysts. Overall, 103
molecular and 56 radical species are considered in this model.

Table 7 shows individual elementary steps that constitute a micro-kinetic model of
depart. The initiation step in this model is composed of dissociative adsorption of H, and
molecular (non-dissociative) reversible adsorption of CO. Molecularly adsorbed CO — o is
hydrogenated to formyl and hydroxyl-methylene intermediates, respectively, and then
dissociates (hydrogen-assisted dissociation) to CH — ¢ and OH — o . The former is
hydrogenated to give a chain monomer and an initiator similar as to the alkyl mechanism,
CH, — o and CH; — o, respectively. The latter is hydrogenated to water molecules. Addition
of chain monomers CH, — o to a chain initiator R,, — o constitutes the subset of propagation
reactions. Addition and rejection of hydrogen atoms constitute the termination of growing
chains that give paraffinic and olefinic products, respectively. - hydride elimination is
regarded as a reversible process in agreement with experimental results of olefin
readsorption®146,

In contrast to some kinetic modelling approaches, micro-kinetic models allow the
prediction of the influence of working conditions on methane, paraffin and olefin yields as
well as their selectivity in terms of ASF coefficient a. WGS reaction and alcohol formation

are not taken into account in this model.
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Table 7. Elementary steps involved in the FTS over Co-based catalysts according to’*"3.

El. Step El. Step Elementary Step Kinetic/Equilibrium
number Name reaction expression
1 Hy+20"o2H -0 Ky, = x1 6,264,
2 Initiation CO+oc* o CO—0 Kco = x:267 100,
3 CO—0+H—-—0o HCO—0+0" Kyco = Ouco0.0:0.051
HCO—-0+H-o0
Methylene —- HCOH — o0+ 0"
4-6 species HCOH — o+ o kB 0
formation —-CH—-0+0H -0 "m = RmUHco«Oh~
CH-—o0+H—-0—->CH,—0+o"
7 Water formation OH—-o0+H—-0- H,0+ 20"
Initiator CH,—oc+H—-0—->CH;—0+7" = I
formation 2 ° Tin = KinOcu, On.
9 Propagation Ry =0 +CH, —0 Toropm = KpropOr,«Och,«

- Ry, —0+7"
CH;—o0+H—0 - CH, + 20"

Termination to

10 paraffin forn = Ten, = Ker,Ochy«On-

1

Termination to R,—0c+H—0- P, + 20"

11 paraffin Yoarm = kpareRn*eH*
vn € {2,50}
— g o _

12 Termination to CHs —o o Gy +H —o 71:2;{{4 0

olefin forn = 2 — Mo,axYc,Hs*

- kCZH4*xC2H49H*

Termination to Ry—0eo0,+H—-0 Toln

13 olefin Vn € = ko,axOr,,«
{3,50}

_ kO,sxxol,neH*

In previously published studies, 479

adsorption steps of both CO and H; are assumed
to approach thermodynamic equilibrium under working conditions of FTS (which allows
writing equilibrium expressions for elementary steps (1) and (2) as discussed by Visconti et
al. 7). In their model, elementary step (3) is also at thermodynamic equilibrium whereas the
second hydrogenation step (4) is a rate-determining step (RDS) in the series of steps (4) —(7).
Rate constants that describe elementary steps for the chain growth of the adsorbed species (9),
(11), and (13) are assumed independent of the carbon atom number of the involved
intermediates R,, — 0.

This model is fitted with in-house experimental data'*® obtained for a CoPt/Al,Os

catalyst in the fixed-bed configuration over various experimental conditions (H2/CO feed ratio
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= 1.85-2.4, GHSW= 3.93-25.86, T=210-230°C and P=10-30 bar). The results of those fits

were used in this work as a starting point in our work and are presented in Chapter 6.

2.5 Operating Conditions Impact on main FT observables

In industry, the most important descriptor of the properties of the FT process is the
quality of the product distribution of the hydrocarbon mixture produced (paraffin and olefin
molecules) usually defined with a,gp coefficient. The operating conditions are described in
term of temperature (T), pressure (P), space velocity (usually defined in terms of GHSV: Gas
Hourly Space Velocity=Volumetric flow velocity of gas/ Volume of catalyst?) and syngas
ratio. Although the relationships between observables and operating parameters are in
principle very complex, there exist some empirical rationalizations summarized in Table 8. In
the micro-kinetic model we use, we take into account those empirical observations in the
fitting procedure to experimental data. Acquisition of experimental data we used for the
fitting procedure was not the subject of this thesis. However, the most essential features of

those catalytic tests are described in Section 8.8.

Table 8. Influence of some controllable parameters on some selected observables according
5

to °.
Observable Operating Parameter being increased
T P GHSV H>/CO
C number distribution Lower a Higher o No Change® Lower a
SP(CHa) Increases Decreases  Decreases  Increases
S® (0n) NaN® NaN & Increases  Decreases
S (oxygenates) NaN®  Increases  Increases  Decreases
S® (aromatics) Increases  NaN® Decreases  Decreases
Conversion Increases Increases  Decreases NaN

 The direction of change depends on a more complex relationship.
Y Selectivity
© Change is possible if secondary reactions are significant.

It should be kept in mind that the observations reported in Table 8 are not general.
Those depend on the large extent on the catalyst used, reactor technology but also time. FT

catalysts deactivate over time, and therefore, products selectivity in terms of main operating

2 GHSYV is the ratio of gas flow rate in standard conditions divided by the volume of the catalytic bed.

51



conditions can only be discussed adequately if the former are de correlated from deactivation.
Also, the impact of deactivation on product selectivity, which is very important from the

economic point of view should also be discussed if de correlated from other influences.
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2.6 Catalyst deactivation and modified product selectivity

The economic feasibility of the Fischer - Tropsch process is greatly influenced by the
cost of catalyst replacement due to the loss of its activity and selectivity with time on stream.
The deactivation process seems to be inevitable, although the rate at which it occurs varies
greatly**!%, Therefore, studies on catalyst deactivation such as ours, aim at minimizing those
unfavorable events towards stable, long-lasting catalyst and commercially competitive FT

processes. Van Berge and Everson !

showed that for Co-based FT catalysts, two regimes of
deactivation can be observed; the first one associated with a reversible process (period A) and
the second one with irreversible deactivation (period B) as shown in Figure 21. Nevertheless,
the overall mechanism of deactivation is still not well understood, although it is often agreed
that it is an ensemble of deactivation mechanisms of different nature that co-occur with time
on stream depending on the type of catalyst, nature of FT process, operating conditions,
reactor configuration, etc. There are several deactivation paths reported #* in the literature for
FT and in particular for Co-based FT catalysts: sintering, poisoning, active metal re-oxidation,

metal/support compound formation, carbonization, etc 4. In this section, the main paths for

deactivation and consequent, modified selectivity, will be presented.
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Figure 21. Common deactivation profile for cobalt catalysts in FTS!3!:152,
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2.6.1 Poisoning

Poisoning is a chemical process in which strong adsorption of some molecule
(reactant, products, intermediates, impurities) occurs, on the catalytic site otherwise
responsible for catalytic activity. The chemisorption of poison can have many unwanted
consequences on the overall efficiency of process such as: 1) physical blocking of active sites,
2) electronic modification of metal/neighbor surface molecules as a result of strong
chemisorption, 3) modification of surface structure leading to loss of activity for surface-
sensitive reactions and 4) inhibition of surface diffusion of adsorbed reactants. Common
poisons for Fischer-Tropsch reported in the literature are sulfur compounds, arsine, ammonia,
and metal carbonyls. Due to the lack of relative importance of other poisons, only the general
context of sulfur deactivation will be discussed.

Sulfur and its compounds are regarded as very poisonous species for most metallic
surfaces used as a catalyst as they adsorb rapidly and irreversibly. Poisoning of the metallic
surface with sulfur compounds is mostly studied on nickel catalysts, but it is believed that
those results can be extrapolated at least qualitatively to other poison/metal systems.
Bartholomew and al. '3 showed that poisoning with H»S is highly selective on Co, Ni, Fe,
and Ru catalysts and that very low concentration of this poison (< 100 ppb) can diminish
catalysts activities by several orders of magnitude. In other words, tolerance of those catalysts
towards sulfur is extremely low. Visconti and al. '** had confirmed the negative correlation
between the sulfur presence and Co/Al,Os catalyst reducibility, hydrogenation capability and
activity, and that it has substantial effects on the product distribution leading toward lighter
products as sulfur content increases. Other surface compounds can also have a significant
impact on catalyst activity and selectivity as showed by co-feeding with COS and mercaptans.
DFT simulations further support those experimental observations as they report large

adsorption energies of sulfur on several sites of Co(111) 3% and Co(0001) surfaces 36153,
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Studies about the adsorption of sulfur on metal surfaces by McCarty and Wise '37-16!

suggest
that metal-sulfur bond strengths decrease in the following order Ni<Co<Ru<Fe, thus making
Co vulnerable to sulfur. Since the content of sulfur in biomass and coal-derived syngas can be
high, its purification based on sulfur compounds removal is mandatory. In this respect, the

deactivation path is not considered in our work since it can be significantly reduced by the use

of adsorbents>.

2.6.2 Gas/vapor-induced chemical transformation

The vapor phase above the surface of a catalyst can lead towards chemically induced
deactivation as it can induce changes that lead to 1) inactive bulk and surface phases 2) highly
volatile compounds that leave the reactor 3) catalytic solid/support and catalytic
solid/promoter reactions and 4) solid-state transformation of the catalytic phase itself during
operation. The reactions of this type are not under the scope of this thesis. It suffices to say
there are proofs that Fischer-Tropsch catalysts are susceptible to deactivation induced by
vapor as it was shown for Fe, where the active carbidic phase is oxidized '®? and for SiO»
supported Co, where breakdown of support and formation of inactive cobalt-silicates is
observed %3 both at high conversions and therefore high partial pressure of water. Huber and
al. 19 report results in agreement with those of Hilmen et al. 19419 for Co/alumina, both
showing loss of chemisorption surface area, the formation of a stable cobalt silicate or
aluminate for high concentrations of steam leading to substantial loss of activity. It seems that
this phenomenon is thermodynamically possible only for small cobalt crystallites, but it is
nevertheless a slow process. Interestingly, Abi Aad et al. ' provided an experimental
confirmation of alumina degradation in hydrothermal conditions. Loss of activity due to the
formation of volatile compounds and the solid-state transformation of the catalytic phase itself
during operation seem not to be the essential deactivation pathways for Co-based Fischer-

Tropsch catalysts.
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2.6.3 Metal oxidation and sintering
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Figure 22. Stability diagram of bulk cobalt and different cobalt oxides over different
temperatures and ratios of the partial pressure of water to hydrogen. The shaded area shows
Fischer-Tropsch reaction conditions'®.

Oxidation of active sites of Co has been discussed extensively in the literature and is
thought to be one of the main channels for deactivation '67-1684164.169.170 g]though there is no
consensus in this matter. The risk for the oxidation of active sites is plausible due to water
steam that happens to be one of the major products of Fischer-Tropsch synthesis reactions,
acting as an oxidizing agent. Although there are several reviews!”"!7? discussing the effect of
steam water on Co-based FT catalysts, published reaction rate laws generally do not include a
term quantifying the contribution of water species. Moreover, the impact of water on the
activity is strongly influenced by catalyst composition, type of support, and catalyst synthesis
method. Those are considered to be either negligible!’*, beneficial'®’, or detrimental'®>!'7!. In
particular, operating at high CO conversion levels leads to high water vapor pressure and thus
increases the risk of deactivation!”.

Nevertheless, thermodynamic calculations from van Steen and al.!®” showed that
nano-sized Co crystallites of diameter above 4.4 nm are not expected to be susceptible to
oxidation giving CoO. This has been confirmed by experimental results of Iglesia et al.'®” and

Hilmen et al'®® who reported re-oxidation for diameter particles <5-6 nm, only. Those reports

are also in agreement with some experimental results'®>. Therefore, there is evidence that at
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FT conditions, bulk Co particles larger than 6 nm cannot oxidize!'¢"-17%176 Nevertheless, the
risk of oxidizing Co nanoparticles is present in highly dispersed systems* To oxidize bulk
cobalt, a high excess of water compared to hydrogen partial pressure is needed, which is far
from Fischer-Tropsch conditions and therefore, thermodynamically unfeasible (see Figure
22). In contrast, the stability to water of nano-sized Co crystallites is different from the
stability for bulk metallic Co due to surface free energy differences. In addition to previous
oxidation studies, recent thermodynamic calculations by Hou et al.!”” suggest that the surface
of Co particles in contact with alumina can be oxidized by water where oxidation products are
cobalt spinel- or aluminate-like products. Thus, there is a loss of active phase. Bukur et al. !7
presumed that Co metal was re-oxidized at high CO conversions due to high water partial
pressures leading to deactivation. A summary of literature data on the effect of the
water/hydrogen reactor ratio on directly measured oxidative properties of Co is reported by

van de Loosdrecht et al. !7? and presented in Figure 23.
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Figure 23. Summary of the effect of the water/hydrogen ration as a function of Co crystallite
size on the oxidation properties of Co as given by van de Loosdrecht 72178,

Although according to van Steen, '% it is impossible to oxidize bulk Co particles,
surface oxidation of Co-nanoparticles is probably possible and appears to be indirectly related
to catalyst deactivation. Khodakov et al.'”*"'8! developed a mechanistic model and suggested

that in the presence of water, sintering is enhanced. According to this study, sintering could
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occur in three steps: diffusion, collision, and agglomeration, as shown in Figure 24. As
suggested by Khodakov et al. 7181 in the presence of water, sintering is facilitated since on
the one hand, it reduces the particle surface energy and, on the other hand, Co nanoparticles
diffusion rates are increased by surface oxidation. Those suggestions agree with previous
experimental work!8%!83 concerning sintering rates in the presence of water and also with
findings that the surface energy of oxide nanoparticles is lower compared to metallic
species!”?. This fact also suggests surface oxidation as the first step of Co sintering:

Cos + H,0 < Co,0 + H,

In other words, the surface coverage of Co,O depends on partial pressures of water and

hydrogen: 8(Cos0) =~ K¢, 2(H20)

O pHy) "

PHYSCIAL
COLLISION O

OXIDE

H,0

Figure 24. Sintering mechanism proposed by Khodakov et al. Once the particle surface is
oxidized, the particle starts to grow, which lead to active site loss and catalyst deactivation.
Reproduced from!”.

Simulations performed by Khodakov et al. suggest that sintering by water-assisted

mechanism is the most important in the first several hours of time-of-stream and that its rate is

strongly influenced by the pp(?—ljo)) ratio inside the reactor. After crystallite growth stabilizes,
2

sintering is no longer the most dominant effect and other deactivation mechanisms can be
more important (such as deposition of carbon species). Severe deactivation effects were

p(H20)

observed for very high water partial pressures i.e. i)
2
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Previously reported'®*!%> experimental studies of water/Co systems provide limited
information on the water adsorption and reaction behavior and in particular under FT reaction
conditions. As a consequence of technological advances, some new experimental'®®, and
theoretical'®-1% works emerged towards a fundamental understanding of H,O interaction
with Co and the microscopic role of water in the mechanism of Co surface-catalyzed
reactions. In those works, the interaction of water with Co is found to be structure- and
morphology-sensitive. Ma et al.'®”138 gtudied extensively using DFT the adsorption and
decomposition of water monomers and dimers on various clean, O and OH pre-covered Co
surfaces. They showed that water binds only weakly with clean Co surface and that it can be
easily desorbed from it. In contrast, their study reveals the thermodynamically favorable
dissociation of water monomers on oxygen pre-covered surfaces resulting in the formation of
OH fragments. Therefore, this study shows that oxygen can be deposed on the surface in the
form of OH fragments. Thus, those recent DFT studies reveal a mechanistic path in which
oxygen accumulation on the surface may be achieved.

Severe deactivation effects were observed for very high water partial pressures.
Scanning transmission electron microscopy (STEM) results published by Lancelot et al.'”®
show that surface oxidation of Co particles occurs at FT relevant conditions. They report that
the surface oxidation phenomenon in the presence of high partial pressure of water produced
by FT reaction and low partial pressure of hydrogen characteristic for high CO conversions.
STEM electron energy loss spectroscopy (EELS) results also reveal that Co particle core
remains metallic in nature and therefore completely unaffected by oxidation, notwithstanding
the surface of Co particle that is oxidized. This observation is consistent with a recent DFT
study on the effect of oxygen adsorption on cobalt surface, which revealed the substantial
reconstruction of the oxidized cobalt surface at oxygen surface concentration beyond 5/4

ML191 .
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The general trends concerning the effects of water on the selectivity are the following:
higher Cs- selectivity, lower methane selectivity, increased chain growth and sometimes and a
slight increase in CO; selectivity generally independent on the choice of support and
promoter. The effect of water on C2-Cs4 selectivity depends somewhat on the type of support
and promoters but is absent for Al,O3 supported catalysts °2.

Therefore, there is no consensus about the effect of water on the catalyst activity and
product selectivity, mostly due to the use of different types of catalyst used for studies in the
literature. Although it is clear that high partial pressures of water can, in principle, lead to
oxidation, it does not seem to be the main deactivation pathway under FT reaction conditions.
Moreover, the influence of support or promoters in the oxidation phenomenon is not fully
understood. Besides, water-induced sintering appears to take part in the overall deactivation
process at the same time as oxidation, thus making a clear distinct analysis of both

phenomena difficult. Hence, there is a need for a quantitative explanation for those

phenomena and a mechanistic picture of the chemical transformations that take place.

2.6.4 Carbon deposition

Although deposition of carbon on the catalyst surface is a thermodynamically favored
process, an excess of these species is considered to affect the catalyst lifetime negatively as
they adsorb strongly and block reactants on the surface, encapsulate catalyst particles and
consequently deactivate it or restrict access of reactants to metal active sites by plugging
catalyst pores. Different deleterious carbon species are reported to be formed during realistic
FT processes such as bulk or surface metal carbides formation and the deposition of
amorphous carbon and graphite-like surface species®*. Even though Fischer-Tropsch is
somewhat regarded as a coke insensitive reaction due to the rich hydrogen environment, there

are many indications that the above carbon species are indeed responsible for catalyst
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deactivation (see Saib et al. for a review 5>19%), Possible carbon deposition pathways for Co-

based FT catalyst are reported by Bartholomew ** and are presented in Figure 25.

a) C0-C (ads) +0 (ads)
e v T
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intermediates and products Bulk carbide Polyrgerlc .carbon,
raphite
b) 200 —= Cqas) +CO; Boudouard reaction
Q) CeHy = Coeny + (/; — 2)H,+ CH, Coke formation

Figure 25. Some carbon deposition pathways for Co-based FT catalyst 4.

The most common techniques employed to study the deposition of different carbon
species on the surface are temperature-programmed experiments. 4! The principle of those
techniques is treating deactivated catalysts with hydrogen at elevated temperatures and tracing
the evolution of methane at different temperatures. However, more sophisticated experimental
methods such as Auger electron spectroscopy (AES), TOF-SIMS, XPS, and XRD have also
been used.'”®!” Due to the air-sensitivity of Co catalysts and the wide range of carbon
products present on the surface, experimental identification of the nature of deleterious carbon
species and their potential precursors has proven to be very challenging.

Thermodynamic calculations show that bulk Co carbide formation is unfavorable at
FT relevant conditions?”, yet some authors report its presence using different techniques,
mostly XRD, XPS, XANES, and EXAFS!82:201.202 Dycreux et al.?* showed that bulk cobalt
carbide can be decomposed, reporting also the formation of the hcp Co phase when treated
with hydrogen. Deactivation due to bulk Co,C formation was also proposed due to the decline
of activity and reported Co.C XRD peaks on alumina-supported catalysts. Another link
between deactivation of Co-based FT catalyst and bulk carbide formation was proposed by
Karaca et al. who reported low and high-intensity XRD peaks of Co,C after extended

182

exposure to syngas and pure CO, respectively'®s. High-molecular-weight hydrocarbons,
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although highly desired products in FT synthesis, can accumulate and block catalyst pores
that furthermore limit the accessibility of catalytically active sites. Those polymeric
amorphous carbon species are produced during both main and side reactions of the FT
reaction mechanism and may accumulate on the surface, delaying the rate of diffusion of the
reactants'®2, Moreover, carbon atoms may bind and form coke or graphite-like structures that
cover the catalyst surface and act as poison®. It is generally agreed that those two species are
directly linked with the phenomena of deactivation** although the exact mechanism for their
formation is still unknown.

Lee et al. '°* suggested two sorts of carbon species, atomic and polymeric carbon, by
using a combination of temperature-programmed reduction and AES techniques when
studying the disproportionation of CO on Co/Al2O; samples at different temperatures. Higher
temperatures were positively correlated with the amount of total carbon content on the
catalyst surface and activity loss but negatively correlated with the amount of atomic carbon
on the surface. Consequently, they have suggested that polymeric and graphitic carbon
deactivate the catalyst by the pore diffusion-inhibiting effect of those carbon species.

Moodley et al. ' identified at least three main sorts of carbon species on dewaxed Pt
promoted Co/AlO3 catalysts with temperature-programmed hydrogenation and oxidation
techniques (see Figure 26). Different peaks were attributed to different species found on the
catalyst surface. The third peak was attributed to high molecular weight carbon species, of
polymeric nature and amorphous structure. The nature of proposed carbon species was
confirmed by electron microscopy (HR-TEM) and carbon mapping Energy-Filtered
Transmission Electron Microscopy (EF-TEM). According to those results, carbon species can
be found both on cobalt and on the alumina support, the latter being reached by migration

from cobalt sites. Finally, it has been suggested that the long-term deactivation process is a
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consequence of polymeric carbon accumulation and contemplated that its removal may result
in a significant increase of FT activity.

Pefa et al. 1% identified and characterized, using different techniques, carbonaceous
species that are formed on the surface of used Co/Al>O3 catalysts under different operating
conditions (syngas composition, GHSV) and questioned their role in catalyst deactivation.
They showed, using TPH experiments, that three types of carbonaceous species exist: residual
waxes, strongly adsorbed hydrocarbon fragments, and amorphous (polymeric) carbon. Pefia et
al. did not detect graphene/graphite-like structures nor cobalt carbide even for high CO/H»
ratios.

Due to the numerous carbon products present on the surface, the identification of their
nature is very challenging. Many computational chemistry studies focus on the effect of C
species produced by the FTS reactions!'?!?%20% Using DFT calculations, Swart et al.2082%
found that, at low coverages up to 1 ML, carbon atoms are very mobile and that atomic
carbon species build up on the surface in order to create both linear and branched
hydrocarbons with the former being energetically more stable. The subsequent increase in
carbon coverages leads to the formation of aromatic clusters and stable graphene structures.

Structures for graphene on fcc Co(111) surface are given in Figure 27.
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Figure 26. The TPH spectrum after deconvolution suggests three different carbon species
present on the surface of Co-based FT catalyst ',

Figure 27. Graphene structures on the Co (111) surface obtained with DFT 2%8

Corral Valero and Raybaud®® presented a thermochemical model that predicts the
Gibbs free energy of formation of different Co surfaces with different carbon coverages and
identified stability domains of carbon species on Co surfaces in FT reaction conditions. They
showed that a graphene-covered Co(111) surfaces (with C coverage of 2 ML) are always the
most stable in standard FT reaction conditions thus proposing this structure as a model

representation of deactivated catalyst. Moreover, they found a reconstructed Co(111) surface
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with 1 ML coverage of carbon and suggested a close relationship between the reconstructed
surface and selectivity losses.

Many surface science studies try to unravel the impact of carbon on the activity of FT
catalysts. In those studies, the catalyst surface is pre-treated with a carbon-containing
molecule (carbon precursor) that is decomposed and transformed into polymeric and graphitic
carbon. Finally, performances of such pre-treated catalysts are sometimes evaluated and
discussed in terms of activity and selectivity towards different products during realistic FT
conditions. The most common carbon precursors used for this procedure are CO
molecule!**1%, that is directly transformed to atomic carbon through the Boudouard reaction
(2C0 - C+CO,) described in Section 2.1, and ethylene?'®?'! whose decomposition
mechanism is still debated but it is agreed that its low decomposition temperature is
favourable towards graphene formation. Regardless of the carbon precursors used, all such
studies inferred a strong impact on the catalyst activity and selectivity towards long-chain
hydrocarbons which reflects the strong deactivating potential of carbon species in agreement
with previous DFT studies presented in this section. However, those studies do not explain
how such deleterious carbon species can be formed in the realistic FT environment.

In contrast to the formation of deleterious carbon species through CO decomposition,
ethylene decomposition seems more plausible due to experimental observations we discussed
above: 1) Cobalt-based catalysts are considered selective for olefinic products C2Hs included
(Section 2.2) 2) olefins are prone to re-adsorb (Section 2.3.8) 3) ethylene selectivity shows
deviations from the ideal-polymerization case as predicted by the ASF distribution and
discussed in Section 2.2 suggesting the amplified reactivity of this molecule under a realistic
FT environment. In Chapter 5, devoted to the search of a “deactivation initiator”, we revisit

some of these observations search of “deactivation initiator”.
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Weststrate et al.!”%211212 studied in a combined experimental and DFT approach the
decomposition of ethylene on the Co surface. They reported two distinct ethene
transformation steps with gradual heating of ethene-covered Co(0001) surface, around 180
and 400 K. They concluded that at the former temperature, ethylene dehydrogenates to
acetylene whereas at the later dehydrogenation of acetylene occurs yielding atomic carbon.
The last conclusion was made based on the similarity of the C 1s core-level spectrum with

previously reported Ni(111) surface 2'3.

Thus, the argumentation is that ethylene
decomposition leads to atomic C species in the realistic FT conditions that may act as
monomer specie for deleterious carbon species such as polymeric C and graphene species.
According to them, the C/C coupling reaction of those species may be considered as a
possible deactivation mechanism. Besides, authors of that work showed that the chemistry of
ethylene decomposition is highly coverage-dependent.

In contrast to catalyst treated with ethylene only, the gradual heating of co-adsorbed
ethylene and hydrogen led to the formation of ethylidene species which resulted in authors
support for alkylidyne mechanism for chain growth?!? also supported for Ni(111) surface?'* .
However, in that work, the authors did not evaluate the performances of such differently

prepared catalysts. Besides, they did not suggest a possible explanation towards deactivation

that includes this ethylidene species. In contrast to studies of Weststrate et al.!*®?!! Ramsvik

1215 1 216

et a and Vaari et a performed acetylene decomposition experimental study that
showed acetylene transformation at around 450 K to predominantly polymeric carbon species.
As suggested by Weststrate et al.!®®?!!  those differences can be explained in terms of
acetylene surface coverage-dependent reaction mechanism: for low surface coverage,
decomposition of acetylene leads to atomic carbon species whereas for high surface coverages

acetylene transforms to polymeric carbon species. Those observations are also in line with the

experimental results of Xu et al. '*>?!7_ In contrast, joint experimental and theoretical studies
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of Wang et al. on Rh(111) surface 2'® suggest ethylene decomposition yielding ethylidyne
specie that can engage in surface assisted C>+Cy+C, trimerization reactions through Cy
intermediate when heated to around 470 K. Interestingly, Xu et al. ?!7 identified using an X-
ray Photoelectron Spectroscopy (XPS) different types of carbon species formed on Co(0001)
surface upon heating the decomposition of ethylene pre-covered surface. According to their
results, ethylene pre-covered surface heated above 500K transforms into surface C; cluster,
and graphitic carbon resulted from dehydrogenation and the cyclopolymerization/
dehydrogenation reactions, whereas a direct decomposition at 500K leads to the formation of
surface atomic carbon.

An interesting DFT study of ethylene decomposition over on flat and stepped

Co(0001) was performed recently?'?

aiming to understand the initial steps to graphene
formation. They concluded that CHCH and CHC species might be regarded as the key
precursors of low-temperature graphene formation through cyclotrimerization and
dehydrogenation reactions. Besides, as we discussed above, ethylene can be readily
decomposed to acetylene, and the latter can undergo those cyclotrimerization reactions on

220,221

some metallic surfaces . A similar approach will be used in this work to model the

growth of deleterious carbon species from readsorbed ethylene.

2.6.5 Carbon induced surface reconstruction

According to reports in the literature, reconstruction phenomena in Co-based FT
catalysts is a thermodynamically driven phenomenon, alters catalyst behavior by changing the
nature of active sites and therefore induces activity and selectivity variations?03:222:223.193,
Reconstructed surfaces can, in principle, lead to sites that are more sensitive concerning
chemical transformations that lead to deactivation phenomena. Those changes can have

consequences on the adsorption of different species that can normally be found on the surface

during FTS reactions such as CO, O, N, S, some carbon intermediates, and even FT
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products??.

As it is a dynamic process, observation of surface reconstruction is
technologically challenging to achieve and therefore, either model compounds, or

computational approaches are required.

B A

F¥;

Figure 28. Reconstruction of flat Co surface to islands observed with STM microscopy??.

For the CO hydrogenation reaction, Sautet and Cinquini showed that subsurface
carbon is stable in the case of cobalt??®. Ciobica et al. 22* reported quantum chemistry results
on fcc cobalt surfaces with surface coverages of 50% atomic carbon and a reconstruction
similar to that observed for Ni(111). Reconstruction stabilizes adsorption of carbon by
approximately 15 kJ/mol compared to non-reconstructed surfaces with a very low activation
barrier (around 1 kJ/mol). Furthermore, by reconstructing itself, the surface induces a
diminution in Co-C distances and an increase in the coordination number of Co atoms.
Among many species suspected to cause surface reconstruction, only atomic carbon is found
to be capable of doing so, which indicates that CO dissociation is required. According to work
by Ciobica et al.¥’??3, reconstruction phenomenon of Co surface is a thermodynamically
driven phenomenon which alters catalyst behavior by changing the nature of active sites and
may, therefore, induce activity and selectivity variations*>!33205223 This is in line with
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experimental results of Wilson and De Groot??® who detected the reconstruction of flat
Co(0001) surface to triangular Co islands at FT relevant conditions using in situ STM (see
Figure 28). Besides, reconstruction phenomena for a similar model catalyst have also been
confirmed by Beitel et al. 227-*2® with infrared spectroscopy (PM-PAIRS). Moreover, Banerjee
et al.??” reported DFT results showing that massive surface reconstruction occurs under FT
reaction conditions along with nano-island formation. They also explained the crucial role of
aromatic square-planar Co4C motif in the activity, structure, and coverage of Co-based FT
catalysts.

Although arguments on the damaging influence of carbon built-up find support in
many experimental and theoretical works, there is little knowledge on the possible

precursor(s) that lead to deleterious carbon species on the catalyst surface.

2.7 Thesis strategy

As we showed above, there is a lack of agreement within the scientific community
about the reaction mechanisms and the preferential deactivation pathways for FT catalysts.
This is commonly due to the difficulty to perform an experimental analysis to air-sensitive Co
catalysts under realistic conditions. Additionally, ex-situ and surface science techniques are
limited by the inaccessibility of the surface, which is covered with waxy FT products that
need to be removed by a procedure that endangers the conservation of a realistic surface state
of the catalyst. Clearly, an approach that lacks the above obstacles needs to be envisaged. In
our view, first-principles calculations and in particular Density Functional Theory methods,
represent a powerful tool in situations where experiments are difficult or impossible to be
performed, when their results are inconclusive or when confirmation of those results is
needed. As we pointed out above, many scientists recognized the necessity of using those
methods from the reasons described above to unravel the reaction mechanisms and the

deactivation phenomena of the FT catalysts.

69



Although DFT methods cannot provide an answer to every question, this methodology
is capable of providing information about what is possible or not from a fundamental point of
view and shed light to some issues such as the structure of carbon on the experimentally
inaccessible surface, and the influence of water on the surface of Co catalysts. Despite
numerous theoretical studies in the field, there is still need to quantify the stability domains of
surface intermediates of the FT reaction and enlighten the structure of carbon species in the
presence of hydrogen and oxygen over Co at FT reaction conditions. In this thesis, we thus
propose a systematic study of the evolution of Co surface states, calculated with DFT based
models, to extend our understanding of the deactivation by C and/or O and to identify the
particular surface states that can lead to the deactivation of the catalyst. Although numerous
experimental and DFT studies related to deactivation phenomena are reported in the literature,
as we have shown in Section 2.6, to the best of our knowledge, they have not been applied in
a micro-kinetic model to describe the deactivation process. In other words, the scientific
literature lacks information on how the proposed experimental and theoretical deactivation
intermediates are produced and transformed into deleterious species. As we will show in
Chapter 6, this type of information is essential for constructing the deactivation mechanism
and can only be accessed using ab-initio methods. However, thermodynamics alone cannot
describe the kinetics of those transformations and their effects on the catalyst performance. In
addition to the identification of deactivation intermediates based on their stability, no studies
have reported the impact of the proposed intermediates on the performance of Co-based FT
catalysts. Thus, the micro-kinetic modeling approach proposed by Tronconi et al. will be used
to access this information and to study the implications of those surface state intermediates on
the catalyst deactivation.

Our approach is hence, to supply the micro-kinetic model with elementary steps

essential to describe the deactivation phenomena based on DFT results. We will use DFT to
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test some of the hypothesis evoked in the literature, and specifically those that implicate
deposition of carbon and oxygen, because of their potential effects in the long-term
deactivation process (see Figure 21). Finally, we will aim at using the micro-kinetic model
describing deactivation to find the conditions where those phenomena are minimized. Before
proceeding to a discussion of our results in Chapters 4, 5 and 6, we will first explain some

basic principles of computational chemistry calculations with an emphasis on DFT.
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3 Methodology

3.1 Quantum chemistry calculations

In this chapter, the basis of quantum chemical calculations performed in this thesis is

described. The underlying theory behind those calculations is described in details elsewhere.

230-232

3.1.1 The Schrodinger equation

The Schrodinger equation is the fundamental dynamic equation of quantum mechanics
that gives a complete description of the evolution of the given quantum system in time. That
is to say, all the information regarding that given quantum system can be obtained if the
equation is resolved. Both corpuscular and wave nature of the electron are deeply embedded
into this equation linking the wave function W, (t) and the total energy of the system E;,;.

The time-dependent Schrodinger equation has a mathematical form similar to the
diffusion differential equation and can be expressed as:

W0 (D)

ﬁlptot(t) = lh at

Eq.5
where H is the Hamilton operator that contains all the energetic contributions in the

system being described. The time-dependent wave function ‘Pwt(l_?—,) 7, 0,,t) is a function of

nuclear R and electron positions 7, electron spin g, and time t. In atomic units and in the
absence of external fields, an arbitrary system composed of M atomic nuclei with a charge Z

and N electrons has a Hamiltonian operator of the following form:

<

T+

)
Il

Eq. 6

where

1o V2
A

V?—Ez— Eq.7
A
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is the operator of the kinetic energy of electrons and nuclei and V is the operator of
potential energy, which can be decomposed in terms of nuclei-electrons, electron-electron,

and nucleui-nuclei interactions and is given, respectively, by:

N M 7 N N 1 M M 7.7
-3 e Y S
. [7i =Rl . |Ti—Tj| |Ra—Rpl Eq. 8

Since the above Hamiltonian operator contains no explicit time dependency (not

always the case), we can write the overall time-dependent wave function ¥ (t) (in Eq. 5) as:

Etott

Wioe (D) = lptote_L ho.

Eq.9

In the above equation, Y, is the time-independent part of the overall time-dependent
wave function Wy, (t) and once introduced in the Schrddinger equation becomes an
eigenvalue equation whose solutions lead to eigenvectors (stationary states) for every energy
eigenvalue. The Hamiltonian operates on the eigenfunction ¥;,,, giving a constant (the
eigenvalue E;,;) times the same function ¥;,,. Hence, the Schrodinger equation can be

expressed as:

ﬁl/)tot = Eotrot- Eq. 10

3.1.1.1 Born—Oppenheimer approximation

The exact solution of the Schrodinger equation of a system of nuclei and electrons is
generally unknown due to the mathematical complexity of the term V in Eq. 8, and
approximate solutions are needed. One first step towards an approximate solution is described
by the Born—Oppenheimer approximation. The Born—Oppenheimer approximation assumes
the instantaneous adaptation of electrons on every nuclear movement due to the significantly
higher mass of the nucleus with respect to electrons. As a result, in the simplified physical
picture, electrons move in the potential of nuclei at rest. This approximation allows separating

the motion of atomic nuclei and electrons. Mathematically, the second term in Eq. 7
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disappears (zero kinetic energy of nuclei) and the third term in Eq. 8 becomes constant
(nuclei-nuclei potential is constant as they do not move). This simplification leads to the so-
called the electronic Hamiltonian and consequently, the electronic Schrodinger equation. Eq.

6 and Eq. 10 thus become:

1 N N M N N 1
X DY IO
e + ne 2 ; |Tl— Eq. 11
i=1 i=1A i=1 j>i
H\elpe(rir RA) = Ee(RA)l/Je(ri' RA)- Eq. 12

The electronic wave function ¥, (13, R4) depends only parametrically on the space
configuration of electron and nuclei (7;, R4). By varying positions R, in small steps and
repeatedly solving the electronic Schrodinger equation (Eq. 12), one obtains E, (electronic
energy) as a function of R,. E, = f(R,) definies the potential energy surface, PES (see
Section 3.1.4). The form of Eq. 12 suggests that 1, is the eigenfunction of electronic
Hamiltonian H,. In case of one-electron, n-electron atoms and n-electron molecules, wave
functions 1, are called an orbital, an atomic and molecular orbital, respectively.

When the electronic Schrédinger equation is solved, nuclear motion is considered by
reintroducing the (previously neglected) constant term I7nm and then, the Schrodinger equation

for nuclear motion is solved:
Wn,n(RA) + Ee(RA)]ll)n(RA) = ErorPn(Ra) Eq. 13

In the above equation ¥, (R,) is the nuclear wave function that depends on the space
configuration of nuclei. The overall energy of a system is thus given by the sum of E,(Ry)
(the sum of kinetic, electron-nuclei, electron-electron energies) and potential energy of nuclei-
nuclei repulsion, IZi‘n(RA), which is a constant. The overall wave function of the system is
given by the product Y, = ¥, (R, (1, R4). The state of a system with the lowest energy

is called the ground state.
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Note that if we knew the electronic wave function ¥, in Eq. 12 exactly, we could
calculate the energy E, too. However, the form of 1, is generally unknown and one has to
choose how to represent it. The most common way of representing the molecular wave

functions is to express them as a linear combination of one-electron atomic wave functions

@i

N
Y = Z Ci@i Eq. 14

where the set of N functions ¢; is ai so-called basis set and is associated with some
coefficient ¢;. Constructing the molecular orbital (MO) as in Eq. 14 is known as the linear
combination of atomic orbitals (LCAO) method. Depending on the system of interest there
are many choices for the exact mathematical form of orbitals ¢; used to expand molecular
ones such as Slater-type, Gaussian-type, plane waves ... A full review of those functions is out
of the scope of this work. In Section 3.1.3 we will briefly explain the choice for plane wave
functions commonly used to describe the periodic systems such as solids that are of interest in
our work.

Once the MO are developed in the chosen basis as in Eq. 14, there is a need to assess
and improve the quality of MO and the associated energy (Eq. 12). This is achieved using the
variation theory that states that, for any trial function MO in Eq. 14, the eigenvalue of that
trial wavefunction is always an upper bound to the true energy of the system E;rjq; = Eexact-
The equality between the trial eigenvalue E;,;,;, obtained by solving Eq. 12 for 4, and
Eexace holds if and only if ¥yyiq1 = Yexace-

Note that the electronic Hamilton operator in Eq. 11 depends only on spatial
coordinates. However, the description of an electron is only complete if a spin coordinate is
included. This quantity can have only two possible values +1/2 or -1/2. The introduction of a
spin coordinate thus leads us to a definition of a spin-orbital ¢(X) (X = {7, o}) that takes into

consideration both spatial 7 and spin ¢ coordinates of an electron in atoms, molecules...
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3.1.1.2 The Hartree—Fock (HF) approximation

Although the Born—Oppenheimer approximation simplifies the Schrodinger equation,
the latter is still very complicated, mostly due to the unknown electron-electron interaction
term ¥, ., in equation Eq. 8. This equation has to be resolved by iterative methods since, in
order to find the eigenvalues in equation Eq. 12 (¥,), knowledge of Ve,e is required and the
computation of this term is itself based on the eigenfunctions y,. There are many different
approaches employed towards the approximate solution of the Schrodinger equation.

In Hartree’s method, the actual pair interaction of electrons is substituted with the
approximated interaction of every individual electron with the averaged potential of the other
electrons. In that manner, the many-electron wave function can be replaced with a product of
orthonormal one-electron molecular orbitals. This implies that electrons move independently
in the averaged field of the other electrons in the system. Hartree’s wave function for the N-

electronic system is a simple product of contributions from individual electrons:

Y72, 1) = DX (2) - xn (), Eq. 15
where y;(7;) are the one-electron functions.

Although mathematically convenient, wave functions defined as above are physically
incomplete since they do not include spin. The wavefunction given by Eq. 15, is not properly
antisymmetric and thus doesn’t conform Pauli’s Exclusion Principle. Fock showed that
Hartree’s wave function can be modified to be asymmetric with respect to electron exchange
and therefore follow Pauli’s Exclusion Principle, by adding and subtracting permutations of
Hartree’s product. Slater later showed that the resulting mathematically and physically

convenient Hartree-Fock’s wave function can be expressed as a determinant:
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1 ¢1(.x_1)) o ¢N€x_1))

T P Hete
Where ¢;(x;) are the one-electron spin-orbitals, that is, a function of electron

coordinate 7 and electron spin o. Substitution of Hartree-Fock’s (HF) wave function into the

electronic Schrodinger Eq. 12 yields a system of n one-electron generalized Hartree-Fock

equations:
F(D (1) = exdr(1) Eq. 17

where F is the one-electron Fock operator defined as:

FO=hW+]1)-K@). Eq. 18

In Eq. 18, h is a one electron core Hamiltonian, and J and K are terms that describe
classical electron-electron repulsion interactions and the exchange term, respectively and ¢, is
the spin-orbital energy. The resulting Hartree-Fock system given by Eq. 17 is solved
iteratively according to the variational principle i.e. parameters of a trial wavefunction ({c;} in
Eq. 14) are adjusted until the energy of a corresponding wavefunction is minimized.

The HF method was the first numerical method developed to solve the Schrodinger
equation and is the cornerstone of other theories developed after this first attempt to apply
quantum theory to poly-electronic systems. Since HF theory considers that electrons interact
with the mean-field caused by other electrons, this approach fails in taking into account the
so-called correlation effects. That is, the dynamical perturbation of electrons due to the
presence of other electrons. The neglect of those effects can lead to wrong qualitative and
quantitative results.

HF method is not reliable when there is significant charge redistribution as it is a case
when bond breaking/creation or where electron excitation take place. There are other quantum

chemistry methods, called post-HF methods, based on approximation of the wave function as
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a linear combination of Slater determinants (see Eq. 15) that include “virtual” (non-occupied)
electron states to retrieve the correlation energy. However, solving the Schrodinger equation
using those methods can be computationally expensive even for the smallest systems. Rather
than approximating the electronic wave function as in Eq. 14, an alternative approach is to
approximate the Hamiltonian in Eq. 6, which is the basis of Density Functional Theory

(DFT) methods.

3.1.2 Density functional theory

Methods based on Density Functional Theory 233 (DFT) are successfully employed
when dealing with many-electron systems, including solids, which are the subject of this
thesis. According to this theory, the properties of the system in the ground state can be
determined entirely using quantities that are a functional of electron density, which is a scalar
quantity. Since the energy is calculated as a function of a scalar quantity, the dimensionality
of the calculations is significantly reduced in terms of computational time. DFT and related
methods are prevailing in the domain of solid-state physics and material science are applied to
the study of molecular structure, thermodynamics, reaction mechanisms, etc.

The foundations of Density Functional Theory were established in 1964 by Hohenberg
and Kohn in the form of two theorems. The electronic Hamiltonian given by Eq. 11 is

expressed as:

N

1 N N N 1
A==2) V=D V@) + ) D ——=T+he+ 0 Eq19
|ri=;]

i=1 i=1 i=1 j>i

In Eq. 19, T is the kinetic energy, I, is the N-electron potential energy from the
external field and V,, is the electron repulsion energy. V,,.(r;) represents the expectation
value of the operator IA/n‘e in Eq. 19 and is usually called the external potential (potential felt

by the electrons due to the presence of the nuclei). Mathematically,
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Za

—R
A=1 Iri=Ral

Vext(7) = - Eq. 20

The main question in DFT is to find a way of calculating electron density p(#) in the
ground state, if the potential felt by the electron is known. First, the relation between p(#) and
Verte (7) is provided by The first Hohenberg-Kohn theorem where the overall energy is
rewritten in terms of p(7). Then, a recipe to calculate the ground state of the system by using
a variational principle is specified under the the scope of The second Hohenberg-Kohn
theorem.

The first Hohenberg-Kohn theorem claims that the external potential V,,.(7; ) is, to
within a constant, an unique functional of p(#) for the non-degenerate ground state. In other
words, p(7) uniquely determines the Hamiltonian operator and thus all the properties of the
system since V,,, (7 ) fixes H in Eq. 18. Thus, the expectation value of an arbitrary observable
0 (T, V., V.. in Eq. 18) in the ground state of a system is an unique functional of charge
density p(7) and thus p(7) determines all the properties of the system. Mathematically, in

Dirac “bra-ket” notation:

W|0]p) = 0[p(@)]. Eq.21

Since p(#) determines uniquely all the properties of the ground state, the total energy

of a system (see Eq. 18) can be also expressed explicitly in terms of the electron density as:

Elp] = Vpelpl + (Tlp] + Veelp]) = Vielp] + Fuxlp]
= [ Vexe G pId7 + el Eq.22

where V. [p] is system dependent (nuclei coordinates and on nuclear charges) whereas
Fuk[p] is system independent quantity since it is not a function of external potential V.
Hence, Fyk[p] is universal functional of p and it could be used in principle to describe any

atomic, molecular or solid-state system of interest. However, the explicit form of both T[p]
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and V. [p] that compose Fyk[p] is unknown. The latter, in turn, can be further decomposed in
terms of classical (Coulomb) electron repulsion J[p] and a non-classical exchange functional

Eyclpl:

Fukl[p]l = Jlp] + Exclp] Eq. 23

E,. is known as exchange-correlation energy.
The second Hohenberg-Kohn theorem introduces the variational principle and claims
that for a chosen trial charge density, 5(7), such that g(#) =0 and [p(#)d7 = N the

following expression holds:

where E| is the ground state of the system and E[5(7#)] is the energy obtained from the
functional of the #rial density that defines its proper (trial) Hamiltonian. Therefore, the
electronic energy calculated with the chosen trial density is equal or bigger than the real
electronic energy we wish to calculate. Hence, the second Hohenberg-Kohn theorem proposes

searching the energy of a system applying the variational principle over electron density.

3.1.2.1 The Kohn-Sham equations

In order to solve the Schrodinger equation and overcome issues of finding the
universal functional Fy,[p(7)], Kohn and Sham proposed decomposing it in three terms by
mapping the problem of the system of interacting electrons (real system characterized by
p(#)) onto a (fictitious system characterized by p, (7)) system of non-interacting electrons
that has exactly the same density as the former one and whose exact ground state is a simple
single Slater determinant (described in Eq. 16). The final aim is dealing with much simpler

terms where all the complex (unknown) behavior is contained in only one term that can be
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approximated. If charge density p,(#) is written in terms of the spin orbitals of the non-

interacting system (Kohn-Sham orbitals):

N
po®) = ) D 14(F, o) Eq. 25
i=1 o

then, the electronic energy of a real (electron-interacting) system can be expressed by

the following equation:

Elp()] = ——z f ST+ Zﬂ 2 (rflpz gy Zf Z|AL FE®l g 26

Vext

In Eq. 26, the different contributions represent the kinetic energy of electrons in the
fictitious system (T,), Coulombian classical repulsion (J), nucleus-electrons attraction (V)
and exchange-correlation energy that contains all the non-classical electronic interaction
(Exc)- In the sense of the Kohn-Sham approach developed in the beginning of this section, the

exchange-correlation term is given by?:

Exe = (T —T,) + (Ve,e _]) Eq. 27

where T and T, are the kinetic energies of electron-interacting and fictitious non-
interacting system respectively, V., and J are the total energy related to both classical
(Coulombian) and non-classical electron-electron repulsion, respectively. Minimizing the
above expression for total energy by means of the variation principle yields a set of one-

electron equations known as Kohn-Sham equations that have to be solved iteratively:

1 .
(—EVZ + Veff(rl)) o = g9 Eq. 28

In Eq. 28, the effective potential is given by:

3 The dependencies on p(#) are omitted in equation but are presumed.
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Veff(Fl) = fp( 2) er xc(rl) Z | | Eq. 29
1A

Vo (7)) is the potential due to the exchange correlation energy, E,., whose explicit

form we don’t know. Hence, V,. it is simply defined as:

o _ OExlp]
Vie = “5p Eq. 30

This approach offers the possibility of obtaining better results than the HF method still
using a single determinant wave function (and without any overwhelming multi-determinant
post-HF methods). “One-electron” wave functions, ¢X°, has no physical meaning and under
no circumstances represent the physical state of the electron itself. It describes a “quasi-
electron” whose total density in the system is equal to the total (realistic) electron density of
the system in its ground state. Hence, DFT can provide very good results for energies and
structures in ground state systems. However, it has some drawbacks when applied to excited

states, the determination of band gaps and it fails to take into account dispersion forces.

3.1.2.2 Exchange-correlation functionals
Although exact in principle, the KS theory is approximate due to the unknown
exchange-correlation energy functional form. It is widely accepted that the Local Density

Approximation (LDA) gives a good guess. It is mathematically expressed as:

Expt = f p(Pexc(p(1)) dr, Eq. 31

where ¢, is the known density of exchange-correlation energy of a homogeneous
electron gas. The integral in the above equation reveals the nature of this approximation: the
real system is divided in an infinite number of subsystems that have constant charge density.

Every infinitesimal part of the volume contains a homogeneous electron gas that has the same
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density as the original electron gas and that contributes to the total exchange-correlation
energy. This approximation holds well for systems with almost constant electron density.

The next step in improving the description of exchange-correlation effects lies in
including not only the local density in a given volume but also contributions from its
neighborhood. This is achieved by adding density gradients Vp(7) that leads to the

Generalized Gradient Approximation, (GGA):

ESS4 = f p(Pexc(p(7,Vp(#)) dF. Eq. 32

Contrary to LDA, GGA functionals can be theoretical but also semi-empirical with
constants adjusted to reproduce experimental data such as atomization energies. In this thesis,

we use the non-empirical Perdew-Burke-Ernzerhof (PBE) functional good for solids?**.

3.1.3 Periodic calculations, Plane waves and Pseudopotentials

The theory described above is somewhat general and can be applied to molecular
systems. In order to study solid-state systems, periodic boundary conditions need to be
applied. This approach allows us to model realistic systems by replicating a unit-cell of atoms
in three dimensions. Due to the long-range order characteristic of a crystal structure, the
molecular orbitals are expressed as the product of a lattice periodic function u(7) and a plane

wave et k7

¢,z = u(@e' ¥ Eq. 33

where k is the crystal wave vector and ¢, ; are the so-called Bloch wave functions*

and represent a point of the system in reciprocal space. Since both energy and Bloch wave
functions depend on the wave vector, the calculation of electron density requires, in principle,

an infinite number of k-points:
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n) = [19z @[ dF: Eq. 34
i=1

However, since ¢,  (¥") varies slowly with k, in practice, the integral is replaced with

summation over a wisely chosen discrete set of k-points:

n Nk

ORISR Eq. 35

i=1k=1

The k-point set can be reduced even further by some symmetry operations. In this
thesis, the Monkhorst-Pack scheme 3¢ is used to minimize the k-points set in the irreducible
Brillouin zone (that is, the primitive cell in reciprocal space). The denser the grid, the finer
and more accurate will be the sampling, although the appropriate size can be established using
a convergence test (see Chapter 8.1)*%°. In terms of k-integration, metals are particularly
different from insulators and are known to provoke instabilities in the algorithm due to the
non-smooth form of Bloch functions at the Fermi level.

Although there are physical differences in KS and HF theories, expressions given by
Eq. 28 and Eq. 17 are of the same mathematical form and can be solved similarly: one

electron wave functions are represented in an expansion of some basis functions { Xu (F)}:

¢p(FJ S) = Z Cupxu(?) Eq- 36
u

The coefficients (C,,) in the Eq. 36 are determined according to the variational
principle.
Expansion in a basis set {)(#(r)} reduces the system of KS equations to a

mathematically simple eigenvalue problem. The quality of the expansion of one-electron
wave functions depends on the form and number of basis functions. Mathematically the

simplest form for a basis set is a set of orthogonal plane waves, which is also advantageous
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since the accuracy of calculations can be better controlled. However, due to the high kinetic
energy of electrons in the vicinity of the nuclei, wave functions are rapidly oscillating
functions and a considerable number of plane waves is required to capture its behavior in
contrast to regions far from nuclei characterized by a slowly-oscillating potential. This recalls
the introduction of pseudopotentials, also called effective core potentials (see Figure 29)
approximation. Such functions mimic the exact behavior of wave functions far from nuclei
and are constant or slowly varying functions near the nuclei. The electronic wave functions
near the nuclei are thus substituted with “atom-like” functions (atomic solution of the
Schrodinger equation). In other words, the core electrons are “frozen”, being considered
together with the nuclei as rigid non-polarizable ion cores. This idea is physically reasonable
since core electrons (in the vicinity of the nucleus) and nuclei itself are only marginally
influenced by external forces. The consequence is the elimination of core electrons from the
calculation and only valence electrons are treated exactly, which reduces the dimensionality
of the problem significantly. The calculation parameter that divides those two regions in the
calculations is the cut-off radius (and related cut-off energy); generally, the greater the cut off
radius the greater the number of planewaves and thus the better the description of the
electronic system is. There are two main criteria to judge the quality of a pseudopotential,
these are softness and transferability. The soft pseudopotential requires few plane waves to
describe the system of interest whereas the transferable pseudopotentials are applicable in
whatsoever environment (solid, surface, molecules ...). The pseudopotential approach has its
drawbacks too since it is not possible to describe satisfactory changes in the electronic
configurations of core electrons and consequently the hyperfine structure, excitation of core
electrons and some other phenomena. In order to overcome those limitations, basis sets such

as augmented-plane wave (APW), linearized augmented-plane wave (LAPW), augmented-
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plane wave with additional local orbitals (APW+LO) and projector augmented wave (PAW)

are developed.
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Figure 29. Schematic explanation of pseudopotentials. A wave function in the Coulomb all-
electron potential of the nucleus (blue) versus the pseudo-potential (red). The real and the
pseudo-wave function and potentials match above a certain cutoff radius that corresponds to
the cut-off energy. Taken from 7.

3.1.3.1 Augmented-plane wave (APW) method

Within the APW method, space is divided into spheres localized at each atom, the so-
called muffin-tins (MT), and the remaining is interstitial space. Inside each MT sphere of
radius 1y,,; the potential is spherical-symmetric similar to the potential of the atom (since the
electrons behave as if they were in a free atom), thus the basis functions are obtained by
integrating the radial part of the Schrodinger equation. On the other side, the interstitial space
is usually described by a constant interstitial potential with smooth plane wave functions. This
strategy is called augmenting. The APW approach hence, is able to treat highly localized
atomic-like states, core states, but also delocalized states using Bloch wave functions. Basis
functions in the interstitial area are augmented by the atom-like functions inside MT spheres.
Although today the APW method is not of practical use, it is convenient to describe it since

other methods such as PAW described below, are an advanced version of the APW method.
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Figure 30. The “muffin-tin” division of space intra-atomic spheres and interstitial regions.
This is the basis for representing wavefunction differently in the different regions used in all
augmented formulations. Taken from 238,
An augmented plane wave that is used in the basis set expansion of a crystal structure
is described as follows:
iei(fcﬂ?ﬁ Fel

¢;(FE) = WV Eq. 37
a,k+K pa .. l I 1 =
E l Al TR (r',E)Y,(0',¢") ,TES,
,m

This basis set depends on the reciprocal space vector k as it is a case with a plane

ak+K

wave. V is the unit cell volume, Y}, are spherical harmonics, A},

are expansion

coefficients, E is energy. R[® is the solution of the radial part of the Schrodinger equation that

corresponds to the free atom a with energy E. Af;fl’LK are the parameters determined by

requiring the waves to match at the surface of the MT spheres.

The main drawback of the APW method is its energy dependence i.e. the resulting
APW equations must be solved separately for each eigenstate i.e. the APW method is much
slower than the pseudopotential method. For an iterative procedure that leads to the

determination of eigenstates, it is essential to suppose the value of E that is close enough to an

eigenvalue, the energy we are actually looking for. When the energy is found for a given k the
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procedure is repeated until the whole set {E}, that has to be sufficiently dense to cover

uniformly the first Brillouin zone, is depleted. Hence, the APW method is computationally

extremely demanding.

3.1.3.2 The projector-augmented wave (PAW) method

The PAW method ?*° is a very general augmentation scheme that allows DFT methods
to be performed with good computational efficiency and accuracy. The main purpose of this
augmentation scheme is finding a transformation of the true all-electron wave function ()
to an auxiliary smooth wave function (1,) that will not make the numerical treatment
cumbersome due to previously mentioned rapid oscillations of true all electron wave function
close to the nucleus. The true wave function is thus modified only close to the nuclei, since it
is already smooth at a certain minimum distance from the core that corresponds to the radius

of the augmentation sphere?*®

. Thus, in the PAW context, one seeks to express the real all-
electron (AE) wavefunction y,, in terms of some carefully chosen functions:

1) The pseudo wave 1), identical to the all electron KS wave function 1,, except inside
the augmentation sphere

2) All-electron partial waves within the augmentation spheres.

3) Pseudo partial waves (pseudo versions of the all electron partial waves) inside and
outside augmentation spheres. The latter are so-called projector functions.

Therefore, the real all-electron wavefunction (smooth everywhere except around the
nucleus) is written as the sum of the pseudo wave function (smooth everywhere) 1,, and a
steep function that is defined within the augmentation sphere from which we subtract the

240

smooth part within the augmentation sphere ** as shown in Eq. 38.
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Figure 31. PAW augmentation scheme. Taken from 24°

Vo= Pu+ ) (90— B(@ET) Eq. 38
4

In Eq. 38, ¢; are the partial waves, @; are the smooth partial waves, p; are the smooth

projector functions, and (ﬁillljn) are the expansion coefficients (numbers). A decomposition

according to Eq. 38 of the true all electron wave function (y,,) into smooth auxiliary wave

functions and a contribution that contains rapid oscillation (that contributes only in small

areas of space), allows treating these individually in a numerically convenient fashion.

3.1.4 Geometry optimization

One of the main objectives of quantum chemistry is the determination of molecular
structures through geometry optimization methods, not only for stable molecules but also for

transition states, the knowledge of which is highly desirable for the understanding of

reactivity.
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A geometry optimization process consists of an exploration of the potential energy
surface (PES) of the molecular system of interest. The energy change that follows the
transformation of a molecular structure is determined by its PES, which is a function of the
positions of all the nuclei that compose the system. In the case of polyatomic systems and
linear molecules, it is a (3N — 6) and a (3N — 5) dimensional hyper-surface, respectively.
The topology of PES consists of several chemically relevant points:

a) The valleys, that correspond to the minima of the PES and that correspond to
stable molecular structures related to reactants, products and chemical reaction
intermediates.

b) First order saddle points, that is, points which are minimum in all the
directions except one (where it is maximized) and that correspond to transition
state (TS) structures. The height of this maximized peak of the transition state
with respect to the minimum that corresponds to a stable molecular
configuration is the activation barrier.

Since equilibrium structures correspond to a minimum of PSE, ab initio and DFT
methods are used to find those chemically relevant structures. By calculation of the first
(force) and the second derivative (Hessian) of the energy with respect to atomic displacement

(¢ = R — Regquitibrium) from their equilibrium positions (in other words, energy gradients):

0E
fij=—9i; =~ <aq”> : Eq. 39
170
0°E )
H;; =— :
i,j (aqi,jz . Eq. 40

In the case of more than one degree of freedom, Eq. 39 and Eq. 40 become matrices.
For structures in a local or global minimum of the PES, g; ; = 0 and H; ; > 0 Vi, j, where all
Hessian eigenvalues are positive. At first-order saddle points g = 0 Vi,j and H > 0 for all but
one (i, j) which is negative.
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At the end of each self-consistent field cycle, residual forces on the nuclei are

calculated with the converged wave function by the Hellman-Feynman theorem:

oH
oR,

o = (Pl ) Eq. 41

Several reviews of geometry optimization procedures are reported in the literature.
Some of the well-known analytical gradient methods are Newton, quasi-Newton, conjugate
gradient methods, direct inversion of iterative subspace (DIIS), and geometric direct inversion
in the iterative subspace (GDIIS).

In this thesis, all the geometry optimizations were done using the conjugate gradient
method since this method generally performs better in regions far away from equilibrium

geometries.

3.1.5 Transition state structures

The calculation of a transition state (TS) can provide essential information about an
elementary step in a hypothetical reaction mechanism. This type of calculation gives us
necessary parameters, such as activation barriers, that can be further used to determine rate
constants and gives us insight into the most probable steps in the overall reaction mechanism.
There are two prevailing approaches for obtaining the TS that connects two local minima (one
for reactants, one for products), the Nudged Elastic Band (NEB), 241243 which is used for
obtaining the energy profile of a reaction (minimum energy paths), and the dimer method, 2
which is used for obtaining the energy and structure of a TS.

NEB operates by optimizing simultaneously a given number of intermediate images
along the reaction path that are obtained by progressive movement of atoms from a given
reactant to a given product structure. Every image structure is, therefore, optimized while
preserving equal spacing between neighbor images. During calculations, this restriction is
imposed by adding artificial spring forces k between images, which is a parameter that should
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be carefully chosen in the calculation. To start a NEB calculation, an interpolation between
initial Ry, and final states Ry is needed. In this thesis, we used the Opt’nPath software 24 for
a linear interpolation and images generation (imaginary intermediates). In order to optimize

images, R;(i = 1, ..., (N — 1)), along the guessed reaction path, an objective function F can

be defined:
N-1 N k
FRy R = ) ER) + ) o(Ri—Riy)
i=1 i=1 Eq. 42

(aE(Ri)) +<aE(Ri)) aEspring aEspring
JaR; ), OR; /, OR; ”+ OR; N
As it is schematically described in Figure 32, forces acting on the image can be

decomposed to its parallel and perpendicular components, as suggested by Eq. 42. However,

to preserve the equidistant distribution of images along the pathway but also to prevent an

upward drift of the energy pathway along the perpendicular direction, forces (%) and
vl

(aEspring

oR. ) need to be applied. However, only two components among the four above are
i

1

taken into account when calculating NEB forces on an image:
F.o=— aE(Rk) _ aEspring
K R, X —aRk "- Eq. 43

Another technique, complementary to NEB is the climbing-image NEB method (CI-

NEB), 246 where the image with the highest energy is not subjected to a spring force from
adjacent images and is therefore allowed to climb to the saddle point. The highest energy
point of the (CI) NEB trajectory is closest to the saddle point. However, the (CI) NEB
procedure tends to overestimate the energy of the saddle point, and TS structures need to be

refined by a subsequent Steepest-Descent geometry optimization.
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Figure 32. Potential energy surface scheme of an arbitrary chemical reaction with its
minimum energy pathway (MEP) along with a Nudged Elastic Band (NEB) path. Neighbor

images are “connected” with springs whose constant is k inducing an artificial spring force.
243

In this thesis, both NEB and CI-NEB are used. After the search of the transition state
is performed, a Steepest Descent geometry optimization is performed until a convergence
criterion is reached. Then, the Hessian matrix is computed to verify that we have a transition

state structure for which all but one Hessian eigenvalues are positive as described in Section

3.14.

3.1.6 The VASP code

The Vienna Ab initio Simulation Package (VASP) 2472% is a software designed
explicitly for first-principles modeling of materials with periodic boundary conditions. The
electronic ground state of a system is determined using DFT calculations.

In this thesis, we use the VASP package and PAW pseudopotentials parametrized for
the PBE functional ?* according to the Bloch formalism described previously. 2°° Electron
energy calculations were done with a constant energy cutoff of 400 eV. The Methfessel-

251

Paxton smearing scheme = was used with a width of 0.01 eV. Reciprocal space sampling

was done with fineness of 0.04 A™' Electron energies were converged to 10° eV/unit cell.
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Geometry optimizations were performed until all interatomic forces were below 0.02 eV AL,
To take into consideration the magnetic nature of Co, the spin-polarized mode was used. All
input parameters were carefully chosen based on an optimization scheme. Details concerning

optimization of parameters are given in Section 8.1.

3.1.7 Slab model representations used in this work

It is known that Co can exist in two different phases, hcp, and fcc, where a transition
of the former to the later can be observed at 673K. Since FT catalysts are prepared at
temperatures above 673K, the Co-fcc phase is present in a non-negligible amount in fresh
supported Co catalysts. Besides, support effects are known to reduce the temperature of phase
transition. 2>233 Moreover, nanometric-sized cobalt in the fcc structure is known to be more
stable than hcp structure for particle sizes below 100 nm based on thermodynamic
calculations. '%° The last condition is usually satisfied for Co-based FT catalysts. Hence, we
decided to perform our calculations with fcc-Co.

A four-layer slab was used to model the Co(111) surface built from the fcc-Co bulk
phase in the same spirit as in reference 2342% from our group. The surfaces were represented
by using p(2x2) surface unit cells. Those models have approximately a 15 A empty layer to
describe the vacuum and to minimize lateral interactions between the repeating unit cells. All
the atoms in the configurations were allowed to relax upon optimization except those in the
bottom two layers. For more information about the choice of these parameters, see Chapter

8.1.
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3.2 Fixed Bed Reactors Modeling

In Section 1.2.1, we presented some typical reactor configurations employed in the
industrial FT fuel production. Compared to other reactor configurations, fixed-bed reactor
configurations are particularly suitable due to the ease of operation and simpler technology
255 In the fixed-bed setting, mobile fluid (reactants) reacts over the catalyst surface in the
immobile packed bed.

Mathematical modeling of conventional FT reactors is essential from both research
and development and industrial perspective. On the one hand, it allows predicting the effects
of operating conditions on economically relevant observables and on the other hand, it allows
obtaining some fundamental insights of underlying phenomena. Hence, the development of
generalized mathematical models requires the knowledge of many physical aspects, such as
mass and heat transfer, hydrodynamics, phase equilibrium, chemical kinetics ... as well as
their mutual interactions. In order to study those effects, several modeling (see Figure 33)
approaches are commonly employed for fixed-bed reactors. Those are mostly continuous
models where the reaction mixture continuously enters and leaves the system in contrast to
closed systems. In contrast to heterogeneous models, pseudo homogenous models do not
account explicitly for the presence of solid phase and are usually adequate when the mass
transfer limitations and the intra-particle heat are negligable?*>. In other words, it is assumed
that the catalyst surface is covered with a fluid phase (homogenous) and negligible mass and
heat transfer resistances. Hence, a chemical reaction takes place (homogenously) in the bulk
of liquid covering the solid phase. Pseudo homogenous models are thus, the starting point in
most of studies so far. In those models, a plug flow in the axial direction is adopted (because
the real system is closed to the ideal case). The plug flow reactor model assumes flowing

without any back mixing in the axial direction of the reactor (see Figure 34). A
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comprehensive review of various studies on the mathematical models for the production of

fuels by FT is given elsewhere 2.

Continuous
Models
r Pseudohomogeneous r Heterogeneous

1-D plug-flow 2-D plug-flow 1-D plug-flow 1-D axial
with radial dispersion

1-D with axial d“‘"’;’;“m 2-D axial

dispersion 2-D axial and 3:1: ;f:l;i

radial dispersion P
Integration Interparticle

effectiveness

X effects
factor

Figure 33. Classification of continuum models used to describe fixed-bed reactors.
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Figure 34. Schematic diagram of a 1D plug-flow reactor.

Conversion and selectivities at reactor outlet can be predicted by a reactor model.
Mass balances for each compound is written assuming plug flow for hydrodynamics. These
balances include kinetic source terms to describe species transformations due to chemical
reactions. Hence, it is necessary to develop an accurate kinetic model validated on a wide
range of operating conditions.

In this thesis, we use the detailed micro-kinetic model presented in Section 2.4 in
conjunction with a 1D heterogenous plug-flow fixed-bed reactor. Several assumptions have
been adopted to undertake the modeling of a fixed-bed reactor:

1) We considered plug-flow velocity profile of fluid, i.e., the velocity of the fluid is

assumed constant across any cross-section perpendicular to the axis of the reactor.
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2) We adopt that the reaction medium is isothermal and isobaric. Therefore, no heat
balance equations were introduced in our reactor model

3) We assume gas/liquid equilibrium for reactants and products.

3.2.1 Mass balances equations for molecular species

A mass balance on the differential volume of a fluid element on specie i of axial

length dz between z and (z + dz) (see Figure 34) can be written in terms of input F/°f,

tot tot
tot aFl . . dnl
output F; +?dz, generation ,;V; ;7jps€:S,dz and accumulation Tt Hence, the

overall mass balance equation of a specie i ( accumulation = input — output +
generation) is given by:
dn?"t aF'tOt
l l

i = — 57 dz + Zvi,jrjpsesSrdz Eq. 44
j

In Eq. 44, & is the solid holdup (the volume of solid per reactor volume), p, is the

solid density, S, is the reactor cross-section, v; ; is the stoichiometric coefficient of specie i in

the j™ reaction, 7; is the rate of reaction j, Ff°t and nf" are the total (gas and liquid) molar

flowrate and the total amount of specie i, respectively. Note that (S,-dz) has units of volume.

tot

In order to obtain a master balance equation, dn;°" in Eq. 44 is written explicitly in

terms of F/°t. This is achieved by writing:

dnf°" = dni'? + dnd* = 'S dze, +n{*S, dzg, Eq. 45
and
, Fl F?
1
clia = all; 9% = Q; Eq. 46
g
Hence,

F'l F-g
dnfet = (—L g+ 4eg> S,dz

L Qg Eq. 47
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In Eq. 47, c¢;,¢ and Q are concentrations, holdups and volumetric flow rates of fluid

phase species. In order to express dnf°® as a function of Ff°' = (F} + F?), we need to
express both F} and Fig in Eq. 47 as a function of F/°". This is typically achieved using G/L

equilibrium calculations using a given equation of state that yield the parameter «, the ratio of

(total) amount of gas in the gas/liquid mixture:

tot tot
a= fo (1—a) = l
Ftot FtOt Eq- 48

In addition to a, the Ky ;-value (gas-liquid flowrate ratio) is defined (yet unknown due
to %) as the ratios:
i

K, = LW e
PET RN T gt T x(1 - @) Eq. 49

L

Eq. 49 yields species i fluxes in both fluid phases in terms of unknown gas-liquid

flowrate ratio K ;:

tot
F.g = F-tOt —Kf'i ) F-l = Fi ’
l Y1+ K 1+ Ky Eq. 50

whereas, equation Eq. 48 transforms Q; and @, in equation Eq. 47 to:

EgtOt aFtot Ftot
=2 =———=aRT
Qg Céot Cgot Ptot Eq. 51
Q Fltot (1 _ a)Ftot (1 )Ml Ftot
= = o f— a
! ;o i Y op Eq. 52
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In Eq. 51 and Eq. 52, P,,; is the total pressure, M}, is the specific-mass of the liquid
phase, T is the temperature and p; is the density of the liquid phase. Substitution of Eq. 49-

Eq. 52 in Eq. 47 gives:

F_tot o) K- : P,
tot i f, it tot tot
n; Ftot(l + Kf,i) [(1 _ Q)M‘a} & + aRT gg] raz Bl i Z Eq_ 53
where
ﬁ- _ Sr [ 14| P Kf,iptot e ]
PRI+ K )l — ML, T aRT Y Eq. 54

Note that K¢; in equation Eq. 54, gas liquid flowrate ratio, is unknown and to be
determined based on gas/liquid equilibrium described in Section 3.2.3. Now that we
tot

expressed nf°t as a function of F{°t and considering that f3; is time-independent, mass balance

equation Eq. 44 can be transformed to:

aFitOt 1 Z S aFitOt
=— V; iTiPsEsS, —
at B LTiPsEs ™ g, Eq. 55

J

3.2.2 Mass balance equations for adsorbed species
Material balance for adsorbed species (*) can be easily obtained using the same
reasoning we developed for molecular species, after noting that there are no input and output

terms and no mass transfer associated to them. Hence, Eq. 44 can be written as:

dn;
e Z V; jTiPsEsSydz Eq. 56

J

If we now express radical i (*) mole number n; in terms of concentration per mass of

catalyst dn; = ¢/ ps&;S,dz, we obtain the master equation of radical material balance:
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dcf

l —
dt Z ViiTi Eq. 57

J

3.2.3 Thermodynamic model

The resolution of the gas/liquid equilibrium requires the knowledge of partition
coefficients K; of every component i. The gas and the liquid composition profiles are
determined by using a two-phase flash calculation and the Soave-Redlich-Kwong (SRK)
equation of state for various operating conditions. It was shown that the composition does not
affect partition coefficients K;, hence, correlations are developed as a function of operating

conditions using an Antoine equation?37-23:

a.
log(PocK;) = 71 + b; Eq. 58

With partition coefficient defined as:

Xi Eq. 59

In Eq. 59 y; is the vapor molar fraction and x; is the liquid molar fraction. Thus, for
each component, coefficients a; and b; in Eq. 58 have been determined and used to estimate
K;. Note that partition coefficients K; are related to Henry coefficients of each specie:

P; P P P
Hl':_l_ Yiltot - K, iot:KiM‘ﬁ/ tot

Cil - xiZiCil - Crot P Eq. 60

Determination of the unknown gas/liquid flowrate ratio K ; in Eq. 49 is necessary to

solve the mass balance Eq. 55. Hence, Eq. 49 can be written as:

K. = yia  _ H;p; a
T xi(l—a)  PeeML, (1— ) Eq. 61
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3.2.4 Reaction rate equations

Based on the detailed micro-kinetic model presented in Section 2.4, the rate of
reactions 7; in equations Eq. 55 and Eq. 57 are given by a power law. Arrhenius law has been
adopted for all rate constants in the micro-kinetic model including those for

adsorption/desorption equilibrium:

Eq
k=Ae RT Eq. 62

where, A is the pre-exponential factor, and E, is the activation energy. Mathematical
form of Eq. 62 involving exponentiation of the %, introduces a high correlation between A and

E, making a parameter estimation problem difficult to solve 2°°. The most common way to
overcome this numerical difficulty is to re parametrize the Arrhenius Eq. 62 in the more

convenient form:

_E_a[l _ L]
k=kr,, e RIT Tres Eq. 63
where
_i
kr,, =Ae flres Eq. 64

Hence, kr_, ;> can be regarded as the specific reaction rate at the reference

temperature. The reference temperature in this work was set to T;..; = 493.15K close to the

FT operating temperature in order to reduce the numerical sensitivity of the exponential part

in Eq. 63. .

3.2.5 Numerical Methods
Livermore Solver for Ordinary Differential Equations (LSODE) stiff solver is applied

to integrate the axially discretized differential equations Eq. 55 and Eq. 57 and generate
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concentration profiles as a function of reactor length and time for a given input of reactor
geometry, syngas composition and operating conditions. The complete model was
implemented in object-oriented FORTRAN.

In order to fit the micro-kinetic model to experimental data, a numerical method was
used based on a discretization scheme and the finite differences approximation. Second and
first-order derivative terms were solved using a centered-discrete scheme and an upwind
scheme, respectively. Time integration was performed using the Lsode solver.

The optimization method or parameter estimation method refers to minimizing the

objective function that is the measure of correctness of the model data R]-C“lc with respect to a

given experimental data Rjexp and is given by the following equation:

Nexp  NRS REXP Rcalc
RObJ = Z w; Z w; ( exp ) Eq. 65
i=1

In the above equation, NRS represents the number of responses in the multi-response

system, w; and w; represents the weight factor of ith experiment and jth response objective
function. Weight factors for all experiments are set to unity i.e. w; = 1 Vj . Weight factors for

observables such as CO conversion and methane selectivity are set to unity whereas those of
chain growth probabilities are set tol00 due to differences in order of magnitudes. Due to
time limitations, statistical analysis (F-test in particular) of our results have not been
performed.

The micro-kinetic model described in Section 2.4 contains several unknown
independent parameters (rate/equilibrium constants, activation energy) which should be
estimated by numerical adjustment. The kinetic parameters were optimized using an advanced
local optimization method, the Levenberg-Marquardt (LM) algorithm?®, designed explicitly
for nonlinear programming problem such as chemical reaction network described by the

micro-kinetic model. This numeric minimization algorithm is designed to find the set of the
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model parameters (subject to bounds) so that the sum of the squares of the individual
deviations is minimized given a set of empirical observations. The problem is solved using
iterative procedure based on an initial guess for the model parameters, whereas in each
iteration step the function is approximated by its linearization by calculating the gradient and
the Jacobian matrix. In this study, our starting point is micro-kinetic model parameters
obtained by Visconti et al. The goal is, therefore, to acquire numeral values for those
parameters (reaction rates, activation energies ...) that give the best possible agreement with
the experimental data. In this work, it is considered that one Co atom corresponds to one
active site on which reactions take place. The experimental data for the fitting procedure are
provided by IFP internal report of Hazemann '8 from catalytic tests performed during his
thesis.

Several physicochemical criteria will be applied while optimizing to obtain accurate
estimates for reaction rate constants, adsorption equilibrium constants, and activation
energies. For example, kinetic rate and equilibrium constants will be limited to positive values
and activation energies, in addition to that, will have to be in the range of some
experimentally obtained values. The optimized model will not be validated with independent

data due to the absence of such data during this thesis.
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4 Surface speciation of Co-based Fischer-Tropsch catalyst

In this chapter, we present the results on the surface speciation of Co-based FT
catalyst under realistic reaction conditions based on our thermodynamic model. Firstly, we
compare deactivation by oxygen-containing species with that due to the formation of
deleterious carbonaceous species. We then deduce the structure of some coke precursors
leading to catalyst deactivation. In the following chapters, we propose a mechanism of their
formation and a micro-kinetic model to depict the catalyst activity and selectivity loss due to

the formation of those surface species.

4.1 Computational methods

4.1.1 Total Energy Calculations

All calculations in this chapter are performed using a periodic DFT approach with a
plane wave basis set and pseudopotentials as implemented in the VASP code ?4-**¥, We used
PAW pseudopotentials parametrized for the generalized gradient approximation (GGA)
Perdew-Burke-Ernzerhof (PBE) functional ?*. The electron distribution at the Fermi level
was modeled by the Methfessel and Paxton method 2°' with o = 0.08 eV. In order to account
for the magnetic properties of Co, we included spin-polarization.

A four-layer slab was used to model the Co(111) surface built from the fcc-Co bulk
phase in the same spirit as in our previous work 2%. The surfaces were represented by using
p(2x2) surface unit cells. Those models have approximately a 15 A empty layer in the
direction perpendicular of the surface to minimize lateral interactions in that direction. All the
atoms in the configurations were allowed to relax upon optimization except from those in the
bottom two layers. The k-point sampling was done using the Monkhorst-Pack 3¢ procedure

with 7x7x1 meshes. The plane-wave basis set cutoff energy was set to 400 eV. According to
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our benchmark calculations, the dipole correction is below 1 meV/atom in our models. Hence,
we performed our calculations without this correction.

Using the Birch-Murnaghan equation of state, we obtained an equilibrium lattice
constant of 3.524 A (exp: 3.550 A 2°'). A magnetic moment of 1.65 u, per Co atom is
obtained which is in good agreement with experimental results (exp: 1.70 p,, 26%). Gas-phase
molecules (Hz, CO and, H,0O) were calculated by placing the molecule in a cubic unit cell of
10x10x10 A3

Surface coverages of C, H and O, are expressed with respect to the number of surface
Co atoms in our unit cell: one monolayer (1 ML) of C, H or O corresponds to 4 atoms in our
p(2%2) unit cell composed of 4 Co surface atoms. Note also that the energy values reported
hereinafter will be expressed in eV per surface Co atom. In this work, we considered
systematically all possible surface coverages of hydrogen and oxygen atoms up to 1ML and
of carbon atoms up to 2 ML (including subsurface atoms in this case); we also tested different
high symmetry adsorption sites for those atoms on the surface: on-top, bridge, 3-fold hcp

hollow and 3-fold fcc hollow sites as well as subsurface sites for C atoms.

4.1.2 Thermodynamic model
The overall stoichiometry equation of the FT reaction producing the mixture of
paraffin molecules can be written as follows:

n
CO + (3 — aysp)Hy » Hy0 + (1 — aysr) foqsppi

=1

Eq. 66

where ayqr is the chain growth probability and x/*F is the mole fraction of paraffin

P;(C;iH,(i+1y) composed of i carbon atoms as defined by the ASF distribution: x{**" =

i—1
affsp )(1 — Qpsp).
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We aim at studying the chemical state of the Co surface, by calculating the energetics

and the geometry of various surface C, Hg O, intermediates that can be precursors of either the

desired FT products (long chain paraffins) or of detrimental unwished ones such as coke or
oxidized sites. Since we also want to take into account the FT reaction conditions, the general
expression of the reaction of C,Hz 0, deposition on the surface can be written as:

n
Co+xCO +yH, +zH,0 + Z 8; * CiH3i45 —» Co™ — CoHpO,

= Eq. 67
where x, y, z and §; are the stoichiometric positive or negative coefficients of the
corresponding molecular species that can either appear as reactants or products, respectively.
By considering the material balance in terms of carbon, hydrogen and oxygen atoms, the
relationship between the surface composition (@, 8,y), and the stoichiometric (x,y, z, §;)
coefficients is found as detailed in Section 8.4.1 and shown in Eq. 96. In Section 8.4 we
explain the full derivation of the expression for the Gibbs free energy of the deposition

reaction corresponding to Eq. 67:
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i=1
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A-H xAOK—»ThCO(g) yAOKﬁThHZ(g)

Eq. 68

In this equation, we consider that AOKHThOC'O—CaHBOY —AOKﬁThzo(lll) ~ (0. The

theoretical enthalpy of reaction at 0K A4, H°K is given by:

B

o B 0K ths P
AH™T = (ECO—CaHBOY Ecogyyy) aHC(g) 2 Hi,

— x[ArHCY — ZPE¢o| — y[ApHf" — ZPEy, |

n
— z[ApHp) = ZPEy, 0] — neot Z xASF

=1

[AfH,‘;’j‘p — ZPEPi]>

Eq. 69

In Eq. 68, NCC: (111) represents the number of surface Co atoms per unit cell,

Aokrh; is the tabulated thermal correction to the enthalpy at given temperature T relative to

0 K and obtained from experimental data bases at p =1 bar 263264  S/(T) represents the

tabulated 293264 standard entropy of species i, T is the temperature in K, R is the universal gas

constant and p; represents the partial pressure of species. In Eq. 69, E; are the absolute
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electronic energies without zero-point (ZPE) corrections from our DFT calculations. Hence,
Ecor—c,u 50, is the electronic energy of the slab with adsorbed aC, fSH and yO atoms and

OK,th+ 70K, ths 0K thx
gy HH, dHy, " are,

Ecoqyqy is the electronic energy of the bare Co(111) surface. H
respectively, the corrected references for carbon, hydrogen and oxygen (Section 8.4.3 for the

choice of our reference states). AcH;”? is the experimental formation enthalpy of species at

0K (all paraffins assumed to be in the gas phase) and n;,, is the total amount of hydrocarbon

HOK,th*

molecules used (or produced) during the deposition step. Notice that the choice of gy

H 25”1* and Hgf'th* is done so that experimental formation enthalpies can be used in Eq. 69

in a consistent way with DFT slab electronic energies and so that, at T= 0K, this equation
yields the energy change of reaction at the DFT level of accuracy (see Section 8.4.4). Notice
also that these reference states contain the ZPE of H, and O; molecules so that Eq. 69
assumes that the ZPE between reactants and products cancel out (AZPE ~0).

In this work, partial pressures of gas-phase reactants (H> and CO) are assumed to be
constant and known from the experimental syngas composition. Water and hydrocarbons
partial pressures on the other hand, depend on the reaction progress and chain-growth
probability a,sr. They will be therefore estimated according to the approach described in
reference®®.

In summary, we explored systematically all possibilities in a p(2x2) unit cell, in the
range of surface coverages of carbon, oxygen and hydrogen considered in our work, and used
A,GPT to find the most plausible surface states. The Gibbs free energy of reaction we
calculated is without presuming thermodynamic equilibrium, since it depends on the ASF

coefficient. The minimum of 4,GPT is reached when a5z — 0 as shown by Masuku?® and

developed in Section 8.4.6. Explicit inclusion of @45 in our thermodynamic model not only
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allows us to study the thermodynamics, but also to take the catalyst selectivity into

consideration.

4.2 Key chemical reactions leading to CHg, OHp (B=0, 1 and 2), CO and H adsorbed

species at low coverages

The chemical transformation depicted by Eq. 67 suggests that, in general, not a single
chemical reaction exists leading to the deposition of a given surface (a, 8, y) concentration of
carbon, hydrogen and oxygen atoms. In this section, we first present some relevant competing
pathways for simple relevant cases and we discuss their thermodynamic contributions with
respect to available data published so far. For the sake of clarity, in this section we consider
only the case where a,sr — 0 so-called methanazing conditions. Table 9 lists the deposition

reactions and corresponding energies for some surface states of interest.
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Table 9 Different chemical pathways, calculated enthalpies at 0K and Gibbs free energies at
500K using Eq. 68 for deposing, on a bare Co surface, some surface species for P = 20 bar,
H»/CO=2, aasr— 0. One surface atom corresponds to 0.25 ML.

= =3 % %
R s 85 2 g%
9.5 %o  Final surface state Chemical reaction Tl Oo'c
o= E 0 © g ©
L= LS QAL
z 5 = =
z z g

) e *+CO0+H, — {xC;} +H,0 0.18 0.05
_________________ 1

2) *+ CH, — {x C,;} + 2H, 0.52 0.48

A3 on *+CO0+2H, — {x0,}+CH, 0.77 051
_________________ 1

) *+ H,0 — {x0,}+ H, 0.07 0.02

®) o Hy = x Hy} 013 0.07
"""" 6 T H B N s L

(6) {xH.} ZH20+ZCH4_){*H1}+ZCO+ZH2 0.05 0.07
"""" 7 B N T

3

®) *+CO + 5 Hy — {*CH} + H,0 040 0.20

_________________ {x CH,}
3
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Table 9 shows that for surface state {+ C,} the thermodynamically favorable pathway
is achieved by deposing a single carbon atom from a CO molecule (reaction (1)) rather than
from methane decomposition (reaction (2)). Reaction (2), that assumes carbon deposition
from a paraffin molecule, methane in this case, is highly endothermic and therefore expected
to be less favorable, as expected from chemical intuition. On the contrary, the formation of a
paraffin molecule (methane) from this particular surface state {* C;} in the presence of
hydrogen is highly exothermic (A,GT? = —0.48 eV per Co surface atom). A similar
conclusion can be drawn for reactions (8) to (13) comparing the deposition of CHp from
either from CO (and H,) or from methane, showing that CHg formation occurs preferentially

through C originating from CO molecules.
Carbon stability on Co(111) and Co(0001) has been extensively studied using DFT

calculations in the literature. In references266-267.209

, carbon deposition from CO molecules is
studied, whereas reference®® discusses also the elimination of carbonaceous surface species

in the form of hydrocarbons through the reverse of reaction (2). Likewise, Tan et al.>** studied
the stability of different CHp species on Co(111) terraces by calculating the Gibbs free
energies of reactions explicitly using equations (1) (8) and (10) in Table 9. Carbon deposition
Gibbs free energy (reaction (1)) in that work?** (-0.04 eV/Co surface atoms) is comparable
with that in Table 9 and reference’®(-0.05 eV/Co surface atoms). Deposition energies of
hydro carbonaceous species in reference?** agree very well with the results for {x CH;} and {*
CH,} presented in Table 9 (-0.18 and -0.17 compared to our -0.20 and -0.17 eV/Co surface
atoms, respectively), despite different FT operating conditions. Moreover, the authors of that
work chose purely DFT instead of our corrected DFT approach used here to calculate the
Gibbs free energy (see Sections 8.4.2 and 8.4.3). Moreover, our enthalpies of reaction at T =

0K agree with those from references?¢®!!? for the Co(0001) surface.
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Thus, all deposition energies reported in what follows refer to the deposition of carbon
from CO and not from hydrocarbon molecules unless otherwise stated.

Considering reaction (4), oxygen deposition from a water molecule is exothermic
(A H°% = —0.07 eV per Co surface atom) in accordance with previous DFT results '3>26° but
endergonic under realistic FT conditions (A,GT? = 0.02 eV). However, reaction (3) that
produces identical surface state {* O;}, shows that the deposition of oxygen can occur more
readily from the dissociation of a CO molecule (as studied in '°!). Indeed, deposition energy
of O from a CO molecule is ~0.5 eV per Co surface atom more exergonic under FT
conditions than that from water (reaction (4)) and thus thermodynamically more favorable.
Thus, from a thermodynamic point of view, CO molecules are stronger oxidizing agents than

1 270

H>O molecules as shown in the recent study of Wolf et a using in situ magnetometry.

Similarly to previous works?71-274

, adsorption of CO is studied according to reaction
(14). In this work, we find enthalpies for CO adsorption comparable to those reported in
reference 2! (-1.63 eV in our current modified DFT approach compared to -1.7 eV in the
literature). Besides, geometrical properties of adsorbed CO in both approaches are almost
identical. According to our calculations, molecular adsorption of CO is -0.39 eV per Co
surface atom more exergonic than dissociative adsorption in the form of {x C;} + {* 0}
surface state as shown by reaction (15) in Table 9.

Reactions (16) to (21) lead to several oxygenated surface states (8(0) = 0.25 and
O(H) = 0.50 ML) and take into account different chemical pathways in which oxygen
deposition occurs from either carbon monoxide or water molecules. The local structures of
species in Table 9 are very close to those reported in reference!®’. In addition, reaction
enthalpies of water adsorption (either dissociative or non-dissociative) in Table 9 are very

close to those found in the literature!®’ for {x H,0} (-0.06 eV/Co in the present work (reaction

(17) compared to -0.07 eV in the literature). However, this reaction is endergonic under FT
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conditions according to our model (A,GTP = 0.16 eV /Co). In addition to the adsorption
energy of water molecules, reaction enthalpies obtained for partial (reactions (18) and (19))
H>O atomization are comparable with those in reference '¥7 (-0.12 eV/Co for {* OH} + {x H}
deposition in reaction (19) compared to -0.08 eV/Co in '*7). Similarly to oxygen {* 0}, water
deposition reaction {* H,0} is exothermic no matter the chemical pathway considered
(reaction (16) or (17)), but the latter (concerning the non-dissociative adsorption of water in
reaction (17)) is endergonic. According to our thermodynamic model, deposition of {x OH} +
{x H} is preferred over {* H,0} and {* O} + 2{x H}. However, the complete dissociation of
water (reaction (20)) is the least favorable surface state at 8(0) = 0.25 and 6(H) = 0.50 ML
suggesting that surface OH fragments are thermodynamically preferred, as in reference'®’. In
conclusion, the deposition of oxygen from a CO molecule and simultaneous desorption of
methane (reactions (3), (16), (18) and (20)) is thermodynamically more favorable than the
deposition of the same surface species from a water molecule (reactions (4), (17), (19) and
(21)). Thus, all oxygen deposition energies reported below refer to oxygen surface deposition
from CO and not from water unless otherwise stated. In summary, from a thermodynamic
point of view, the CO molecule represents a common reservoir of carbon and oxygen atoms
deposited on the surface.

The deposition of hydrogen from H,, paraffin and water molecules are given by
reactions (5), (6) and (7) respectively. Results in Table 9 show that the latter two are not
favored. The thermodynamics for the deposition of hydrogen given by reaction (5) has been
studied previously?’>7%276 and our results are in reasonable agreement with those publications
(-0.47 compared to -0.52 eV in the present work) considering differences in functionals and
calculation parameters, dipole and ZPE corrections employed. Thus, all deposition energies
reported in the present work refer to the hydrogen deposition from H» and not from water nor

paraffin molecules.
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4.3 Stability of carbonaceous species in presence of coadsorbed hydrogen

Figure 35a presents the Gibbs free energies, 4,GP", for the deposition of C,Hp

species (see eq 3 for y = 0) on the Co(111) surface as a function of surface coverages of
carbon and hydrogen.

Starting from a completely fresh Co catalyst, the gradient of the surface free energy
corresponds to the pathway leading to a completely deactivated catalyst by passing through
different surface states, where C atoms are in some cases in subsurface positions (gray circles
in Figure 35a). For 6(C) = 2.00 ML the catalyst surface is completely covered with graphitic
carbon, and there are no free Co sites available for the FTS reaction to occur. At this point, we
consider the catalyst to be fully deactivated, although the deactivation process may have
started at lower C coverage.

Considering the calculated structures of the corresponding surface states, the Gibbs
free energy of the carbon and hydrogen co-deposition presented in Figure 35a can be divided
roughly into three zones also represented in Figure 36 with some key molecular structures of
the surface. Zone 1 corresponds to low and moderate surface coverages of carbon (6(C) <
1.00 ML) where configurations with carbon atoms in both subsurface and surface positions
are the most stable ones and where multiple hydrogenated carbons such as {Cy-1Hp},

{Ca=2Hp} and {C—3Hp} may exist depending on C and H coverages. The amount of carbon

atoms present in subsurface in Zone 1 is not sufficient to induce the surface reconstruction
phenomenon. Some FTS mechanisms proposed in the literature’#73:108:277.278.141 congider that
the species found in Zone 1 are involved in chain initiation and chain growth. Hence, their
existence and surface concentrations are crucial for the high activity and selectivity of Co

204 the formation of {CH, } is as favorable as the formation of

catalyst. According to reference
{CH,}. This is in line with our results in Table 9. However, our most stable surface state for

the later C and H coverages (6(C) = 0.25 and 6(H) = 0.50 ML) is not in the form of
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{* CH,} but rather {C H; + H,} species, which is more stable than {CH,} by 0.6 e¢V/Co
surface atom.

Zone 2 (6(C)~1ML) presents a decrease in the Gibbs free energy of deposition with
multiple hydrogenated carbon atoms: chain initiator and monomer are still present but, some
hydrogenated branched carbon chains are often close in energy (6(C) = 1ML) or even more
stable (0(C) = 1.25ML). These molecular structures may contain ternary carbon atoms which
seem more reluctant to hydrogenation (Figure 36). The gradient of Gibbs free energy for the
deposition reaction in this zone suggests that increasing 6(C) in Zone 2 is thermodynamically
more favorable than increasing 8(H). Ternary C atoms in Zone 2 cannot be hydrogenated
according to our calculations since geometry optimization of initially hydrogenated branched
C atoms leads to species where hydrogen moves to other C atoms that are not ternary.
Therefore, we consider this type of carbon to be hydrogen-resistant. We should emphasize
that Co-based FTS catalysts are not considered to be selective for branched C species. Hence,
we expect these species to remain preferentially adsorbed on the surface and promote the
increase of carbon coverage. In both Zones 1 and 2, it should be underlined that the amount of
C atoms present in the subsurface is stabilized particularly for 6(H) < 0.50 ML (Figure 36
and Figure 95). Moreover, for 6(C) = 1.00 ML and 1.25 ML, surface reconstructions occur
in presence of such subsurface C atoms, which may lead to a deactivation pathway in H
deficient reaction conditions. In our previous work?®>, we showed that two opposite effects
involving the interaction of C atoms with surface and subsurface sites are taking place:
maximization of Co-C interactions and maximization of C-C interactions. As for the relative
stability of C containing structures, adding hydrogen atoms stabilizes surface positions due to
the formation of the more favorable C-H bonds with respect to Co-C bonds in the subsurface,
whose energy does not compensate costs induced by the associated local distortion of the Co

network and the energy barrier for carbon diffusion?”®. In other words, two opposite effects
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are taking place in Zones 1 and 2: on the one hand, maximization of Co-C interactions and,
on the other hand, maximization of hoth C-C and C-H interactions. The detailed effects of
hydrogen on the relative stability of C atoms in the subsurface or on surface positions are
further described in Section 8.5.

Zone 3, at 6(C) > 1.25 ML, exhibits a sharper decrease of the Gibbs free energy
where the surface concentration of branched C atoms is increased and multiple hydrogenated
carbon atoms are no longer present. Moreover, branched C atoms that compose those
structures can be (mono)hydrogenated according to our calculations but they are less
favorable compared to purely carbonaceous graphitic structures (see Section 8.5) as it can be
seen from the evolution presented in Figure 35. Indeed, in Zone 3, hydrogenated carbon
species are slightly destabilized by ~0.14 eV per Co surface atom and per hydrogen added
with respect to non-hydrogenated structures. For example, at 6(C) = 2.00 ML, A,.G is -2.45
and -1.88 eV/Co for {Cg} and {CsHa} species respectively, and therefore the hydrogenation
of {Csg} species is endergonic. This result could be explained from the stability of aromatic
coke precursors resistant to hydrogenation?®%2° (see Section 8.5 for a structural analysis).
This behavior accounts for a second type of deactivation phenomenon induced by aromatic
coke formation. Based on the strongly exergonic energy values involved in the formation of
these surface species, we emphasize that, amongst all deactivation pathways mentioned here,

this seems to be the major one as highlighted in the litterature?3!-282,
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Figure 35. Evolution of 4,GPT at FT conditions (a = 0.90, T = 500K, P = 20 bar,
H>/CO=2) for different surface coverages of oxygen: (a) 8(0) = 0.00 (b) 6(0) = 0.25 (c)
0(0) = 0.50 (d) 6(0) = 0.75 and (e) 8(0) = 1.00 ML. Gray and black dots correspond to
structures where some C atoms are in subsurface positions; in addition, for black dots surface
reconstruction occurs. Level step between successive contour plots is 0.1 eV/Co surface
atoms. 4,.GPT is plotted using discrete data points calculated at given surface coverages of

carbon, oxygen and hydrogen and has been smoothen by using cubic spline data interpolation
in Matlab.
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Figure 36. Some relevant structures in the three Zones of carbon coverages depicted in the
manuscript. Ternary carbon atoms are shown in green.

204,209

Moreover, some authors also found, in accordance with our results, that the most

stable form of carbon on the surface is graphene. Weststrate et al.!?®

showed that graphene
formation is detrimental for catalyst activity and proposed a graphene growth mechanism on
Co(0001).

The evolution of the surface states presented in Figure 35 is based on thermodynamic
considerations and cannot answer the question of how fast the transition from clean to the
graphene-covered Co surface will occur. However, if we compare our thermodynamic results
with the works of Hu et al.?>!17:28 where the activation barriers for different carbon-carbon
coupling elementary steps are reported, the coupling reactions leading to the formation of
hydrogen-resistant carbon are kinetically slow as they present high activation barriers due to

the coupling of bare surface C atoms with other species. This explains the slow and

irreversible deactivation profile of the catalyst usually reported in the literature.



Pefia et al. 284280285 recently identified and characterized carbonaceous species on the
surface of spent alumina supported cobalt catalysts using different experimental techniques.
Using temperature-programmed hydrogenation-mass spectrometry (TPH-MS), it was shown
that the surface of spent catalysts contained strongly adsorbed residual hydrocarbons and
hydrocarbon fragments in agreement with both Moodley et al.!®> and Gruver et al.?®. Indeed,
in Zone 2, hydrogenated carbonaceous species can be regarded as hydrocarbon precursors of
coke and/or hydrocarbon fragments that interact strongly with the surface. In the latter works,
a high-temperature TPH-MS peak around T = 450°C was attributed to polymeric
(amorphous) carbon. Taking into consideration that the definition of polymeric carbon is
somewhat vague, but also considering the results we presented for Zone 3, we could attribute
that high temperature TPH-MS peak to hydrogenated carbonaceous structures with multiple
ternary carbon atoms connected by covalent bonds and resistant to hydrogenation, as our
thermodynamic analysis in Figure 35 suggests. Those species hinder the active surface sites
and therefore deactivate Co-based!?>1°4287 and Rh-based?®®?%° FTS catalysts. In addition to
that, Pefia et al 2% also reported measurable amounts of 2-methyl branched carbon species
adsorbed on the wax-extracted from spent Co-based FT catalyst using gas-chromatography-
mass spectrometry (CG-MS). A small amount of branched hydrocarbons in the FT reaction
products was found in*2%, but they are predominantly mono-methyl species. The existence of
those species on the surface of a spent catalyst suggests strong adsorption in accordance with
our DFT calculations (see the simulated carbonaceous structures in Zone 2 reported in Figure
36) and subsequent deactivation, although the activity decrease was not directly correlated
with the quantity of branched species in Pefia’s work. Moreover, under extremely deactivating
conditions, the formation of 6-membered ring (aromatic) compounds is reported in that work,

which can be related to simulated structures found in Zone 3 (Figure 36).
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Moodley et al.! reported a hydrogen resistant polymeric type of carbon species and
proposed chains of polymeric carbon species or hard to remove wax as detrimental for
catalyst activity. Their study showed that there is an increase in hydrogen resistant carbon
with increasing time on stream for wax-extracted Co catalysts, which can be related to the
increase in the quantity of ternary-branched C atoms we found. Moreover, according to that
study, those hydrogen resistant carbon species have similar reactivity to polymeric carbon.
Further studies on the mechanism of the FTS on Co showed that there is a decrease in the
probability of branching with time until the steady-state is reached, which might contradict
our interpretation®. In addition, at steady-state, branching probability declines exponentially
with carbon number (for larger C4 chain length). In our opinion, those results can be attributed
to the fact that, according to our study, branched carbon chains (Zone 2) could become a part
of coke-like structures (Zone 3) on the surface of greater stability and thus remain undetected
as ordinary FT products. This reinforces the idea that highly branched coke-like structures are
not likely to be detected as a product in the transient experiments performed in reference®. It
should also be noted that authors in that work do not report the (transient) quantities of carbon
that remains on the surface. Therefore, the reported branching probability, in our opinion,
refers only to desorbed products and not to the overall branching probability that also includes
species that do not desorb from the surface.

These results can also help us to understand the selectivity loss issues of Co-based
catalysts. In agreement with mechanisms of the FTS reaction reported in the literature’’3, the
evolution of surface states in Figure 36 suggests that, in Zone 3 (6(C) > 1.25 ML) and partly
Zone 2 (6(C)~1.00 ML), propagation reactions are less prone to occur due to the lack of CH3
and CH> species. In these regions, and more particularly in the absence of hydrogen, C atoms
tend to couple and form linear chains on the surface while maintaining Co-C bonds whereas,

in the presence of hydrogen they tend to be lifted from the surface (Zone 2, Figure 36)
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indicating weaker interactions with the surface compared to linear chains found in previous
works (see reference?’2%%). If 8(C) is increased, the formation of ternary carbon atoms
increases. According to reference?”’, high carbon coverages will result in the formation of
oligomers involved in an island formation process as proposed by others?>*2°0204, Here, we
propose that ternary carbon atoms may be regarded as the precursors of cyclic carbonaceous
species and as coke precursors. Therefore, the evolution of the surface states from Zone 1,
where CH3 and CH; are dominant species, to Zone 2, where hydrogen resistant C atoms are
dominant ones, can be at the origin of both the loss of free Co sites (leading to catalyst
deactivation) and a depletion of species involved in the propagation mechanism of the FT

reaction.

4.4 Stability of carbonaceous species in presence of coadsorbed hydrogen and oxygen

Regarding now the effect of oxygen, Figure 35b-e reveals that oxygen may impact
significantly the overall stability of hydrocarbonaceous species previously identified. The key
question is to determine whether this impact of oxygen is thermodynamically favored or not.
For the lowest 8(0) = 0.25 ML, the trend for the overall evolution of the Gibbs free energy
remains similar to the previous one in absence of adsorbed oxygen (Figure 35a). However,
for 6(0) < 0.75 ML, the energy is shifted towards more positive (destabilization impact) and
negative (stabilization impact) values in Zones 3 and 1, respectively, whereas Zone 2 is less
affected. For 8(0) = 1.00 ML, all three zones are shifted towards more positive energies thus
suggesting that such a high surface coverage of oxygen is thermodynamically unfavored
except for the case where 8(C) = 0 ML with 6(H) = 1 ML leading to the formation of OH
groups. This analysis is summarized in Figure 37 which reports the most stable oxygen

coverages at a given 6(C) and 6 (H) coverage, corresponding to the minimal value of energy,
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ie. g%g} A,GPT = f(6(C),0(H)) . The corresponding reactions leading to this energy

mapping are given in Section 8.7 .

This 4,.G map, compared to the one of Figure 35a, in absence of O atoms co-adsorbed
on the surface, clearly highlights that only Zone 1 and Zone 2, for 6(C) = 1.25 ML and
O(H) = 0 ML are affected by co-adsorbed O atoms.

Our results thus infer that at the early stages of the catalyst lifetime (Zone 1), oxygen
has a significant impact on the stability of the hydrocarbonaceous species on the Co surface.
However, in Zone 3, carbon preponderates over oxygen making Zone 2 a transition zone
between O rich and C rich surface coverage regimes. Moreover, Figure 37 shows that the
deposition of oxygen from CO is favorable roughly until 6(0) = 1.00 ML. However, the
extent to which oxygen is deposed in the form of surface species depends on the amount of

carbon and hydrogen atoms present on the surface.
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Figure 37. Most favorable oxygen coverages as a function of 8(C) and 8(H) and their
associated 4,.G at FT conditions (o« = 0.90, T = 500 K, P = 20 bar, H,/CO=2). Black dots
correspond to surface reconstruction. Level step between successive contour plots is 0.1
eV/Co surface atoms. The reactions corresponding to each point of the energy grid are given
in Section 8.6.
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Low 6(C) 6(C)~1.00 ML High 6(C)

Figure 38. Some relevant oxygen-containing surface species in the three Zones of carbon
coverages depicted in the manuscript. Ternary carbon atoms are shown in green. Shaded
Figures represent structures that do not correspond to g%})r)l A,GP'T but are thermodynamically

metastable only in Figure 31b-e.

In Zone 1, for 6(C)=0ML , (hydro)oxygenated surface states seem
thermodynamically very favorable making CO a very strong oxidizing agent (since oxygen is
deposed from this molecule and not from water according to our discussion in Section 4.2.
The most abundant surface intermediates in Zone 1 for 8(C) = 0 ML are chemisorbed
{* OH} and/or {* 0} and physisorbed water {* H,0}. Indeed, if no carbon is available on the
surface, oxygen atoms interact with surface Co sites that become oxidized. Nevertheless, at
higher hydrogen coverages (6(H) = 0.5 ML), water formation is favored. Although water
molecules (and oxygen atoms therein) may be considered in close contact with Co sites,
surface oxidation (i.e. formation of Co-O bonds) at high hydrogen coverages is absent and the
loss of activity due to oxidation seems unlikely compared to carbon deposition. The general

trend in molecular structures involved in Figure 37 is that for oxygen deposition in contact
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with Co sites (in the form of {* 0],} and {* OH}) is only be achieved for very low surface

coverages of oxygen (6(0) < 0.5 ML) (Figure 38). For the highest surface coverage of
oxygen, (6(0) =1 ML, no hydroxyl group is formed but rather physisorbed water and
chemically adsorbed O which are thermodynamically favorable thus suggesting deactivation
by oxidation in Zone 1 (4,G = —0.54 eV/Co with 2{0,}" + 2{H,0}* as surface state).
Deposition of water {H,0*} in on-top sites of cobalt leads to structures where water is only
physisorbed with an Co-O average distance of 2.33A in agreement with previous studies
188,189,291,292 Moreover, for 8(0) = 0.25 ML and 8(H) = 0.50 ML the most favorable surface
state is {OH}" + {H}* (Figure 35b) (4,G = —0.15 and 0.09 eV/Co surface atoms for CO
hydrogenation and H>O dissociation pathway, respectively) also in line with previous
works'®%. Thus, oxidation of active phase may be considered thermodynamically possible in
Zone 1 in particular for 6(0) > 6(C) = 0 due to favorable Co-O interactions in the absence
of carbon, which itself represents a more favorable adsorption site for oxygen than that for Co
as explained below. Thus, it seems that direct oxidation of Co sites (and formation of FT
inactive cobalt oxide phases) whatever the path for oxygen deposition studied, is
thermodynamically possible under FT conditions as long as no carbon atom is simultaneously
deposited on the surface.

Increasing surface coverage of carbon on the surface expands the chemical diversity
on the surface in Zone 1 (0 < 8(C) < 1 ML). In this region, we obtained many surface states
of involving numerous adsorbed CO molecules {* CO}. As soon as one O atom is deposited
on the surface, it will preferentially bind to one C atom forming one adsorbed CO molecule.
When sufficient C atoms are deposited together with O atoms, the formation of adsorbed CO
molecules occurs in Zone 1 and Zone 2 which is consistent with previous works reporting the

role of high surface coverages of CO during FT synthesis 2°3?731%7_If an excess of O atoms
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with respect to C atoms is achieved (6(0) > 6(C)), the extra O atoms with respect to C form
either {* OV} or {* OH} or water adsorbed on the surface.

We also obtained metastable {* COH + * H}, {COH — CH} and {* COH} surface
states thus preserving strong C-O bonds and avoiding direct surface oxidation by O atoms.
Figure 37 and Figure 38 also suggest that adsorbed COH and CO species represent the most
stable “oxygenated” carbon species which may be related to the hydrogen-assisted CO
activation mechanism proposed in the literature®®°+2%38 In Zone 1, oxygen atoms represent
the preferential adsorption sites for hydrogen whereas carbon represent the preferential
adsorption sites for oxygen thus leading either to the elimination of the surface oxygen atoms
in the form of water (for low surface coverages of carbon) or to precursors of oxygenated
species (for high surface coverages of carbon). Multiple oxygenated surface carbon atoms that
are also metastable according to our energy values could be regarded as either the precursors
of FT secondary products such as, CO, and/or carboxylic acid, or structures relevant to the
regeneration of the Co catalyst by oxidation treatments rather than precursors of main FT
products. Further work needs to be undertaken in order to confirm this hypothesis.

Among stable oxygenated structures in Zone 1 and 2 (Figure 38) we also find
structures with C in subsurface positions similarly to the previous case y = 0. However,
surface reconstruction and formation of carbide Co species may occur only in Zone 2 as it
requires the migration of about 0.50 ML of carbon atoms in subsurface positions. Thus,
contrary to the effect of hydrogen on carbon showed in Section 4.3 for the same 6(C),
oxygen does not extract C from the subsurface. This is a rather interesting feature since it
further confirms the fact that, at hydrogen poor conditions and also at high 6(CO) conditions,
deactivation by Co-carbide formation and/or surface reconstruction may occur in line with
previous works???. However, hydrogen addition (Figure 37-Figure 38) does not favor those

Co-carbide structures where surface reconstruction occurs; instead, structures where some or

125



all C atoms are on the surface become thermodynamically the more favorable ones and thus
deactivation by the formation of polymeric hydrocarbons occurs.

The structures obtained for the low surface coverages of carbon in the presence of
both hydrogen and oxygen can be related to oxygenates detected by Pefa et al. 280294285 and
Pinard et al. 27 at high CO-conversion conditions on the surface of spent Co-based FT
catalysts. In the latter works, the authors identified four different groups of species on the
surface of spent Co-based FT catalysts. They identified hydrogen resistant alcohols and
carboxylic acids (“soluble coke) on the surface of a spent catalyst, which can be related to
some hydroxy carbene species found in Zomes 1 and 2. According to these previous
experimental works, under hydrogenating conditions, it was necessary to raise the temperature
to 500°C to remove such species from the catalyst surface. Indeed, our calculations also show
that those species are expected to be present as long as oxygen surface coverages are below 1
ML.

High surface coverages of carbon with co-adsorbed oxygen atoms (Zone 3 in Figure
38) are thermodynamically stable but to a far lesser extent than the oxygen-free surface as
described in Section 4.3. Increasing surface concentrations of oxygen destabilizes
hydrocarbon chains in Zone 3. Moreover, oxygenated hydrocarbon chains for those structures
present some significant differences compared to oxygen-free chains. As we showed in
Section 4.3, the latter, interact with Co surface, thus blocking active sites, whereas the former
ones are partially detached from Co surface, implying less Co-C bonds (see Figure 100). As
shown by their Gibbs free energies, the structures in Zone 3 with high surface coverages of
oxygen are not stable under FT conditions, but they may be more relevant during catalyst
regeneration when oxidation conditions are used to remove detrimental forms of carbon.

Complementary work is required to confirm this hypothesis.
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Several insights into the impact of oxygen on the stability of hydrocarbonaceous Co
supported chains can be deduced from the structural analysis. Firstly, oxygen shows a
preferential tendency to bind with C rather than with Co (Figure 38). Although Co-OH

96,204,108.268 ' always represents a more

species are possible, in agreement with the literature
favorable binding site for oxygen than cobalt according to our calculations. The affinity of
oxygen towards carbon could be because the strong CO bond is energetically more favorable
even in the presence of other carbon and hydrogen atoms. As long there are free carbon atoms
on the surface, oxygen tends to bind them, either alone (forming chemisorbed CO) or in the
form of C-O-H fragments present in a bigger chain. Moreover, although we obtained adsorbed
hydroxyl groups in many cases, they represent the most stable structures only when there are
no carbon atoms on the surface. Besides, the deposition of higher quantities of OH groups on
the surface of Co is energetically less favorable than water formation thus suggesting that
their removal from the surface as a water by-product is preferred in agreement with the
literature®®!°%2%3, Besides, mechanistic studies concerning water elimination are limited and
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water formation remains elusive®”. Our prediction of the surface coverages of OHg are in

1 296 7

agreement with Van Helden et al.>®°, who compared experimentally ?°7 obtained surface

coverages of different species with different micro-kinetic models and reported O Hp surface
coverages in the range 10~20% for theoretical models, thus overestimating the experimental
value of ~10% (Figure 36-Figure 38 suggest that OH coverage can be upmost 0.25 ML).
For 8(0) > 0.25 ML, surface states with physisorbed water are preferred according to our
calculations. Hence, those rather low surface concentration of oxygen in 2°4?°7 could be
associated with relatively fast water desorption. In addition, the possible CO coverages
obtained by our analysis varies from 8(C0O) = 0.25 ML and 6(C0O) = 0.50 ML which is in
reasonable agreement with the experimental values in the literature (8 (C0O) = 40% in ref. 27

and micro-kinetic predictions 8(C0O) between 40% and 60%2°%). As for the position of

127



hydrogen atoms in the presence of O, they are stabilized either on carbon, oxygen or on free
Co sites, which reveals the structural flexibility and mobility of H which is available to react

with both C and O species during FT synthesis

4.5 Conclusions from thermodynamic calculations

In this section, we presented a thorough ab initio thermochemical investigation of the
cobalt surface under FT reaction conditions. We quantified the stability domains of C,HgO,
species formed on Co surface by calculating the Gibbs free energy of their deposition
reactions, including the effects of (T, CO/H: pressures) and the Anderson-Schulz-Flory
coefficient. We explore systematically different chemical reactions and identify the most
thermodynamically favored according to their Gibbs free energies in order to analyze the
possible deactivation routes. We systematically presented the molecular structures of the
CqHgO, surface species that could be at the origin of the surface deactivation.

From this analysis, we identify three main zones of chemical surface speciation
depending on the (C, H, O) coverages. In zone 1 (6(C) <0.75ML and 0 < 6(H) <
1 ML) the nature of stabilized species present clearly correspond to CHx monomers required
for FT synthesis. However, this zone is sensitive to the deposition of O atoms whose surface
coverage may reach 0.75 ML by interacting with:

e (C in undissociated CO adsorbed molecules,
e H atoms leading to OH or water molecules

e Oxidized Co sites

The latter case may be at the origin of some activity loss of Co sites. It is essential to
notice that this oxidation route is thermodynamically driven by the dissociation of the CO
molecule (with desorption of hydrocarbons) and not by water dissociation alone.

In Zone 2 (1 < 0(C) < 1.25MLand 0 < §(H) <1 ML), we found an increase in the

oligomerization degree of CiHy linear chains that are key intermediates for FT synthesis.
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Simultaneously, these intermediates may compete with the formation of branched
hydrocarbon chains exhibiting ternary carbons reluctant to hydrogenation. In this zone also,
the reconstruction of the cobalt surface occur through the migration of C in metal subsurface
sites. It must be underlined that in Zone 2, O atoms are only expected to have a weak effect
on activity: due to the higher carbon surface coverage, O atoms are not allowed to interact
directly with the Co sites, but they rather bind with the C over layer. Moreover, most of these
cases where O atoms are present, are metastable with respect to other surface species.

In Zone 3 (1.5 < 6(C) < 2 ML) the Co surface is predominantly covered by C atoms
forming either multiple branched chains or a graphitic overlayer. This surface state can be
defined as the ultimate deactivation state of the surface since graphitic coke is poisoning a
large domain. The branched hydrocarbons (found in Zone 2 and 3) may be also considered as
precursors of this graphitic over layer. As for Zone 2, no direct O-Co interaction is found to
be stable: metastable O atoms are always located on top of the carbon overlayer.

Finally, regarding H atoms, it is generally found that they may be located either on C
atoms, O or Co sites if available. The weak effect on the deposition energy implies that they

are rather flexible to participate in other reaction mechanisms.
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5 Deactivation Mechanism of Co-based FT catalysts

In Chapter 4, we identified three structural domains containing surface species related
to activity and selectivity trends discussed in the literature. In terms of hydrocarbon species

CoHg , we showed that in a low carbon coverage domain (Zone 1) different

hydrocarbonaceous species can be formed in which C-C and C-H (and sometimes Co-C and
Co-H) bonds are established (Figure 36). In Zone 2, linear and branched C,Hg chains,
considered as a polymeric hydrocarbon structures are favored. Finally, in Zone 3, the catalyst
is considered deactivated since its surface sites are shielded with multiple branched chains or
a graphitic overlayer. The exact mechanism and the kinetics of the evolution from the fresh
catalyst, in Zone 1, to deactivated catalyst, in Zone 3, has not been considered. Moreover, no
assumption has been made on the precursor of deleterious carbon in Zone 3. In order to
improve the current micro-kinetic model and take into consideration the deactivation and
selectivity losses, there is a need to describe the exact nature of all suface reaction
intermediates involved and their transformation towards carbon overlayer deactivating the Co
catalysts in Zone 3. To the best of our knowledge, literature data on the exact mechanism of
such transformations does not exist.

In this chapter, we first put a brief emphasis on some experimental observations and
mechanistic studies presented in Chapter 2 and compare them with our findings in Chapter
4. Based on those publications, we propose a mechanistic pathway from Zone 1 to Zone 3,
i.e. a catalyst deactivation phenomena. Then, we substantiate the proposed deactivation
mechanism by calculating both thermodynamic and kinetic properties of this scheme using
molecular modeling techniques described in Section 3.1.5. Based on those results, we
perform an analysis of the zones described in Chapter 4 and we propose a microkinetic

deactivation mechanism.
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Compared to other metals such as Pd, Pt and Rh?>*¥, studies involving Co surfaces are
limited. Weststrate et al.!”®2!1212 gshowed that ethylene pre-covered Co(0001) participates in
dehydrogenation reactions and subsequent formation of polymeric C and graphene species.
Although they identified some ethylene decomposition products and proposed a CoHg+ CoHp
+ CoHp cyclopolymerization mechanism for the formation of deleterious C species found in
Zone 3 in Chapter 4, the exact nature of the CoHp surface species remains unknown. Vaari et
al. 216 showed that acetylene pre-covered Co(0001) surface transforms at around 400K (thus
below typical FT conditions) into a carbonaceous overlayer composed of graphitic carbon and

1215

a small amount of carbidic carbon. Ramsvik et a suggested that acetylene pre-covered

Co(1120) surface decomposes at around 300K to either CoH or C; fragments with subsequent
formation of graphitic carbon when further heated. Those observations are also in line with
the experimental results of Xu et al. '*>?!7. Zhang et al. 2!° performed a DFT study on the
mechanism of ethylene decomposition over Co(0001) and concluded that acetylene CHCH
and acetylide CHC species might be regarded as the key precursors of low-temperature
graphene formation through cyclotrimerization and dehydrogenation reactions.

Hence, based on up to date experimental studies, it seems that ethylene decomposition
products and subsequent reactions of those species can alter the catalytic performances
negatively. However, there is no explicit agreement on the structure of C;Hg surface species
that initiate the growth of deleterious carbon species. Besides, to our knowledge, proposed
cyclopolymerization mechanism of the unknown C;Hg leading to the formation of deleterious
carbon has never been examined using DFT methods. Considering proven olefin readsorption
reactions described in Section 2.3.8 and ethylene deviations from the ideal-polymerization
case as predicted by the ASF distribution discussed in Section 2.2, in this chapter we
hypothesize that an FT synthesis product, ethylene itself, can be considered as a coke

precursor. By examining this hypothesis, we expect to obtain some valuable insights into the
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coke formation mechanism and the conditions at which this pathway can be activated. Thus,
in order to verify our hypothesis, we first carry out a DFT study in which we examine a
reaction pathway of ethylene decomposition reactions on Co(111). Then, based on a micro-
kinetic model of ethylene decomposition, we shed some light on kinetically and
thermodynamically favorable ethylene decomposition product(s), some of them found in
Chapter 4, that can be regarded as the deactivation initiator(s). Then, in a second time, we
study using DFT a mechanistic pathway for the coupling reactions between deactivation
monomer units leading to the formation of a cyclic coke seed (precursor) identified in Zone 3
(Chapter 4). Lastly, we propose a mechanism that allows coke-seed growing yielding

eventually deactivated Co(111) surface due to active site-blocking effects.

5.1 Computational methods

Transition states of proposed reaction pathways are studied using periodic ab initio
DFT calculations as implemented in the VASP code 24728, Details about total energy
calculations can be found in Section 4.1.

A four-layer slab was used to model the Co(111) surface built from the fcc-Co bulk
phase in the same spirit as in Chapter 4. In order to eliminate the influence of lateral
interactions between large C-containing species as found in Zone 3, the surfaces were

represented using p(4x4) surface unit cells. Hence, one atom in this unit cell corresponds to

1—16 ML surface coverage in contrast to %M L in Chapter 4. Those models have approximately a

15 A empty layer between the repeating surfaces to describe the vacuum and to minimize
lateral interactions. All the atoms in the configurations were allowed to relax upon
optimization except from those in the bottom two layers. According to our benchmark
calculations in Section 8.3.2, the dipole correction is negligible in our models. Hence, we

performed our calculations without this correction.
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Reaction pathways have been studied using Nudge Elastic Band (NEB) and the
Climbing Nudge Elastic Band (CI-NEB). The initial reaction pathway is obtained using local
reaction path generator, Opt’n Path’** by introducing eight intermediate images to be
optimized between initial and final states. The geometries of initial and final states computed
previously in Chapter 4 using p(2x2) were re-optimized using p(4x4) surface unit cell.
Transition states have been refined by a subsequent Steepest-Descent geometry optimization
and confirmed by the presence of a single imaginary vibration mode along the reaction
coordinate.

Based on the DFT calculated energy profiles, a micro-kinetic model study has been
conducted using the MKMCXX package created by the Inorganic Materials Chemistry group
at the Eindhoven University of Technology 2%°. In this package, the set of ordinary differential
equations is solved using the Backward Differentiation Formula. The activation energy of all
surface reactions are taken at T = OK and reaction rate constants are estimated within the

context of transition state theory thus assuming the validity of Arhenius law. Pre-exponential
. K . . . .
factor mainly governed by bTT of all surface reactions is set to its typical value of 103 (see

300)Thus, no entalphy and entropy contributions are included in this work. In addition, zero-
point energy corrections are neglected. For adsorption/desorption equilibrium of hydrogen,
non-activated adsorption is assumed and the desorption rate constant is calculated assuming

Hertz-Knudsen law of adsorption/desorption equilibrium:

_ PAS

Koigs = ——
aos / 2mmk, T Eq. 70

K _ ka3 A(ankb)e(%)
€T h3 60,4, Eq. 71
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In Eq. 70 and Eq. 71, P is the partial pressure of the molecule in the gas phase, A is
the area of the surface site taken to be 107'°, m is the mass, T is the temperature, k;, is the
Boltzman constant set to 1.381*102° m?kgs?K'!, h is the Plank constant equal to 6.26*10
Bm?kgs!, S is the sticking coefficient taken to be unity, o is the symmetry number, 6,.,; is the
rotational temperature calculated from statistical thermodynamics, E,4,s is the desorption

79,276

energy. Experimental desorption energy have been used for hydrogen in order to account

for lateral interactions of adsorbates in the experimental surface.

5.2 Identification of deactivation initiator

In this subsection, we test the hypothesis that ethane can be considered a coke
precursor, considering recent experimental '%%211:212 and theoretical 2!° results. As we showed
in Section 2.3.8, olefins can undergo re-adsorption and further side-reactions on account of -
bond reactivity. Besides, ethene shows deviation from the ideal-polymerization case as
predicted by the ASF distribution discussed in Section 2.2. Thus, it seems crucial to
understand the type of reaction ethene molecule can undergo and provide an answer to its
transformation reactions once readsorbed on Co(111) surface. A previous theoretical study?!®
has shown that CC bond scission reactions of ethylene and its dehydrogenation products on
the Co(0001) surface are energetically very demanding. Thus, in this work, we do not
consider CC bond-breaking reactions. Wang et al. >'® proposed a pathway of ethylene
transformation to graphene in which ethene is first dehydrogenated to ethylidyne CCHs
species and proposed a 2+2+2 cycloaddition reaction of those species as responsible for the
formation of cyclic C¢Hp coke precursors. However, this reaction does not explain how tri
hydrogenated carbon of ethylidyne species CCH3z lose their terminal hydrogen in the
formation of mono hydrogenated cyclic C¢Hp coke precursors. Hence, here we focus on the

calculation of C-H bond scission/formation but also H transfer reaction to account for

dehydrogenation of ethylidyne species on the Co(111) surface, starting from the ethylene
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molecule in gas-phase. Hence, we propose studying geometric and energetic characteristics of

transformations depicted in Figure 39.

H),C—CH, C—CHj

sy |
e —=>
{1s,} -H +H (1s))
H transf.

{Ts,} Y

HC*CH H2C7CH H3C—CH H3C——CH,
{Ts4} {Tss} {TSg}
{TS.} TS

{T8,) Tl \ Tlﬁs”\ uﬁsu} l{Tsﬁ}
— . C—CH___ H;C—C H3C 3 H3C—CHj

“ (181 “ (TS} A (TS} ﬂ —r—

Figure 39. Schematic representation of ethylene transformations we proposed in this work.
Dehydrogenation, hydrogenation and H transfer reactions are shown in green, red and gray,
respectively. Note that hydrogenation and dehydrogenation reactions share the same transition
state structure. Transition state labels are shown in blue.

5.2.1 Geometric and energetic properties of transition states

1) TSo: CH2CHzg)— CH,CH;*

a) C,Q.g(z CoHyg) | {CoH,} CoHy *
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Figure 40. a) Geometric and b) energetic characteristics ethylene readsorption reaction.

Ethylene molecule initially present in the gas phase (d(CiC2)=1.33A) approaches a
Co(111) on-top site. In the transition state, molecular C, axis that passes through both carbon
atoms is approximately parallel to a Co surface. Transition state TSo was confirmed by a
vibrational frequency calculation that gave one imaginary vibrational mode of ¥V =
—83.6 cm™! in which C-C skeleton (d(C1C2)=1.35 A) moves in phase in the direction parallel
to the surface normal vector, suggesting the existence of n-bond interaction of ethylene with
Co electron-density. The result for this transition state, hence, can be related to Dewar-Chat-
Duncanson model where n electron density is donated to the metal surface, whereas d-
electron density of metal is back donated to an empty antibonding m* orbital of the
hydrocarbon 1142 In its final state CH.CH>*, ethylene is adsorbed in the non-dissociative
manner with one CH; fragment located at a on-top site (C;) and the second one (C) located at
an hep site (d(C1C2)=1.45 A, d(C1C0)=2.02 A, d(C2C0)=2.11 A. The energy barrier of this
reaction is 0.23 eV, suggesting kinetically fast ethylene readsorption. In addition, this reaction
is highly exothermic which implies favorable thermodynamic properties for the deposition
reaction. In contrast, the reverse reaction is both kinetically (0.98 eV barrier) and

thermodynamically unfavorable (AE = +0.75 eV).
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Figure 41. Geometric and energetic characteristics of the ethylene to vynil decomposition
reaction.

Initially adsorbed ethylene molecule with d(C1C2)=1.45 A extends its CH bond from
d(HC2)=1.13 A to d(HC2)=1.70 A in the transition state (stretching mode ¥ = —823.9 cm™1).
In the latter structure, outgoing hydrogen goes to a neighbor fcc hollow site by passing over
an on-top Co site in the transition state (d(HCo)=1.53) A. The activation energy for this
deprotonation and protonation reactions are 0.86 and 0.69 eV, respectively, suggesting that
the former is kinetically inhibited. Besides, deprotonation reaction is endothermic, indicating
that the backward reaction is thermodynamically preferred.
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Figure 42. a) Geometric and b) energetic characteristics of hydrogenation of ethylene to ethyl
reaction.

Surface hydrogen sat in the hcp-hollow site d(HCo)=1.68 A approaches surface
ethylene (d(Ci1Co0)=2.07 A, d(C2C0)=2.09 A, d(C1C,)=1.47 A) over the on-top Co site below
C; in the transition state where d(HCo)=1.60 A (stretching mode ¥(CH) = —892.5 cm™1).
C1H bond legth shrinks from d(CiH)=1.50 A in the transition state to d(C;H)=1.11 A in the
final state. The evolution from the transition to the final state modifies CC and CoC bonds
from d(Ci1C0)=2.07, d(C2C0)=2.09, d(CiC2)=1.47A to d(CiC0)=2.76, d(C:Co0)=2.15,
d(C1C2)=1.54A. Note that hydrogenated carbon C; is pushed away from the surface due to
hydrogenation and consequent weakening of the C;Co bond. This, hydrogen-pulling ability
has been previously demonstrated in Chapter 4. Backward and forward reactions have almost

the same reaction barriers.
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Figure 43. Geometric and energetic characteristics of H-transfer from ethylene to surface
ethyl.
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Hydrogen transfer reaction from CH bond (d(HCi)=1.12A, d(HC,)=2.18A,
d(C1C2)=1.45A) of initially adsorbed ethylene molecule to the transition state (d(HC;)=1.31
A, d(HC2)=1.29A, d(CiC2)=1.54A) and then to the final state (d(HC:)= 2.17A, d(HC,)=1.10,
d(C1C2)=1.52A) is kinetically the most demanding step we found so far similarly to Rh
(2.15eV)*8, In the H-transfer reaction, there is no involvement of Co surface sites and
therefore, this reaction is not surface-mediated. To jump from one carbon C; to another Ca,
the bending mode in CH vibrations has to be activated. 6(CH) bending mode in the transition
state has an imaginary frequency of ¥ = —1121 cm™!. In addition, the overall reaction is
endothermic, suggesting that H-transfer reactions are unlikely to be important compared to
hydrogenation/dehydrogenation reactions. Therefore, this is the reason why we did not
evaluate barriers of other H-transfer reactions such as those in TS7 and TSg of the scheme in
Figure 39. Hence, we will consider H-transfer reactions negligible in the overall surface-

ethylene transformation mechanism.
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Figure 44. a) Geometric and b) energetic characteristics of dehydrogenation of vynil to
acetylene reaction.
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CH bond in the surface vinyl specie (CH2CH), activated by the closest Co on-top site,
stretches from d(HC1)=1.13 A (d(HCo0)=1.92 A) to 1.29 A (d(HCo0)=1.77 A) in the transition
state whereas deprotonated C; atom from initial on-top position shifts towards a fcc hollow
site (from d(CoCi)= 2.05 to 2.11 A). From the transition state, hydrogen atom relaxes to a
neighbor fcc-hollow site. The imaginary frequency of the activated mode is Vv =
—164.3 cm™! which corresponds to a complex movement of CC and CH bonds with respect
to on-top Co. The activation barrier of 0.44eV and exothermic reaction energy of-0.67eV,
suggest very fast deprotonation of CH>CH to acetylene.

6) TSs: CH;CH*+*— CH.CH*+ H*
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Figure 45. Geometric and energetic characteristics of ethylidene dehydrogenation reaction to
surface vinyl.

For this transition state, we are presenting the results of CI-NEB calculation only and
we explain below the reasons for not pursuing further calculations of this transition state.
Regardless the mechanism of its formation, dehydrogenation of ethylidene (d(C1C2)=1.52 A,
d(C2C0)=1.97 A, d(HC2)=2.17 A, d(HC1)=1.10 A, d(HCo0)=3.35 and d(CiCo0)=3.03 A) to
vynil is a two-step transformation. As we discussed previously, Ci and hydrogens attached to

it, are very far from the surface on-top site due to high hydrogenation degree of C; and the
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hydrogen pulling effect. Therefore, in order to transform ethylidene to surface vinyl, H-
transfer from C; to C; is necessary as it can be seen from the first (TSs") transition state we
obtained. The first transition state of this two-step process was confirmed by a vibrational
frequency calculation that gave one imaginary vibrational mode of ¥ = —92.73 cm™?.
Moreover, the structure of the first transition state (d(C1C2)=1.38 A, d(C2C0)=2.03, A,
d(HC1)=1.97 A, d(HC,)=1.22 A , d(HCo0)=1.67, d(C1C0)=3.17 A) suggests that the ongoing
hydrogen atom is not shared between C; and C; as it was the case with TS;. In this hydrogen-
transfer transition state, H sits exclusively on C,. We suspect that the initial number of images
we used between reactant and product (eight) was not sufficient to obtain the transition state
for H-transfer reaction in which H is shared between C;and C; as it has been shown for TSs.
This is also supported by the fact that the strong structural rearrangement of carbons and
hydrogens occurred during the optimization, whereas the transition state have been obtained
after two intermediate images between reactant, and the transition state. Geometry properties
shown in Figure 45a) suggest that first transition state {CH>CH>*} corresponds to the
relaxation of mono (CC axis perpendicular) to di-a-complexed ethylene (CC axis parallel to
the surface) and not H-transfer reaction we wanted to obtain. Hence, we suspect that another
transition state is hidden between images CH3C* and {CH,CH»*} in Figure 45a. The
vibrational model of TSs' ¥ = —92.73 cm™? in which C-C skeleton (d(C1C2)=1.38 A) moves
towards the on-top Co surface site, suggests the existence of m-bond interaction of (ethylene)
with Co electron-density (similarly to TSo). In the second transition state, di-a-complexed
ethylene looses its hydrogen just as in TS;. Energies reported in Figure 45 are only
approximate since the intermediate specie in this two-step mechanism has not been optimized,
as TSs is the same as TS we presented previously. From the same reason, steepest descent
calculations have not been performed on identified TS structures. Considering the H-transfer

reaction step in this reaction, we suspect that the actual transition state will posses high energy
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barriers in accordance with the litterature®*® (as in TSs or TSi1) and is therefore of minor

importance for our work.
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Figure 46. Geometric and energetic characteristics of acetylene dehydrogenation to surface
ethynyl.

Acetylene CH bond (d(HC1)=1.09 A), activated by the closest Co on-top site
(d(HC0)=2.49 A ) extends to d(HC1)=1.64 A over Co site in the on-top position d(HCo)=1.54
A. The outgoing H moves to fcc hollow site d(HCo)=1.71 A. The imaginary frequency of the
activated CH stretching mode is 7 = —809.6 cm™!. The overall activation barriers of 1.48
and 0.95 eV for forward and backward reactions, respectively, suggest that acetylene
dehydrogenation is kinetically slower compared to the previous dehydrogenation reactions.

8) TSio: CHC*+*— CHC*+ H"
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Figure 47. Geometric and energetic characteristics of vinylidene dehydrogenation to surface
acetylide.

Vinylidene group CH,C (d(CiC2)=1.38 A, d(CiCo)=2.26 A, d(C.Co0)=1.92 A,
d(HC1)=1.14 A) initially adsorbed with C; and C> on a on top and hollow Co site,
respectively, moves its C; end to the nearest hollow site ensuring agostic interaction of
departing H with the nearest on-top site (d(C1C2)=1.39 A, d(C1C0)=2.13 A, d(C2C0)=1.90 A,
d(HC1)=1.34 A). The imaginary frequency of the activated CH stretching mode is ¥ =
—541.9 cm™. Outgoing hydrogen moves, via an on-top site to the nearest Acp hollow site.
Forward and backward reactions have almost the same reaction barriers 1.01 and 0.97 eV,

respectively.

9) TSii: CH;:C*+*— CHC* + H*
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Figure 48. Geometric and energetic characteristics of ethylidyne dehydrogenation reaction to
surface vinylidene.

Dehydrogenation of ethylidyne (d(C1C2)=1.49 A, d(C1C0)=3.07 A, d(HC)=1.10 A) to
vinylidene (d(CiC2)=1.38 A, d(CiCo)=2.27 A, d(HC)=3.13 A) starts with HC; bond
breaking. Outgoing hydrogen descends towards the closest Co on-top site (d(C1C2)=1.40 A,
d(C1C0)=2.99 A, d(HC1)=1.59A and d(HC2)=1.34A) and settles on the nearest fcc hollow
site. In the final state, CC skeleton firmly descends towards a near on-top Co site where CiCo
contact is established. The activation barrier of this endothermic transformation is 2.18 eV
signifying a very slow dehydrogenation of the C; end in surface ethylidyne species.

10) TS12: CH3CH*+* — CH3C* + H*
a) CH3;CH *+x* {CH3CH *+x*} CH;C * +H *
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Figure 49. Geometric and energetic characteristics of ethylidene dehydrogenation reaction to

surface ethylidyne.

Dehydrogenation of ethylidene (d(C1C2)=1.52 A, d(C1Co)=2.01 A, d(HC1)=1.19 A) to

ethylidyne (d(CiC2)=1.49 A, d(C1Co)=1.89 A, d(HC)=2.62 A) starts with the activation of

low frequency ¥ = —223.4 cm™! §(CH) bending mode towards the on-top Co site. In the

transition state, carbon skeleton remains approximately unchanged d(C;C2)=1.51 A and

d(C1Co)=1.99 A whereas CH bond elongates to d(HCi)=1.26 A after which the bond is

broken. Outgoing hydrogen goes through on-top Co site to a neighbor fcc-hollow site. The

activation barrier of this exothermic transformation is 0.52 eV signifying a rapid

dehydrogenation of a C; end in surface ethylidene species.

11) TS13: CH,CH*+*— CHC*+ H*
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Figure 50. Geometric and energetic characteristics of vynil dehydrogenation to surface
vinylidene.

HC, bond from vinyl group CH,CH (d(HC:)=1.14 A, d(HCo0)=1.93 A) in agnostic
interaction with the nearest Co on-top site stretches to d(HC1)=1.61 A (d(HCo)=1.52 A) in the
transition state. The imaginary frequency of the activated CH stretching mode is V =
—810.5 cm™! similarly to some previous CH scission reactions. CC skeleton (d(C;C2)=1.42
A, d(C2C0)=2.12 A, d(C1C0)=2.04 A) initially adsorbed with the C; end on the on-top site and
the C; end on the hollow site, descends its C; end, whereas the C end rises (d(C1C2)=1.38 A,
d(C2C0)=2.27 A, d(C1Co0)=1.93 A) with respect to Co surface in the final state, indicating
stronger interaction of dehydrogenated Ci-end with the surface. In addition, the energy barrier
for the direct reaction is 0.67 eV compared to 0.80 eV for the reverse reaction suggesting that

this reaction may occur readily.

12) TS14: CHC*+*— CC*+ H*
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Figure 51. Geometric and energetic characteristics of acetylide dehydrogenation to surface di
carbide.

Surface ethynyl (acetylide) CCH (d(C1C2)=1.36 A, d(C2C0)=2.10 A, d(HC)=1.09 A,
d(HC0)=2.59 A) initially adsorbed on hollow sites with both C; and C, ends, extends its HC;
bond to approximately d(HCi)=1.46 A in the transition state due to interaction with the
nearest Co site (d(C1C2)=1.34 A, d(HCo)=1.76 A). Outgoing hydrogen diffuses to the nearest
fcc-hollow site where d(HCo0)=1.73 A. In transition state TS4, the imaginary frequency has
been observed at ¥ = —787.3 cm ™! which corresponds to a CH stretching mode. Regarding
kinetics, results presented in Figure 51, the last dehydrogenation is expected to be slow
compared to other dehydrogenation reactions in this study. Moreover, this reaction is
endothermic, suggesting that this reaction may not occur at low temperatures.

Figure 52 presents the summary of transition states we are discussing in our further
work considering low-energy barriers of steps associated with them. Note that transition state
TSis has been already reported in the litterature” and therefore we did not evaluate it. All
kinetically the most favorable steps in

Figure 52 represent hydrogenation/dehydrogenation steps leading to either FT
products or hypothesized deleterious deactivation initiator surface species and are therefore of

critical importance for understanding carbon-induced deactivation phenomenon.
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Figure 52. The summary of selected reaction pathways candidates for deactivation initiator

formation.

5.2.2 Potential energy profile of ethylene decomposition

Table 10. Energy barriers of some ethylene decomposition reactions studied in this work.

Notation

TSo
TS
TS;
TS;
TSa4
TSs
TSe
TS,
TSs
TSo
TS10
TS11
TS12
TS13
TS14
TS1s

Reaction
CH2CH2(g)— CH>CH*
CH,CHy*+*— CH2CH* + H*
CH,CHy* + H*¥* — CH3;CHy* +*
CH,CH,* — CH3;CH*
CH,CH*+*— CHCH*+ H*
CH;CH*+* — CH,CH* + H*
CH;CHy*+* — CH3CH*+ H*
CHCH* — CH,C*
CH,CH* — CH3C*
CHCH *+*— CCH*+ H*
CH,C *+*— CHC*+ H*
CH;C*+*— CH,C* + H*
CH3;CH*+*— CH3C* + H*
CH,CH*+*— CH,C*+ H(ads)
CHC*+*— CC*+ H*
CH3;CH*+ H*— CH3CHjs(g)+2*

0.23
0.86
0.57
2.11
0.44

0.98
0.69
0.58
1.94
1.11

Ei/eV Ep/eV AE/eV

-0.75
0.17
-0.01
0.17
-0.67
~-0.05

/

/

/
0.52
0.04
0.28
-0.42
-0.13

1.1

The summary of reactions we have studied is presented in Table 10. We have shown

that H-transfer reaction (one-step H-transfer reaction TS3) is kinetically very unfavorable in

agreement with the litterature

298

. Hence, we did not evaluate transition states TS7 and TSs.

Moreover, we have shown that certain, one-step dehydrogenation reactions, such as those

characterized by TS7 and TSi:1 in Figure 39, are in fact two-step reactions composed of an H-
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transfer and a subsequent dehydrogenation reaction. We have reached this conclusion by
taking into account the geometrical considerations and the reactant structure whose terminal
carbon CHg atoms to be dehydrogenated are very far from the surface. Thus, H sitting on
carbon sites are geometrically constrained and therefore cannot undergo the agostic
interaction with near-surface Co site that would lead to a simple one-step dehydrogenation
reaction. However, this does not mean that ethylidyne CH3C* and ethylidene CH3CH*
species do not take part in the overall decomposition scheme. For instance, the reaction
pathway through TS> and TSe could lead to such species. Note, however, that those paths
require the presence of adsorbed hydrogen. Due to time limitations, we did not examine TSe
and TS5 reaction pathways. Based on results reported by Chen®®, those reactions seem to be
thermodynamically and kinetically very favorable. However, considering high hydrogen
content of terminal C in those species, high energy barriers for deprotonation reactions in
terminal CH3 groups, but also the fact that the most stable species in Zone 3 (presented in
Chapter 4) contain no such highly hydrogenated carbons, we assume that ethylidyne CH3C*
and ethylidene CH3CH* species either act as spectator species in ethylene decomposition
reactions or they take part in further hydrogenation reactions leading to ethane. Thus, we do
not consider them as plausible deactivation initiators.

Based on the transition state calculations we performed, we can now construct the
potential energy profiles of the various reactions involved in ethene decomposition reaction

on the Co(111) surface. Those results are presented in Figure 53.
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Figure 53. Ethylene decomposition pathways on Co(111) studied in this work.

Potential energy profiles for some ethylene decomposition reactions have been already
studied using DFT on Co(0001) 2!° and Co(111) surfaces*®?. Although (111) and (0001)
surfaces are expected to have different reactivity, we will use results in3*>2!° for comparing
trends. Thermodynamic analysis of the energy profile in Figure 53, indicates that the most
favorable surface species, products of ethylene decomposition are surface acetylene CHCH,
ethynyl CCH, vinyl CH,CH* and vinylidene CH>C* species. Acetylene CHCH and ethynyl
CCH surface species have been also proposed as a precursor of cyclopolymerization-
dehydrogenation reactions in graphene formation?'°. Thus, they represent thermodynamically
the most probable candidates for deactivation initiators in our study. This is also in line with
our results from Section 4.3 where we showed that low hydrogenated forms of coke (6(C)=2
ML and 6(H) up to 1 ML) represent the most stable surface states for Co(111) surfaces and
that stability of those species increases as O(H) decreases. In contrast, although we cannot
exclude entirely ethylene decomposition into dicarbide CC* as a possible deactivation
initiator, thermodynamic analysis depicted in Figure 53 suggests that dicarbide CC* is less

stable than ethylene molecule in the gas-phase. Hence, the graphitic phase at 6(C)=2 ML in
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Section 4.3, ur model system of deactivated Co(111), seems thermodynamically less likely to
be formed from dicarbide than from acetylene CHCH and ethynyl CCH species. Besides,

108 For

CHp/CHjp coupling reactions are kinetically more favorable compared to C/C reactions
instance, cyclic coke precursors may be formed in two-step reaction mechanism where
hydrogen-containing species such as acetylene CHCH and ethynyl CCH couple and form
hydrogen-containing cyclic species (found in Section 4.3 for 6(H) up to 1 ML and 6(C)=2
ML), and the latter can be dehydrogenated to form hydrogen-free cyclic species (found in
Section 4.3 6(C)=2 ML). Further analysis is needed to test the proposed reaction mechanism.
The energy profile depicted in Figure 53 suggests that adsorption and
dehydrogenation reaction of ethylene to CHCH and CH:C can occur readily from both
thermodynamic and kinetic point of views. For instance, ethylene adsorbed on the surface can
easily dehydrogenate and hydrogenate to CH>CH and CH3CHa, respectively. By comparing
barriers for those two reactions, we can conclude that they compete. In other words, if surface
hydrogens are locally present, the pathway through TS; that leads essentially to ethane®*? can
readily occur, whereas in the absence of free hydrogens, the TS; pathway leading to CH,CH
occurs. Note, however, that the only source of hydrogen in the context of ethylene

198211212 i5 ethylene itself. Hence, hydrogens produced in

decomposition experiments
dehydrogenation reactions may desorb from the surface, if the temperature of experiments
allows it before the formation of ethane. In contrast, in the context of the FT synthesis, surface
H are expected in the non-negligible concentrations, thus both pathways (through TS; and
TS;) are thermodynamically and kinetically favorable. This result is in line with the
observation that hydrogen-poor conditions accelerate deactivation phenomenon!?#3280, Thus,

the TS pathway seems to be responsible for deactivation initiator formation considering that

the TS, leads to non-reactive FTS product (ethane).
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Once formed, surface species CH>CH can dehydrogenate through TS4 but also TSi3
with a low energy barrier with the former being kinetically and thermodynamically more
favorable leading to surface acetylene species (CHCH). Hence, our kinetic and
thermodynamic analysis shows that once formed, CH>CH is more likely to decompose to
CHCH. Surface acetylene CHCH represents thermodynamically and kinetically the most
favorable decomposition product of ethylene as suggested by the overall potential energy
profile in Figure 53. This is also in line with a previous Co(0001) 2!° and Co(111) 3% studies.
Dehydrogenation of CH>CH through TSi; leads to a surface vinylidene CH2>C species also
found very stable in the previous work on Co(0001)?'°. In contrast, our results are not in
agreement with calculations performed on Co(111) by Chen et al. 3°2 . In that work, authors
reported an activation barrier close to 0 eV for this reaction.

Considering thermodynamic stability of surface acetylene species, its decomposition
to CCH through TS¢ seems kinetically more demanding than a decomposition of CH2C
through TS10 (1.48 vs. 1.01 eV). Thus, TS10 and TSy activated pathways may be considered as
a low-temperature (kinetically less demanding) and high-temperature (kinetically more
demanding) parallel pathways towards a common deactivation initiator species CCH*. The
final dehydrogenation pathway towards di-carbide seems kinetically demanding and therefore
possible only for high temperatures such as those found in surface annealing experiments 2!8.

Therefore, two ethylene decomposition pathways can be proposed based on our
calculations: CH>CHz, — CHCH*— CHCH* — CHCH* — CCH* — CC* and
CH2CHy) — CH2CH* — CHCH* — CH.C* — CCH* — CC*. Those two reaction
pathways are in full agreement with the findings of Zhang et al. on Co(0001) 2. Further
investigations are needed to explain a possible involvement of multiple (and highly)
hydrogenated C structures such as ethylidene (CH3CH), ethylidyne (CH3C), vynil (CH2CH)

and vinylidene CH>C type species on Co(111) surface. Although we cannot refute their
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involvement in the ethylene decomposition reaction, we assume that their participation in the
formation of experimentally detected coke is unlikely for Co(111). Two possible explanations
are underlying this hypothesis:

Firstly, highly hydrogenated C atoms, as shown in our previous calculations in
Section 4.3 but also in Section 5.2.1 are lifted from the surface due to H pulling effect, and
thus hydrogen atoms attached to carbon are inaccessible for Co surface. As we have seen in
Section 5.2.1, the necessary condition for CH bond scission reactions is a close neighbor Co

1. 39 showed a similar trend on Pt(111) and stressed

site. Besides, calculations of Kang et a
that the lowest energy barriers are achieved for CH bonds that “point at” the surface metal
atoms (i.e. agostic interaction of H with surface metal site). In addition to that, we have also
seen that cyclic structures (8(C)=2 ML) presented in Section 4.3 do not contain multiple
hydrogenated C atoms as this is thermodynamically less favorable. It seems reasonable to
assume that, even if ethylidene, ethylidyne, vynil and vinylidene species are somehow
involved in ethylene decomposition reactions, it is unlikely that they are involved in the
formation of deleterious carbon species on Co(111) presented in Figure 36 in Section 4.3 for
0(C)=2ML. Interestingly, ethylidyne species have been previously reported as the
intermediate of ethylene decomposition on Pt(111), however, according to Carter et al.3%, it
undergoes decomposition to surface dicarbide C, or ethynyl CCH.

Secondly, all ethylidene, ethylidyne, vynil and vinylidene species can be further
hydrogenated*?? if hydrogen surface concentrations allow that (leading to non-reactive ethane)
or dehydrogenated leading to surface species whose transformations we discussed previously
(see TSs and TSi1). Moreover, if such dehydrogenation reactions were studied on Co(111) in

more details, we believe that they would follow a two-step mechanism scheme where 1,2H-

transfer and then CH bond scission reactions occur. Considering this, such reactions are
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kinetically hindered as they involve H-transfer reaction in line with the literature for Rh(111)

298

5.2.3 Impact of temperature on the structure of deactivation initiator

In Section 5.2.2, we have shown that the surface acetylene CHCH and ethynyl CCH
species represent possible decomposition products of ethylene. Surface science experiments
have been widely used to identify the mechanism of ethylene decomposition by investigating
the structure of species that intervene 193211218,

In works of Weststrate et al. 2!1%8, decomposition of ethane adsorbed at 90K was
investigated using a combination of experimental techniques such as XPS, work-function
change measurements AWF, temperature-programmed desorption TPD of hydrogen when
gradual heating was applied. In order to examine the impact of temperature on the formation
of polymeric carbon precursors, and relate our findings in Section 5.2.2 with experimental
studies, we propose performing a micro-kinetic calculation based on scheme presented in
Table 11. We are therefore interested in investigating how an ethylene pre-covered surface
evolves when temperature is applied. More specifically, we set the initial surface coverage of

ethylene to 0.2 ML similarly to 2'1:198

. In addition, no other species (except for the free surface
sites) are present at the beginning in this micro-kinetic calculation. Note however, that we
added hydrogen adsorption/desorption equilibrium (TSn) and ethane desorption (TSi6) steps
to account for experimentally detected gas-phase products. Considering that those steps were
not evaluated in our work, we propose taking values in the litterature’*%>. We have also
added decomposition of dicarbide to carbide since this is also a suggested ethylene
decomposition product. This reaction pathway energy is calculated by us and given in Table
11. The micro-kinetic model in Table 11 was solved using MKMCXX 299306300 wjth

activation energies from Table 11. For Arrhenius type reactions (Section 3.2.4) the pre-

exponential factor was taken to be 10'3 for all surface reaction (see **°) except for the
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backward step of ethane formation where we have taken 10*as in reference °! considering the
the-gas phase specie reaction has been represented using Arrhenius law. The total pressure is
set to 0 bar (i.e., there are no gas-phase species at the beginning of “experiment”) following
low-pressure surface science experiments we are comparing with. The results of this micro-
kinetic model should provide an answer on the most favorable product of ethylene
decomposition product for the given temperature and therefore clarify the impact of the
temperature on the structure of ethylene decomposition product and deactivation initiators in
FTS. Moreover, by investigating the transient responses of our model, we can verify which
pathways in Figure 53 are activated towards the formation of the plausible deactivation

precursors.

Table 11. Elementary steps used in the micro-kinetic model to simulate decomposition of
ethylene on the Co(111) surface.

Notation Reaction Type Stoichiometry Et¢/ eV Ep/ eV
TSy®  Hertz-Knudsen H, + 2* <> 2 H* 0 0.69
TS Arrhenius CH,CHy* + * <> CH,CH* + H*  0.86 0.69
TS4 Arrhenius CH,CH* + * <> CHCH* + H* 0.44 1.11
TS13 Arrhenius CH,CH* + * <-> CH,C* + H* 0.67 0.80
TS0 Arrhenius CH,C* + * <> CHC* + H* 1.01 0.97
TSo Arrhenius CHCH* + * <-> CHC* + H* 1.48 0.95
TS14 Arrhenius CHC* + * <> CC* + H* 1.52 0.42
TSc Arrhenius CC*+*<>2C* 2.05 0.86
TS, Arrhenius CH,CH,* + H* <-> CH3CH* +*  0.58 0.57

TSisY Arrhenius CH;CHx* + H* <> CH3CHs +2*  0.69 0.49

a) Based on reference ”°.
b) Based on references 3%>°1,
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Figure 54. The most abundant products of 0.2ML ethylene pre-covered Co (111) surface
decomposition reaction for a given temperature at the end of simulation.

Figure 54 presents the evolution of the surface coverages of different decomposition
products of ethylene pre-covered surface for a given constant temperature based on transition-
state calculations presented in Section 5.2. Results in Figure 54 infer that regardless of the
temperature applied, ethylene preadsorbed on Co surface decomposes. Thus, this implies that
ethylene is highly unstable. In addition, no surface carbide C* has been detected in our
simulations even for temperatures higher than typical FT conditions (>500K). Our
microkinetic results in Figure 54 also infer that there are three critical temperature intervals
for the formation of coke precursor: 150-300K, 300-500K, and >500K. We discuss those

temperature intervals below.
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Figure 55. Surface coverage transient responses of products of ethylene pre-covered Co(111)
surface decomposition a) at T=150K b) T=300K.

Figure 55 presents transient surface coverage of (0.2 ML) ethylene decomposition
products in the first temperature interval of interest (150-300K). Results presented in Figure
55 suggest that after sufficiently long times, the surface composition is essentially the same at
T=150 and 300K, although higher temperatures favor faster changes in the surface
composition. For this temperature interval, pre-adsorbed ethylene decomposes rapidly on
surface vynil and acetylene in agreement with low energy barriers for TS, and TS4 presented
in Figure 42 and Figure 44, respectively. Besides, by decomposing itself at T=150K, pre-

adsorbed ethylene leaves some surface hydrogens that are consumed in two parallel reactions:
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one in which surface hydrogens recombine and desorb from the surface (through TSh) and the
second one in which adsorbed ethylene is hydrogenated to give gas-phase ethane (through TS»
and TS;s). This is especially pronounced for low-temperature limit at 150K where we see that
initial 0.2 ML of ethylene is decomposed to around 0.1 ML of acetylene yielding
approximately 0.1ML of ethylene evacuated from the surface through TS; and TSis. For the
high-temperature limit at 300K, this is less likely to happen considering the low energy barrier
for TS4reaction where almost an instant transformation of ethylene to acetylene occurs. For
this temperature, 0.2ML of initially deposed ethylene transforms to approximately 0.16ML of
acetylene. Besides, Weststrate et al. 2!' found that ethene-covered Co(0001) surface
decomposes between 120-200K to produce acetylene. Our results also infer that acetylene
formation occurs readily at low temperature. In conclusion, in the low-temperature interval up
to 300K, the following reaction occurs CH,CH," — CH>CH™ — CHCH®. Weststrate et al. 2!!
do not report ethane desorption for this temperature interval. The possible explanation for this
disagreement may be found in the nature of the experiment compared to the simulation. In the

experiment 2!!

, a gradual heating of 0.5K/s is applied on ethylene pre-covered surface. Thus,
decomposition and desorption products are identified under dynamic temperature conditions
i.e. T = f(time). In contrast to experiments, the micro-kinetic simulation shows dynamic
decomposition and desorption products for static, temperature-given conditions i.e., T #
f(time). In dynamic temperature conditions found in experiments, hydrogen may be
constantly desorbing in this temperature interval and hence there are no surface hydrogens to
produce ethane through TS, and TSis. Thus, the information about the competition for the
formation of gas-phase hydrogen and ethane is lost. A second possible explanation is that
ethylene theoretical desorption barriers we took from the literature are too low compared to

experimental hydrogen adsorption/desorption equilibrium; i.e., the actual ethane desorption

energy may be higher (see Table 11). Further work is needed to confirm this hypothesis.
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Nevertheless, the final surface composition in both static (theoretical) and dynamic

(experimental) temperature studies is practically the same.
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Figure 56. Surface coverage transient responses of products of ethylene pre-covered Co(111)
surface decomposition a) at T=400K b) T=500K.

Figure 56 presents transient surface coverage of (0.2 ML) ethylene decomposition
products in the second temperature interval of interest (300-500K). Compared to the first
temperature interval, here, we see that surface ethylene decomposes faster to surface
acetylene species. Moreover, our results suggest that in this temperature range surface

acetylene can decompose to surface ethynyl CCH through TSo (CHCH* + * <-> CHC* + H*),
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which is not the case for the low-temperature interval previously discussed. Therefore, in the
second temperature interval, partial dehydrogenation of acetylene to surface ethynyl CCH
occurs. Higher temperatures (T=500K) facilitate earlier partial decomposition to acetylene
compared to lower temperatures (T=400K). Weststrate et al. ?!! found that acetylene covered
surface is stable up to 400K. This is in reasonably good agreement with our results where we
find that at steady-state conditions and T>300K, acetylene partially dehydrogenates to surface
ethynyl CCH. Note that, specifically for T=500K, a small amount of dicarbide CC* can also
be observed for long runs and therefore, a second dehydrogenation step of acetylene also
occurs at this temperature. In the experiment, a gradual heating rate of 0.5K/s was applied,
suggesting that the overall investigation was conducted for (400-200)/0.5K/s=400 seconds
between the surface state where acetylene is detected as stable (200K) and where it started to
decompose (400K). Besides, in our micro-kinetic study, the initial surface state is always a
0.2ML ethylene pre-covered surface, whereas, in those experiments, the initial surface state
evolves in time due to the previously mentioned dynamic temperature conditions.
Nevertheless, Weststrate et al. 2!' found that the ethylene-saturated surface heated above
400K produces atomic carbon based on the similarity of double peak structure of Co(0001) 1s
core-level XPS spectrum with previously studied Ni(111)**. However, our results do not
support the presence of atomic carbon on the surface. In conclusion, in the temperature
interval 300-500K, the following transformations occur according to our micro-kinetic results

CH2CHazads) — CH2CH(ads) — CHCHads) — CCHjads) — CC (ads).
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Figure 57. Surface coverage transient responses of products of ethylene pre-covered Co(111)
surface decomposition at T=600K.

Figure 57 presents transient surface coverage of (0.2 ML) ethylene decomposition
products in the third temperature interval (>500K). Compared to the previous temperature
ranges, Figure 57 suggests that surface ethynyl CCH dehydrogenates completely for T>500K
giving surface dicarbide CC. In other words, initially formed acetylene dehydrogenates in a
two-step manner where, surface ethynyl CCH and dicarbide CC are formed, respectively.
Note that even at the high-temperature interval, carbon-carbon bond in surface dicarbide
remains intact according to our calculations. Xu et al. '** found that ethylene pre-covered
surface decomposition depends on the amount of vacant site available on clean (0001) Co
surface. When heated at 424K they found the formation of graphite carbon with hydrogen
desorption. However, according to them, graphitic carbon forms from carbide C rather than
dicarbide C». Chen et al. 3% studied within DFT calculations the energetics and kinetics of C
nucleation in the early stages of graphene growth on different metal surfaces. They found that
both surface dicarbide CC (observed in this work) and carbide C may be involved in the
initial stages of graphene growth depending on the strength of surface C/metal bond.
According to them, if C/metal bonds are very strong, the dimer formation is not energetically

favorable. In contrast, if C/metal bonds are weak, the formation of dicarbide is preferred.
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Furthermore, they categorized several closed-pack metal surfaces in terms of metal/C bond
strengths and suggested that on Co monomer formation is preferred. Although they did not
give details on the structure of Co (hcp or fcc), they did explain that their results may be
modified due to the variation in the binding nature due to geometrical effects. Thus, according
to these authors, Co(111) and Co(0001) surface may behave differently, although cobalt
crystallites with a diameter less than 100 nm fcc is the thermodynamically preferred phase!®.
We also point to the fact that in that work, CHg-CHjp scission reactions that produce monomer
units CHp that could eventually dehydrogenate and give surface carbide C were not studied. In
conclusion, the high-temperature range we considered in this study >500K, the following
reaction pathway of ethylene decomposition occurs CH2CHa(dgs) — CH2CH(ads) — CHCH ads)
— CCHyags) — CCags) according to our micro-kinetic calculations.

In this section, we showed in detail the plausible mechanisms of ethylene
decomposition once readsorbed on the Co(111) surface by combined DFT and micro-kinetic
calculations. Our study infers that the most favorable final decomposition product of ethylene
at temperatures >500K on Co(111) is dicarbide surface species (CC*).

We did not address many open questions in this study due to time limitations: 1) we
did not take into account reactions in which ethylidyne species are involved. However, we
explained why those reactions may not represent the principal pathway for the formation of
deactivation initiator; 2) coverage-sensitivity phenomena have not been studied in-depth, i.e.,
decomposition of ethylene has not been examined for different surface coverages of spectator
atoms/molecules. 3) the structure-sensitivity phenomena needs to be further investigated.
Although our calculations have been performed on Co(111) surface, we believe that other
close-packed surfaces and step-surfaces behave differently in terms of the decomposition of
ethylene. For instance, we think that ethylidyne species decomposition on the step sites may

readily occur. 4) we did not examine CHp-CHp scission reactions although it has been shown
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on Co(0001) surfaces that those barriers are significantly higher than barriers of
dehydrogenation reactions®!®. Further analysis needs to be undertaken to verify if the same

holds for Co(111) surface. Results presented by Peng et al. 2!°

suggest that this may not be the
case for Co(111). If those barriers are found comparable to barriers of dehydrogenation
reactions presented in Section 5.2, one may think of some more favorable pathways for
deactivation initiator formation that do not require ethylene to be readsorbed. Thus, we cannot
exclude the importance of some C1Hg species in the formation of deleterious forms of carbon.

Nevertheless, our results strongly infer that the most favorable surface species
produced in ethylene re-adsorption and subsequent decomposition are surface acetylene
CHCH, ethynyl CCH, and dicarbide CC species. Using a combined DFT and microkinetic
model presented above, we estimated that surface ethylene will most likely decompose to
surface ethynyl species CCH seeing that surface acetylene decomposes to a lower temperature
and that the energy barriers for CH-bond scission in CCH are high. In our opinion, C;Hp with
low P represent ideal candidates for deactivation initiators. Firstly, our results in Section 4.3
show that the stability of polymeric forms of carbon and coke is reduced when hydrogenated.
Secondly, polymeric hydrocarbons C,Hp with low B ensure a “close contact” of carbon with
Co surface as we have shown in Section 4.2. Increase in hydrogen (1) tends to detach C
from the surface while forming multiply hydrogenated CHp species due to H pulling effect.
Thus, carbon/metal surface contact is ensured in hydrogen deficient conditions in line with the
observed deactivation phenomenon. We therefore expect those C Hg* species to have high
residence times on the surface and high probabilities to undergo CHp / CHp coupling reactions
that would allow deleterious C to grow. Thirdly, CoHp species represent more favorable
deactivation initiators considering that a stronger hydrogenating environment is needed to
evacuate them from the surface compared to CHg species. In other words, in order to eliminate

C2Hp species, we expect greater H surface concentration to form the specie that can desorb.
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In conclusion, surface ethynyl CCH can be regarded as the representative deactivation
initiator based on our combined DFT and micro-kinetic study and considering
thermodynamic, geometric, and kinetic considerations we presented above. Surface ethynyl
CCH will be used below to model the formation of deleterious forms of carbon we found in

Chapter 4.

5.3 Deleterious carbon seed formation-Cyclotrimerization mechanism in CC coupling

According to the literature?!” (Section 2.6.4), when heated, ethylene pre-covered
surface transforms in different forms of carbon considered damaging for the activity of FTS
catalysts. Although there is no consensus on the exact structure of the deactivation initiator
species, in several independent works on Rh(111)?'® and Co(0001) 2!1-212198 it was suggested
that a surface cyclotrimerization reaction of some C>Hp species occurs. Cyclotrimerization
reactions have been extensively studied in the literature on some non-cobalt catalysts such as
Cu’®220 and Pd 39312 Interestingly, it was found'! that the selectivity towards
cyclotrimerization  reaction increases in the following order of facets
(111):(110):(100)=100:18:5 making (111) surfaces particularly interesting for studying those

1 218

reactions. In the work of Wang et a cyclotrimerization of ethylidyne was proposed as a

key step in the mechanism of graphene formation, whereas Weststrate et al. '

proposed the
cyclotrimerization reaction of acetylene on Co(0001). In this section, we wish to analyze the
feasibility of this type of reaction and we suggest studying the cyclotrimerization reaction of
surface ethynyl CCH we previously identified as the most abundant, thermodynamically and
kinetically favorable ethylene decomposition product. Therefore, similarly to the work of
Weststrate et al. '°® and Wang et al. >'® we wish to form cyclic structures, identified in
Chapter 4, that block catalytic sites thus initiating the deactivation phenomenon. The

cyclotrimerization reaction is going to be studied as a two-step reaction in which first, a C4H>

polymeric species are formed. In a second step, the latter is coupled with a third surface

165



ethynyl CCH species to create a C¢H3 cycle considered as a harmful carbon seed structure in

this study. Hence, two reactions will be studied, CCH + CCH - HCCCCH = C,H, (poly) and

CCH + C4H2 d C6H3(CyCl)'

5.3.1 Formation of C4 intermediate

(2CCH}
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Figure 58. a) Structural and b) energy properties of C4 intermediate formation reaction
starting from two surface ethynyl units previously identified as plausible deactivation
initiators.

Starting from two surface ethynyl species (d(CiC2)=1.37A in both of them and
d(C’»C’*2)=3.06 A), terminal carbon atoms initially sitting in hollow sites, approach each
other through Co bridge positions where d(C’2C’’2)=1.88 A. In this transition state, one
imaginary frequency has been obtained that corresponds to CC stretching of C’>C’’> one

towards another (¥ = —485.5 cm™1). Once the CC bond is formed, C’2and C’’2 both initially

in Co bridge positions, relax so a polymeric carbon species is formed on the surface. The
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energy barrier for the forward reaction is 1.29 eV and it is higher than most CH bond scission
reactions we studied previously, suggesting that a formation of this CsH> polymeric
intermediate may be a rate-determinating step for deactivation. Note, however, that we have
chosen to bring two (hydrogen free) C; ends to form a C/C bond whereas, as suggested by Hu
et al. 19 hydrogenated ends i.e., C;’C”’2, C2’C”’1 (C1’C”’2Hp etc.) may be kinetically more
favorable. In other words, our calculation may be regarded as the worst-case scenario for
polymeric carbon formation i.e., kinetically the most exigent reaction, for C4H> intermediate
formation. Dimerization of surface ethynyl species 2CCH — C,H, is an exothermic reaction
according to our calculations and hence, thermodynamically favorable. No studies in the
literature were found to compare the structure of our theoretical C4 intermediate with those

hypothesized in 193218,

5.3.2 Step-wise formation of a cyclic C¢ intermediate

According to our calculations, 4+2 cycloaddition reaction of surface ethynyl species
with the previously formed C4 intermediate is a four-step reaction. In a first step, CC coupling
reaction occurs, resulting first in a bent C¢ polymeric species. In a second step, bent Cs
polymeric species relax to an energetically more favorable (also bent) isomer structure that
further undergoes a CC bond coupling and cyclization reaction (third step). In the last step,
cyclic Ceg species relax to an energetically more stable cyclic Cs species. The overall step-wise
formation of a cyclic intermediate can be thus represented using the following reaction set:
CCH + (C4H3)poty = (CoHs pent, = (CoHs)pent, = (CoHz)eyer, = (CoHs ey, - These

elementary steps are discussed below.

167



a)  C,H,+ CCH

P70 P,

s LN N .’4\
> < \a —\ 7
4 (’J w o PR\ é

;o
< N %

{C,H, + CCH}

~
p

=
2N

: C\’ A .\V‘-‘ v

»
N T, V\
L Woa

o ~ara =
_’4\'1 NPT FTIN S

o e o NN

- \l
. ‘_\f“ A

r N\
4 €rin "
PRGN

¢
‘: ‘ e
hro;

2
4 avd (NP 8\

R
'_\' 4

- TNFT A= N >
I 4 e A ]

w -
SR\ N

- N-

1!.\

=
Y/

~ Ay =)
V. L/

- Rt O
‘l"‘.‘: .)4\(1 l.\?L .

= 2a
i .\‘-\

r v
)
- a¥
.

TR

-

2ovd e

VAL N ST L
.\.‘ 2N O e
N TA NG ~,

AT\ A

~.‘ V’\'\
=

-~
-

TN LY
%

’
. z

‘

A

-~
~\a 74 N ~ \y r v

Y 4 » »

AV R N < e

N

A S
.-“ u\‘; ® aVd ¥

-

T ¥ 2N W L AR

-

X -
J A L\

-
N
TN .’A

SN A, ~ 3 7 Y ‘ -, » v AN Y\
ll\‘.‘ .'4\(‘“‘;‘ _‘_. g -~ o a e ‘\\‘;\ _’4\

b)
S—
>
)
|
@
c
@
B
=
£
e
13}
2
=
]
-
«

-0.04 %, =

Figure 59. a) Structural and b) energy properties of 4+2 cycloaddition reaction of surface
C4H; intermediate and ethynyl specie resulting in the formation of polymeric (CoHs )pent-

Surface ethynyl species, sitting initially with its C’1 (hydrogenated) and C’; end in the
bridge and hollow position, respectively, approaches with its hydrogenated C’; to the
hydrogenated C*’; end of surface CsH, intermediate (d(C’1C’’1)=2.61 to 1.85A in the
transition state). In the transition state, one imaginary frequency has been identified (Vv =
—361.5 cm™1), corresponding to a C’1C’’; stretching mode. Transition state structure then
relaxes to a structure where all carbon atoms are approximately in hollow sites except for
hydrogenated C’; that is too far from the surface to establish a contact with Co. The low
energy barrier for this exothermic transformation suggests that the formation of polymeric

(CeH3 ) pene, can readily occur under FTS conditions.
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Figure 60. a) Structural and b) energy properties of isomerization of polymeric (CsH3 )pent,
to (CeH3 ) pene, reaction.

Polymeric (C¢H3 )pene, surface species previously formed in C4+C addition reaction
(d(C’1C’1)=1.53 and d(C’1C’2)=1.38A) rearrange its C’> unit by switching place from one
hollow site to another producing a 1.02 eV more stable polymeric form of carbon
(CsH3 )pent, (d(C°1C1)=1.45 A and d(C’1C’2)=1.42 A). One imaginary frequency was
identified (¥ = —257.0 cm™1) that corresponds to a C*1C’; stretching mode, confirming that
it is a transition state structure. This isomerization reaction is highly exothermic and

kinetically very fast, suggesting that it may occur readily under FTS conditions once

polymeric (CoH3 )pent, is formed.
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Figure 61. a) Structural and b) energetic properties of cyclization of polymeric carbon specie
and a cycle relaxation reaction.

Initially formed bent (CoH3 )pent, (d(C17°C2")=2.9) undergoes a cyclization reaction in

which coupling of Cy’

approaching from a Co bridge site to C;”’

and a formation of

(CeH3 )¢y, occurs. In the transition state d(Ci’C;’) shortens to 2.09. One imaginary

frequency corresponding to a HC-C stretching mode was identified (¥ = —397.5 cm™1). In

the final state, (CoHs)cyer, » d(Ci’C2’)=1.46. The energy barrier of this endothermic
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cyclization reaction is somewhat high, suggesting that this step may represent a rate-
determinating step in the overall coke seed formation. The previously formed cyclic

intermediate (CgH3 )cy¢, undergoes a structural rearrangement, once again through Co bridge

positions, in which all C are relaxed to Co hollow positions. Those surface species
(CeH3 )¢ycr, can be considered as a coke seeds that may continue to grow. Our results suggest
that, although it is an endothermic reaction, it may occur with a very low energy barrier of
0.48 eV suggesting that this transformation is fast.

The results we presented in this section confirm that cyclotrimerization reactions of
surface ethynyl species are both kinetically and thermodynamically possible. Hence, those
represent a plausible but slow, low-temperature pathway for deleterious carbon species
formation. A coke-seed that is, species that we believe can continue to grow in condensation

reactions. Our results are in line with Weststrate et al. 18

who brought up the hypothesis that
such cyclotrimerization reactions occur with surface acetylene species. However, no specific
reaction pathways have been given. In fact, to the best of our knowledge, this pathway has
never been studied using DFT methods. Although we cannot exclude either surface acetylene
or ethylidyne species as deactivation monomers in line with previous studies, we believe that

those species could readily undergo the C-C or C-CH coupling reactions we studied here.

Below we address the issue of the fate of such coke-seed species.

5.3.3 Coke seed growth reactions

Once formed, the cyclic structure presented above may continue to grow according to
our hypothesis. In the view of Weststrate et al. '8, acetylene species could be incorporated
effectively in the structure of such cyclic species. Although we share this view, recent
findings of Xu et al. 3'3 suggest that it is kinetically more favorable for C; species to be

incorporated into the existing graphene-like structure. In that work, authors studied the
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kinetics and thermodynamics of C; and C; coupling to graphene on a graphene-like pre-
covered Co(0001) surface. It was found that the apparent energy barrier for C; coupling to
graphene is lower than the corresponding energy for C; incorporation to graphene. They
suggested that both transformation reactions proceed via a carbon cluster attachment

mechanism?!®, Interestingly, Weststrate et al. %

also found “occasional incorporation of
atomic carbon”. Considering that surface species CiHp are part of all conventional
mechanisms proposed for the FTS reaction, but also findings of Xu et al. 3> we propose
studying here coke-growth reactions by incorporating CiHp species with low [ into the
existing coke-seed formed previously. In this study, we choose C and CH as candidates for

coke growth monomers. Reactions in which they are involved will be referred to as coke-

growth reactions.

5.3.3.1 Coke-growth with C through C/CH coupling
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Figure 62. a) Structural and b) energetic properties of a coke-growth with C as a monomer
specie.
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Atomic C found in the four-fold hollow site* near initially formed coke-seed, cyclic
surface species (CgHs )cycrz (d(Ci1’Ci7)=2.65) approaches its Ci” end of the cycle through a
Co bridge position (d(C;’C;”)=2.05) and sits on another hollow site, where CH/C coupling
reaction occurs, resulting in a cyclic (C;Hj )¢y surface species. The energy barrier for this
reaction is 0.49 suggesting that growing coke-seed is kinetically favored if C is considered as
a coke-growth monomer and if the hydrogenated C,’ end of a cycle is involved. In addition,
this coke-growth reaction is exothermic. Note that we aim for coupling C and CH unit of the

cycle due to higher barriers for C/C coupling reactions reported in the litterature!®.

5.3.3.2 Coke-growth with C through CH/CH coupling
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Figure 63. a) Structural and b) energetic properties a coke-growth with CH as a monomer
specie.

4 Note the surface rearrangement of Co atoms where a four-fold hollow site, previously non-existing, formed.
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CH surface species in the three-fold hollow site near initially formed coke-seed, cyclic
surface species (CgHs )cycrz (d(C1°C17)=2.94), migrate through a bridge Co site to another Co
hollow site where CH/CH coupling reaction occur (d(C;’C:”)=1.94). The energy barrier of
CH/CH is significantly higher than the coupling reaction of C/CH in disagreement with
previous results for C/C coupling reactions (for flat Co surface, barriers of 2.63 and 2.27 eV
have been reported for C/CH and CH/CH, repsectively) 1%,

Coke-growth reactions studied in this section represent some of the possibilities for
coke to grow among many others. For instance, several coupling reactions can be proposed
for coke-growth such as Ciing/CHg (carbon ring unit coupling with CHg) and CiingHg/CHp
(hydrocarbon ring unit CiingHp coupling with CHp) depending on the structure of cyclic

intermediates but also the nature of deactivation growth intermediate.

5.4 Conclusions from Kinetic calculations

In the present work, we presented some pathways for the formation of cyclic species
considered as deleterious in the FTS, assuming that the deactivation initiator species (Section
5.2) has the same structure as ethylene decomposition product at T=500K. To our knowledge,
our study is the first DFT study that proposes a mechanism for cyclic intermediate formation,
its structure and offers some explanations on how cyclic intermediates grow.

In Section 5.2, we analyzed using combined DFT and microkinetic modeling
experimental studies on graphene formation from ethene in surface science study conditions.
From those findings, we obtained some new insights and ideas related to the unknown nature
of underlying bond scission and formation reactions that lead to the experimentally proven
formation of graphene. Our study shows that surface ethynyl species CCH may be regarded as
the most plausible deactivation initiator. This is the outcome of our study on the

decomposition of ethylene (Section 5.2). Moreover, we hypothesize that the formation of
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those species under FT conditions is possible considering the reaction mechanisms described
in Section 2.3. Thus, in our opinion, our conclusion is not restricted to the ethylene
readsorption concept since the deactivation initiator found, surface ethynyl may also be
formed during in C1/C; coupling reactions.

We presented in Section 5.3 some DFT results on the nature of the CC coupling
reactions of deactivation initiators assuming evoked 2+2+2 cycloaddition reactions in the
litterature?!!. More specifically, we proposed both thermodynamic and kinetic results of a
stepwise mechanism for coke formation. First, we presented results on the condensation of
deactivation initiators CCH to obtain polymeric C4 species (found in the transition of Zone 1
to Zone 2 in Chapter 4). Then we assumed that polymeric species can further grow to Cs and
cyclize on the surface yielding structures we found at the beginning of Zone 3 in Chapter 4
and considered them detrimental coke seed (precursor) by the site-blocking effect. To account
for progressive deactivation as observed in Figure 21, we assumed that coke seed can
continue to grow and for that purpose, we proposed atomic C and CH species as monomers to
obtain cyclic C7 species found in Zone 3. We did not study further growth of such species but
considering other theoretical works '%® further CC coupling reactions seem kinetically and
thermodynamically favorable. Hence, we postulate that such CC coupling reactions give

essentially graphene-like covered surface resulting in a long-term deactivation.
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Figure 64. Schematic representation of reactions that could result in deactivation by carbon.
The pathway studied in this work is shown in orange.

In Figure 64, we present schematically the summary of results acquired in Chapter 4
and 5. It is not difficult to imagine some other pathways that would lead from Zone 1 to Zone
2 other than that we studied in this chapter (presented in orange in Figure 64). More
precisely, we have shown that in Zone 1 characterized with low carbon surface coverage a,
hydrocarbon monomers, chains and subsurface carbon may be found. Surface species CHp in
Zone 1 are found thermodynamically very favorable in accordance with commonly proposed
FT reaction mechanisms. Also, we have shown that hydrogen has a profound impact on the
overall geometry of the hydrocarbon structure considering that it detaches carbon atoms from
the surface, i.e., Co/C bond breaking at the expense of C/H bonds (hydrogen pulling effect).
Note that low surface coverages of hydrogen in Figure 64 favor the presence of subsurface
carbon atoms. Hence, Zone 1 in Figure 64 is divided into two distinct groups of hydrocarbon
units, on the one hand, hydrocarbon monomers and chains where CH bonds are maximized
and consequently the latter is considered as some FT product precursor. On the other hand,

hydrocarbon units C,Hp with low H content that are “stuck™ to the surface acting as coke

176



precursors. We believe that in this zone, coke precursors can still be hydrogenated to give
some FT product if the condition of local surface hydrogen concentration is fulfilled. In this
chapter, we have proposed that in Zone 1, CCH species can be considered as the most
plausible coke precursors. More specifically, we suggested that such deactivation initiator
may be obtained in ethylene dehydrogenation reactions. However, C/CH coupling reactions
may represent a second possible formation pathway. Moreover, it should be noted that this
pathway would compete with chain growth towards FTS products. In this chapter, we have
also proposed species such as acetylene CHCH and dicarbide CC as possible coke precursors.
Further investigation needs to be conducted to examine the thermodynamics and the kinetics
of their transformations to Zone 2 and 3.

Zone 2, characterized by moderate carbon coverages, is also composed of two types of
hydrocarbons. For hydrogen-poor conditions (represented by low B in our study), on the one
hand, polymeric carbon species (linear and branched) and for hydrogen-rich conditions, on
the other hand, precursors of linear and branched hydrocarbons. In this zone, however, the
surface concentration of carbon in the subsurface positions may be sufficient to induce surface
reconstruction phenomenon if hydrogen surface concentration is low. In addition, the
conditions for the formation of branched ternary carbon atoms are met in this zone.
Considering the hydrogen resistance of branched C we have presented in Chapter 4, the
accumulation of linear and in particularly branched C species (referred to as polymeric
carbon) is considered harmful for the activity of FT catalysts. In this chapter, we presented the
dimerization and trimerization reactions of CCH as the possible reaction pathways of
transition from Zone 1 to Zone 2 where polymeric linear chains are formed. We believe that
in Zone 2, regeneration of surface may still be possible under typical FT conditions unless if
branched C chains are formed (ternary C is sterically hindered from surface hydrogens by

other carbon atoms). Further work is needed to clarify the role of ternary-branched C on the

177



deactivation phenomenon such as the reaction mechanism of their transformation to cyclic
structures.

In Zone 3, the surface presents a high concentration of branched C chains and cyclic
compounds. Surface active sites are shielded with those carbon-containing structures and thus
the deactivation phenomenon is expected to be pronounced. Based on some experimental
findings, we studied the growth of the cyclic compound using C; monomer species. As a
perspective, other pathways may be considered. Considering that Zone 3 is covered in
inaccessible (to hydrogen) branched C atoms, at this point, we do not see how this surface
may be regenerated under typical FTS conditions. Hence, the key in the long-lasting catalysts
seems to be the control of the quantity of surface hydrocarbon quantity in Zones 1 and 2 in
order to avoid reaching Zone 3.

In Chapter 6, we will add those elementary steps into a micro-kinetic model, aiming
to describe a long-term activity and selectivity losses phenomena based on the results we
obtained in this chapter. Our interest is hence to see whether the introduction of the reaction
mechanisms described here in the micro-kinetic model can account for experimental

observations and in particular the deactivation profile.
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6 Micro-kinetic modeling of deactivation of Co-based FT catalysts

The present thesis has an objective to supply the micro-kinetic model with elementary
steps essential to describe the deactivation phenomena based on DFT results and to facilitate
the optimization of industrial FT process. In Chapter 4, a DFT study was used to evaluate the
structure and the energy of surface intermediates of the FT reaction and deactivation
phenomenon related to it. In that thermodynamic study, it has been established that carbon has
a preponderating role in the catalyst deactivation phenomenon. Thus, based on those findings,
we propose thermodynamically and kinetically relevant carbon-induced deactivation
mechanism in Chapter 5. Our study shows that surface ethynyl species CCH, ethylene
dehydrogenation product, may be regarded as deactivation initiators. We then presented in
Section 5.3 some DFT results on the nature of the CC coupling reactions of those deactivation
initiators assuming 2+2+2 cycloaddition reactions evoked in the literature. Thus, we presented
arguments for condensation of deactivation initiators CCH to obtain polymeric Cs species that
can further grow to C¢ and cyclize on the surface yielding detrimental coke seed (precursor)
by the site-blocking effect. To account for progressive deactivation as observed in Figure 21,
we assumed that coke seed can proceed to further growing reactions and for that purpose, we
proposed atomic C and CH species as monomers. In this chapter, we undertake the addition of
proposed deactivation mechanism in the micro-kinetic model described in Section 2.4 and we
evaluate the impact of deactivation steps on some FT observables that we further compare
with the literature. Hence, in current work, we contribute to the current understanding of the
deactivation phenomenon related to the FT reaction. Firstly, we optimize the deactivation-free
model of Tronconi et al. described in Section 2.4 using experimental data described in
Section 8.8 in order to estimate values of unknown micro-kinetic model parameters (rate

constants and activation energies). Secondly, we incorporate the deactivation model from
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Chapter 5 into the micro-kinetic model scheme in Section 2.4 and we re-optimize this
deactivation-containing micro-kinetic model. Thirdly, we present some perspectives for

improving our deactivation model.

6.1 Experimental measurements

Experimental measurements are not part of this thesis but are the subject of an
ongoing thesis at IFPEN'#%, However, it is convenient to present the basis of experimental set-
up, as well as operating conditions under which those measurements are carried out,
considering that this data will be used for the optimization of the deactivation-free model of
Tronconi et al.

The evaluation of performances of the non-commercial catalyst (see '*®) is conducted
in the high throughput experimentation (HTE) unit. This unit consists of 16 parallelized fixed-
bed reactors (internal diameter of 2 mm, height 56cm) that operate simultaneously. The HTE
unit is equipped with the system for collecting liquid fractions of the reaction effluent as well
as the Gas Chromatograph (GC) that allows online analysis. This experimental setup allows
quantifying low-weight hydrocarbons up to Cis, as well as typical gas-phase FTS reactants
and products every 4h for all 16 fixed-bed reactors. On the contrary, this experimental setup
lacks the possibility of performing material balance on C, H and O considering that the
analysis of the gas-phase products >Cis4 is impossible and that of >C7 is prone to errors.
Experimental conditions were varied in the following ranges: H»/CO feed ratio = 1.85-2.4,
GHSW= 3.93-25.86, T=210-230°C and P=10-30 bar. The central point is defined at 220°C,
2.12 and 20 bar in order to check for the absence of deactivation phenomenon. In all
experimental plans, Pt-doped Co/Al,O;3 catalysts of the average size of 18 nm are employed.
As discussed by Diehl et Khodakov, promotion with platinum considerably increases FT
reaction rate, increases methane selectivity and reduces a selectivity compared to

314

monometallic counterparts °'*. Thus, results discussed in this work should be carefully
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compared with other data in the literature discussing deactivation phenomena. The summary
of the experimental plans considered in our work is given in Table 12. Considering the
absence of thorough product analysis in all experimental plans, paraffin and olefins chain
growth probabilities a in this work is deterimined based on Cs/C4 products distribution rather

than on the Cis+ basis, assuming that the former and the latter yield identical result.

Table 12. Operating conditions for experimental plans.

Description No. T/ P/ H>/CO GHSV/ Catalyst Mass /
°C bar inlet NL/h/g mg
1220 20 2.12 11.10 215
S 2 220 20 2.12 14.46 165
320 20 2.12 18.36 130
4 220 20 2.12 23.87 100
s 220 20 2.12 6.98 215
Reevaluated Central 6 220 20 2.12 9.09 165
Point 720 20 2.12 11.54 130
8§ 220 20 2.12 15.00 100
9 220 20 1.85 5.80 215
10 220 20 1.85 7.56 165
Low H/CO 11 220 20 1.85 9.59 130
12 220 20 1.85 12.47 100
13220 20 2.4 8.73 215
. 14 220 20 2.4 10.30 165
High H/CO 15 220 20 2.4 12.45 130
16 220 10 2.4 11.06 100
17 220 10 2.12 497 215
- 18 220 10 2.12 6.47 165
19 220 10 2.12 8.22 130
20 220 10 2.12 10.69 100
21 220 30 2.12 8.09 214
High p 2 220 30 2.12 10.93 158
23 220 30 2.12 13.43 129
24 220 30 2.12 17.67 08
25 210 20 2.12 3.93 214
- 26 210 20 2.12 532 158
27 210 20 2.12 6.53 129
28 210 20 2.12 8.59 98
29 230 20 2.12 11.84 214
High T 30 230 20 2.12 16.00 158
31 230 20 2.12 19.65 129

32 230 20 2.12 25.86 98
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6.2 Reaction scheme

In Table 13 adsorption steps of both CO and H» are assumed to approach
thermodynamic equilibrium under working conditions of FTS'47¢ (which allows writing
equilibrium expressions for elementary steps (1) and (2) as discussed by Visconti et al. 7). In
their model, elementary step (3) is also at thermodynamic equilibrium whereas the second
hydrogenation step (4) is a rate-determining step (RDS) in the series of steps (4) — (7). Rate
constants that describe elementary steps for the chain growth of the adsorbed species (9), (11),
and (13) are assumed independent of the carbon atom number of the involved
intermediates R,, — 0. This reaction scheme is integrated in the fixed-bed model reactor
(described in Section 3.2) and then solved and optimized using the procedure described in
Section 3.2.5. All kinetic rate constants are expressed according to Eq. 72 and allowed to
vary in [0,10°] interval.

Table 13. Initial model parameters used in this study.

El. Step El. Step Elementary Step K Kk 2 Eaforward  Eapackward
number Name reaction ¥ forward backward kJ/mol  kJ/mol
1 H,+ 20" 2H -0 3.980E-03  1.126E-02 210 120
2 Initiation CO+o0*(CO0—-0 4.075E-02  4.115E-01 205 120
3 CO—otH=0oHO 5 116k00  9.903E01 0 0
—o+o
HCO—-o0+H-o
< HCOH
—-o+o"
Methylene HCOH —o+o0" < CH
4-6 species -0
formation + OH 5.353E+00 0 120 0
-0
CH—-o+H—-0< CH,
—-o+o"
7 Water OH—-o0+H—-o0+< H,0
formation +20*
Initiator CHy=o+H~-o0
8 f . o CH, 7.519E-01 0 0 0
ormation .
—o+o
R,—o0+CH,—0
9 Propagation < Rpiq 4.591E+02 0 0 0
—-o+o"
Terminationto CH;—o0+H—o
10 paraffin for < CH, 5.443E+00 0 0 0
n=1 + 20"
Termination to
11 paraffin Rn—o+H-0o ’23" . 6.774E-01 0 0 0
vn € (2,50} +a0
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Termination to

12 olefnforn= 2570 CZH4_+GH 8511E-01  1.574E-03 0 120
2
Termination to
13 olefin Vn € R,—0 & 0, +H—0  5174E-03 1056E-07 0 0
{3,50}

a)  Ifno kpackward 1S given, the reaction is assumed irreversible.
b) Sumof4-7. HCO—-0+3H—-0 < CH,—0+ H,0+ 30"

6.3 Results and Discussion
6.3.1 Optimization of deactivation-free micro-kinetic model

The initial parameter set is presented in Table 13 and is evaluated using micro-kinetic
scheme of Tronconi et al. 479 in order to test the adequacy of FT observables with
experimental run 5 in Table 12. The results of those calculations are presented in Table 14.

Table 14. Comparison of experimental and simulated results of experimental run 5.

Observable Model Experimental®

X(Hy) % 1.85% /
X(CO) % 2.44% 70.25
ap, 0.0008 0.9294
o, 0.0005 0.6329
S(CH,) %wt 99.99% 10.34%
S(0,) %wt  0.00% /
H,
—= i 2.120 2.120
HCO inlet
2
= 2.107 2.142
0 outlet

dWith “/” we denote experimental observations that are not evaluated.

Inspection of results presented in Table 14 suggests that the initial set of parameters in
Table 13 is far from the optimal one, seeing that this model does not reproduce well any of
the typical FT observables. This comes from the catalyst used but also the initial set of kinetic
parameters that were determined on a partially deactivated catalyst with a different
formulation and over a different set of operating conditions. Thus, there is a need to re-
optimize rate constants given in Table 13. For that purpose, all kinetic rate constants are re-
optimized using Levenberg-Marquardt technique described in Section 3.2.5 and experimental

runs 1-24 (T=const.) where typical FT observables such as CO conversion X(CO), paraffin
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chain growth coefficient ap_, olefin chain growth coefficient @, and methane selectivity
S(CH,) have been used to construct the objective function defined by Eq. 65. Table 15,
Table 16 and parity plots depicted in Figure 65 summarize the result of such optimization

technique.

Table 15. Micro kinetic model parameters obtained after fitting to experimental runs 1-24.

El Step El Step Elementary Step K J b) Kback da)’b) Ea,forward Ea,backward
number Name reaction ¥ orwar aeivar kJ/mol  kJ/mol
1 H,+ 20" 2H—o0o 1.96%¥10%  6.20%10* 210 120
2 Initiation CO+0"CO0—-0 1.47%¥10%  7.99%102 205 120
3 (0O—o+H=-0oHCO 7402 | 36+10 0 0
—o+o
HCO—-o0+H—-o
« HCOH
Methylene —o+o”
4-6 species HCOH—-o0+0c" < (CH—-o
formation +0H -0 1.18 0 120 0
CH—-o+H—-0< CH,
—o+o"
7 Water OH—-o0+H—o0 < H,0
formation + 20"
Initiator CH,—o+H-o
8 f . < CH, 4.31*10"! 0 0 0
ormation .
—o+to
R,—o0+CH,—0
9 Propagation < Ryiq 3.59*10? 0 0 0
—o+o"
Termination to CH;—oc+H-o
10 paraffin for < CH, 2.39 0 0 0
n=1 + 20"
Termination to
1 paraffin Ryn=0+H—-0o ’23" o 132%10° 0 0 0
vn € {2,50} +20
Termination to
12 olefin for n = C,Hy—0 o CH,+H—0  332*%107  8.46*107 0 120
2
Termination to
13 olefin Vn € R,—0e0,+H—-o0o 2.63*102  3.18*10° 0 0
{3,50}

a)  Ifno kpackward 1S given, the reaction is assumed irreversible.
b) Kinetic rate constants at Tref.
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Table 16. Comparison of FT observables obtained in experimental and simulated runs 1-24

Run

CXSEGEGRN ISR m s w L -

[NO R ST NS T\
W N = O

24

 Error is given by (

X(CO) %

Sim.

48.5
329
27.2
20.4
70.2
51.1
44.2
333
62.2
47.9
40.4
30.7
70.8
50.2
42.4
32.0
60.7
47.6
40.7
31.9
55.8
49.5
37.2
32.1

Exp.

45.4
33.8
26.2
20.7
71.5
53.7
41.7
33.0
65.3
50.3
39.6
31.6
77.0
57.6
44.6
35.1
57.6
43.9
34.5
27.5
60.0
43.4
32.6
29.0

Err.
a)
6.3
2.6
3.5
1.5
1.7
5.1
5.6
0.8
5.0
5.1
1.9
2.7
8.7
14.8
5.1
9.8
5.0
7.8
15.3
13.8
7.5
12.4
12.4
9.7

S(CH,) %wt

Sim.

11.4
12.1
13.0
13.7
10.3
11.0
11.7
12.5
9.2

9.8

10.6
11.7
12.0
12.6
13.4
14.3
11.6
12.0
12.3
12.8
10.7
11.3
12.3
12.9

—(S"";:"”) x 100|).

Exp.

10.9
10.8
10.7
10.6
11.6
11.1
10.9
10.8
10.4
10.1
10.1
10.0
13.4
12.3
11.9
11.7
16.1
15.7
15.5
15.4
9.2

9.0

8.9

8.8

Err.
a)
4.4
10.9
17.6
22.1
11.8
0.6
7.4
14.3
13.0
34
5.6
14.4
11.5
2.3
11.2
18.0
38.1
31.2
26.6
20.7
14.1
20.9
28.0
31.3

185

Sim.

0.93
0.92
0.92
0.90
0.93
0.93
0.93
0.93
0.96
0.93
0.93
0.93
0.92
0.92
0.93
0.93
1.02
1.02
1.03
1.04
0.84
0.86
0.85
0.84

ap

Exp.

0.89
0.89
0.89
0.89
0.88
0.89
0.89
0.89
0.89
0.89
0.89
0.89
0.87
0.88
0.88
0.88
0.86
0.86
0.86
0.87
0.90
0.90
0.90
0.90

Err.
a)

4.44
3.18
2.82
1.43
4.96
4.44
4.75
4.52
7.06
4.57
4.15
4.17
4.46
3.99
5.28
4.69
15.23
15.68
15.86
16.41
6.38
4.76
6.43
7.66

Sim.

0.65
0.66
0.68
0.69
0.63
0.65
0.65
0.66
0.67
0.67
0.67
0.68
0.60
0.62
0.63
0.64
0.63
0.65
0.65
0.67
0.64
0.65
0.64
0.63

(24))

Exp.

0.79
0.81
0.83
0.84
0.75
0.78
0.80
0.82
0.76
0.79
0.80
0.82
0.73
0.77
0.79
0.81
0.77
0.79
0.81
0.82
0.77
0.80
0.81
0.82

Err.
a)
21.56
22.69
22.18
21.54
18.52
20.84
22.74
23.31
13.42
17.19
20.37
20.97
22.27
24.44
26.63
26.38
21.61
22.56
23.88
21.77
19.42
23.26
26.28
29.90



a) b)
80 20 T =
- 5% % g0 B e -
E j%ﬂ,:ﬁ’; - 11/ s 18} +30% hlj‘ﬂ'/o% -
S\__ 60 - 8 _5’..-’.:1;'7:‘ _ -._E 16} ,.~/! PR - -
0 g | Shl e
Q) A T ol L-lesereese -
9/ 20 i o ”1’/” =T E - : B ” ,.'.’ 30%
L ot @ 2::’:”,"’
0 20 40 60 80 6 8§ 10 12 14 16 18 20
X(CO) /% wt S(CH) /%
exp 4" exp
c) d)
1.05¢ ,H,"”’/" " 0% . - 0.85 +30%7 : o +15% : e -
g} 2 " £ l' T 0%
£ - - = - ooo - .
A:’O.95' e - ) ’,' /‘\=0.75"z ° P ’,'
= -7 oo '. ° 1,';,/:. - <) /,’ o o
3 0.85f m et S 0.65p- = . )
_ P - _ = -309 ) . - - B P 15% - ‘_3:]"/’”
0.75 — o -~ —
0.75 0.85 0.95 1.05 0.55 0.65 0.75 0.85
o(P n)exp a(on)exp

Figure 65. Parity plots of FT observables obtained after fitting. Red Line y=x, Green and
orange line 15 and 30% error interval, respectively. a) CO conversion b) Methane Selectivity
c¢) chain growth probability of olefins d) chain growth probability of olefins.

Regarding results presented in Table 16 and Figure 65, we see that our optimized
micro-kinetic model predicts most of the experimental results (runs 1-24) with a satisfactory
agreement. Results presented in Figure 65 suggest an average relative error of 13% on CO
conversion, which is higher than the error reported in some other FT micro-kinetic models
reported in the literature!3473:31531684 Regults in Table 16 infer that the individual relative
error increases in the following order a(Pn)<X(CO)<S(CH4) <a(Oy) with individual values of
around 7, 7, 16 and 22% respectively. Thus, for the most crucial FT observables such as
X(CO) we obtain to a certain extent, accurate results, whereas methane, a(P,) and olefin
selectivities are less accurate. We note that in our model, calculated a(P,) appears to be
insensitive with respect to measured ones.

Results presented in Table 16 and Figure 65 also infer that our model has severe

issues in describing products selectivities such as paraffin and olefins, whereas CO conversion
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seems well predicted. As presented in Figure 66 and Figure 67, most of the trends are
qualitatively well-reproduced; however, quantitative comparison demonstrates some
deviations. This is particularly the case for selectivities of FTS products and chain-growth
probabilities. This discrepancy may be related to the precision of calculated selectivities in
experiments used or our ability to escape local minima during the minimization process.

Comparison of results presented in Figure 66 shows that the syngas composition has a
strong influence on FTS observables since its increase reduces chain growth probabilities of
products (Figure 66 c) and d)) and increases CO conversion level and methane selectivity
(Figure 66 a) and b)) in accordance with the experimental work used in this thesis'*® as well
as some other literature work®!71°. For instance, Todi¢ et al.’!° analyzed the effect of Ho/CO
ratio on the product distribution and confirmed that lowering of H2/CO ratios reduces methane
selectivity and increases Cs+ selectivities. Although our model underestimates the chain-
growth probability of paraffins and overestimates one of olefins, qualitative trends reported in
Figure 66 a) remain correct. The discrepancy between model predictions and experimental
work can be understood from the procedure for determinating chain-growth probabilities, i.e.
the procedure in which chain-growth probability is estimated based on Cs/C4 selectivities and
not high-weight hydrocarbons Cis+. As for conversion, our model shows good agreement with
experimental data’143320 as it increases with H»/CO ratios. The non-monotonic trend of
conversion with the syngas composition is currently discussed.

In Figure 67, we present the impact of CO conversion on some FT observables.
Compared to experimental data used in this work '*® we obtain good qualitative agreement for
chain growth probability of olefins whereas chain growth probability of paraffin and methane
selectivity are not well reproduced. A possible disagreement for chain-growth probabilities
and methane selectivity can be found in the nature of experiments performed. Experimental

study used for a fitting in our work has been performed on the fresh catalyst and therefore
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observables have been measured based on intrisic kinetics corresponding to the catalyst that is
not stabilized. It is well-known fact that selectivity of parrafins corresponding to the catalyst
initial kinetics is very different from that corresponding to stabilized one as it can be seen
from the time-profile of selectivity reported in the literature 28%1°°3, Besides, our optimized
micro-kinetic model shows a slight increase (+2 weight %) whereas experiments present a
substantial decrease (-4 weight %) in methane selectivity from low to moderately high
conversion levels CO conversion (up to 70% see Figure 67 a)). We highlight the fact that
literature data seems to be equally divided on this subject as both phenomena have been

observed on Co-based catalysts. For instance, in 321317

a slight decrease has been observed
whereas in 322 a decrease and rapid increase above around 65% conversion has been observed.
Marion et al. 3?* observed almost constant methane selectivity up to 65% conversion level and
a rapid increase above it in line with Yang et al. > and Ma et al. '7>. Todi¢ et al.*'” and Kwack
et al. 320 found that increase in CO conversion levels leads to decrease and increase in light
and heavy hydrocarbon fractions respectively, which is in agreement with experimental data
used in this work but not with the optimized micro-kinetic model (Figure 67 b)). Those

1. 323 who performed catalytic tests

observations are in complete disagreement with Marion et a
on the stabilized catalyst and who observed an increase in methane selectivity and a
significant decrease of hydrocarbon selectivity with CO conversion increase in agreement
with our model. Hence, we conclude that experimental observations used for our model fitting
are the consequence of the measurement performed on non-stabilized catalysts during the
initial phase of its intrinsic kinetics. Considering that our interest lies in studying
performances of industrial Co-based catalysts we rely on experimental observations reported

by Marion et al. 323 which are in complete agreement with our micro-kinetic model. Results

presented in Figure 67 c) shows a decrease in olefin selectivity with CO conversion levels
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which is reported in many experimental works!'#%319:3183 and related to increased activity of

secondary reactions of olefin as described in Section 2.3.8.
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Figure 66. The influence of syngas composition on some FT process observables a) CO
conversion, b) methane selectivity, c¢) chain-growth of paraffin and d) chain-growth
coefficient of olefins at isothermal and isobaric conditions (experimental runs 1, 10 and
1 4148).

189



16.0 -
2 140 - .
= 12,0 - [ ]
g . * #Model
% 10.0 - > nE
. -
8-0 T T T 1
0.0 200 400 600 80.0
b) X(CO) %
0.94 -
0.93 - n m
2 oot | e
= 0.90 | [ | #Model
0.89 - 00 90 o mExp
0.88 . . —®
0.0 200 400 600  80.0
X(CO) %
¢)
0.90 -
L 4
0.80 - *e 0 .
S 0.70
=l ..I o - ¢Model
0.60 7 .EX[]
0.50

0.0 200 400 60.0  80.0
X(CO) %

Figure 67. The influence of CO conversion on some FT process observables a) methane
selectivity, b) chain-growth of paraffin and c) chain-growth coefficient of olefins at
isothermal, isobaric and iso-H>/CO conditions (experimental runs 1-8'4%),

To address some of the issues reported above we are also interested in investigating

the extent to which the optimized model can describe the effect of the single process

conditions on CO conversion and compare it with some literature data such as in 73743,
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Figure 68. Optimized micro-kinetic model predictions of some single parameter on CO
conversion levels. a) GHSV b) H»/CO ratio c¢) Pressure d) Temperature.

Results presented in Figure 68 shows an excellent qualitative agreement with the
experimental work of Visconti et al. 7* considering a simulated increase in catalyst activity
with temperature, H»/CO ratio increase and GHSV decrease. According to our model, a low
impact of pressure on the activity (<5%) can be reported similarly to Visconti et al. 7> and
Kwack et al. 32°, It should be noted, however, that the quality of our optimized micro-kinetic
model is governed by the quality of experimental points used for fitting but also our ability to
obtain global minima. Experimental data acquisition has not been the object of the present
thesis. Hence, considering the fact that experimental data used in this work are obtained for a
very short time on stream (TOS), but also the lack of possibility to perform a full FT products

analysis, as well as a material balance, we infer that this experimental data and results of the
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micro-kinetic model obtained from it should be interpreted with caution. Nevertheless, those
set of experimental findings allowed to optimize the catalyst activity as a function of
operating conditions as we have seen above.As for other FTS observables, we rely on
experimental studies in the literature performed on stabilized catalysts that compare well with

our optimized model predictions.

6.3.1.1 Impact of operating conditions on product selectivities

In this section, we discuss briefly calculated influence of some process parameters on
product selectivities such as temperature, pressure, GHSV and syngas composition and we
compare those predictions with some literature findings. In summary, the micro-kinetic model
we optimized predicts an increase in Cs+ product selectivity when decreasing H»/CO ratio,
increasing GHSV, T and P. Methane selectivity, in contrast, presents inversed trends.
Simultaneously, the high-weight olefinic part of FT hydrocarbon mixture generally decreases
with Ho/CO increase, GHSV increase and pressure decrease. The low-weight olefinic
products selectivity increases when Ho/CO and T decrease and pressure increases.

Figure 69 presents the calculated impact of syngas ratio on some FT product
selectivities. Our optimized model predictions agree very well with 73 for both low- and high-
weight paraffin selectivity with an inversion point around Ci4. Interestingly, a similar
inversion point has been simulated and experimentally measured in the work of 3. As for
low-weight olefin product mixture, our results are not in agreement with neither Visconti et
al. 7 nor Kwack et al. 3. Moreover, our olefin distribution does not follow the typical ASF
distribution law as ethene selectivity is rather high compared to other olefin molecules. This
further supports our doubt that selectivities and consequently chain-growth probabilities of
products should have been optimized separately instead of in an averaged manner through

a(On) as we have done, considering that low- and high-chain FT products behave differently.
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Figure 69. Calculated influence of inlet H»/CO ratio on a) paraffin P, b) ethylene O; and c)
olefin O, selectivities for T=220°C, P=20 bar and GHSV=11.14 NL/g/h.

Figure 70 presents the calculated impact of GHSV on the selectivities of the essential
FT products. Results presented in Figure 70 infer that low-weight paraffin selectivities
(methane included) is little impacted with GHSV. More particularly, lower GHSV seems to
favor the formation of low-chained paraffin, whereas the opposite trend is calculated for high-

chain paraffin in agreement with experimental and theoretical work of Visconti et al. 3. This
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calculated behavior is not in agreement with the experimental and theoretical work of Kwack
et al. 34, where a decrease of low-chain paraffin is observed with GHSV increase. However, in
this work®*, the effect of GHSV has been determined for the catalytic test in which the inlet
ratio Ho/CO=2 has been used i.e. below the stoichometric ratio of 2.12. Hence, in those tests,
an increase in GHSV (decrease in CO conversion) leads to a decrease of the outlet ratio
H»/CO which consequently reduces the selectivity of paraffins as reported by Kwack et al. 8.
In our test, the inlet syngas ratio is set to the stoichometric value and therefore the impact of
GHSV is negligable. Also, Kwack et al. 8 measured methane increase with GHSV increase

which can be also attributed to the inlet syngas ratio below the stoichometric value.
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a) Impact of GHSV on paraffin selectivity
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Figure 70. Calculated influence of the GHSV in NL/h/g on a) paraffin P, b) ethylene O, and
¢) olefin O, selectivities for T=220°C, P=20 bar and H,/CO=2.12.
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Figure 71. Calculated influence of the temperature in °C on a) paraffin P, b) ethylene O, and

¢) olefin O, selectivities for T=220°C, P=20 bar and H./CO=2.12.

Figure 71 reveals the calculated impact of temperature on some typical FT product
selectivities based on our optimized micro-kinetic model. Our model does not seem to
produce well the temperature impact on methane and other low-weight as well as high-weight
paraffin selectivities if compared to the literature work 73 | The reason for this discrepancy

can be found once again in the Ho/CO feed molar ratio employed in that work that is below
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the stoichiometric value®*73. As for 73154

in which the feed molar ratio is 2.1, the temperature
increase, increases the paraffin selectivity which is in agreement with our model predictions.
In that work”, C» olefin selectivity decreases with the temperature increase as predicted with
our model.

Figure 71 presents the calculated impact of pressure on the selectivities of the
essential FT products. The optimized micro-kinetic model shows a decrease in selectivities of
low-chain paraffinic products, whereas an increase is observed for high-weight products.
Pressure effect on paraffin selectivities is entirely in line with experimental works of Kwack
et al. 3 and Visconti et al. 3. As for olefins, Visconti et al. 7> measured an increase and
decrease of ethene, and both low- and high-weight olefins, respectively, with pressure. Thus,
our results are not in line when compared to the calculated pressure dependency of ethene
selectivity. In contrast, our results for all olefins are in full agreement with experimental and

theoretical work reported by Kwack et al. 8 since low-weight olefin decrease and high-weight

olefin increase is observed with pressure increase.
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6.3.1.2 Catalyst surface state
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Figure 73. The relative abundance of surface species used in the micro-kinetic modeling
scheme for experimental run 1. Surface coverages of the most abundant surface species in the
reactor inlet (a) and outlet (b). Surface coverages of minor surface species (“Others” in a) and
b)) in the reactor inlet (c¢) and outlet (d).

Figure 73 shows the distribution of adsorbed species on the catalyst at both reactor
inlet and outlet for experimental run 5 for which T=220, p=20 bar, GHSV=11.14 NL/h/g and
H2/C0O=2.12. Our results for the catalyst surface composition are comparable with some
results found by Boyer et al. in the slurry bubble reactor 3¢ but also Visconti et al. 7> and

Storsater et al. !

in the fixed-bed configuration. More precisely, micro-kinetic modeling
shows that the most abundant surface species are chemisorbed CO* and H* species with the
surface concentrations reaching levels of around 53 and 25%, respectively. This is in line with
surface coverages measured using the SSITKA by den Breejen 27 for CO* , CHp* and H*
that are around 45 , 10 and 10%, respectively. Besides, Yang et al. °> reported surface
concentrations of CO*, H*, CHp* and * using SSITKA in the following intervals,

respectively, 50-55%, 10-30% and around 10%. depending on the operating conditions. Our

calculations infer that the surface concentration of free surface sites is around 20% for those
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experimental conditions in line with the micro-kinetic model of Storsater et al. °!. Visconti et
al. 7 found significantly lower values for surface concentrations of both H* and free sites *.
Low concentrations of surface radicals Rn* can be explained in relatively high desorption
probability of chain-growth intermediates yielding paraffinic and olefinic products. The

6

computational study of van Helden et al. ?°® also shows around 60% in CO surface

concentrations in agreement with our work.

6.3.2 Single-site micro-kinetic model of deactivation

Having evaluated the performances of the deactivation-free micro-kinetic model, we
proceed to the integration of the elementary steps presented in Chapter 5 in order to obtain
deactivation containing micro-kinetic model. In this section, we are going to present briefly
the example of the single-site deactivation-containing micro-kinetic model scheme we
developed based on our DFT findings. Our goal is to produce a micro-kinetic model scheme
able to predict the activity and selectivity losses in time (CO conversion and chain-growth
probability of paraffin) as well as an increase in methane selectivity phenomena that are

typically observed for Co-based catalyst for the long time-on-stream.

The complete manually optimized model is presented in Table 17. Note that this
model contains several reactions that have been modified with respect to the original micro-
kinetic model scheme of Visconti et al. 3. The new set of initiation reaction is composed of
molecular adsorption of hydrogen and subsequent dissociation, reaction 1 and 2, respectively.
Steps 3-4 remain unchanged with respect to the original scheme. Steps 5-6 are some new
steps we introduced to account for surface oxidation phenomenon and formation of CH*
surface species (step 5) and another possible route for CH>* formation (step 6). Reaction (5)
has been already studied in the literature using DFT3%. This data represents the starting point
in the estimation of energy barriers presented in Table 17. Note that the surface oxidation step

is in complete agreement with our previous work presented in Chapter 4 where we have
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proved that CO derived oxygen represents thermodynamically the most favorable oxidizing
agent for Co surface. Steps 7-9 remain intact compared to the original micro-kinetic scheme.
Note, however, that in steps 7-9 and in step 6 we introduced represent two possible routes for
the formation of FT monomer specie CH>*. Steps 10 and 12-17 are the same as in the model
of Visconti et al. . However, we introduced the reversibility of this reaction step compared
to the model of Visconti et al. 7 in order to account for methane increase with simultaneous
site-blocking effect i.e. shifting equilibrium towards methane formation with surface sites
concentration decrease. We do not have any experimental nor theoretical argument for
introducing the reversibility of methane formation reaction. However, to our experience, the
microkinetic model scheme presented in Table 17 would not produce the envisaged time
evolution of methane selectivity without this step. Further inspection is required to confirm
this hypothesis. Step 11 is introduced to evacuate the excess of surface oxygen in the form of
COs. Based on the literature data, although Co-based catalysts are rather non-selective
towards COa, it appears that the selectivity of CO; is a good descriptor of surface oxidation
phenomenon considering its increase with CO conversion attributed to high water partial
pressures 3032132331319 Reactions (18)-(22) represent the set of reactions we studied in
Chapter 5 in which we have shown that ethylene readsorption and decomposition is
thermodynamically and kinetically favorable reaction in which coke-initiator specie is formed
(18)-(19). Deactivation initiator may engage tripolymerization reaction in which coke seed is
formed (20)-(21) and which can grow with the subsequent attachment of C; monomer species
as shown in the set of reactions (22). In this micro-kinetic model, we considered the formation
up to tri-aromatic hydrocarbon, i.e. Ci¢Hi3z considered as coke in our micro-kinetic model
scheme. As discussed in Chapters 4 and 5, this structure blocks active cobalt sites inducing

coke built-up and consequently deactivation and selectivity losses phenomena.
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Comparison of data in and Table 15, Table 16 and Table 17 shows that a great
readjusting is required to obtain the initial activity observed with the deactivation-free micro-
kinetic model scheme. For instance, if we take the experimental run 5 as an example, time-
dependent CO conversion, methane selectivity and chain-growth coefficient of paraffin
obtained within the model presented in Table 17 can be investigated. Those results are

presented in Figure 74.

Table 17. Deactivation containing model parameters used in this study.

Ea,for E
El Step El Step Elementary Step K Kk a) ward abacky
number Name reaction ® forward backward kJ/m ard
ol kJ/mol
1 Hy+oc" o H,—0c 5.874E-03  1.126E-02 0 0
2 H,—oc+0" "o 2H-o S'OOQEH) 0 0 0
Initiation
3 CO+0*CO0—0 2.351E-02  6.390E-02 205 120
4 O-oti=o o HO=0 | 699E-02 1.360E-04 0 0
5 ooade - HO=orote H=o40 ) 184p.05  1184E-05 92 82
ormation -0
6 Methy'lene CH—0+H—J<—>C*H2—0' 1.184 0 0 0
Formation 1 +o
HCO—-o0+H-o
< HCOH
—o+o’
79w MEVINC oo — g 4ot o CH -0
+0H—-o 1.184 0 0 0
CH-o+H—-o0o<(CH,—0
+o"
10 Water OH—-o0+H—-o0+< H,0
formation + 20"
1 o CO—0+0—0oCO,+20°  2.390E-02 0 0 0
ormation
Initiator CHy o+ H —o
12 p . < CH;—0o  4.310E-01 0 0 0
ormation .
+o
R,—o0+CH,—0
13 Propagation o R, -0 1'795E+0 0 0 0
+o"
Termination CH;—oc+H-o
14 to paraffin for < CH, 1.195 3.399E-04 0 0
n=1 + 20"
Termination
15 to paraffin R,—0+H—-0e P, +20" 1.320E-01 0 0 0
vn € {2,50}
Termination
16 to olefin for CHi—oe (CH,+H—o0o 3.324E-02  8.455E-05 0 120
n=2
Termination
17 to olefin R,—0o0,+H—-0 2.633E-02  3.182E-06 0 0
vn € {3,50}
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Ethylene

18 . C,Hy + 20" & C,H, — 20 3.324E-04
readsorption
Ethylene C,H, — 20+ 30"
19 dehydrogenat o CyH, — 20 1.699E-02
ion +3H—-o0
Ca
20 metallacycle 2C,H, — 20 & C,H, — 40 1.699E-04
formation
Coke-seed
21 cyclic G Caffa — 40+ G — 20 1.699E-04
formation < CeHs = 60
C,Hy,_3—no+CH—-o
22 Coke-growth © ChiHyp  3.399E-04
—(n+ 1o

a)

If n0 kpackward 18 given, the reaction is assumed irreversible.
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Figure 74. Time evolution of a) X(CO), S(CH4) and b) o(Pn) according to single-site
deactivation micro-kinetic model after 500h of time-on-stream for experimental run 5. Initial
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X(CO), S(CH4) and a(P,) are 81%, 20 wt % and 0.83, respectively.

Inspection of results presented in Figure 74 reveals that the single-site microkinetic
model we presented can reproduce a time evolution of X(CO), S(CH4) and o(Pn) related to
realistic Co-based catalyst qualitatively for long TOS. However, compared to performances of
deactivation-free catalysts studied in Section 6.3.1 we see that the initial CO conversion,
methane selectivity and paraffin chain-growth probabilities are inaccurate. It should be noted
that in the manual readjustment of kinetic rate constants from Table 17, we did not succeed in
obtaining the experimentally measured observables. Moreover, the time-evolution of a(Py)
presented in Figure 74 b exhibits first an increase compared to initial chain growth
probability and then remains constant. Note also that TOS simulated in this study is around
50h, hence, simulated dynamics of X(CO), S(CH4) and o(P.), although in qualitative
agreement (for long TOS) are too rapid for realistic Co-based catalyst. For instance, Pefia et
al. 24 observed a decrease of around 5% in CO conversion after TOS=400h. Moreover, they

observed around 3 wt% increase and 5 wt % decrease in S(CH4) and S(Cs-), respectively after

TOS=700h which is far longer than in this study.
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Figure 75. Surface composition of fresh a), ¢) and b), d) deactivated Co catalyst.

Inspection of results presented in Figure 75 depicts differences in surface composition
of entirely fresh and deactivated catalyst. Although time-evolution of typical FT observables
is not accurately determined, our results in Figure 75 suggest that we succeeded in our initial
idea, i.e., we successfully produced coke species deleterious for catalyst activity and product
selectivities by integrating elementary steps for coke formation in the deactivation-free model
proposed by Visconti et al.

Since we cannot entirely exclude the existence of some other set of kinetic parameters
in Table 17 that would produce qualitative and quantitative desired evolution of typical FT
observables, we cannot neglect the fact that the micro-kinetic model scheme presented in
Table 17 is somewhat artificial, considering that it contains an elementary step for reversible
methane formation, i.e. methane decomposition on Co that, to the best of our knowledge is

not observed for Co-based catalysts. Besides, without this reversible step, we can not simulate
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an increase in methane selectivity and decrease in long-chain paraffin selectivity
simultaneously. Nevertheless, this model proves that it is possible in principle to simulate the
time-evolution of FT observables using a micro-kinetic model. Hence, our next objective is
substituting non-physical methane decomposition reaction step with a new chemically sound

reaction set while producing similar trends on X(CO), S(CHs) and o(Py).

6.3.3 Double-site micro-kinetic model of deactivation

Methane selectivity exhibits deviation from typical ASF distribution of the product as

we discussed in Section 2.2. Besides, there are a few studies 324326

, and very recently Chen et
al. 28! where two-site (double-site) models are discussed to explain a deviation of methane
(and ethane) from the ASF products distribution. As discussed by Chen et al. 8! a current
DFT view is that a hydrogenation reaction of growing chain (CHp included) is site-insensitive
whereas CO dissociation and chain-growth reactions are site-sensitive'®. Chen et al. 28!
speculated that a large part of methane is produced on terrace sites whereas CO dissociation is
taking place on step-edge sites leading to hydrocarbons and a small amount of methane. In
addition, SSITKA experiments suggest two different carbon pools for methane formation as
discussed in the literature 32732592, This site-sensitivity phenomenon of surface reactions
briefly described in Section 2.3 allows some flexibility concerning the issue we encountered
with methane.

Due to the time limitations, a thorough investigation of site-sensitivity phenomena is
out of the scope of this work. Hence, in the mechanism below, we assume the presence of
surface-sensitivity phenomena and we speculate that there exist particular sites for methane
formation reaction in addition to the one reported in Table 17. We will call those sites

methanation sites or p-sites. More particularly, considering that opposite trends are expected

on methane and paraffin selectivities during the deactivation phenomena, it seems
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numerically convenient and physically reasonable to separate elementary steps 13
(propagation) and 14 (methane formation) by introducing a second active site p in the micro-
kinetic model scheme.

Based on experimental results by Chen et al.?8!, there is a strong correlation between
cobalt surface area and CH4 formation rate. In their opinion, the one-site model and H-
assisted mechanism cannot explain experimentally obtained pattern of S(CH4), C2+ formation
rates and chain-growth probability on carbon deposits. Nevertheless, they do not exclude two
parallel reaction pathways for methane formation, one taking on place on terraces and another
on steps. In this study, we consider an exclusive methane formation on p-sites, i.e. we assume
that the latter pathway produces negligible amounts of methane. Chen et al.?8! also provide
the mechanism scheme taking into consideration surface diffusion of adsorbates between step-
edge and terrace sites with a final goal to explain their experimental observations in which
S(CH4) decreases with deactivation in contrast to some other experimental work!'?®2%3_ In this
deactivation model, we propose a similar adsorbate migration mechanism towards methane
formation. Considering low diffusion barriers for some adsorbates such as hydrogen,

carbon?”” and CO?? and some CHp species %

we introduced reactions 3 (H* diffusion) and 14
(CHs* diffusion) given in Table 18. Methanation reaction (16) is assumed dominant on
methanation site p in a similar manner as in 28!, Other elementary steps remain intact
compared to the micro-kinetic model of deactivation we developed in 6.3.2. Elementary step
14 is the crucial one for calculating the time-evolution of methane since in this step, decrease
in the concentration of ¢* sites, i.e. active sites we wish to block in reactions 20-24, leads to
an increase in CHzp surface concentrations leading to methane formation. Thus, a decrease in
active sites o* indirectly increases methane selectivity in line with the literature data on

deactivation phenomenon. Hence, previous non-physical elementary step is substituted with

physically acceptable surface migration given by reaction 14 and the introduction of a new
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type of active sites. In this work, the initial concentration of surface methanation sites p is set
to 10% of the overall initial concentration of surface active sites 6* and p .This in line with
experimental and theoretical data in the literature where it is demonstrated that two active
sites may co-exist during the FTS reaction. Moreover, it is well known from morphological
considerations that the ratio between the terrace and step sites of for a large Co nanoparticle
101 is of the same order of magnitude as the ratio between 6*/ p sites considered in our current
model. However, we have not enough data to stablish a direct link between, on the one hand,

our 6* and p sites and, on the other hand, step and terraces sites in nanoparticles.

In order to obtain initial CO conversions and product selectivities, we first adjusted
manually kinetic constants of reactions 1-19 given in Table 18 i.e. without using the the
Levenberg-Marquardt (LM) algorithm?®, Comparison of results in Table 18 with those in
Table 15 shows that kinetic rate constants for steps 3, 14 and 16 (with steps 20-24 equal to
zero) have to be estimated in order to produce a quantitative agreement with a deactivation-
free model presented in Section 6.3.1. Kinetic rate constants of elementary steps we
conserved from a deactivation-free model presented in Section 6.3.1 are slightly modified to
approach the limiting case for TOS=0. After readjustment of the limiting case with no
deactivation, we manually modified kinetic rate constants to reproduce well-known
deactivation behavior i.e. methane selectivity increase, a(P,) and X(CO) decrease with the

TOS. The result of this manual readjustment is presented in Figure 76.

Table 18. Deactivation containing model parameters used in this study.

Ea,for E
El. Step El. Step Elementary Step Kk a) ward back
number Name reaction a) forward kbackward kJ/m ard
ol kJ/mol
1 H,+c"oH,—0 2.096E-03 0 0 0
2 L Hy—oc+4+0"©2H—-o0 4.000E+0 0 0 0
Initiation 2
3 H—o+puxeoH—pu+ox* 1.000E-01 0 0 0
4 CO+0"eCO0—-o0 4.075E-02 4.115E-01 205 120
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Figure 76. Time-evolution of FT observables calculated based on a double-site micro-kinetic
model for Experimental Run 5. a) CO conversion b) Methane Selectivity c¢) Chain-growth
probability of paraffin. For limiting case initial values of 70.18, 10.56% and 0.878
respectively.

Figure 76 presents the time-on-stream evolution of some typical FT observables. Our
micro-kinetic model prediction is in good qualitative but also quantitative agreement with
observed deactivation rates in some experimental works?83199:3:195.1303 = Ag for surface
concentrations of radical species, those are presented in Figure 77, the comparaison of Figure

77 and Figure 76 leads to the conclusion that deactivation mechanism is the consequence of,

on one hand, a reduction in the number of active sites occupied by coke precursors as shown
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in Figure 77 ¢) and, on the other hand, a decrease in surface concentrations of FT reagents as
shown in Figure 77 d). For instance, Carvalho et al. 37 found in SSITKA experiments a
decrease in CO* surface overages during a deactivation phenomenon. Based on the results in
Figure 77 and Figure 76, it seems that there is a correlation between the amount of coke on
the surface and the time evolution of FT observables. In order to verify this hypothesis, we
evaluate the amount of surface occupied by coke (>Ci4) versus time-dependent FT
observables. Those correlations are presented in Figure 78. Based on the results in Figure 78,
we conclude that the catalyst activity and methane selectivity are directly correlated to the
amount of coke-covered surface coverages. A similar trend has been observed for CO
conversion in another experimental work '%°. As for the chain-growth probability of paraffins,
except at low coke coverages, it seems that the same linear correlation holds. It should be

noted that the quality of this prediction depends on the quality of the initial fitting procedure.
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Figure 77. a,b and c¢) Surface composition before deactivation. €) and €) Evolution of surface
composition with TOS and deactivation phenomena.
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CO conversion b) Methane Selectivity ¢) Chain-growth probability of paraffin.

6.4 Conclusion and Perspectives from the micro-kinetic model study

In this chapter we presented, to the best of our knowledge, the first micro-kinetic
model scheme that takes into consideration the deactivation phenomenon inspired by H-

assisted CO dissociation scheme previously proposed for the deactivation-free model by
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Visconti et al. Firstly, we optimized deactivation-free model of Tronconi based on the in-
house data and we showed a satisfactory agreement with experiments can be achieved.
However, our model predicts some inconsistency in term of product selectivities, which may
be related to the quality of experimental data obtained from HTE. We can not exclude entirely
the possibility that a local minimum has been obtained during the optimization procedure and
that we fail to reach the global one. Besides, literature data *?® on the micro-kinetic model
optimization recognized the necessity to employ global optimizers along with the Levenberg-
Marquardt technique as, for example, Genetic-based Algorithms, in order to obtain better
parameter estimation. An implementation of such global optimizers in our current reactor and
optimizer code may represent a rewarding perspective for future work.

Besides, we have presented two micro-kinetic modeling schemes that contain carbon
induced deactivation phenomena based on our previous DFT work. The former one, regarded
as non-physical as it contains some elementary steps challenging to justify, and the latter
being more physically sound, as it completely lies on principles discovered in our previous
work during this thesis, or found in the literature. However, because we do not possess any
data on long-term, deactivation relevant, performances of Co-based FT catalyst, no formal
fitting of this model is performed. Instead, a manual adjustment has been achieved based on
the deactivation-free micro-kinetic scheme. This so-called p-deactivation model assumes the
separation of the active sites responsible for methanation from other reactions and allows

predicting both qualitatively and quantitatively the evolution of some typical FT observables.
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7 General Conclusions and Outlook

The present work aimed to shed some light on the deactivation and selectivity losses
phenomena of cobalt-based Fischer-Tropsch catalysts, one of the main issues in the
industrialization of this process. More precisely, considering the lack of agreement in the
literature on the preferential long-term deactivation pathway of Co-based catalysts, our task
was to assess some of the hypothesis evoked in the literature and to find, among them, the
most likely ones. We first searched for the most likely deactivation pathway with
thermodynamic and kinetic calculations and we then aimed at confronting our findings with
up-to-date experimental observations. Lastly, we updated a microkinetic model in order to
model and predict the deactivation process with the final aim of optimizing the industrial
catalysts in the future.

Chapter 1 and 2 present a critical overview of historical and current literature data on
the fundamentals of the FT reaction, its thermodynamic and kinetic properties (such as current
views on the reaction mechanism and the structure-sensibility of active sites) and the causes
evoked for the catalyst activity and selectivity loss. In this chapter, we aimed at presenting the
different theoretical and experimental approaches in the field and the limitation of different
methods. Particular focus was given to the FT mechanism scheme proposed by Tronconi et al.
and to three deactivation pathways related to the active phase: surface oxidation, carbon
deposition and surface reconstruction.

In Chapter 3, we presented the computational tools and the fixed-bed reactor model
employed in our work. Based on these methods, we obtained the results we presented in
Chapters 4 to 6.

In Chapter 4, we presented a comprehensive thermodynamic DFT investigation of the
Co surface state under FT reaction conditions. For that purpose, we developed a full

thermodynamic model (see Section 8.4), combining consistently DFT and experimental data.
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Gibbs free energy calculations were conducted on the different chemical reactions leading to a
specific Co catalyst surface state. We selected some of these surface states as representatives
of the active phase deactivation phenomenon based on their reaction energies. Information
about surface speciation was summarized in several diagrams representing the different
surface states and their associated free energy of formation as a function of C, H and O
coverages. Among the latter three, the surface coverage in carbon has the most substantial
impact on the free energy for the deposition of C,HgO, species on Co. In those diagrams, we
found three zones of chemical surface speciation with different chemical intermediates from
the fresh to the deactivated Co catalyst. In Zone 1 (6(C)<0.75 ML and 0<6(H)<1 ML), surface
species CHp required for FT synthesis have been identified. In this Zone, CO-derived oxygen
is identified as having a strong oxidizing potential for Co sites in contrast to water-derived
oxygen. In Zone 2, (1<6(C)<1.25 ML and 0<6(H)<1 ML), some key C,Hp surface species
have been identified. Among them, linear and branched polymeric hydrocarbon species that
can act as precursors of deleterious carbon species found in the literature leading to activity
loss. Also, in this Zone, the reconstruction of the cobalt surface occurs through the migration
of C in metal subsurface sites. It has been underlined that in Zone 2, O atoms are only
expected to have a weak effect on activity due to the higher carbon surface coverages. In this
region of the speciation diagram, O atoms do not interact directly with Co sites as they
preferably bind with the C overlayer. In Zone 3 (1.5<6(C)<2 ML) the Co surface is
predominantly covered by C atoms forming either multiple branched chains or a graphitic
overlayer. The latter surface state has been defined as representative of the deactivated
catalyst since Co supported graphite is very stable and it is usually found in coke deactivated
catalysts. The branched hydrocarbons (found in Zone 2 and 3) may also be considered as
precursors of this graphitic over layer. Hence, according to our results, the preferential

deactivation pathway for the active phase Co-based FT catalysts is the one in which
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deposition of carbon species occurs. Finally, regarding H atoms, it has been found that they
may be located either on C atoms, O or Co sites if available. The weak effect of the H position
in the structure and formation energies of C,HpgO, species implies that these atoms are free to
move in the surface and able to participate in different reactions.

In Chapter 5 we investigated the mechanism and kinetics of reaction pathways
leading to the formation of graphitic-like species. A simple three-step mechanism has been
examined based on findings in Chapter 4 and the literature: deactivation initiator, coke-seed
formation, and coke-seed growth. Among the several CoHp deactivation initiator structures we
found in our results, ethynyl surface species C,H seems to be kinetically and
thermodynamically the most favorable one. Coke seed, a cyclic CsHp intermediate, is formed
in the cyclotrimerization reaction of ethynyl surface species. Finally, a mechanism of coke-
seed growth by coupling with some Ci1Hp fragments is presented.

In Chapter 6, firstly, we adjusted the single-site microkinetic model of Tronconi et al.
(that does not account for deactivation phenomenon) with in-house catalytic tests. The model
accounts satisfactory for experimental observations such as CO conversion, selectivity of
paraffins, methane and olefins. Secondly, the initial micro-kinetic model was upgraded with
the deactivation mechanism described in Chapter 5. Given the absence of in-house
experimental data acquired in long-term, deactivation relevant runs, we adjusted “manually”
kinetic rate constants to reproduce trends in deactivation such as CO conversion decrease,
methane selectivity increase and paraffin selectivity decrease. Our deactivation model
performed accurately compared to some literature data in terms of CO conversion and
paraffin selectivity but not methane selectivity. This discrepancy was attributed to the model
and was circumvented by introducing a second active site involved in methane production.
The resulting two-site deactivation model is in agreement with the most common

deactivation-dependent experimental observations. Moreover, the two-site deactivation model
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was examined in terms of the surface composition of the spent catalyst and compared to
literature data.

The present thesis provides several valuable insights into the fundamental
understanding of the cobalt-based FT catalysts deactivation mechanism.

For instance, our work highlights that the deactivation of the active phase in Co-based
FT catalysts comes from the formation of coke, rather than the oxidation of the active sites.
Moreover, we provide evidence that CO is a stronger oxidizing agent than it is water under
these reactions conditions. Besides, we also found that O would rather interact with C than
with Co or leave in the form of water molecules once formed during the FT reaction. Based
on this first set of results, we identified several surface states that are precursors of deleterious
carbon species and showed that, from our kinetical calculations, several reaction mechanisms
that can lead to such species. According to our results, the elementary steps leading to those
surface species have reaction barriers that can be easily overcome under FT reaction as they
are in the same range of values as those involved in the FT polymerization mechanism.
Hence, our results demonstrate that the deactivation by the formation of coke is favorable
both from a thermodynamic and a kinetic point of view. Lastly, we showed how this
information can be used to upgrade an existing microkinetic model of the FT reaction in order
to account for the observed deactivation phenomena and optimize the process.

This work also provides guidelines and ideas for future research. More thorough work
needs to be done in the identification of the kinetically and thermodynamically most favorable
coke formation mechanisms. The basis of those ideas has been highlighted in Chapter 5.
Briefly, at this point, we cannot exclude other C,Hp species as deactivation initiators. One
fundamental question related to the deactivation initiator is their exact origin. Although we
assumed ethylene molecule as the most plausible precursor of deleterious carbon species, is it

also possible that CiHp species form by hydrogenation of CO molecules. What are the
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consequences of these different reaction pathways with the mechanism of the FT
polymerization reaction, considering that they all co-exist and are in competition? What is the
role of oxygen in those reactions? What is the exact nature of CoHp/CoHp coupling reactions
that lead to detrimental carbon species? Is the cyclotrimerization reaction we presented in
Chapter 5 the most favorable pathway to the formation of cyclic species? At the point where
no agreement exists on the mechanism of the FT reaction itself, it is very challenging to
provide an answer to these questions. In this regard, we believe that the mechanism of the FT
reaction should be studied along with the deactivation phenomena and not separately since the
underlying nature of the reactions involved in both of them appears to be the same
(CoHp/CyHp coupling reactions). Hence, future works in this area could include an extension
of our microkinetic calculations to the full FT reaction in order to have more atomistic
insights on the deactivation phenomena and a more quantitative agreement between theory
and experiments. As for experimental studies in this area, in our opinion, surface science,
isotope labeling, operando and co-feeding experiments may have a preponderant role in the
context of providing guidance in future mechanistic investigations.

Future results in the field will surely elucidate the negative effects of water in the FT
process. Indeed, according to our results this molecule does not seem have a negative impact
on the active phase. Nevertheless, there is evidence that water is involved in the sintering of
metal particles and the chemical weathering of the support. These deactivation mechanisms
involve solid-state reactions that are difficult to investigate by both theoretical and
experimental approaches and represent interesting topics of future work. Experimental studies
related to the deactivation phenomenon are another critical challenge to be overcome in
reactor modeling. This is the reason why publications linking reaction parameters to

deactivation phenomena are scant and contradictory.
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Also, more research is needed in order to find a relationship between the catalyst
properties (morphology, crystallite size, the nature of support ...) and possible implications
and performances in long deactivating runs. More studies in this area will, in our view
facilitate the task of theoretical scientists working on models of the FTS reaction as they
provide the relevant parameters of the reaction as well as the relevant reaction intermediates
for mechanistic studies. Hopefully, all this work will help to unravel the 100-year old “FT

puzzle”.
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8 Appendix

8.1 Total Energy Convergence Tests

The success in interpreting the results of calculations based on the theory described in
Chapters 4 and 5, largely depends on the convergence of the properties of interest regarding
input parameters used in those calculations. Besides, maximal calculation accuracy is
envisaged while maintaining a minimal amount of time required for those calculations to be
performed. In this project, we are primarily interested in thermodynamical properties, such as
the Gibbs free energy and its components (see Section 8.2). Thus, to ensure the quality of our
results, the convergence of total (electronic) energy tests is performed, with respect to
different calculation parameters. In this section, we show and discuss our choices for model
structure and different calculations parameters such as k-point number, smearing parameter o,

energy cut-off, the dimension of unit cell and number of slab layers described in Chapter 3.

8.1.1 k-point grid optimization

Figure 79 and Figure 80 present the results of single-point energy calculations
performed on the bulk Co structure at constant volume for a different choice of k-point
meshes. Inspection of both Figure 79 and Figure 80 shows that the single-point energy
obtained for a 9x9x9 k-point mesh should be a reference value since all energy values beyond
this k-point mesh oscillate negligibly in a range of ~ 10~*eV/cell or less. However, in order
to determinate the optimal k-point mesh, we also need to take into consideration the time
required to perform calculations, and those results are presented in Figure 81. The analysis of
the results presented in Figure 81 reveals that the computational time required to perform
single-energy calculations increases exponentially with the number of k-points. Thus, the

computational efficiency of our calculations requires a careful selection of the k-point mesh.
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As a rule of thumb, we consider that absolute energies are converged with respect to k-meshes
when the energy difference between two adjacent k-meshes is of the order of 1 meV/atom.
This is a reasonable choice considering the accuracy of other parameters discussed below. In
Figure 80 we can see that the energy differences are too big (> 0.01 eV) in the case of
5x5x5 and 6x6x6 meshes; however, the ones for 7x7x7 and 8x8x8 are attractive choices,
taking into consideration the computational cost (see Figure 81) but also the convergence of
those calculations that is of order ~10~*eV /atom and ~1073eV /atom, respectively. Thus,
from results in Figure 80, we deduce that for meshes bigger than 9x9x9, absolute energies
change is negligible. Hence, the absolute energy obtained with 9x9x9 grid is used as the

reference energy for every fuure considerations.
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Figure 79. Single-point absolute energy as a function of the k-points mesh. Energies are per
number of Co atoms in the face-centered cubic unit cell. Convergence line extrapolated to
converged energy (Red dashed curve).
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8.1.2 Smearing-width optimization

Although the method of Methfessel-Paxton (MP) gives a very accurate description of
the total energy, the width of smearing, defined by o parameter in our calculations, should be
carefully chosen. The criteria usually employed for choosing an appropriate ¢ parameter is the
difference between the free energy term and the total energy (entropic term T*S in the output
file) that should be negligible as much as possible (< 1meV per atom is usually a good
choice). When optimizing the smearing width, we tested five different k-point meshes along
with three typical values for smearing width: 6x6x6, 7x7x7, 8x8x8, 9x9x9 and 10x10x10 and
0.05, 0.1 and 0.2 eV, respectively. The results of those calculations are presented in Figure 82
and Figure §83.

The analysis of results presented in Figure 82 suggests that ¢ = 0.1 eV and ¢ =
0.2 eV are not good smearing width choices for 7x7x7 and 8x8x8 meshes respectively.
However, all other combinations of k-points number and smearing width are inside the
acceptation criteria (|T * S| < 1 meV per atom). Concerning the evolution of the entropy term
with respect to smearing width, no particular trends can be observed. In Figure 83 we
presented the differences of calculated energies with respect to the reference energy obtained
for a 9x9x9 mesh and we found a negligible (~10~3eV/atom) dependence with respect to
smearing widths studied. Inspection of Figure 83 implies also that 6x6x6 mesh performs well
for the smearing widths we used here although energy fluctuations are of the same order of
magnitude (~1073eV/atom) are achieved with 7x7x7 and 8x8x8 meshes too. Denser grids
(9x9x9 and 10x10x10) give the best convergences at the expense of computational time (see
Figure 81). Although it is clear that the best convergences are achieved with denser grids

such as 9x9x9 and 10x10x10, the computational time necessary to perform those calculations
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are significantly higher.. Therefore, we decided to refine the results in a search for ideal o for
less dense k-mesh grids such as 6x6x6, 7x7x7 and 8x8x8. The results of those refinements are

presented in Figure 84 and Figure 85 for ¢’s between 0.050 and 0.100 and the increments of

0.005.
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Figure 82. Residual entropy per atom in Co face-centered cubic unit cell for different k-point
meshes to smearing width. Thresholds are represented by red dashed lines.
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to smearing width.
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Inspection of results in Figure 84 suggests that a few combinations of k-point grids

and smearing width are unacceptable such as 8x8x8 7x7x7 grids combined with the widest
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smearing used here, 6=0.1 eV. All the other combinations satisfy the convergence criteria
commonly used in the literature. Interestingly, the 6x6x6 grid seems insensitive to the ¢ used.
On the other hand, the 7x7x7 grid yields results with the highest entropy while in the 8x8x8
grid, the entropy diminishes when increasing smearing widths. Analysis of results in Figure
85 suggests that the three grids mentioned here give approximately the same deviations with
respect to the reference energy ~10~3eV/atom. Hence, taking into account all these facts, we
decided to use 7x7x7 grid with a width of 6=0.085 eV for which there is the better trade-off

between computational cost and accuracy.

8.1.3 Cut-off energy optimization

We tested several possibilities for cut-off energy between 300 and 500 eV with an
increment of 50 eV as these are usually employed in the literature when studying metallic
systems. The only difference regarding previous calculations is that here we are performing
an optimization rather than performing single-point calculations as it was the case when we
tried to find the optimal size of k-point grid and smearing width. The results of those
calculations are presented in Figure 86 where we plotted successive the total energy evolution
(normalized per Co atom in the unit FCC cell at constant volume) with respect to different
cut-off energies we used. Analysis of results presented in Figure 86 indicates that energy
deviations are of order ~1073eV per atom, which is considered as good taking into account
the accuracy of all other parameters. In accordance with previous calculations performed on

FCC Co, we think that the best option is to take cut-off of 500eV.
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8.1.4 Unit-cell constant optimization

To determine the equilibrium lattice constant of bulk FCC Co, a, we need to allow
volume relaxation in our calculations. Equilibrium lattice constants can be obtained using
different approaches. In this thesis, we use the Birch-Murnaghan equation of state, and Pulay
stress minimization approaches. Pulay stress is the consequence of the incompleteness of the
plane wave basis set with respect to volume changes. First, we vary moderately the
experimental lattice constant a, >**, and we minimize the energy with respect to the varied
lattice constants. Then, we refine those results by calculating the Pulay stress for those
volumes, and we find the volume where the Pulay stress is close to zero. The volume for
which these conditions are satisfied and the corresponding lattice constant are the equilibrium
volume and lattice constant, respectively. The results of those calculations are presented in

Figure 87 and Figure 88. Inspection of results in Figure 87 clearly shows a broad minimum

for scaling factors ai between 0.995 and 1 (the equilibrium volume is in the interval
0

0.995V, < V.4 <Vp). Instead of calculating a derivative of obtained curve and setting it to
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zero in order to trace a minimum, we choose plotting of the Pulay stress (read from output
data in the VASP package) with respect to scaling factor, since this plot is already linear
which evites possible errors of data fitting and finding the position of very broad minimum.
This plot is presented in Figure 88. From the results presented in Figure 88 along with the

slope k and the intercept n therein, is can be concluded that the Pulay pressure is equal to zero

for a = agq * % = 3.52773 * 0.99892 ~ 3.5239A. Throughout this project, the equilibrium

lattice constant used is thus a = 3.5239A.
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8.1.5 Slab thickness optimization

A surface model consists of a slice of material that is infinite in two dimensions,
parallel to the surface plane, but finite along the surface normal as represented in Figure 8§9.
The crystal slab must be thick enough so that two exposed surfaces of the slab with each
other. Also, the vacuum region in Figure 89 must be wide enough to prevent interactions
between adjacent slabs across the vacuum so that electron density tails to zero in the vacuum
region. In general terms, the thicker slabs and the larger the vacuum regions, the better the
calculation is. However, this is done at the expense of computational time, since during the
calculations plane waves expansions are also used in the vacuum region when using the PW
basis sets approach. Therefore, a compromise must be made between the computational cost
and the desired physical accuracy. In the case of the Co(111) slab, a vacuum thickness of
~15 A and a supercell p(2x2) is the most typically used setting. Here, we don’t test the
convergence of those two properties. We did, however, examined the convergence on slab
thickness. The optimization of slabs with a different number of layers was performed using
the calculation parameters described in Section 8.1.5. We computed the surface energy as a
function of the slab thickness according to Eq. 73. We allowed all the atoms in the supercell
p(2x2) to move during the optimization except for those in the bottom two layers that mimic

the bulk part of the material.

229



Vacuum thickness

Slab thickness

<>

Surface area

Figure 89. Side (left) and on-top view (right) of slab model.

AEQS ¢+ = (Esiab — Natoms * Ebui) /2 Eq. 73

In equation Eq. 73 Eg ), 1s slab energy, ng¢oms 18 the number of Co atoms in the slab
of a given number of layers, E},;;, is the energy of a bulk FCC Co. Division by 2 ensures
accounting for the two surfaces that are created (see Figure 89). Surface energies calculated
by means of equation Eq. 73 are presented in Figure 90. Examination of results presented in
Figure 90 implies that small variations in surface energy take place when successively
increasing slab thickness. Those variations are the most important (~ 0.1 eV ) for the least
number of layers studied here (3 layers) and become less important (~0.01 eV) when
increasing slab thickness. As far as the literature is concerned, slab models for Co vary from

3-layer to around 7-layer slab models. During this project, we decided to use a 4-layer slab

model since the energy is sufficiently well converged (see Figure 90) for a reasonable cost in
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computational time. Therefore, all the calculations performed in Chapter 4 use a 4-layer slab

model for the Co(111) surface.
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Figure 90. Surface energy variations to a number of layers (slab thickness) used in our
calculations.
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8.2 Thermochemical predictions based on DFT results

8.2.1 Introduction

One of the most crucial assets of ab initio methods is its use with statistical mechanics
theory, to predict accurately thermodynamic quantities of different materials (molecules,
solids ...). Here, our primary goal in this section is to show how using Density Functional
Theory we calculated in this work some thermodynamic quantities such as the enthalpy of a
reaction (A,-H), its entropy (A,.S) and its free energy change (A,.G).

The Gibbs free energy change for a given temperature can be decomposed according
to the Gibbs-Helmbholtz equation as follows:

AG(T) = ApH(T) = TArSeor (T)
= 8, (U(T) +pV(T)) = TA,Spor(T). Eq. 74

In equation Eq. 74, A,.H(T) is the reaction enthalpy change that is decomposed to
internal energy change, pressure-volume work and A,.S;,.(T) is the total entropy change by
the chemical reaction. The internal energy change can be further decomposed into electronic,
translational, rotational and vibrational contributions, which allows rewriting the enthalpy
change as follows: ?

A (U +pV) = A (Uer + Ugranst + Uror + Upip) + A (pV).
Eq. 75

Due to computational cost, the zero-point energy (ZPE), that is, the energy that the
system has in its ground vibrational state, is excluded from the total vibrational contribution to
enthalpy. Hence, the first term in equation Eq. 75 on the right can be further decomposed as

follows:

3> We are omitting explicit temperature dependences in a further elaboration of formula due to space limitations.
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Ar(Uel + Utranst + Uror + Uvib) =
= Ar(Uel + Utransl + Urot + Uvib,without ZPE + ZPE)- Eq‘ 76
Below the define the sum of Uygnsi » Uror» and Uyip without zpe s the thermal

correction to the enthalpy change:

A HEOTT = Ar(Utransl + Upor + Uvib,without ZPE)-
Eq. 77

Also, assuming ideal-gas behaviour, pressure-volume work term in Eq. 75 can be
written as A, (pV) = A,.(nRT) = A,n = RT. Hence, equation Eq. 74 becomes:

A.G = (AU + A H™ + AL ZPE+A,n * RT) — TA,Sior-
Eq. 78

AUy, AHE™ ) AZPE , Ayn* RT and A,S;,; are, respectively, the differences
between products’ and reactants’ (a) electronic energies (we calculate with some ab-initio
software package), (b) thermal corrections to enthalpy without ZPE emerged from
translational, rotational and vibrational degrees of freedom, (¢) zero-point vibrational energies
(explicitly excluded from vibrational contributions), (d) compression/expansion work done
by/on the system and (e) total entropies composed of translational, rotational and vibrational
contributions. These terms are multiplied with appropriate stoichiometric coefficients
(indicated by A, symbol).

In the case of surfaces, we tend to neglect vibrational contributions both to enthalpy
and entropy. In other words, we suppose that those two contributions are similar before and
after adsorption and therefore cancel out. That means that in the case of surface reactions,
equation Eq. 78 can be approximated to:

ArG ~ (ArUel + ArHcorr-I_Arn * RT) - TAr (Stransl + Srot) Eq. 79
q.
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In equation Eq. 79 no vibrational contributions (including ZPE) are included in

A H°™ (see Eq. 76).

8.2.2 Electronic contributions

The electronic energy term U,,; contributes to Gibbs free energy and it is calculated
using ab-initio packages. As we will show later, this term contributes the most to Gibbs free
energies. Therefore, to ensure comparability of results, special care must be taken when
choosing calculation parameters.

As for the electronic contribution to entropy, our calculations are at the electronic
ground state, and we assume a large energy gap between the ground and excited states.
Therefore, the electronic partition function Qe.(T) = 1. Thus, using the Boltzmann
definition of entropy Seiee = In Qpiec(T) = 0. However, this is not always the case. Chemical
transformations that involve excited electronic states (such as those found in photochemistry,
for example) and quantum chemical calculations involving those electronic states are

extremely complex.

8.2.3 Translational contributions

The translational partition function is a measure of the accessible translational

microstates to a molecule and is given by:

2nMkT 1

Qeransi(T) = W * v Eq. 80

where M is the molecule molecular mass, k is Boltzmann’s constant, T is the absolute
temperature, N, is the Avogadro’s number, h is Planck’s constant and V' is the molar volume.

According to the equipartition theorem, the translation contribution to the total internal energy

234



of a molecule is equal® to DOF ;RT. Since molecules can move into all directions of space,

x, Yy, and z, this contribution will always be the same and is equal to SRT. Hence,

translational contribution to the overall’ entropy can be calculated explicitly from the partition
function in Eq. 80. It can be shown (see 3?*23%) that for one mole of substance, this

contribution is given by:

() ()

Stranst(T) = R In h2 N,

Eq. 81

Where R is the universal gas constant and e is Euler's number.

8.2.4 Rotational contributions

The rotational partition function is a measure of accessible rotational microstates
available to a given molecule at given conditions. Its form depends on the geometrical
characteristics of molecules such as the moment of inertia I and the symmetry number o. In
general terms, it depends on the characteristic rotational temperature, ©; (i = 4, B, and Cand

each one corresponds to one of the three principal moments of inertia I; of the molecule)?:

hZ
0, = ———,Vi
A Eq. 82

The exact form of the partition function will depend on the geometry of the molecule
and relative magnitudes of the three principal moments of inertia. The last property is usually

exploited to classify molecules into linear molecules (I, << Iz =1.), spherical tops (I, =

¢ DOF= Number of Degrees of Freedom.
" That is, the sum of translational, rotational and vibrational entropy contributions.
8 The definition of these and other moments can be found elsewhere?233,
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Ig =1.), symmetric tops (I = Iz # I.) and asymmetric tops (I, # Iz # I.), which is an
outcome of the rigid-body approximation implicitly used in these computations. Due to large
number of formula available for each case, we will omit them here but we will stress to which
class our molecules of interest belong: H, (homo-nuclear diatomic; linear molecule), CO
(hetero-nuclear diatomic; linear molecule), CH, (spherical top) and H,0 (asymmetric top).
Rotor groups and corresponding expressions for partition functions are available in 32°.

The rotational contribution to the internal energy is, similar to translational
contributions, given by the theorem of equipartitioning of energy: DOF * %RT, and does not

require knowledge of the exact form of the partition function. Care must be taken however, in
order to account correctly for indistinguishable rotations (for example, rotation around the
inter-nuclear axis of linear molecules such as CO, H, ...). Nevertheless, the determination of
the rotational entropy for a given molecule requires knowledge of the exact form of its
partition function. For 1 mol of the asymmetric top, spherical top (which can also be treated
as linear molecules) respectively, the rotational contribution to the overall entropy is given by

the following expressions:

1 3
71-/23 /2( T3

g 04050¢

1
Srot(T) =R In l ) 2] asymmetric top

Eq. 83

Te . .
Srot =R In (E) spherical top or linear Eq. 84

The moments of inertia around the three axes in Eq. 83-Eq. 84 can be calculated using

appropriate formulas.

8.2.5 Vibrational contributions

The vibrational partition function is a measure of the number of accessible vibrational

microstates to a given molecule at given conditions. Assuming that vibrations are harmonic,
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we have calculated the vibrational partition function using the values of the Hessian matrix

obtained from frequency calculations and the formula below:

DOF _100hcv;

e 2kT
Quin(T) = 1_[ T _ioonoy; Eq. 85

i=11—e kT

Note that in Eq. 85, we have already included all the conversion factors so that the
typical output of most quantum chemical packages, where frequencies are reported in
spectroscopic wavenumbers ¥ (in cm™1), can be direcly used. The multiplication is done over

all degrees of freedom: 3N — 5 for linear and 3N — 6 for nonlinear molecules. From Eq. 85

d1n Qyip

9(r)

harmonic approximation for 1 mol of the molecule) is given by:

and using U,;, = —( ), the vibrational contribution to internal energy (under the

DOF _100hcv;
T) = R Z 100hcv; N 100hcV; x e 2kT

vib = 100hCY;

o i Eq. 86
After introduction of the vibrational temperature, defined as 0,,; = % = 100:&7" , Eq.
86 becomes:
DOF
Uyip (T) = RZ( @vlm >:
eT —1
DOF DOF Eq. 87
‘RZ( ”l)”Z( >=ZPE+U5&”<T).
i= e T — 1

The first term on the right in Eq. 87 is the so-called zero-point energy of the molecule
and it accounts for the molecules’ energy at the ground vibrational state (v = 0). Note that

there are quantum chemical packages (such as D3Mol) that exclude explicitly this contribution
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and report vibrational energies as U " . Strictly speaking, the vibrational contribution to the

internal thermodynamic energy is given by Eq. 87. Thus, it includes both the zero-point
energy and the vibrational temperature correction to energy. The last term on the right in Eq.
87 represents the energy of thermally excited vibrational states (v > 0) of a molecule at a
given temperature. Note that the ZPE does not depend on temperature. Lastly, vibrational
entropy is given by the following expression:

DOF /T . -
T —RZ v —ln[l—e_#] .
Ulb( ) ( Oy, > Eq. 38

i=1 eT —1
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8.3 Comparison of DFT data with the literature

8.3.1 Hydrogen stability on Co(111) surface in Fischer-Tropsch reaction conditions

In this section, we will present some studies we performed in the initial stages of our
calculations shown in Chapter 4. Although the results of those calculations have been already
reported in the literature 272757 we insisted on repeating them here since they represent the
basis of our future work and can also serve as some sort of validation of previous results that
have been published. Hydrogen adsorption energies at 0K calculated by the means of Eq. 89
altogether with some geometry characteristic are presented in Table 19-Table 21 for on-top,
fcc and hep hollow sites respectively. We didn’t succeed in optimizing hydrogen on the
Co(111) surface in the bridge position.

AEC(I)(;{S = ECO(lll)—Hy - ECO(lll) + mCH4 + (x +m — Z)HZO - (x + 3m

— 2+ y/2)H2 — (x + m)CO Eq. 89

Table 19. Hydrogen adsorption energy in OT site and its geometry with respect to Co(111)
surface along with values reported elsewhere.

OT site Adsorption energy Geometry?
0o AAE4s” YA AZ®
AEa4s (eV

(ML) w(eV) (V) » A
0.25 -3.11 -0.04 1.51 +0.01
0.50 / / / /
0.75 -2.35 -0.02 1.50 -0.05
1.00 -1.79 -0.01 1.50 0.00

%) average distance between hydrogen atoms and surface in A
b surface coverage

°) difference from reference?’®
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Table 20. Hydrogen adsorption energy in FH site and its geometry with respect to Co(111)
surface along with values reported elsewhere.

FH site Adsorption energy Geometry®
e b) AAEadsc) Z a) AZC)
AEads (eV

(ML) (V) (V) (A) (A)
0.25 -3.76 +0.04 0.95 +0.02
0.50 -4.22 +0.03 0.93 0.00
0.75 -4.63 +0.03 0.90 0.00
1.00 -4.99 +0.02 0.91 0.00

% the average distance between hydrogen atoms and surface in A
® surface coverage
© difference from reference 27°

Table 21. Hydrogen adsorption energy in HH site and its geometry with respect to Co(111)
surface along with values reported elsewhere.

HH site Adsorption energy Geometry?®
e b) AAEadSC) Z a) AZC)
AEags (eV

(ML) (V) (V) A) A)
0.25 -3.74 +0.03 0.99 -0.02
0.50 -4.18 +0.03 0.94 0.00
0.75 -4.57 +0.01 0.95 -0.04
1.00 -4.92 +0.01 0.91 0.00

% The average distance between hydrogen atoms and surface in A
b surface coverage

°) difference from reference 27¢

From the results presented in the ensemble of Table 19-Table 21, we see that
regardless the surface coverage of hydrogen 6 and adsorption sites, calculated adsorption
energies and geometrical characteristics are very close to referenced data (when recalculated

276 are obtained using

with the formula therein). It should be stressed that results in reference
somewhat different calculation parameters (PW91 instead of PBE), k-points mesh (9x9x1

instead of 7x7x1), different number of surface layers (5 vs 4), vacuum height (10A instead of

240



15 A) and electron distribution at Fermi level (o = 0.2 eV instead of o = 0.08 eV).
Nonetheless, our results are in almost perfect accordance with the literature.

Inspection of adsorption energies also suggests that adsorption of hydrogen is
thermodynamically favored. Besides, hollow sites are seemingly more favored compared to
OT sites for every 8(H) studied here. Geometry differences between those two categories of
sites are also present; hydrogen is farther away from the Co (111) surface in OT than in HH
and FCC sites. Comparison of data in Table 20 and Table 21 suggests that FH sites are
slightly (~ 0.05eV' ) more favorable than HH sites for the same surface coverage in
accordance with the literature 7°. Since those differences correspond to the average error from
DFT energies, we cannot claim that FH sites are more stable than HH. Geometry
characteristics of hydrogen on both FH and HH sites are very similar.

Inspired by previously published results for the stability of carbon, 2> not only we
considered hydrogen on the surface, but we also studied the adsorption energies at 0 K for
hydrogens in the first sublayer. That is to say, we studied the adsorption of hydrogen on the
surface, subsurface and mixed surface/subsurface sites. The results of those calculations are

presented in Table 22 and Figure 91.
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Table 22. Hydrogen adsorption energy in different configurations (a-on the surface, b-in the
first subsurface).
AEads

a) . .
System 0% (ML) (eV) Description
al 0.25 -3.76 FH
a2 0.50 -4.27 FH+HH
a3 0.75 -4.63 3 FH
a4 1.00 -5.00 4 FH
bl 0.25 -3.00 FH
b2 0.50 -2.75 2 FH
b3 0.75 -2.55 3 FH
b4 1.00 -2.38 4 FH
albl 0.50 -3.53 a -FH; b-FH
alb2 0.75 -3.34 a -FH; b-2 FH
alb3 1.00 -3.18 a -FH; b-3 FH
a2bl 0.75 -4.02 a -2 FH; b-FH
a2b2 1.00 -3.86 a -2 FH; b-2 FH
a3bl 1.00 -4.46 a -3 FH; b-FH

% surface coverage
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Figure 91. Stability of hydrogen in different configurations on the Co(111) surface.

Inspection of numerical data in Table 22 and Figure 91 leads to the conclusion that all
configurations (hydrogen on the surface, in the subsurface and mixed on the surface and in the
subsurface) of hydrogen are thermodynamically stable although their relative stabilities vary
greatly. According to our results, hydrogen is the most stable when adsorbed on the surface of
Co(111) surface and no hydrogen in the subsurface is to be expected. Regardless of the
number of hydrogens in the subsurface (0, 1, 2 and 3 per unit cell) we see that its stability
rises when increasing the overall surface coverage of hydrogen which can be related to high
surface coverages of hydrogen reported in the literature. Increasing the number of hydrogens
in the subsurface destabilizes hydrogen. No surface reconstruction phenomenon is induced for
any of the structures presented in this study.

In conclusion, hydrogen adsorption energies on Co (111) surface and its geometry

agree with data in the literature. Hydrogen has a strong tendency to adsorb on the Co (111)
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surface during Fischer-Tropsch reaction conditions as manifested by elevated adsorption
energies. In general, hydrogen tends to rest on the surface at FH adsorption sites, although can
migrate into a subsurface. Introducing hydrogen in subsurface leads to structures that are
visibly less stable, and therefore we do not expect to find it adsorbed on those sites although
they are thermodynamically possible. To the best of our knowledge, there is no stability
analysis of hydrogen in the subsurface layer of Co (111). The trends obtained from this

stability analysis facilitated us to a great extent, future calculations, as we show below.

8.3.2 Adsorption of CO on the Co(111) surface

Carbon monoxide adsorption energies at 0 K are calculated based on (variation of) Eq.
89 in 8.3.1 when substitution of appropriate coefficients x and z takes place. Since there are
no hydrogens on the surface and since we are studying molecular adsorption of carbon

271" this modified equation obtains the

monoxide on the surface according to reference
following form:
AE%(S = ECO(111)—cxoz — Eco111) —xCO Eq. 90
The calculations concerning adsorption of carbon monoxide on other Co surfaces and
in particular for higher surface coverages were also performed. 27'?733! The results
concerning energetics and some geometry characteristics along with a comparison with
reference 2”! for 0.25 ML in CO adsorption are presented in Table 23 for on-top, fcc hollow,

hcp hollow and bridge site. In the initial stages of our calculations of the Gibbs free energy of

CyxH,, 0, deposition, we considered the possibility of the eventual dipole interactions (the work

function jump when going through the slab) in our periodic calculations and here, on the

example of CO adsorption, we testes the importance of those interactions. Hence, along with
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the results where energies are not corrected to dipole interactions (Table 23), we report the

same characteristics corrected to dipole interactions in Table 24.

Table 23. Adsorption energies of IML of CO on different surface-specific sites along with
differences with respect to reference ?’!. Optimizations are performed without using dipole

corrections.
Adsorption energy Geometry”
Site AEus(€V)  AAEy(eV)”  Z(A)” AZ (R)"
BR -1.61 -0.03 1.42 0.03
FCC -1.65 -0.05 1.37 0.00
HCP -1.66 -0.04 1.34 0.03
oT -1.65 -0.05 1.75 -0.01

9 average distance between carbon atoms and surface in A

b .
) difference from reference

Table 24. Adsorption energies of IML of CO on different surface-specific sites along with
differences with respect to reference ?’! Optimizations are performed using dipole corrections.

Adsorption energy Geometry”
Site AE,(eV)  AAE (eV)” Z (A AZ (A)”
BR -1.60 -0.04 1.46 -0.01
FCC -1.64 -0.06 1.37 0.00
HCP -1.64 -0.06 1.34 0.03
oT -1.65 -0.05 1.75 -0.01

Y average distance between carbon atoms and surface in A

b .
) difference from reference

Inspection of results in Table 23 suggests that both thermochemical and geometrical
characteristics are well reproduced. Pick ?7! used somewhat different calculations parameters
such as cut-off energy, k-points grid, and included dipole corrections. Hence, differences can

be already anticipated. Indeed, deviation concerning adsorption energies at T = 0K
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calculated without dipole corrections are ~ 0.04 eV. Taking into account the relative error of
DFT methods, those differences are negligible and, we may say that our calculations are not
accurate enough so that we could state with a certainty which surface state is most probably
occupied. As far as the literature is concerned, for low surface coverages in CO, the on-top

site seems to be the most favorable for Co 273

. In addition to the adsorption energies,
geometrical characteristic are equally well reproduced with deviations from reference of
~ 0.02A 27! Analysis of results presented in Table 24 implies trivial differences with respect
to results where no dipole corrections were considered (Table 23). In contrast to reference 27!,
our results with dipole corrections are slightly worse since deviations in energies and
geometries are ~ 0.05 eV and ~ 0.02A, respectively. Nevertheless, we showed that applying
of dipole corrections has a minor influence on the quality of the results obtained for both
energies and geometric characteristics. This is the reason why, we do not include dipole
corrections when reporting our results in Chapter 4. However, those corrections might be
more influential especially for the structures (see Chapter 4) where C-chains are significantly

spread out from the surface and where neighbor images might interact between themselves.

To this moment, we did not perform those tests.
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8.4 Development of the thermodynamic model

The overall chemical equation for the deposition of C,Hgz O, species on Cobalt from a

mixture of Fischer-Tropsch typical species (CO, Hz, H O and mixture of hydrocarbons) is
given by this general equation:

n
Co + xCO + yH, + zH,0 + Z 8; * CiHyi4 = Co™ — CuHpO, Eq.91

i=1

where x, y, z and §; are the stoichiometric positive or negative coefficients of the
corresponding molecular species that can either appear as reactants or products, respectively.

In this section, we present how we calculate the Gibbs free energy change of this
equation from first-principles calculations. We first address the problem of the material
balance in equation Eq. 91 and how to define the stoichiometric coefficients uniquely by
using the Anderson-Schulz-Flory (ASF) distribution of products. We then present our
methodology to compute the Gibbs free energy change of this reaction.

Theoretical thermochemistry calculations rely on some general assumptions and
approximations. Since in equation Eq. 91 many chemical species intervene, thermochemical
reference states must be carefully chosen and approximations checked for validity in order to
ensure the preservation of the energy balance between the consumption of reactants and the
formation of products in the overall chemical equation. Following our discussion on the
material balance, we firstly present the standard equation for the calculation of 4,GP'T. We
then present how we compute the absolute chemical potentials involved and how they refer to
tabulated data in thermochemistry databases. At this point, we show that, in order to use
tabulated experimental data and preserve the energy balance between reactants and products

in our model, DFT reference states need to be readjusted; we also show that, despite this
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readjustment, our model in consistent with previous calculations in the literature since

=0 bar,T=0K _ 0K
4,GP = A, ESK..

8.4.1 General Equation and Material Balance

If we specify the composition of surface state, we are able in principle to find the set
of stoichiometries (x,y, z,{8;}) (i.e., chemical reactions), that will produce a surface state as
specified by (a, 8,y). Note that there are only 3 known variables in our model (ordered set
(@, B,v)) and that there are (3 + i) unknown variables we wish to determine.

In order to simplify the model reaction given by Eq. 91, we will first assume that the
paraffin mixture (whose composition in Eq. 91 is defined by stoichiometric coefficient §; for
each molecule of paraffin P; (P; = C;Hy41))) obeys the ASF distribution, i.e. xSF =

i1 : _ 5 5
afllsp )(1 — a,5r). For the mole fraction we can also write x; = o— = —

= =
it Mot

= 6; = XNt

where n;,; is the total amount of hydrocarbons formed and x; the mole fraction of
hydrocarbon i. Thus, we reduced the number of unknown variables to four (x,y, z, nspe). If
we perform now the material balance in terms of carbon, oxygen and hydrogen in the Eq. 91
we can obtain the following relations between the surface state as specified by («, 8, y) and
the set of stoichiometries (x, v, z,{5;}):

n
a=x+26ii i

i=1

,B=2(y+z+26i*(i+1)> q-92
i=1

\ y=x+2z

From the definition of the mole fractions given above, the following equivalencies can

be obtained:
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( n ( -

_ ASF ;
a=x+z5ii a_x+ntotzxi L

i=1 i=1

n <:>< n
ﬁ=2(y+z+26i*(i+1)> L =2 y+z+ntot(zx{‘”i+1> Eq. 93
i=1

i=1
\ y=x+z \ y=x+z

If we now exploit the fact that ¥} (x/**" = i) = (1 — aysp) ™! for |a| < 1, Eq. 93 can

be simplified:
Niot
a=x+——-
(1 — aysr)
2—a
B=2|y+z+n: <—ASF) Eg. 94
1—ausr
y=x+2z

Note that in Eq. 94, the composition of the surface state is given by the carbon that
may come from a CO molecule or a paraffin, hydrogen that comes from a hydrogen molecule,
water or a paraffin and oxygen that can be deposed from CO or water molecules. Note also
that we reduced the problem of finding (i + 3) unknown variables, to the problem of finding
four variables (stoichiometric coefficients (x, y, z, s,;)°) by imposing the ASF distribution of
hydrocarbons. Still, the system of equations is mathematically undetermined considering that
the number of know variables (3) is smaller than the number of unknown variables (4).
Moreover, the fact that the system is undetermined is exactly what allows us to study different
chemical pathways for the deposition of carbon, hydrogen and oxygen on the surface. In other
words, by defining n;,; we determine the chemical transformations that take place on the
surface (see example below). Thus, Eq. 91 is transformed to:

E
n
Co + xCO + yH, + zH,0 + ngye Z x{F % CiHyi4y = Co™ — C4HgO,

i=1

q. 95

® We consider a,r as a known variable (i.e. a fixed parameter).
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and the solutions of our material balance equations are given by:

_ Ntot B 3 — Qysr
Gy 2 M) = @ — =) E_y-l'a_ntot T_, )]\Y—a E

(1 — aysr) 1 —aysr

Ntot )
+—), Nt
(1 — aysr) ?

q. 96

Example: Formation of the surface state {Co* — C;0,H; + 3Co* — H} at methanazing
conditions a,sr — 0.

The composition of the surface state is:

a=1,=4y=2

However, to specify the chemical reaction, we need to specify n., as discussed
previously. Thus, we could choose not to decompose hydrocarbons at all, in that case ny,; =
0 and the stoichiometric equation is:

6y, 2, N0) = ((1 -0),2-2+1-3%x0),2-1+ 0),0) o (x,y,z,n::) = (1,1,1,0)
E
4% +C0 + H, + H,0 -» {Co*— C,0,H, +3Co* — H} q. 97

We could also choose to deposit both carbon and oxygen from a CO molecule in the

presence of gas-phase hydrocarbon molecules, nyp; = a —y = —1:
(x,y,2,n0) = (2/4,0,-1)
4 % +2C0 + 4H, » {Co* — C,0,H, + 3Co* — H}+ CH,
q. 98

Note also that reaction Eq. 98 is both mathematically and chemically related to Eq.

97. By subtracting Eq. 97 from Eq. 98 we obtain the FTS reaction in the gas phase:

CO+3H, » CH, + H,0
q. 99
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Thus, the equations of our material balance allow us to study the adsorption and
desorption processes on the surface of a catalyst involved the FTS reaction. Moreover, from
the chemical point of view, reactions given by Eq. 97 and Eq. 98 are different and, as
discussed in the main text, we are interested in those chemical pathways that lead to minimal
Gibbs free energy of reaction for a given surface state. In our previous works!'?!:2% this
mathematical equivalency was achieved by breaking the overall FTS reaction into a two steps
Born-Haber cycle. In this work, we chose to use an equivalent approach by computing the
general Eq. 91 in order to systematically sample all possible surface states and chemical

pathways.

8.4.2 Gibbs free energy change of deposition step

The Gibbs free energy of species involved in Eq. 95 is computed as follows:

pT — — — — —
4,67 = yCoUiD (GCO—CaHﬁoy Gc%n) cho(g) yGHz(g) ZGHZO(g) E
“ “ q. 100
E ASF )
-n x{"Gp,
tot i Pl(g)>
i=1

where G; are the Gibbs free energy of gas and solid-phases.

The Gibbs free energy of gas-phase species is defined as:

Gi(p,T) = HY* + Aogrhy (T, p) — TS; (T)
= HX + Aggrhi(T,p") — TS; (T) + RT ln% Eq. 101

where HYX represents total ZPE-corrected electronic energy in the framework of DFT,
Aokrh; is thermal correction to the enthalpy at given temperature T relatively to 0 K and
obtained from experimental data bases at p"29>2%% p; is the partial pressure of the gas-phase

specie i whereas p~ represents the standard pressure which is taken to be 1 bar, R is the
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universal gas constant, and S; (T) represents the standard entropy of the species i at the given
temperature also obtained from experimental databases?®+263,

The Gibbs free energy of surface and surface/adsorbate species is defined as:

Gi(p,T) = HiOK + Aok-19i Eq. 102

where H?¥ represents total ZPE-corrected electronic energy in the framework of DFT
at 0K, Agx_7g; is the change of the free energy from OK to T which corresponds to finite
temperature and pressure effects in solids which are sometimes neglected in DFT calculations
at T<I500K and p<100 atm 332733, In reference®*? authors studied the validity of this
approximation with reactions involving face-centered cubic Ni. Hence, in this work we
consider that the same approximations are valid to face-centered cubic Co.

So equation Eq. 100 becomes:

pT — __~ - — -
4,6V = Co(111) (HCO—caHﬁoy Hc%m cho(g) yHHz(g)
Co

n

_ _ ASF
ZHHZO(g) ntotle HPi(g)

i=1

-T (SCO—CaHBOY(T) = Sco(T) = xSco,, (T) Eq. 103

n
o o ASF o
- ySHz(g) (T) - ZSHZO(g) (T) — ntor Z Xi Spi(g) (T)>

i=1

n
X Y .z ntotquSF
—RT In bPcoPy,PH,0 Pp,
i=1

For the sake of clarity, we assume that the pressure reference state is 1 bar. Moreover,

assuming for the solid phase that
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AOK—)TgCO—CaHﬁOy — Aoks1Ycoi1n)
= AOK—)ThCO—CaHBOy - AOK—)ThCo(lll)
Eq. 104
— 7 (Stomcango, (1) = Staan(D) ~0

we deduce that

T = 0K __ ° _ °
467 = y Cot1) A-H XDok-rheo yAOK_’ThHZ(g)

Co

n

° ASF °
- ZAOK—»ThHZO(g) — N¢ot Z X AOK—)ThPi(g)

i=1

+T (xSCO(g) (T + ySHZ(g) T + ZSH,04,(T) Eq. 105

n

+ ntot Z foFS;l(g) (T)

i=1

n
x Y .z ntothASF
—R In bPcoPy,PH,0 Pp,

=1

where

Co(111) Co(111)

1

0K _ 0K th _ yOKth _ _y70Kth _ . 170K,th

A Hy = HCO—CaHBOV H xHco yHy,
Co

0K,th _ E ASF 10K th
—zHy,0" —MNeor ) X" Hp,

i=1

n ) Eq. 106

In Eq. 106 HL-OK‘th are the enthalpies of the various components of the system: gas

phase molecules and solid-phases, calculated in the framework of DFT at OK. The application
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of this equation would require the computation of the absolute enthalpy of a large series of
Pi=CiHzi+> molecules (with 1 as large as 50 in our numerical applications), which is both
unpractical and inaccurate at the DFT level. Experimental thermodynamic databases can be
used to circumvent this problem provided that a careful choice is made of the reference states

so that energy consistency is preserved between experimental and theoretical calculations.

8.4.3 Reference states definition and use of experimental databases

Since absolute energies are not experimentally available, the enthalpy change of a
chemical reaction can be computed from tabulated data using formation enthalpy of the
involved species. By definition, the heat released (or adsorbed) in the chemical transformation

1s defined as:

n
AH=ZV-AH- ref.j
T i i=f l( f]) Eq. 107

where v; are the stoichiometric coefficients in the reaction of interest and A H;(ref. )
are the formation enthalpies calculated relatively to chosen references j’s. Applied to
chemical reaction given by Eq. 95, Eq. 107 at T = 0K becomes:

1

0K __ 0K 0K 0K

AH™ = NC0(111) (AfHCO—CaHﬁOy - AfHCO(111) - foHCO
Co

n Eq. 108
~ yAHE — 2y = e Y. x;*SFAfH;zf>

i=1

Eq. 108 is equivalent to equation Eq. 103 if all formation enthalpies in the former

equation are computed with standard reference states consistent with absolute enthalpies in
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the latter equation. In experimental databases, for the species considered in this work, that is

Cis), Hy o 0, - and Co(s). Moreover, in our previous publications we showed that, in order to

ensure the compatibility between DFT and experimental thermodynamic values, the reference

energy of 0, ot the theoretical level needs to be readjusted ! and the reference state for C be

that of C(4y*. Therefore, equations Eq. 107 and Eq. 108 become (note that the reference state

for bulk Co cancels out):

n
1 .
A H = WE vibeHP® (ref )
Co i

1
= ”OK 0K 0K / 0K
W( Co—CqHpOy HCO(111) a”c(g) — EHHZ
Co

Eq. 109

)4
- EHS;‘ — xApHRG (ref Cigy) — yAfH,(_’,f - ZAfH,(_’,fo

n
— Nyot Z xg“SFAfHSiK (refC(g))>

i=1

In what follows, we assume that all formation enthalpies of C containing species are

referenced to C(g) and that all enthalpies are calculated at OK to alleviate the text.

8.4.4 Computation of A,H’¥ by using both experimental and theoretical data

Below we demonstrate that we can compute equation Eq. 106 with experimental
tabulated formation enthalpies for CO, H, H>O and the paraffins and still approximate

AESK. to A.HX (as it is currently done in most theoretical publications) if Hg(’; ),H,‘_’,f and

H‘O)f are carefully chosen to ensure compatibility between experimental and DFT calculations.

Firstly, we consider that Hgg_caHﬂoy — HE ) — ocH(”; — gHgf - gHgf in Eq. 109

; . th _ yOKth _ 0K,th _ B 1;0K,th _ ¥ 1j0K,th
will be calculated by DFT: Hco-_c,ug0, Heolyyyy — @ S Hy, SHo, ™
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Secondly, we use the experimental formation enthalpies for CO, Hz, H>O and the paraffins.
Thirdly, we add and subtract theoretical absolute enthalpies of gas-phase species +xHES,

+yHH Hys +zH Hy0> TNtot > xASFhE h to Eq. 109 so that the expression remains intact:

1 B Y
0K __ th th th th th
AH NCo(lll) (HCO—CaHﬁOy o HCO(111) —aHlc" - EHHZ 2 HOz

Co

n
th th th ASF 1yth
— xHeo — yHy, — zHy,0 — Nyor Z Xi HPi )

i=1

lHexp H )

—x (HE? = HE? =2

Eq. 110
_ y(Hexp Hexp ngl)

1
_ exp _ pyexp _  yyexp_ yyth
z (HHZO Hy, ) Hy, HZO)

~ e ) ASP(HE? = tHE = (i + DHE? — HEY)

i=1

In Eq. 110 we exploit Eq. 94 in order to replace a,  and y and we obtain:
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0K —  — | qth th th th
Artt - NCot1n (HC"_CaHﬁOV —Heoqyyy = xHeo — yHp, — zHo

Co
n
E ASF 1yth
- ntot xi HPi >

i=1

1 1
(e = Hi + 4 5t = T

—y(Hg? — Hy? Eq. 111

1 1
exp exp th exp th
z(H — Hfty — HiP + HE! - Hg, +—2H02)

n

ASF exp th . 7exp .11th

i=1

— (+ DHZY + (i + DHf:

1
AHOK_N—(ArHtO — x(8rHey" — ApHES) — y(AcHGY

Co(111)
Co _Z(A exp a H
4 fH0 Eq. 112
e e (a5 - o)
i=1

Where

0K th th
Ay Hey HCo CaHpOy HCO(m) xHco yHH2 — zHy, o
n

- ntotz ASFch =A EDFT + AZPEith Eq. 113

i=1

Where

= th
A Epfr = EE_ ~CaHgoy - ECO(111) — xEfy — yE — ZEf,

Eq. 114
- ntotzx{qSFEﬁ? q

i=1
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And

AZPE{" = ZPEE: - 50, — ZPEgy,,,, — XZPE¢, — yZPEf,
n

— ZZPEf ) — Nt 2 xASFZPEL Eq. 115

i=1
Thus, Eq. 112 specifies correction terms to be applied to the theoretical reaction
enthalpy 4, H°%so that there is compatibility between DFT and experimental energies.
In this work, we chose to readjust the theoretical energies for the reference states of C,
H:> and Oz so that the experimental and theoretical formation enthalpies in Eq. 112 cancel out.

Thus, we have the following system of linearly independent equations:

exp _ pyth thx __ lyrth+
A}‘Hco _HCO_HC _EHOZ

* 1 *
AcHy o = Hifko — Hify — SHE, Eq. 116
ApHeyh = HEy, — HEY — 2HE

Moreover, we also assume that the difference between DFT and experimental values
for, on the one hand, zero-point energies and, on the other hand, absolute enthalpies for CO,
H> and O> molecules to be negligible (mind that the ZPEc of gas-phase C is 0). Thus, we have

3 equations and 3 unknowns (marked in red): HE™, H{"* and H§™ which can be determined.

The numerical results are reported in Table 25.
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Table 25. Thermodynamic properties of selected species determined with DFT, from
experiments and after correction of the theoretical reference values (th*) to be compatible
with experiments.

g 0K,th 0K, thx OK,th*
Species E/  ZPE fh/ H ?K i AfH; i AfH; “ H ?Kt AsH i,tht
eV eV eV eV eV / eV / eV
COgy) 14_79 0.13 -14.66 -8.46 -8.55 -14.66 -8.55
Hyy  -6.76 0.27 -6.49 0 0 -6.61 0
Oxg  -9.84 0.09 -9.75 0 0 -9.13 0
H2Oyg) 14_22 0.57 -13.65 -2.29 -2.48 -13.65 -2.48
CHa(g 24_03 1.20 -22.83 -8.54 -8.06 -22.83 -8.06
Ce -1.32 0 -1.32 0 0 -1.54 0
Coming back to equation Eq. 109, and assuming that AZPE"~0,
— okthe _ B ok the
AH® = o1 (ECO—CaHﬁOV o ECO(111) - aHC(g) - EHHz
Co v
J;thx
— EHgf " — x[AHEP — ZPE |
Eq. 117

— y[Afo,’z‘p — ZPEy,| - z[AfH;;’z“g — ZPEy, 0]
n

— Nyor Z x{SF[AcH? — ZPEPL-]>

i=1

Note that Hl-o(s)’th* correspond to the corrected reference values resulting from the

resolution of Eq. 116, and reported in Table 26.
Finally, we use theoretical enthalpy of reaction given by Eq. 117 in equation Eq. 105

to determine the Gibbs free energy of the deposition of C, H, and O species on the surface.

8.4.5 Formation enthalpies of paraffins

The goal of this section is to show how we determine the formation energies of
paraffins in equation Eq. 117.

The application of our thermodynamic model needs thermochemistry data for a large
number of paraffins, most of whom are either unfeasible at the DFT level or unavailable from

experimental data. We found data®®* up to Cio. Thus, we decided to determine formation
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enthalpies by a linear interpolation based on the first 7 members of a homologous series of
alkanes (methane to heptane). Linearly interpolated Cs-Cio hydrocarbons (Table 26)
formation enthalpies based on values of C;-C7 are given by

HRX  (ref.Cyy) = —7.9221 % i — 0.5957,

f* Picg),pFT

Angﬁg),exp(ref. Cig)) = —7.5164 i — 0.4643,

and A HPX (ref.Cey)) = —7.5766 * i — 0.4664

i(g),corr.

for theoretical, experimental and corrected using the approach in the previous section,
respectively. In all approaches, the linear model (formation enthalpies versus carbon number)
explains all the variability of the response data around its mean (R* ~ 1) which is rather good
but still not a very surprising result since the molecules belong to the same homologous series
(of alkanes) with CH» group additivity as expected. The enthalpies of formation obtained (up

to decane) are presented in Table 26.

Table 26. Theoretical (DFT), experimental and corrected DFT enthalpies of formation of
hydrocarbons (eV) for first ten members of the homologous series of alkanes.

i/ CiHy;4z AfH?K‘th ab AfH?K’exp a AfH?K'th* ab

1 -8.54 -8.06 -8.06
2 -16.41 -15.45 -15.59
3 -24.36 -22.97 -23.20
4 -32.29 -30.51 -30.78
5 -40.21 -38.04 -38.35
6 -48.13 -45.57 -45.93
7 -56.05 -53.11 -53.50
8 -63.97° -60.64 (-60.63) ¢ -61.08
9 -71.89¢  -68.17 (-68.16) © -68.66
10 -79.82 ¢  -75.71 (-75.68) ° -76.23

a) In eV, carbon reference is C(g).
b) ZPE corrected.

¢) Obtained based on the linear interpolation.
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Figure 92. Formation enthalpies (per number of C atoms) at T = 0K of various
hydrocarbons up to decane based on ZPE-corrected DFT electronic energies (red squares),
experimental data bases (blue circles) and corrected DFT approach (green squares).

From formation enthalpies presented in Table 26 and Figure 92, it is clear that DFT
calculations at the PBE level overestimate the A;H 9K of hydrocarbons (The error is > 0.1 eV
per Co surface atom). The theoretical origins of this discrepancy (PBE functional
performance, dispersion corrections...) are beyond the scope of this work. Considering this,
we argue that the safest approach is to exploit experimental databases in order to obtain
corrected formation energies of all species at T = 0K as described in Section 8.4.4. More
importantly, this approach will allow us to use experimental formation enthalpies of longer
paraffins (as large as Cso) in a consistent manner with DFT calculations of C, H, O surface

deposition.

8.4.6 Evaluation of the Fischer-Tropsch reaction enthalpy
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The advantage related to the accuracy of this corrected DFT/experimental approach
over purely DFT approach can also be seen if we now calculate the enthalpy of the FT

reaction (i.e., Eq. 91 fora = =y =0 A ny < 0 in Eq. 96):

n 3—a
(X, 9,2, Neor) = (“—L)' E—V‘Fa_"tot(ﬂ) ,<V_“
(1 — aysr) 2 1—aysr

+ Ntot ) n _
(1 _ aASF) y Ittot Eq. 118

_ <_ Niot n 3— sk Mot n ) _
1—aysr’ oty — apsr’ 1 — Qpsp’ ot
= (1' B —ausr), 1, (1 — aASF))

Note that division with — 171% we performed in Eq. 118 means that the calculated
—WRASF

Gibbs free energies of reaction are per mole of hydrocarbon mixture produced. The Fischer-
Tropsch synthesis reaction given by Eq. 118 is the reaction we presented in Chapter 4 (Eq.
66).

Hence, Eq. 91 becomes the Fischer-Tropsch synthesis reaction:

n
CO + (3 — aysp)H; = Hy0 + (1 — aysr) inASFPi Eq. 119

=1

If DFT formation enthalpies are used, AfHBgFT, the enthalpy of reaction Eq. 119 at

T = 0K is calculated as:

n
A-Hpgr = Hifyo + (1 — a5F) Z x{SPHEY — HE — (3 — a™F)Hif! Eq. 120
i=1

where H" are ZPE-corrected electronic energies of gas-phase species involved.

However, if experimental formation (and corrected theoretical AinOK’th*

) enthalpies are
used, A:H“**?_ the enthalpy of reaction Eq. 119 at T = 0K is calculated as:
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n
AH = AcHRX, + (1 — a®F) Z x{SFAHRK — A:HRE — (3
i=1

Eq. 121
— atSFy A HOK
where Ale-OK are experimental (or corrected theoretical) formation enthalpies at T =
0K.

The combined result of those calculations is given in Figure 93 and as shown by

Masuku 2%°, the Gibbs free energies of reaction are minimized for a,z — 0.

-102 L] | ] 1 1 1 Ll ] 1
-&-Exp : :

_1.4 L|7™ Corrected DFT| _' I Y/
-2-DFT :

0 01 02 03 04 05 06 07 08 09 1

(8
ASF
Figure 93. The enthalpy of the FTS reaction Eq. 119 for T = 0K for different chain-growth
coefficients a45r based on purely DFT Eq. 120 (red squares), experimental (blue circles). and
corrected theoretical (green squares) approach Eq. 121.

-2.4

Calculations presented in Figure 92 and Figure 93 clearly show the interest in using

experimental formation energies rather than purely theoretical ones. Although the deviations
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of purely DFT calculations over experimental are somewhat systematic and around 0.40 eV,
the inability to calculate all hydrocarbon molecules in the framework of DFT and the greater
error of this approach is the reason why we exploit experimental formation enthalpies of all
gas-phase species over purely DFT ones. Moreover, for both approaches in Figure 93 there is
a deviation from linearity as a,gr — 1. This is the consequence of using a limited number of
hydrocarbons (here we used n = 50 hydrocarbon molecules in Eq. 119 and Eq. 120 for
calculating A, HPX which further implies the small amount of hydrocarbons that is “missing”
from the material balance and thus calculated 4, HP¥ is more positive than the real one'. This
error is less than -0.05 eV/ Co surface atoms for a,sr = 0.9 and is thus negligible. However,
we should keep in mind that this numerical error underestimates (4, HPX are more positive)
the reaction energies when hydrocarbons are produced and overestimates (4, HPX are more
negative) the reaction energies when hydrocarbons are reactants.

In conclusion, the advantage of this combined theoretical/experimental approach is
two-fold, on the one hand, it avoids the computation of a large number of hydrocarbon
molecules involved in the framework of DFT, and on the other hand, it allows improvements
in the accuracy of calculated 4, H° while enssuring that both theoretical and experimental
sources are consistent. Hence, in this work, all deposition energies are described using
experimental databases leading to approximated A,.GP'T and A,.H°K respectivly, as described

in Section 8.4.3

10j.e. It is mathematically impossible to impose: the approximate ASF distribution xlfq SF , the condition }}; X; = 1 and to

work on limited set of hydrocarbons at the same time. Thus, in our mathematical model, we sacrificed the condition };; X; =

1 at the expense of respecting the ASF distribution with a limited set of hydrocarbons.
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8.5 Complementary results regarding the structures of some carbonaceous species
8.5.1 Effect of co-adsorbed hydrogen on carbon deposition and surface reconstruction
We investigate here the impact of co-adsorbed hydrogen on the stability of carbon
species (particularly carbide species) as previously reported to be formed in the Co(111)
subsurface *°. Calculated deposition Gibbs free energies of CoHg species for FT conditions
refer to the most stable ways of deposition (see below) and are presented in Figure 94 for
surface coverages of carbon up to 2 ML and of hydrogen up to 1 ML. As in the previous
work?%, we investigate the possible migration of C surface atoms into subsurface positions in

Figure 94-Figure 95 and Table 27.

£ O)=000ML { OH)=025ML £ OH)Z050ML £ O(H)=0.75ML £ O(H)=1.00 ML

A RN R ' z 0 ' z 0 ' s 0 '

g 05 g s g -0s g 2

Z 1 Z 1 Z2 4 2 Z

S S S S S

= A5 2 15 2 s = =

Z Z Z Z z

e 2 e 2 5 2 £ =

= = 'E- = =3

O 25 O, 25 O 25 C. 25 C. 25

4 70 05 1 15 24 0 05 1 15 24 0 05 1 1524 0051 1524 0051 152
0(C)/ ML 0(C)/ ML 0(C)/ ML 0(C)/ ML 0(C)/ ML

Figure 94. Gibbs free energy of deposition reaction at T=500 K and a,sr = 0.90 of C,
species (see reference?®) and CqHpg species for increasing surface coverages of hydrogen.
Blue line: all C ontop of the Co(111); for red and green lines 0.25 ML and 0.5 ML C are in
subsurface positions, respectively.
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Figure 95. Carbon migration Ag,, s (ArG) energy as a function of hydrogen coverage for
0.25 ML <6(C) <1.25 ML.

Figure 94 reveals a general monotonic decrease in the deposition energy when
increasing carbon surface content at constant 8(H). In addition, Gibbs free deposition
energies lie approximately in the same range (between approximately 0 and -2.5 eV) for all
surface coverages of hydrogen studied here.

Figure 95 shows that hydrogen co-adsorption, stabilizes carbon species for 6(C) <
1.25 ML, but to a lesser extent when some carbon atoms are in subsurface positions.
However, for high H coverages, co-adsorption of hydrogen substantially decreases the
stability of subsurface carbon atoms (Table 27).

As a consequence, the gap between the energy curve for carbon atoms on the surface
and the energy curve where some carbon atoms are in subsurface narrows and eventually
structures with all carbon atoms on the surface become the most stable ones (Figure 94).

Apparently, for low surface coverages of hydrogen (8(H) < 0.50 ML) and intermediate
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coverages of carbon ( 0.50 < 60(C) < 1.25ML ), the effect of Co-C bond strength
maximization prevails. In this C coverage range, up to 50 % of C atoms can be found in
subsurface giving rise to Co-C bond maximization and surface reconstruction phenomena
with a nonplanar arrangement of surface Co atoms (Table 27 and Figure 97-Figure 98. In
order to attain the surface reconstruction phenomenon reported previously??*4’, the diffusion
of carbon from the surface towards sub-the surface layer is necessary. According to previous
DFT calculations on Co(111)?”, the activation barrier of this migration step is around 0.74 eV
and thus facile. Irrespectively of the location of C adsorption sites, hydrogen atoms are mainly

co-adsorbed on the C surface atoms (Figure 96).

Table 27. Percentage of subsurface C for different surface coverages of carbon and hydrogen.

\G(C)/ML 0.00 025 0.50 075 1.00 125 150 1.75 2.00
0(H) / ML

0.00 0 0 25 25 50*%  40%* 0 0 0
0.25 0 0 0 25 0 40* 0 0 0
0.50 0 0 0 25 0 40* 0 0 0
0.75 0 0 0 0 0 0 0 0 0
1.00 0 0 0 0 0 0 0 0 0

*) Surface reconstruction observed
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Figure 96. On top (top) and side (bottom) view of some C,Hp systems a) 8(C) =
0.75,6(H) = 0.5 ML b),c) 8(C) = 1.00,06(H) = 0.25 ML with (b) and without (a and ¢)
surface reconstruction.

High hydrogen coverages (6(H) = 0.75 ML) thermodynamically inhibit subsurface
migration and therefore circumvent the surface reconstruction phenomena (Figure 98 and
Table 27). In this case, C-C and C-H bonds are formed preferentially. In this domain, co-
adsorption of hydrogen leads to the formation of CHp species as presented in the main text.
As a consequence, the surface reconstruction with formation of less active Co-carbide occurs
mainly at low surface hydrogen coverages and for intermediate carbon coverages, which

could therefore be related to one type of deactivation phenomenon reported for hydrogen

deficient conditions!?:155,
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Figure 97. On top (top) and side (bottom) view of some C, Hp systems for §(H) = 0.5 ML,
0(C) = 1.25 ML of which a) 0.25 ML and b) 0.50 ML C atoms are in subsurface giving rise

to severe surface reconstruction and c) 0.00 ML Cg; 5. Stability increases in the order c) (-
0.87 eV/Co) a) (-0.94 eV/Co) b) (-1.01eV/Co).

269



Figure 98. On top (top) and side (bottom) view of some C,Hp systems for 6(H) = 0.75 ML,

0(C) = 1.25 ML of which a) 0.00 b) 0.25 and ¢) 0.50 ML are in Csp positions giving rise to
severe surface reconstruction. Stability increases in the order b) (-0.96 eV/Co) c) (-1.01
eV/Co) a) (-1.24 eV/Co).

8.5.2 Stability of aromatic C species at 0(C)=2.00 ML in the presence of hydrogen

As illustrated in Figure 99, carbon rings present on the surface of Co at 8(C) = 2.00
and @(H) = 0 ML exhibit mean C-C distances of 1.44 A corresponding to highly stable
aromatic C = C bonds (4,,GPT = —2.45 eV/Co surface atoms). Hence, hydrogen addition to
6(H) = 0.25 ML elongates C — C bonds (to approximately 1.51 A) around the carbon atom to
which hydrogen is attached, breaks the aromatic structure of carbon ring and destabilizes the
system (4,GPT = —2.31 eV/Co surface atoms). Further deposition in hydrogen towards

6(H) = 0.50, 0.75 and 1 ML results in destabilization of carbon ring —2.16, —2.00 and
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—1.88 eV/Co surface atoms, respectively (¢ = 0.90, T = 500 K, P = 20 bar, H/CO=2). For

comparison, the Gibbs free energy of carbon ring-like structure with one hydrogen molecule

in the gas phase is 4,GPT = —2.30 eV/Co surface atoms (compared to —2.16 when two

hydrogen atoms are on the surface). Therefore, we can consider those carbon structures as

hydrogen-resistant ones.
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Figure 99. Influence of hydrogen b) on the geometry of carbonaceous structures for
0(C) = 2.00 ML presented in a). Hydrogen addition of 8(H) = 0.25 ML (4,GPT =
—2.31 eV/Co surface atoms) destabilizes the structure at 8(C) = 2.00 ML (4,GPT =

—2.45 eV/Co surface atoms), by breaking the aromatic structure of the ring presented in

a) as seen from C — C distances (distance a-d._. ~ 1.44 A; distance b-d._. = 1.51 ).

The carbon atom (not seen in Figure) below hydrogen in b) is above the plane defined by

three other carbon atoms. (¢ = 0.90, T = 500 K, P = 20 bar, H»/CO=2).
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8.6 Complementary oxygenated hydrocarbons

6(C) > 1.00 ML

Figure 100. Structure of some oxygenated hydrocarbon structures for high surface coverages
of carbon presented in Figure 35 of the manuscript a) 6(C) = 1.25,6(0) =1 ML, 8(H) =
0.75ML b) 8(C) = 1.50,60(0) = 0.75 ML, 6(H) = 0.50 ML ¢) 8(C) = 2.00,6(0) =1,
6(H) = 1 ML.
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8.7 Key chemical reactions leading to C,HgO, deposition

Reaction (X,y,z,n¢ot)

1++1C0 + 1.1H, > {0,}* + 0.1P;

2% +2C0 + 2.7H, - {0,}" + {0;H,}* + 0.2P;

3+ +3C0 + 4.3H, - 2{0,}* + {H,0}" + 0.3P;

3% +3C0 + 4.8H, - {0, + {0,H,}* + {H,0} + 0.3P;

4 % +4C0 + 6.4H, — 2{0,}" + 2{H,0}" + 0.4P,

2% +2C0 + 1.1H, - {€C;0,}" + {0} + 0.1P,

2% +3C0 + 2.7H, - {H,C, 05} + 0.2P;

2 % +3C0 + 3.2H, - {CO}" + {0,}" + {H,0}" + 0.2P;

3% +3C0 +3.7H, - {C,0,} + {0.H,}" + {H,0} + 0.2P,

4% +3C0 +4.2H, - {€,0,}" + {H,}" + {OH,}" + {H,0}" + 0.2P,

2+ +2C0 - 2{C,0,}"

3x4+2C0 + 1.5H, — {€C,0,}" + {H{}" + {C,}. + 0.2P;

1++2C0 +3H, —» {CCH2} ++2H,0

2% +2C0 + 3.5H, - {H;C — C}' + +2H,0

2% +2C0 + 4H, — {H;C — C} + {H,}" + 2H,0
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-0.54 -2.00
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3%+3C0 + 1H, - 2{C,0,}" + {C{}, + 1H,0

2%+3C0 + 3.5H, - {C,H,}" + {C}, + 3H,0

2++3C0 + 4H, > {C,H,}" + {C}, + 3H,0

2 % +3C0 + 4H, — {C,CH3} + 3H,0

2 % +3C0 + 4H, — {CHCCH3}" + 3H,0

2 *+4C0 + 4H, - {C,}" + {C,}, + 4H,0

2 % +4C0 + 4.5H, > {C,H,}* + 4H,0

2 % +4C0 + 5H, — {C,H,} + 4H,0

2 % +4C0 + 5.5H, — {C,H3}" + 4H,0

2 % +4C0 + 6H, — {C,H,}" + 4H,0

4% +5C0 + 3H, - {C,0,} +{C,0.}" + 2{C,}, + 3H,0

3+ +5C0 + 5.5H, - {C3H,}* + 2{C,}, + 5H,0

3 x+5C0 + 6H, — {C3H,}" + 2{C,}, + 5H,0

x+5C0 + 6.5H, — {CsH3}" + 5H,0

x+5C0 + 7H, > {CsH,}* + 5H,0

x+6C0 + 6H, > {C¢}* + 6H,0

x+6C0 + 6.5H, — {C4H} + 6H,0

x+6C0 + TH, » {C4H,}* + 6H,0

x +6C0 + 7.5H, — {C4Hs} + 6H,0
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-0.51

-0.52

-0.64

-0.69

-0.79

-0.71

-0.78

-0.96

-0.98

-1.01

-0.71

-0.95

-1.01

-1.10

-1.24

-0.87

-0.97

-1.17

-1.25

-1.09

-1.01

-1.19

-1.30

-1.47

-1.27

-1.40

-1.64

-1.73

-1.83

-1.57

-1.72

-1.83

-1.99

-2.20

-1.71

-1.87

-2.14

-2.28



*+6C0 + 7.5H, — {C4H,}* + 6H,0

*+7C0 + 7H, - {C,} + 7TH,0

*+7C0 + 7H, - {C,H,}* + TH,0

*+7C0 + 7.5H, - {C,H,}* + 7TH,0

x+7C0 + 8H, > {C;H;}* + TH,0

x+7C0 + 8.5H, - {C,H,}* + 7TH,0

«+8C0 + 8H, — {Cg}* + 8H,0

x +8C0 + 8.5H, — {CgH,}" + 8H,0

x +8C0 + 9H, — {CgH,}* + 8H,0

x +8C0 + 9.5H, — {CgH3}" + 8H,0

*+8C0 + 10H, — {CgH,}" + 8H,0
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-1.34

-1.38

-1.56

-1.59

-1.46

-1.34

-2.45

-2.31

-2.16

-2.00

-1.88

-2.43

-2.36

-2.61

-2.70

-2.63

-2.57

-3.57

-3.50

-3.40

-3.31

-3.25



8.8 Catalytic tests

In parallel with this thesis, another research is conducted at IFPEN, whose objective is
to identify the deactivation and the loss of selectivity mechanisms experimentally '48. This
experimental study elaborates pretreatment and experimental procedures that can be used to
simulate the deactivation phenomena, thus provoking the catalyst aging artificially. More
specifically, the treatment of the catalyst in the CO, ethylene and hydrothermal atmospheres
independently have been used to mimic the formation of Co-carbide, carburization and
oxidation phenomenon, respectively, all three of them described in Chapter 2. The goal of
this study is to study quantitatively the effect of deactivation on the performance of differently
deactivated Co-based catalysts as well as a characterization of the catalyst surface.

The evaluation of the catalysts (fresh and pretreated in the potentially deleterious
atmospheres) performances was conducted on a commercial High-throughput screening
(HTS) unit 3¢ composed of 16 parallel fixed-bed reactors that allow the acquisition of
experimental data in a short time. The complete description of this unit can be found in 43,
For the purpose of the fitting, we have chosen Pt promoted Co-based catalyst used in that

work. The performance of this catalyst under various operating conditions is given below and

1s used to fit the micro-kinetic model described in Section 2.4.
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Catalytic
Catalyst Bed GHSV Conv. CO Sel. CH4 Sel Cs+ Sel. CO2

Operating Conditions # Exp Mass (mg) Height (NLWg) (%) (%) %) %) O/Pc2 O/Pcs H2/CO out
(mm)

T(°C) 220 1 215 66 11.10 48.49 11.42 78.7 0.18 0.08 0.70 2,12
P (barg) 20 2 165 49 14.46 32.94 12.07 713 0.16 0.11 0.96 2.12

Initial Point L
H/CO in 2.12 3 130 38 18.36 27.16 12.96 76.0 0.17 0.12 1.04 2.12
4 100 30 23.87 20.40 13.65 744 0.18 0.15 1.25 2.11
T(°C) 220 5 215 66 6.98 70.25 10.34 80.5 025 0.06 0.51 2.14
Revaluated P (barg) 20 6 165 49 9.09 51.07 11.00 79.3 0.18  0.07 0.69 2.11
Initial Point H,/CO in 2.12 7 130 38 11.54 44.22 11.73 78.2 0.18 0.07 0.72 2.12
8 100 30 15.00 33.25 12.55 76.7 0.18  0.09 0.88 2.12
T (°C) 220 9 215 66 5.80 62.20 9.17 81.9 026 0.08 0.77 1.39
P (barg) 20 10 165 49 7.56 47.88 9.81 80.9 0.19  0.09 0.92 1.57

High H2/CO .
Hy/CO in 1.85 11 130 38 9.59 40.41 10.65 79.5 0.19  0.10 0.94 1.63
12 100 30 12.47 30.71 11.67 77.6 0.19 0.12 1.08 1.68
T (°C) 220 13 215 66 8.73 70.84 12.03 78.1 0.23  0.04 035 3.05
P (barg) 20 14 165 49 10.30 50.22 12.64 77.0 0.16 0.06 0.54 2.66

LowH»/CO .
Ho/CO in 24 15 130 38 12.45 42.45 13.44 75.7 0.17  0.06 0.58 259
16 100 30 11.06 32.01 14.30 74.1 0.17  0.08 0.74 2352
T (°C) 220 17 215 66 4.97 60.66 11.64 78.6 033  0.04 036 2.12
. P (barg) 10 18 165 49 6.47 47.63 11.97 78.0 0.28  0.05 0.46 2.10
High P Ho/CO in 2.12 19 130 38 8.22 40.74 12.26 77.6 0.25  0.06 0.52 2.12
20 100 30 10.69 31.88 12.76 76.5 0.25  0.07 0.68 2.11
T (°C) 220 21 214 67 8.09 55.81 10.73 784 011 0.11 092 2.11
P (barg) 30 22 158 49 10.93 49.55 11.34 77.5 0.11  0.11 0.88 2.11
LowP H,/CO in 2.12 23 129 37 13.43 37.17 12.31 76.0 0.10 0.12 1.01 2,12
24 98 33 17.67 32.10 12.87 75.0 0.10 0.13 1.04 2.12
T (°C) 210 25 214 67 3.93 64.08 8.61 827 0.13  0.10 0.89 2.15
. P (barg) 20 26 158 49 5.32 54.62 9.39 813 0.12  0.10 0091 2.15
High T H/COin 2.12 27 129 37 6.53 40.29 10.44 79.5 012  0.12 1.06 2.13
28 98 33 8.59 34.38 10.80 79.0 0.13  0.13 1.11 2.12
T(°C) 230 29 214 67 11.84 62.91 11.92 782 023 0.05 044 2.07
P (barg) 20 30 158 49 16.00 60.24 12.64 772 0.24  0.04 040 2.07
LowT H,/COin 2,12 31 129 37 19.65 47.22 13.13 76.4 0.19  0.05 0.51 2.10
32 98 33 25.86 44.80 13.83 753 021 0.05 049 2.09

Figure 101. Co catalyst performance under various conditions.
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