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Introduction

Developed between the late 1960s and the mid-1970s, the standard model (SM) of

particle physics represents our best understanding of physics phenomena at the most

fundamental scales. It provides a unified picture for all known elementary particles

— the building blocks of matter — and the way they interact via 3 of the 4 fundamen-

tal forces. Over the decades, the SM has been tested extensively by a broad variety of

experiments. It is able to successfully explain almost all experimental results over a

wide energy range, at times with a precision unmatched in any other field of physics.

Its great predictive power was again remarkably exemplified by the discovery of the

long sought-after Higgs boson in 2012 at CERN’s Large Hadron Collider (LHC), the

last predicted SM particle which had not yet been observed.

However, the SM is not the ultimate theory of everything, and falls short of ex-

plaining several well-established observations: for instance it does not incorporate

the gravitational force, nor does it explain what is dark matter, or how neutrinos

acquire mass. This suggests that the SM only corresponds to a low-energy approx-

imation to a more fundamental theory beyond the standard model (BSM). Modern

high-energy physics experiments seek to probe as precisely as possible the predic-

tions of the SM, and to search for new phenomena predicted by BSM scenarios, in

order to gain deeper insight into the laws underlying the physics of the subatomic

world.

The LHC is the world’s largest and most powerful accelerator, conceived to cover

a broad physics programme. It can collide protons and heavy ions, and hosts 4 major

experiments: ALICE, LHCb, ATLAS and CMS. The latter two are general-purpose
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experiments. They observed jointly the Higgs boson in 2012 at a mass of 125 GeV,

less than 3 years after the start of the LHC. This thesis started in October 2016, 1 year

after the beginning of the Run 2 data-taking period (2015–2018). During this period,

the LHC produced collisions at the unprecedented centre-of-mass energy
√

s = 13

TeV and with increased instantaneous luminosity, allowing the experiments to collect

statistics at an ever-faster rate.

The very high energy reached at the LHC makes it the only accelerator in the

world currently capable of producing the Higgs boson and the yet heavier top quark.

Due to its unique properties, among which its very strong coupling to the Higgs

boson, physicists are wondering whether the top quark may play a special role in

the theory. Since its discovery in 1995 at the Tevatron, the precise measurement of its

properties gave rise to a very interesting and fertile research field.

This thesis focuses on the searches for the associated production of a single top

quark and a Z boson (tZq) or a Higgs boson. The latter mechanism is commonly de-

noted tH, which refers both to the tHq and tHW processes, corresponding to different

production modes of the single top quark (t- or tW-channel). Single top quarks are

produced alone via the electroweak interaction, by opposition to the predominant

pair production mode related to the strong interaction.

These studies are based on the data collected at
√

s = 13 TeV by CMS, and tar-

get events wherein the unstable particles (top quark, Z or Higgs boson) decay into

leptons. The very rare tZq and tH processes could be studied at the LHC for the

first time. Both of these studies are well motivated, as they probe the SM in unique

ways while being sensitive to potential new physics effects. These analyses are quite

challenging, as they both target a very rare signal in the presence of much larger back-

ground processes, which requires the use of advanced signal extraction techniques.

However, the extended experimental reach of the LHC comes at the cost of in-

creased radiation damages for the detectors. In particular, the CMS silicon tracker is

the device closest to the interaction point, and is subjected to extreme levels of radia-

tion. This may degrade the properties of the tracker sensors in the long-run, a process

called ageing. This detector allows for the precise measurement of the trajectories

and momenta of charged particles, hence maintaining its excellent performance is of

crucial importance for the CMS experiment. During this thesis, I carried out a study

aimed at monitoring the ageing of the silicon strip tracker using dedicated data.

This thesis is organised as follows. The first chapter gives a description of the stan-

dard model, its main theoretical ingredients and its shortcomings. All the concepts

necessary to understand the physics analyses are introduced. A particular emphasis

is put on the description of the properties of the top quark and the Higgs boson, as

they are at the core of this thesis work.
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The second chapter presents the LHC and the CMS detector. It aims at explaining

the way the data are produced, and how they are processed in order to provide an

accurate description of the outcome of a collision. The role of each subdetector is

described and its performance discussed. The algorithm used to reconstruct particles

is presented. Moreover, the typical workflow for the generation of the simulations

which are compared to the data is introduced.

Chapter 3 presents a study aimed at monitoring the ageing of the CMS strip tracker.

After introducing the main concepts related to silicon sensors and radiation damages,

the principle of this analysis and the processing of the dedicated data are explained.

Different methods are compared for the extraction of results, with a focus on the

method which I improved significantly. This method is the one used to produce the

final results, several of which were approved and made public. Finally, the limita-

tions of this analysis are discussed, as well as possible solutions and alternatives.

Chapter 4 describes a search for the associated production of a single top quark and

a Z boson (tZq). This rare process is very interesting because it probes directly the

coupling of the top quark to the Z boson. It is also sensitive to the possible existence

of BSM particles or interactions, such as flavour-changing neutral currents (FCNCs).

In addition, it represents a background to other important analyses, such as the one

described in Chapter 5, which motivates the precise measurement of the tZq cross

section.

After introducing the context and motivations of this analysis in more details,

the sources of backgrounds contaminating this search are discussed. The particle

reconstruction and the selections used to define different regions enriched either in

signal or background events are presented, and the estimation of the most challeng-

ing background directly from the data is detailed. We motivate the use of advanced

techniques based on machine-learning and the matrix element method in order to

signicantly improve the separation of the signal from background processes. The

sources of systematic uncertainty are listed, and an overall description of the statis-

tical model used to obtain the results is given. Finally, the results are presented and

discussed. They represent the first statistical evidence for the existence of the tZq

process.

Lastly, Chapter 5 presents a search for the associated production of a single top

quark and a Higgs boson (tH). This process is of special interest, as it is the only

process which is sensitive at the same time to the magnitude and relative sign of the

top-Higgs coupling without requiring any assumption regarding new physics. It is

also sensitive to the possible violation of the charge-parity (CP) symmetry in inter-

actions of the top quark with scalar particles like the Higgs boson, and to different
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types of FCNC interactions. This makes the tH process a unique probe of a key SM

parameter, and a potential gateway to new physics.

After giving a broad overview of the context and motivations to study the tH

process, the particle reconstruction and event selection are detailed. The data-driven

procedure for the estimation of reducible backgrounds is explained. The treatment

of systematic uncertainties and the signal extraction are described. The final results

are presented and put into perspective.

Furthermore, this main analysis was re-adapted in order to search for top-Higgs

FCNC interactions, denoted tH-FCNC. FCNC interactions are strongly suppressed

within the SM and are expected to be undetectable, hence any indication to the con-

trary would represent an unambiguous sign of new physics. After recalling the con-

text of this study, the differences with the main analysis are highlighted. Finally, the

results are discussed. This analysis places the most stringent upper limits to date on

the cross sections of the tH-FCNC processes.
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Développé entre la fin des années 1960 et le milieu des années 1970s, le mod-

èle standard (standard model, SM) de la physique des particules représente l’état

actuel de la connaissance des lois physiques aux échelles les plus fondamen-

tales. Il fournit une vision d’ensemble de toutes les particules élémentaires

connues – les constituants de base de la matière – et de leurs interactions via

3 des 4 forces fondamentales. Au cours des décennies suivantes, les prédic-

tions du SM ont été vérifiées par un grand nombre d’expériences diverses. Ce

modèle est en mesure d’expliquer presque tous les résultats expérimentaux,

couvrant une vaste échelle d’énergie, parfois avec un niveau de précision sans

équivalent dans d’autres domaines de la physique. Récemment, son pouvoir

prédictif a été illustré une nouvelle fois de façon remarquable par la décou-

verte du boson de Higgs en 2012 au Grand Collisionneur de Hadrons (Large

Hadron Collider, LHC) du CERN, près de 50 ans après que son existence ait été

postulée. Il s’agissait de la dernière particule prédite par le SM à n’avoir pas

été encore observée.

Cependant, le SM ne constitue pas une ultime théorie du tout, et n’est pas

en mesure d’expliquer un certain nombre d’observations solidement établies :

par exemple il n’inclut pas la force gravitationnelle, n’explique pas de quoi
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est constituée la matière noire, ni comment les neutrinos obtiennent leurs

masses. Ceci suggère que le SM ne représente qu’une approximation à basse

énergie d’une théorie plus fondamentale "au-delà du modèle standard" (be-

yond the standard model, BSM). De nos jours, les expériences de physique des

hautes énergies visent à sonder en profondeur les prédictions du SM, ainsi qu’à

rechercher des phénomènes de nouvelle physique postulés par les nombreux

modèles BSM, dans le but de raffiner notre compréhension des lois physiques

qui régissent le monde subatomique.

Le LHC est l’accélérateur le plus grand et le plus puissant au monde, conçu

pour couvrir un vaste programme de physique. Il peut produire des collisions

de protons et d’ions lourds, et accueille quatre expériences principales : AL-

ICE, LHCb, ATLAS et CMS. Les deux derniers sont des détecteurs dits général-

istes. Ils ont observé conjointement le boson de Higgs pour la première fois en

2012 à une masse de 125 GeV, moins de trois ans après le démarrage du LHC.

Cette thèse a débuté en octobre 2016, un an après le début de la période

de prise de données appelée "Run 2" (2015–2018). Durant cette période, le

LHC a produit des collisions de protons à une énergie dans le centre de masse

inégalée
√

s = 13 TeV, et avec une luminosité instantanée accrue, ce qui a per-

mis aux expériences de collecter des données à un rythme encore plus rapide

qu’auparavant.

L’énergie record atteinte par le LHC fait de lui le seul accélérateur au monde

actuellement en mesure de produire le boson de Higgs, ainsi que le quark

top qui est encore plus massif. Les propriétés uniques du quark top, parmis

lesquelles son couplage très intense au boson de Higgs, suggèrent que cette

particule pourrait jouer un rôle à part dans le SM. Depuis sa découverte en

1995 au Tevatron, les mesures de précision des propriétés du quark top ont

donné lieu à un champ de recherche particulièrement fertile.

L’axe principal de cette thèse est la recherche de la production associée d’un

quark top solitaire et d’un boson Z (tZq) ou un boson de Higgs. Ce dernier

mécanisme est communément noté tH, ce qui désigne à la fois les processus

tHq et tHW, qui correspondent à deux modes de production distincts du quark

top solitaire (canaux t et tW respectivement). Les quarks top solitaires sont
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produits seuls via l’interaction électrofaible, par opposition au mode dominant

de production par paire via l’interaction forte.

Ces études utilisent des données collectées à
√

s = 13 TeV par CMS, et

recherchent des évènements dans lesquels les particules instables (quark top,

boson Z, boson de Higgs) se désintègrent en leptons. Les processus rares tZq

et tH ont été étudiés pour la première fois au LHC. Ces deux études présentent

un grand intérêt, car elles permettent toutes deux de sonder le SM de façons

uniques, tout en étant sensible à de potentiels effets de nouvelle physique. Le

principal défi posé par ces analyses est le besoin d’isoler un signal très rare

en présence de bruits de fond bien plus conséquents, ce qui rend nécessaire

l’utilisation de techniques avancées pour l’extraction du signal.

La réussite du vaste programme de physique du LHC dépend en très grande

partie de l’excellente performance des détecteurs, qui doivent fonctionner

dans des conditions extrêmes. En particulier, le trajectographe à pistes de sili-

cium de CMS est le sous-détecteur le plus proche du point de collision, et est

soumis à des niveaux de radiation très élevés. Ceci pourrait engendrer une

dégradation progressive des propriétés de ses senseurs, ce que l’on appelle

le vieillissement. Le trajectographe permet la mesure précise des trajectoires

et impulsions des particules chargées ; c’est pourquoi il est primordial pour

l’expérience CMS de maintenir les excellentes performances de ce détecteur.

Au cours de cette thèse, j’ai réalisé une étude visant à surveiller l’évolution du

vieillissement du trajectographe à pistes.

Cette thèse est organisée de la façon suivante. Le premier chapitre décrit le

contenu du modèle standard, ses principaux fondements théoriques ainsi que

ses limites. Nous introduirons tous les concepts nécessaires à la compréhen-

sion des analyses présentées par la suite. Un accent particulier est mis sur la

description des propriétés du quark top et du boson de Higgs, qui sont au

coeur de ce travail de thèse.

Le deuxième chapitre présente le LHC et l’expérience CMS. Le but de ce

chapitre est d’expliquer la façon dont sont produites les données, ainsi que la

façon dont elles sont traitées afin d’obtenir une description fiable du résultat
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d’une collision. Le rôle de chaque sous-détecteur sera décrit, et ses perfor-

mances discutées. L’algorithme utilisé pour reconstruire les particules à partir

des informations des sous-détecteurs sera présenté. De plus, nous donnerons

une vue d’ensemble des principales étapes nécessaires à la génération des sim-

ulations Monte-Carlo qui sont comparées aux données.

Le Chapitre 3 présente une étude visant à étudier le vieillissement du trajec-

tographe à pistes de CMS. Après avoir introduit les principaux concepts liés

aux détecteurs en silicium et aux dégâts causés par les radiations, le principe

de l’analyse et le traitement des données seront décrits. Différentes méthodes

seront comparées pour l’obtention des résultats, dont une méthode que j’ai

sensiblement améliorée durant ma thèse. Cette méthode est utilisée pour pro-

duire les résultats finaux, dont plusieurs ont été approuvés par la collaboration

CMS et rendus publics. Enfin seront discutées les limites de cette analyse, ainsi

que de possibles solutions et alternatives.

Le Chapitre 4 décrit une recherche de la production associée d’un quark top

solitaire et d’un boson Z (tZq). Ce processus rare est très intéressant car il per-

met de sonder directement le couplage du quark top au boson Z. Il est égale-

ment sensible à l’existence éventuelle de particules ou interactions de nou-

velle physique, tels que les changements de saveur par courant neutre (flavour-

changing neutral current, FCNC). De plus, ce processus constitue un bruit de

fond pour d’autres analyses importantes, telles que celle qui est présentée dans

le Chapitre 5, ce qui justifie d’autant plus la mesure précise de la section effi-

cace de tZq.

Après avoir introduit le contexte et les motivations de cette analyse en

détails, les sources de bruit de fond qui compliquent cette étude seront dis-

cutées. La reconstruction des particules et les sélections utilisées pour définir

différentes régions enrichies soit en évènements de signal ou de bruit de fonds

seront présentées, et l’estimation du bruit de fond principal directement à par-

tir des données sera décrite. Nous justifierons l’usage de techniques avancées

basée sur l’apprentissage automatisé (machine learning) et la méthode des éle-

ments de matrice (matrix element method, MEM), qui permettent d’améliorer

significativement la séparation du signal et des processus de bruit de fond.
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Nous décrirons les sources d’incertitude systématique qui sont considérées, et

donnerons une description du modèle statistique utilisé pour obtenir les résul-

tats. Enfin, les résultats seront discutés. Ils représentent la première "évidence"

(au sens statistique du terme) de l’existence du processus tZq.

Le Chapitre 5 présente une recherche de la production associée d’un quark

top solitaire et d’un boson de Higgs (tH). Ce processus est particulièrement

intéressant car il est le seul à être sensible à la fois à la magnitude et au signe

relatif du couplage top-Higgs, sans qu’il soit nécessaire de faire des hypothèses

concernant d’éventuels phénomènes de nouvelle physique. Ce processus est

également sensible à une possible violation de la symmétrie de charge-parité

(CP) dans les interactions du quark top avec des particules scalaires comme

le boson de Higgs, et à différents types d’interactions FCNC. Le processus tH

permet donc de sonder de façon unique un paramètre clé du SM, et son étude

pourrait constituer une piste privilégiée vers la nouvelle physique.

Après avoir donné une vision d’ensemble du contexte et des motivations

pour l’étude du processus tH, nous présenterons la reconstruction des partic-

ules et la sélection des évènements. Nous détaillerons les procédures d’estimation

des bruits de fond réductibles à partir des données. Nous décrirons le traite-

ment des incertitudes systématiques considérées, ainsi que la procédure d’extraction

du signal. Puis, les résultats finaux seront présentés et mis en perspective.

D’autre part, cette analyse principale a été ré-adaptée dans le but de rechercher

des interactions FCNC mettant en jeu le quark top et le boson de Higgs,

notées tH-FCNC. De façon générale, les interactions FCNC sont fortement sup-

primées dans le cadre du SM et sont a priori largement hors de portée de la

précision expérimentale actuelle ; c’est pourquoi la preuve du contraire con-

stituerait un signe clair de nouvelle physique. Après avoir rappelé le contexte

de cette étude, les différences avec l’analyse principales seront explicitées. En-

fin, les résultats seront présentés et discutés. Cette analyse place les meilleures

limites actuelles sur les sections efficaces des processus tH-FCNC.
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CHAPTER1

The standard model of particle

physics

1.1 Introduction to the standard model

Developed throughout the second half of the XXth century, the standard model (SM) of

particle physics describes the elementary particles and their interactions. Built upon the

mathematical foundations of quantum field theory and gauge symmetries, it results from

a constant back and forth between theory and experiment. The SM provides a unified

picture and a valid description of the physics phenomena observed at the scales probed

by ever more powerful particle accelerators. The discovery of the Higgs boson [1, 2] at

the LHC [3, 4] in 2012, almost 50 years after its existence was first postulated, demon-

strated once more the great predictive power of the SM.

The standard model describes fundamental interactions as the exchange of mediator

particles called gauge bosons. All gauge bosons included in the SM are vector bosons: they

have a spin equal to 1 and obey Bose-Einstein statistics. The best-known among them is

the photon, which is the force-carrier associated with the electromagnetic interaction.

The W± and Z bosons are the mediators of the weak nuclear force, while the strong

nuclear force is mediated by gluons. Although the gravitational force is not accounted

for in the SM, its intensity is so weak compared to the other interactions (many orders
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All fermions also exist as antiparticles, which are identical in every aspect except that

they have opposite internal quantum numbers (such as the electric charge). For both lep-

tons and quarks, the 3 generations are ordered by increasing mass, and particles of higher

generations will decay into lower mass ones. For this reason, 3 first-generation particles

only make up all the ordinary matter: up and down quarks bound into protons and

neutrons which form the atoms’ nuclei, around which electrons orbit (in the semi-classic

formalism). The study of higher-generation particles requires high-energy experiments,

using either accelerators or cosmic rays. Figure 1.1 summarises all the particles included

in the SM and their categorisations.

1.2 Introduction to quantum field theory

Quantum field theory (QFT) is the theoretical framework used to build the physics

models describing the subatomic world. Its development started with the advent of

special relativity (SR) and quantum mechanics (QM) at the beginning of the XXth century,

out of the need for a theory compatible with the new paradigms introduced by these

two scientific revolutions. Notably, the discovery of wave-particle duality motivated the

introduction of fields as the most fundamental objects describing reality.

1.2.1 Fields and symmetries

Fields and Lagrangian formulation

At the very core of QFT lies the idea that any particle or wave in the universe corre-

sponds to the excitation of a quantum field. A field is a quantity whose values are defined

everywhere in spacetime. Similarly to classical field theory from which it inherits, QFT

expresses the dynamics and interactions of a system using the Lagrangian mathematical

formulation.

To describe the continuous systems considered by QFT, one has to define the La-

grangian density L(ψi, ∂µψi, xµ), hereinafter simply referred to as Lagrangian, depend-

ing on the fields ψi and their derivatives ∂µψi with respect to the spacetime coordinates

xµ = (t, x, y, z).

For example, let us consider the Dirac Lagrangian defined as:

LD = iψ̄γµ∂µψ − mψ̄ψ , (1.1)

where γµ are the Dirac matrices and ψ̄ ≡ ψ†γ0 is the Dirac adjoint of ψ. The action S is

defined as the integral of the Lagrangian density over the spacetime coordinates:

S =
∫

L dt dx . (1.2)

3



Chapter 1. The standard model of particle physics

From the principle of least action:

∂S =
∂L
∂ψ

− ∂µ(
∂L

∂(∂µψ)
) = 0 , (1.3)

one can obtain the equations of motion of the system. For the Dirac Lagrangian, so-

lutions to these equations are 4-components spinor fields. They can be interpreted as

free fermions (and antifermions) of mass m, satisfying the dispersion relation E2 =

(pc)2 + (mc2)2.

Symmetries

Symmetries play a major role in our understanding of particle physics, and are a cen-

tral concept to many important theories in general. For instance, special relativity is

based upon the Lorentz symmetry, making the speed of light constant in all reference

frames. Symmetries can either be continuous (e.g. the rotational symmetry of a circle), or

discrete (e.g. the rotational symmetry of a square, as only rotations by specific amounts

will preserve its appearance). Furthermore, it is possible to distinguish between exter-

nal symmetries, which correspond to transformations of the spacetime coordinates, and

internal symmetries acting specifically on the fields (independently of spacetime).

From the QM standpoint, a system is said to exhibit a symmetry if its physical pre-

dictions are invariant under a wave function transformation:

ψ → ψ′ = Ûψ , (1.4)

where Û is a transformation operator. If the operator is constant everywhere in space-

time, the symmetry is said to be global (otherwise local). Invariant quantities lead to con-

servation laws: for example the conservation of energy is a consequence of physics being

invariant under time translation. A set of symmetry operations which satisfies specific

properties (closure, identity, inverse and associativity) forms a group [5]. If all elements of a

group commute1, it is said to be Abelian. Any symmetry group can be represented by a

group of matrices.

Noether’s theorem [6, 7] states that if the Lagrangian of a system is invariant under

a continuous symmetry, it implies that an associated quantity must be conserved. For

example it can be trivially seen that applying the global U(1)2 transformation:

ψ → eiαψ ,

ψ̄ → e−iαψ̄ ,
(1.5)

1Two elements Â and B̂ of a group commute if they satisfy: [Â, B̂] = ÂB̂ − B̂Â = 0.
2U(1) is the one-dimensional unitary group, i.e. any of its elements can be expressed as a 1×1 matrix

whose inverse is equal to its transpose conjugate (U−1 =Ũ∗). Applying a U(1) transformation amounts to
a multiplication by a complex phase. It is an Abelian group.
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to the Dirac Lagrangian (Eq. 1.1) will leave it invariant. As a consequence of Noether’s

theorem, this symmetry gives rise to a conserved current jµ(x) implying a conserved

charge Q:

∂µ jµ(x) = 0 ,

Q =
∫

d3x
∂j0

∂t
= 0 .

(1.6)

We say that this Lagrangian possesses a global U(1) symmetry.

1.2.2 Gauge theories

There is a particular kind of invariance which is of crucial importance for QFT, called

gauge invariance. Gauge invariance does not arise from a physical symmetry, but rather

from a redundancy in the mathematical description of a system. A gauge transformation

can be seen as the arbitrary rotation of the phase ("gauge") associated with this degree of

freedom, leaving the predictions unchanged. A possible analogy is the arbitrary defini-

tion of the zero ("ground") potential when using a voltmeter, since we are only measuring

differences of potential.

Applying such a transformation is trivial in the case of global gauge invariance. On

the opposite, making the gauge transformation depend on the spacetime location:

ψ → ψ′ = ψeiqα(x) ,

ψ̄ → ψ̄′ = ψ̄e−iqα(x) ,
(1.7)

yields very important results.

For instance, the Dirac Lagrangian of Eq. 1.1 is not invariant under this local gauge

transformation, as the derivative will now act upon α(x), and it becomes:

LD → L′
D = LD − qψ̄γµ∂µα(x)ψ . (1.8)

However, the invariance can be recovered through the procedure of gauge fixing, which

will cancel the problematic term. This is achieved by replacing ordinary derivatives with

covariant derivatives defined as:

Dµ = ∂µ + iqAµ(x) , (1.9)

and requiring that the new vector field Aµ(x) transforms according to:

ψ → ψeiqα(x) , Aµ → Aµ(x)− 1

q
∂µα(x) , (1.10)

where the constant q is the coupling strength indicating the magnitude of the coupling

of Aµ(x) to other fields. For this field to be physical, a dedicated kinetic term must be

added to the Lagrangian. It describes the propagation of the spin-1 quanta associated

with Aµ, called gauge bosons.

5
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Therefore, enforcing the local gauge invariance of the Lagrangian induces the existence

of a field having its own dynamics and interactions, and which according to Noether’s

theorem is associated with a conserved charge. The SM describes the 3 fundamen-

tal forces with gauge theories obtained with such procedures, as presented in Sec. 1.3

and 1.4.1.

1.2.3 Feynman diagrams

Feynman diagrams are graphical representations of the mathematical description of

the interactions between subatomic particles. They were introduced by Richard Feyn-

man [8, 9], both to visualize transitions between states in QFT and as a tool to facilitate

the computation of the probability amplitudes of these transitions.

Path integrals

Feynman diagrams rely on the computation of path integrals in the paradigm of quan-

tum mechanics. In classical mechanics, the principle of least action (Eq. 1.3) states that

the path taken by a particle to go from A to B in spacetime is the one which makes the

action stationary (∂S = 0). However, Feynman suggested [10] that in the quantum realm,

instead of taking one such definite path, a particle would take every possible trajectory at

once. Each path is equally probable and contributes with a factor eiS.

The probability amplitude for the particle to go from A to B, specified by a function

called propagator, is obtained by summing over all the paths. The rationale behind this ap-

proach is that the complex phases of random paths interfere with one another, effectively

cancelling out these paths from the computation of the amplitude. On the other hand,

paths arbitrarily close to the classical trajectory with stationary action all have similar

phases. Thus, the net in-phase contribution from paths closest to the classical trajectory

contributes the most to the probability amplitude.

Perturbative expansion

Likewise, the probability amplitude for a system of particles to go from an initial state

to a final state involves all the possible Feynman diagrams representing this transition.

The computation takes the form of a sum of integrals, each of which can be derived from

its associated diagram by applying defined rules. The result is approximated using per-

turbative expansion in power series of the coupling constant α of the considered gauge

field, as illustrated in Fig. 1.2. Leading-order (LO) or tree-level diagrams correspond to the

first order of the power series; Next-to-leading order (NLO) diagrams correspond to the

second order, and so on. Each interaction vertex is associated with a matrix element M,

which is a Lorentz scalar proportional to the coupling constant. The interaction proba-

bility is proportional to M2.

6
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scale Λ. This amounts to ignoring the states with momenta much larger than Λ. To avoid

running into divergences in the limit Λ → ∞, formulas need to be rewritten in terms of

renormalized quantities, which are the ones we actually measure experimentally. They

correspond to a shift of the tree-level "bare" quantities with counterterms (correspond-

ing to Feynman diagrams) which absorb the UV divergences and yield finite, physical

quantities.

As a result of this procedure, renormalized quantities depend on the energy scale of

the process. The physical quantities that we measure are expressed at an arbitrary renor-

malization scale µR. To simplify the calculations (avoid large higher-order corrections in

the perturbative expansion), it is common to choose µR to be of the order of the momen-

tum scale of the considered process. In the 1970s, ’t Hooft proved that all theories with

local gauge invariance can be renormalized in such a way [14–16].

1.3 QED and QCD

1.3.1 Quantum electrodynamics

Quantum electrodynamics (QED) is the gauge theory describing the electromagnetic

force. It was the first gauge theory to be developed, and served as a basis for the subse-

quent ones.

The QED Lagrangian is obtained from the Dirac Lagrangian (Eq. 1.1) by adding a

kinetic term for the photon field. This term can be expressed using Maxwell’s tensor

Fµν = ∂µ Aν − ∂µ Aν. Hence the Lagrangian describing the interaction of a fermionic field

with the electromagnetic field is:

LQED = LDirac −
1

4
FµνFµν

= iψ̄γµ∂µψ̄
︸ ︷︷ ︸

kinetic ψ

− mψ̄ψ
︸ ︷︷ ︸

mass ψ

− eψ̄γµ∂µα(x)ψ
︸ ︷︷ ︸

interaction ψ/Aµ

− 1

4
FµνFµν

︸ ︷︷ ︸

kinetic Aµ

= ψ̄(iγµDµ − m)ψ − 1

4
FµνFµν ,

(1.11)

where Dµ is the covariant derivative defined in Eq. 1.9. Since this Lagrangian possesses

a U(1) gauge invariance, it ensues from Noether’s theorem that an associated charge Q

(identified with the electric charge) is a conserved quantity in interactions (see Eq. 1.6).

The gauge boson of the electromagnetic field is the photon, and it bears no charge due to

U(1) being abelian. Moreover, adding a mass term for the photon field in LQED would

spoil its local gauge invariance. As a result theoreof, the photon is massless and the

electric force has an infinite range. The coupling constant αQED of this interaction, also

known as the fine-structure constant, depends directly on the electric charge e of the elec-

tron via αQED = e2

4π (in natural units).

8
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The first formulation of QED as a gauge theory of electromagnetism with symme-

try group U(1)EM came independently from Tomonaga [17, 18], Schwinger [19–22] and

Feynman [8]. As simple as its construction may appear, it is one of the most stringently

validated theories in physics. Its most precise test is the measurement of the anomalous

magnetic dipole moment of the electron: the prediction for this quantum correction to the

electron magnetic moment, which depends on higher-order Feynman diagrams, agrees

with the experimental results to approximately one part per trillion [23]. It can be used

to determine the dimensionless fine-structure constant, which equates αQED ∼ 1
137 (at an

energy scale Q2 = 0) with a relative precision of about one part per billion [24].

1.3.2 Quantum chromodynamics

First experimental milestones

Quantum chromodynamics (QCD) is the gauge theory describing the strong inter-

action. During the 1950s, alongside the development of bubble and spark chambers,

more and more hadrons were discovered experimentally. In 1963, Gell-Mann [25] and

Zweig [26] suggested that the pattern of this group of particles could be explained by

the existence of quarks as the building blocks of hadrons. These quarks would come in

3 flavours (labelled u, d and s) and hold an electric charge of either + 2
3 or − 1

3 that of the

electron. They would combine to form mesons (1 quark plus 1 antiquark) and baryons (3

quarks).

Soon after, the discovery of spin-3
2 particles such as the Ω− (sss), ∆− (ddd) or ∆++

(uuu) baryons underpinned the idea that quarks must carry a new quantum number. In-

deed, these baryons are all composed of 3 quarks in the same quantum state, which goes

against Pauli’s exclusion principle for fermions. Consequently, each quark got assigned a

colour charge (blue, green or red), and each antiquark a corresponding anticolour. Bound

states of quarks can only exist if they are colourless; e.g. if a meson contains a green

quark, its antiquark must be antigreen.

From 1967 to 1973, deep inelastic scattering (DIS) experiments [27, 28] were conducted

at the Stanford Linear Accelerator Center (SLAC) [29, 30] to probe the internal structure

of hadrons. This gave the first direct confirmation of quarks being physical particles [31],

and not just a convenient theoretical construct. Furthermore, it was found that a quark

which is impacted by a highly energetic particle behaves as if it were free, i.e. its cou-

pling to other quarks is small. This property of the strong interaction is called asymptotic

freedom. It implies that at short distances (higher energies) the coupling strength of the

strong interaction is small, and perturbation theory at low orders provides a good ap-

proximation. On the opposite, at larger distances (lower energies), the coupling strength

increases and non-perturbative approaches must be used (such as lattice QCD [32, 33]).

A related attribute of the strong interaction is colour confinement, stating that quarks

can not be isolated as free particles, and must bound into colourless hadrons (colour sin-

glet states). As a result, quarks produced at colliders hadronize well before they reach the

9
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detectors, and are observed as collimated jets of hadrons. A notable exception is the top

quark which decays before hadronization, as explained in Sec. 1.6.

The gauge theory of strong interaction

All these observations could be understood in the framework of a non-abelian gauge

theory. Such theories had been developed by Yang and Mills in 1954, who tried to extend

the concept of local gauge invariance to more complicated symmetry groups. This led

to the construction of QCD as a gauge theory with symmetry group SU(3)C
3. There are

8 gluons, related to the 32 − 1 = 8 generators Ta of the group. These generators can be

expressed [13] in terms of the 3 × 3 Gell-Mann matrices as Ta ≡ 1
2 λa. They obey the

commutation relations [Ta, Tb] = i ∑
8
c=1 f abcTc, where the f abc are the structure constants

of the SU(3)C group, which encode its commutation relations.

In analogy with the QED Lagrangian (Eq. 1.11), the QCD Lagrangian can be ex-

pressed as:

LQCD = ψ̄(iγµDµ − m)ψ − 1

4
Ga

µνG
µν
a , (1.12)

where ψ are the quark fields. The covariant derivative Dµ is defined as:

Dµ = ∂µ − igsTaGa
µ , (1.13)

where gs is the coupling constant of the strong interaction. The gluon field strength

tensor Ga
µν is given by:

Ga
µν = ∂µGa

ν − ∂νGa
µ − gs f abcGb

µGc
ν , (1.14)

where Ga
µ is the gluon field. Quarks are the only fermions carrying a colour charge and

sensitive to the strong force. The last term of Eq. 1.12 stems from the non-abelian na-

ture of SU(3)C, and reflects the self-interaction of gluons: unlike photons, gluons carry a

(colour) charge and couple to one another. In QED, the quantum fluctuations of the pho-

ton field tend to produce electron-positron pairs, which have a screening effect and make

the electromagnetic interaction weaker at larger distances. This also happens for QCD

with quark-antiquark pairs, but this phenomenon is exceeded by the counter-effect of the

gluon self-interaction; this is the cause of asymptotic freedom (larger coupling strength

at larger distances).

Parton Distribution Functions

The constituents of hadrons are called partons. When the internal structure of a hadron

is probed with a particle having moderately high momentum, its 2 or 3 valence quarks

behave as free particles each carrying a fraction x of its momentum (Bjorken x [34]).

However, as the momentum of the probe increases, it is able to resolve smaller values

of x and the picture becomes more elaborate. High-energy DIS measurements revealed

3S stands for "special", meaning that the group matrices have determinant 1. C stands for "colour",
which is the conserved quantity associated with the symmetry.

10
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1.4 The electroweak interaction

1.4.1 Electroweak unification

The weak interaction

The first model of the weak interaction was proposed in 1933 by Fermi, who described

the β decay in radioactive nuclei as a four-fermion contact interaction [36, 37]. In 1957,

to the astonishment of many in the particle physics community, a famous experiment

conducted by Wu et al. [38] proved that parity is maximally violated by the charged

weak interaction: it only couples to particles of left-handed4 chirality (and antiparticles of

right-handed chirality). There also exists a neutral weak interaction, which couples both

to left-handed and right-handed particles. This discovery motivated the introduction

of the vector-axial (V-A) structure of the Lagrangian of the weak force. It relies on the

splitting of a fermionic field ψ into its left-handed and right-handed components:

ψ = ψL + ψR ,

ψL = PL ψ = (
1 − γ5

2
)ψ ,

ψR = PR ψ = (
1 + γ5

2
)ψ ,

(1.15)

where PL and PR are the projection operators of left and right chirality.

The model of the weak interaction was subsequently promoted to a gauge theory by

requiring local invariance under symmetries of the SU(2) group, and it was associated

with a conserved quantity called the weak isospin5.

Each generation of left-handed fermions forms a doublet satisfying I3 = ± 1
2 , while

right-handed fermions correspond to singlets of null isospin.

The electroweak unification

The electromagnetic and weak forces have distinct properties. For instance, all fermions

are sensitive to the weak force, but only charged particles are subject to electromag-

netism. In addition, the weak interaction violates parity while electromagnetism does

not.

Despite these apparent differences, Glashow [39], Salam [40] and Weinberg [41] pro-

posed that these forces can be understood as two aspects of a single electroweak interac-

tion. This breakthrough towards the unification of forces was based on the assumption

of the invariance under an SU(2)L⊗U(1)Y gauge symmetry. The conserved quantity as-

sociated with U(1)Y is the hypercharge Y. It is directly related to the electric charge Q and

4A left-handed (right-handed) particle has the projection of its spin in the opposite (same) direction as
its momentum.

5Weak isospin obeys the same rules as the spin angular momentum. In particular the possible values

of its third component are I3 = {+ 1
2 ;− 1

2} for a field with I= 1
2 , and I3{+1;−1; 0} for a field with I=1.
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Table 1.1: Values of the electric charge Q, the third component of the weak isospin I3 and the hyper-
charge Y for fermions (left-handed and right-handed) and the electroweak gauge bosons.

Q I3 Y

(e, µ, τ)L -1 -1/2
(νe, νµ, ντ)L 0 +1/2

-1

(e, µ, τ)R -1 0 -2
Leptons

(νe, νµ, ντ)R 0 0 0

(u, c, t)L +2/3 +1/2
(d, s, b)L -1/3 -1/2

+1/3

(u, c, t)R +2/3 0 +4/3
Quarks

(d, s, b)R -1/3 0 -2/3

W1 +1 +1 0
W2 -1 -1
W0 0 0

EWK bosons

B0 0 0
0

the weak isospin via:

Y = 2 × (Q − I3) . (1.16)

The SU(2)L group provides 22 − 1 = 3 generators Ta, which can be written [10] in

terms of the 2 × 2 Pauli matrices as Ta ≡ 1
2 σa. These operators satisfy the commuta-

tion relations [Ta, Tb] = i ∑
3
c=1 f abcTc, where the f abc are the structure constants of the

SU(2) group. The corresponding massless gauge bosons are labelled W1, W2 (electrically

charged) and W0 (electrically neutral) and have I3 =+1, -1 and 0 respectively. They cou-

ple to the doublets of left-handed fermions with the same coupling strength g. The U(1)Y

group provides 1 massless boson B0, which is a singlet of null isospin. It couples to all

fermions with coupling strength g′. All of these 4 bosons can be assigned a null hyper-

charge Y=0, which determines their electric charges. Table 1.1 summarises the values of

Q, Y and I3 for all fermions (depending on their chiralities) and electroweak bosons. The

hypothetical right-handed neutrinos would have null weak isospin and hypercharge,

and hence would not participate to any of the interactions of the SM (sterile neutrinos [42,

43]).

By analogy with the Lagrangians of QED (Eq. 1.11) and QCD (Eq. 1.12), the La-

grangian for the electroweak interaction can be expressed as:

LEWK = (iψ̄LγµDL
µψL) + (iψ̄RγµDR

µ ψR)−
1

4
Wa

µνW
µν
a − 1

4
B0

µνB
µν
0 , (1.17)

where the index a runs from 0 to 2.
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The covariant derivatives (for left-handed and right-handed fermions) and field

strength tensor are [10]:

DL
µ = ∂µ − igTaWa

µ +
i

2
g′Bµ ,

DR
µ = ∂µ + ig′Bµ ,

Wa
µν = ∂µWa

ν − ∂νWa
µ + g f abcWb

µWc
ν ,

B0
µν = ∂µB0

ν − ∂νB0
µ .

(1.18)

As in the case of the gluon field strength tensor Gµν (see Eq. 1.14), the penultimate term

of the electroweak Lagrangian leads to the trilinear coupling of the Wa
µ fields.

As for QED and QCD, the gauge bosons of the electroweak interaction must be mass-

less to preserve local gauge invariance. However, contrary to the photon and the gluon,

the W and Z bosons, discovered at CERN [44–47] in 1983, were found to be massive6.

Their masses are currently estimated to be [24]:

mZ = 91.1876 ± 0.0021GeV/c2 ,

mW = 80.379 ± 0.012GeV/c2.
(1.19)

The fact that the weak interaction is mediated by heavy bosons is the reason why it is

both weak and short-ranged. In order to generate these masses in a gauge-invariant way,

it is necessary to introduce a mechanism breaking the symmetry of the electroweak in-

teraction (described in Section 1.5). One consequence of this phenomenon is that the Wa

and B0 bosons of the SU(2)L and U(1)Y symmetry groups do not correspond to physical

particles, but mix to form mass eigenstates. The physical W± bosons can be identified as

the linear combinations:

W± =
1√
2
(W1 ∓ iW2) , (1.20)

while the Z boson and the photon are admixtures of W0 and B0:

(
Z0

γ

)

=

(
cos(θW) −sin(θW)

sin(θW) cos(θW)

)(
W0

B0

)

, (1.21)

where θW is the weak mixing angle. This angle is a free parameter of the SM which

can be measured in many different ways (e.g. from ν-e scattering). It is more frequently

expressed in the form [24]:

sin2(θW) = 0.23122 ± 0.00004 . (1.22)

6The masses of the W and Z bosons had been predicted before their observation, as explained in the
references
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prediction, the GIM mechanism led to the prediction that FCNC processes are forbid-

den at leading order (cancellation of terms in the amplitudes). Another consequence is

that higher-order processes such as the one represented in Fig. 1.5 (b), could also pro-

ceed via the exchange of a virtual charm quark. The two diagrams involving either

an up or charm quark share the same final state, hence their amplitudes interfer and

must be summed. Their opposite contributions essentially cancel out, and only a very

tiny contribution remains due to the mass difference between the up and charm quarks

(∝ m2
c − m2

u). The branching ratios of several FCNC decays of the top quark in the SM

are given in Table 1.2.

Table 1.2: Branching ratios for top quark FCNC interactions in the SM. Adapted from Ref. [48].

t → uZ t → uγ t → ug t → uH t → cZ t → cγ t → cg t → cH

BR 8 × 10−17 3.7 × 10−16 3.7 × 10−14 2 × 10−17 1 × 10−14 4.6 × 10−14 4.6 × 10−12 3 × 10−15

Therefore the study of FCNC processes directly contributed to the construction of the

SM, and is still motivated nowadays by their many interests [49] (sensitivity to particles

in the loop, probing the precise cancellation of diagrams, etc.). Their production is also

sensitive to numerous new physics models, as is mentioned in more details in Chapter 5.

1.4.3 CKM matrix

The charged weak interaction, mediated by W± bosons, is the only type of interaction

which can change the flavour of fermions (let aside the extremely rare FCNC interac-

tions). For example, it is responsible for the reaction of β decay in neutron-rich nuclei,

which transforms a neutron into a proton by turning one of its down quark into an up

quark. The probabilities of the transitions within and in-between the 3 generations of

quarks are encoded in the Cabibbo-Kobayashi-Maskawa (CKM) 3 × 3 matrix [50, 51]. It

is an extension of the Cabibbo mechanism to the 3 generations of quarks, which relates

the weak eigenstates of the down-type quarks to their mass eigenstates via:





d′

s′

b′



 = VCKM





d

s

b



 =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d

s

b



 . (1.24)

It is therefore the weak eigenstates d’, s’ and b’ which are the partners of the up-type

quarks within the weak isospin doublets. By convention, the up-type quarks are taken to

be pure states (no mismatch of their eigenstates).

The CKM matrix is fully defined by 4 independent parameters, which must be deter-

mined experimentally. It is often parameterised with 3 mixing angles and 1 CP-mixing

phase, which violates the CP8 symmetry in the SM [52, 53]. Currently the values of the

8Charge transformation followed by a parity transformation.
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CKM matrix elements are estimated to be [24]:





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 =






0.97446 ± 0.00010 0.22452 ± 0.00044 0.00365 ± 0.00012

0.22438 ± 0.00044 0.97359+0.00010
−0.00011 0.04214 ± 0.00076

0.00896+0.00024
−0.00023 0.04133 ± 0.00074 0.999105 ± 0.000032






(1.25)

The probability of a transition is proportional to the corresponding matrix element

squared. The diagonal elements of the CKM matrix are close to 1, reflecting the fact that

transitions are favoured between quarks of the same generation. The CKM matrix is

believed to be unitary, i.e. the sum of the transition probabilities for any quark flavour

is equal to 1. If this assumption was to be disproved, it could imply the existence of a

fourth quark generation.

1.5 Electroweak symmetry breaking

1.5.1 The Higgs mechanism

In Section 1.4.1, we mentioned that the gauge theory of the electroweak interaction

requires its bosons to be massless to preserve gauge invariance. A similar problem

arises if one tries to add a mass term for a fermion field, which could be written as

−m(ψ̄RψL + ψ̄LψR). Since fermions of left-handed and right-handed chiralities have dif-

ferent representations under the SU(2)L symmetry group, such a term would also spoil

the local gauge invariance. This contradicts the experimental evidence that fermions and

the W± and Z bosons are actually massive.

This major issue is solved by the introduction of the Brout-Englert-Higgs mechanism9

(hereinafter abbreviated as Higgs mechanism), which generates masses for bosons and

fermions in a gauge-invariant way [54–56].

The Higgs mechanism introduces two complex scalar fields grouped in a weak

isospin doublet:

φ =

(
φ+

φ0

)

=
1√
2

(
φ1 + iφ2

φ3 + iφ4

)

, (1.26)

and a potential of the form V(φ) = µ2φ†φ + λ(φ†φ)2, where µ and λ are constants. The

corresponding contribution to the Lagrangian of the electroweak interaction is:

LHiggs = (Dµφ)†(Dµφ)− V(φ) , (1.27)

where Dµ is the covariant derivative defined in Eq. 1.18.

The shape of the Higgs potential energy density V(φ) depends on the sign of µ; λ

must be positive for the potential to be bounded from below. The case µ2 > 0 cor-

responds to a potential well around a trivial minimum state φ0 = 0 (ground state or

vacuum). The Lagrangian of Eq. 1.27 would then represent a scalar particle with mass µ

9Articles describing this mechanism were published in 1964 by three independent groups: Peter Higgs;
R. Brout and F. Englert; G. Guralnik, C.R. Hagen and T. Kibble [54–56].
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where the constants y f represents the Yukawa couplings of fermions to the Higgs field.

The values of these couplings are not predicted by the theory, but they are directly pro-

portional to the masses of the fermions via the relation:

y f =

√
2 m f

v
, (1.33)

and so they can be inferred from mass measurements. It is considered in the SM that

neutrinos are massless and do not exist as right-handed particles, thus they do not have

a Yukawa coupling.

To summarise, the Higgs mechanism introduces a scalar Higgs field which permeates

the entire universe and has a non-zero vacuum expectation value. This VEV is involved

in the couplings of the field, and can be used to generate mass terms in a gauge-invariant

way for both the fermions interacting with it, and the bosons of the weak interaction

(while the photon remains massless). Thus this mechanism proposes an elegant solu-

tion to an important shortcoming of the theory, and leads to new verifiable predictions.

Within this framework, it is possible to relate many different quantities (masses, cou-

plings, etc.) through just a small number of free parameters which are left to the experi-

ments to determine.

The physical existence of the Higgs field was successfully established in 2012 both by

the ATLAS and CMS experiments at the Large Hadron Collider (LHC), which observed a

Higgs boson at a mass of approximately 125 GeV whose properties conform with the SM

predictions up to now [24, 61, 62]. The main properties of the Higgs boson are described

in Sec. 1.7.

1.6 Top quark physics

The discoveries of the τ lepton [63] and bottom quark (b) [64] in the mid-1970s, which

formed a third generation of fermions, led to the prediction of the existence of the top

quark (t) in order to restore the symmetry between quark and lepton doublets. Therefore

its quantum numbers were inferred from the existing patterns, e.g. Qt = + 2
3 and I3

t =

+ 1
2 . Based on the mass ratios of the other quarks, physicists suggested that its mass

would be about 3 times that of its down-type counterpart, of the order of 10 GeV. This

started a twenty-years international hunt for the observation of this missing piece of the

SM, and gave rise to a very fertile research field. Over time the top quark properties have

been studied by several experiments from two accelerators, at many different energies

and with two beam particle configurations.

1.6.1 Properties

The top quark was discovered in 1995 at the Tevatron collider [65–67], independently

by both the CDF [68] and D✁✁0 [69] collaborations. A recent combination of Tevatron and

LHC measurements [24] estimates its mass to be mt = 173.0 ± 0.4 GeV, slightly less than
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1.6.3 Decay channels

The fact that the top quark only decays through t → W++ b (to a good approximation)

leads to a limited number of possible final states. Moreover, the b quark can be tagged by

a dedicated algorithm due to its particularly long lifetime (see Sec. 2.3.4), and thus the

top quark decay possesses a distinctive signature.

The different types of decays of a top quark pair can be grouped into 3 categories:

"dileptonic", "semi-leptonic" or "hadronic". Figure 1.11 represents the probability, or

branching ratio, associated with each channel. In the dominant hadronic mode the two W

bosons both decay to quark-antiquark pairs, making this channel hard to detect among

the large QCD backgrounds at hadron colliders. In the semi-leptonic channel only one

W boson decays hadronically, while the other decays into a lepton and neutrino (with a

probability of about 15 % for each generation).

Top quarks decaying leptonically are much easier to identify in the presence of large

QCD backgrounds, as they produce an isolated lepton with high momentum as well as a

neutrino which escapes the detector. For this reason, the leptonic decay of the top quark

was targeted in the analyses presented in Chapters 4 and 5.

Figure 1.11: Branching ratios for the different decay channels of a top quark pair. Taken from Ref. [83].

1.7 Higgs boson physics

1.7.1 Properties

Since the Higgs boson was discovered at the LHC in 2012 at a mass of 125 GeV [1, 2], its

properties have been the subject of an ever-increasing number of experimental searches.

The reason is twofold: firstly the Higgs mechanism is at the core of the SM, and the study

of its associated particle could reveal a lot about our universe: nature and interactions of

fundamental particles, relationship with new physics, role of the Higgs field in the early

universe, etc.
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1.8 Beyond the standard model

1.8.1 Shortcomings of the standard model

We have described the core components of the standard model and mentioned a few

of its major successes. In particular it provides a coherent picture for all the elementary

particles known up to now, and for their interactions via the 3 fundamental forces rele-

vant at the considered scales. Its predictive power makes it one of the most stringently

tested models in physics, and was again remarkably exemplified by the discovery of the

Higgs boson.

But in spite of its important achievements, the SM falls short of explaining several im-

portant observations. First of all, it considers neutrinos as massless particles. This is in

direct contradiction with the results of a multitude of experiments, which have estab-

lished the existence of neutrino oscillations. This phenomenon whereby the flavour of a

propagating neutrino can evolve with a given propability implies a mismatch between

its flavour and mass eigenstate, thus requiring a non-zero mass.

Furthermore, a major insufficiency of the theory is its lack of description of dark mat-

ter and dark energy. The first evidence for dark matter came in 1933 [93] from the study

of the rotational speed of galaxies, which suggests that they contain a large amount of

undetected mass. It could not be related to any SM particle, and the fact that dark matter

was never observed directly implies that it must interact only weakly with ordinary mat-

ter and radiations. Many experiments are aiming at the direct detection of such Weakly

Interacting Massive Particles [94, 95] (WIMP), yet without success.

Likewise, dark energy was hypothesised to have a repulsive action and to permeate

the universe, in the first place to explain its accelerated expansion. Since then, the exis-

tence of these new forms of matter and energy have been supported by cosmology ex-

periments of various kinds. Notably, they could explain the data collected by the Planck

spacecraft regarding the cosmic microwave background (CMB). This relic radiation dating to

an early stage of the universe indicates that the spacetime curvature is close to flat, which

presupposes a mass-energy density much higher than what we would expect. Along

with other peculiar features of the CMB (such as the pattern of its anisotropies), this can

most conveniently be explained by models including dark energy and dark matter. From

Planck’s data it is estimated [96] that they represent about 68% and 27% respectively of

the mass-energy content of the universe, implying that the SM describes no more than

5% of it.

Thirdly, the SM does not provide a satisfactory explanation for the asymmetry be-

tween matter and antimatter. Indeed it would be expected that after the Big Bang, the

constant production and annihilation of particle-antiparticle pairs would yield similar

amounts of both, resulting in a universe dominated by radiations. Instead, the fact that

all the large cosmological structures are constituted of matter, rather than antimatter,

suggests that some mechanism made their production asymmetric already at the early

ages of the universe. An example of such a mechanism within the SM is the violation of
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the CP symmetry by the weak interaction [53]. However, the magnitude of this effect has

been measured to be tiny, and can not alone account for the observed disproportion.

In addition to these insufficiencies related to experimental observations, the SM also

contains some arbitrariness in its construction and a few surprising features. Although

they do not invalidate the model, they are strong indications that it is not yet complete,

and that new physics is required to understand these features.

The SM possesses 19 free parameters (when neglecting neutrino masses) whose val-

ues must be determined experimentally. Moreover the gravitational force could not yet

be included in the SM as a gauge theory. Indeed, general relativity, which describes it

so accurately, is not perturbatively renormalizable in its quantized version. The associ-

ated boson (graviton) would introduce ultraviolet divergences in the theory that can not

be eliminated, and which make its predictions unphysical. It is also difficult to acco-

modate the different paradigms wherein gravity is either caused by the deformation of

spacetime, or is mediated by the exchange of gauge bosons.

Besides, one could question why the weak force is 1024 times stronger than gravity,

or why the masses of fermions range across so many orders of magnitude without an

obvious pattern. On a related note, the so-called "naturalness" problem [97] arises from

the fact that the mass of the Higgs boson is highly sensitive to loop corrections (mainly

involving the top quark, the W boson and itself according to the SM). If the theory was to

be considered valid up to very high energies such as the Planck scale ΓP = 1019 GeV, the

magnitude of these corrections would blow up (∝ Γ2
P). Since the Higgs boson’s mass was

measured to have the comparatively tiny value of 125 GeV, it would mean that its bare

mass parameter must be fine-tuned extremely precisely to cancel out the divergences, in

a way considered artificial by many theorists.

This non-exhaustive list of shortcomings of the SM suggests that it only corresponds

to a low-energy approximation to a more fundamental theory beyond the standard model

(BSM). Various BSM models propose explanations to some of the aforementioned issues

or questions, by postulating the existence of new particles or mechanisms.

Among BSM models, supersymmetry [98, 99] (SUSY) is regarded as one of the most

promising. It exists in different versions which all share a common underlying principle,

namely the introduction of a new symmetry beween bosons and fermions. Each fermion

would be associated with a supersymmetric boson, and vice-versa. SUSY extensions

could for instance solve the naturalness problem, or predict the unification of the gauge

interactions at higher energy. They could also provide a stable particle candidate for dark

matter. But despite an important research effort led by the ATLAS and CMS experiments

at the LHC, no evidence for supersymmetry was found yet.

1.8.2 Effective field theory and indirect search for new physics

Even in the absence of any direct observation, new particles could still manifest them-

selves indirectly, e.g. through their decay products or via loop corrections. To interpret

29





Chapter 1. The standard model of particle physics

interactions involving the top quark or the Higgs boson, it is therefore common to only

consider the list of dimension-six operators.
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CHAPTER2

The CMS experiment at the LHC

The CERN (European Organization for Nuclear Research, formerly known as Conseil Eu-

ropéen pour la Recherche Nucléaire) is a European research organisation founded in 1954,

dedicated to the advancement of knowledge primarily in the fields of nuclear and parti-

cle physics. It is located near Geneva, at the Franco-Swiss border. Besides the numerous

scientific breakthroughs that took place at CERN, its constant need for the development

of new technologies have had an important impact on the world. Most notably, it is the

birthplace of the World Wide Web [103].

The major facility hosted at CERN is the Large Hadron Collider. The Section 2.1 gives

an overview of the design, goals and characteristics of this accelerator. In Section 2.2 the

CMS detector is presented, which collected the data used in this thesis. The character-

istics and performance of its different subsystems are discussed. Finally, physics objects

and event reconstruction are introduced in Sections 2.3-2.3.6.

2.1 The Large Hadron Collider

2.1.1 Overview of the LHC

CERN’s Large Hadron Collider [3, 4] (LHC) is the world’s largest and most powerful

accelerator, conceived to cover a broad physics programme. First of all, it was designed

as a discovery machine for the Higgs boson, which was observed by the ATLAS and CMS

collaborations [1, 2] in 2012. It also aims at revealing new physics, and at favouring or
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ruling out BSM scenarios which propose explanations to several shortcomings of the SM

(see Sec. 1.8.1). To fulfil these goals, the LHC produces proton and heavy-ion collisions

(events) at unprecedented energy, notably in order to abundantly produce heavy particles

and directly probe the existence of new particles at the TeV scale. Moreover, it provides

a high instantaneous luminosity, as discussed in Sec. 2.1.4, allowing to collect data faster

than its predecessors. Thus the LHC can be used to perform precision measurements of

key parameters of the SM.

Built between 1998 and 2008, its design was largely driven by the desire to take ad-

vantage of pre-existing CERN infrastructures. It is installed in the 26.7 km ring tunnel

previously used by the Large Electron-Positron (LEP) collider [104]. The LEP was op-

erated from 1989 to 2000, and produced electron-positron collisions at energies ranging

from 90 GeV to 209 GeV. Its 4 collaborations published more than a thousand scientific

articles, and performed important tests of the SM [105–107]. Notably, a combination of

searches for the Higgs boson set a lower bound on its mass and reported a mild excess

of data at 115 GeV [108].

The LHC tunnel is located between 45 m and 170 m below ground level and has a di-

ameter of 3.7 m. It now contains 2 adjacent beam pipes, inside which 2 counter-rotating

beams travel around the ring. The LHC principally produces proton-proton (p-p) colli-

sions, with a design maximum centre-of-mass energy
√

s = 14 TeV. It can also accelerate

heavy-ions, such as lead (Pb) nuclei, both in Pb-Pb or p-Pb configuration. Throughout

the year, data-taking periods are interspersed with maintenance breaks. During winter,

the LHC is stopped for the year-end technical stop (YETS), in order to spare energy (the

peak consumption of the LHC and the detectors alone amounts to as much as 1/5 of that

of the city of Geneva) and perform the necessary maintenance and upgrade works.

LHC operations started in September 2008. Only a week later, an incident caused by

a faulty electrical connection resulted in an additional 14 months delay and the lowering

of the beam energy [109, 110]. During the Run 1 data-taking period, from 2009 to 2013,

the LHC produced p-p collisions at the record-breaking centre-of-mass energies
√

s = 7

TeV (2010, 2011) and later
√

s = 8 TeV (2012). The previous record of
√

s = 1.96 TeV

was held by Fermilab’s Tevatron [65, 66], which was decommissioned in 2011. The LHC

was then shut down for 2 years, to upgrade its detectors and allow for an increase of the

beam energy. It was restarted in 2015, and produced p-p collisions at
√

s = 13 TeV until

the end of the Run 2, in late 2018. The ongoing long shutdown (LS2) period aims at the

repair and upgrade of the LHC infrastructures and detectors.

In general, accelerators use charged, stable particles. Electrons, being fundamental

particles, are much better suited to perform extremely precise measurements at con-

trolled energies. However, the main rationale for colliding instead composite protons

at the LHC is that they undergo much smaller synchrotron radiation losses due to their

larger mass (by a factor of about 18364, since the synchrotron radiation power is propor-

tional to 1/m4, and mp/me ≈ 1836).
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Synchrotron radiations are emitted whenever a charged particle is accelerated radi-

ally or moves in a magnetic field on a circular orbit, as is for instance the case in circular

accelerators, where particles are forced to travel along a curved path by a magnetic field.

Although this is a useful feature used by many experiments to produce radiations at spe-

cific energies, in the case of particle physics this represents a loss limiting the maximum

beam energy in a circular accelerator. Therefore, a proton collider can reach much higher

energies than an electron collider. While the centre-of-mass energy of the LEP was lim-

ited by the large synchotron radiation of its electrons, that of LHC is determined by the

capacity of its magnets to maintain the massive protons on their circular trajectory.

Furthermore, the energy reached at the LHC is such that an important fraction of the

proton’s momentum is carried by the sea quarks and gluons. Therefore it is possible

to generate interesting physics (e.g. the production of Higgs bosons via gluon fusion)

without colliding protons with their antiparticles, which are less affordable and much

more difficult to produce in sufficient quantities.

Figure 2.1: Illustration of the accelerator complex at CERN. Taken from Ref. [111].
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2.1.2 The accelerator complex

The LHC is the final and major part of a wider accelerator complex illustrated in

Fig. 2.1. Before protons enter the LHC ring and get accelerated to their maximum en-

ergy, they first pass through a chain of pre-accelerators. These were built well before the

LHC, and upgraded to meet its stringent needs. They also provide particles to smaller

CERN experiments with different aims.

The very first step of the chain consists in the extraction of protons from a bottle of

hydrogen gas. The gas is injected into a metal cylinder called duoplasmatron [112], where

protons are separated from electrons using an electric field. The protons are then sent

to a Radio Frequency Quadrupole (RFQ), a type of cavity which allows at the same time

to group the protons into bunches, accelerate the bunches, and focus them. After being

accelerated to 750 keV, the protons are fed into the Linear Accelerator (Linac 2, currently

being replaced by the newer Linac 4) and brought to an energy of 50 MeV.

Following a 80-m-long transfer line, the particles then arrive into the Proton Syn-

chrotron Booster (PSB, 150 m circumference) where they reach an energy of 1.4 GeV.

Next, they enter the Proton Synchrotron (PS, 628 m circumference) and later the Super

Proton Synchrotron (SPS, 6912 m circumference) which bring them to energies of 26 GeV

and 450 GeV respectively. Finally, the proton bunches are provided to the LHC using

fast kicker magnets. It takes about 5 minutes to fill the ring with the 2 counter-rotating

beams, and they get accelerated for about 20 minutes before they reach their final energy.

Similarly, lead atoms are obtained from a lead sample heated to high temperature.

This generates lead ions which are selected depending on their charges, and sent through

a carbon foil to turn them into Pb54+ ions. Once accumulated, they get accelerated in the

Low Energy Ion Ring (LEIR) and sent to the PS. After being fully stripped of their elec-

trons, the resulting Pb82+ ions are sent to the SPS, and finally the LHC which accelerates

them at an energy of up to 2.76 TeV per nucleon.

2.1.3 The LHC machine

Design

The two rings hosted in the 3.7-m-diameter tunnel of the LHC share the same me-

chanical structure and cryostat system. A ultra-high vacuum is achieved around the

magnets and the cooling system to insulate them, and in the beam pipes to minimize

the contamination from gas molecules. About 2 weeks of pumping are required to bring

the pressure down to 10−13 atm in the beam pipes. With the current optimized filling

scheme, the LHC can accelerate and collide as many as 2556 proton bunches per beam,

each bunch containing about 115 billion protons. They are spaced at intervals of 25 ns

each (50 ns during Run 1), and circle around the ring about 11000 times per second, only

3.1 m/s slower than the speed of light. This corresponds to a bunch collision rate of 40

MHz when the LHC is full.
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Each beam is accelerated by its own radio frequency (RF) system comprising 8 cavi-

ties. The cavities are operated in a superconducting state, in order to greatly reduce the

amount of heat generated by the large electrical power currents. They are cooled with

superfluid helium down to a temperature of 4.5 K. Each cavity provides a 2 MV acceler-

ating voltage at a frequency of 400 MHz. The oscillating field is synchronized with the

arrival of proton bunches, in order to provide optimal acceleration throughout the cavity

length. Asynchronous protons, which are early or late with respect to the bunch average,

are subjected to fields of different intensities. The resulting acceleration or deceleration

forces them back into the bunches.

The LHC comprises a total of 9593 magnets based on niobium-titanium (NbTi) tech-

nology, which represent an important fraction of the machine’s total cost. Among them,

1232 dipole magnets bend the path of the proton bunches to keep them on a circular

trajectory. They are almost 15-m-long and weigh 35 tons each. They generate a mag-

netic field of 8.3 T, about 105 times more than the Earth’s magnetic field. 392 quadrupole

magnets focus the beams. Their 4 symmetric poles squeeze the beams both horizontally

and vertically. Stronger magnets are placed close to the collision points to maximise the

luminosity. Additionally, magnets of higher multipole orders (sextupoles, octupoles, de-

capoles) are used to fine-tune the geometry of the fields at the extremities of the dipoles.

The LHC magnets are cooled down to 1.9 K, colder than outer space. This requires

about 120 tons of superfluid Helium-4 with null viscosity, which has excellent heat dis-

sipation properties, making the LHC the largest cryogenic system in the world. This

extremely low temperature keeps the wires of the magnets in a stable supraconducting

state wherein their electrical resistance vanishes, allowing them to sustain higher elec-

trical currents and generate more intense magnetic fields. As an example, operating the

magnets at the slightly higher temperature of 4.22 K (the boiling point of helium) would

translate into a decrease of about 3 T of the dipole magnets’ magnetic field, correspond-

ing to a decrease of the beam energy by several TeV [113, 114].

As illustrated in Fig. 2.2, the LHC is not perfectly circular. It is composed of 8 indepen-

dent sectors of 2.45 km each which contain the bending magnets, linked by 545-m-long

straight sections. The exact layout of a given straigth section depends on its purpose:

namely beam injection, beam dumping, beam cleaning or physics experiment. The beam

dump system allows the safe redirection of the beams into a 8-m-long graphite block

embedded in concrete, using fast kicker magnets. As the total energy stored in each

beam can reach 350 MJ (comparable to the energy of a train of 400 tons moving at 150

km/h), such a system is necessary to protect the infrastructures and the detectors in case

of a technical failure. It is also used whenever the proton density in the bunches has de-

creased below a given threshold, and the beams need to be removed from the machine

prior to re-injection.
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Figure 2.2: Schematic layout of the LHC ring. Taken from Ref. [115].

Experiments

The LHC hosts 4 major experiments, located at the 4 interaction points (IP) where par-

ticles collide. ATLAS [116] (A Toroidal LHC ApparatuS) and CMS [117] (Compact Muon

Solenoid) are multi-purposes detectors which can study both protons and heavy-ions

collisions. They cover a broad physics programme, from precision tests of the SM to

searches for new physics. Their subdetectors use different technologies, making these

experiments complementary to each other. Major findings, such as the discovery of the

Higgs boson, or the recent observation of the tt̄H process, can thus be verified indepen-

dently by the 2 collaborations, which increases the credibility of the results. Moreover,

analyses performed both by ATLAS and CMS can later be combined to reach better sta-

tistical precision.

ALICE [118, 119] (A Large Ion Collider Experiment) is a detector optimized to study

heavy-ion collisions. One of its primary aims is to explore the quark-gluon plasma [120]

forming at extreme energy densities, a phase of matter in which quarks and gluons are

no longer bound into hadrons. Its study may provide insights on the early state of the

universe, as it is speculated that matter existed in this phase up to a few microseconds

after the Big Bang (temperature of ∼ 100 MeV, or 1012 K). It also helps understanding

better key QCD mechanisms such as confinement. The ALICE detector comprises a to-

tal of 19 subdetectors, and was designed to efficiently cope with the very high particle

multiplicities generated by heavy-ions collisions.
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LHCb [121] (Large Hadron Collider beauty) is a specialized b-physics experiment, focus-

ing on hadrons containing a bottom quark. Among its main goals are the measurement

of parameters of the CKM matrix and the search for CP violation [122] and flavour vio-

lation [123]. Contrary to the 3 other detectors, which enclose the interaction point, LHCb

is an asymmetric single-arm detector. Its layout exploits the fact that at high energies, bb̄

pairs are predominantly produced via strongly asymmetric gluon fusion, and are thus

boosted together in the same forward (or backward) region.

In addition, smaller experiments are connected to the LHC and use its beams: TO-

TEM [124–126] (TOTal cross section, Elastic scattering and diffraction dissociation Measure-

ment at the LHC) is located in the CMS cavern and notably performs precision mea-

surements of the p-p interaction cross section, as well as in-depth studies of the pro-

ton structure; its ATLAS counterpart is called ALFA [127] (Absolute Luminosity For AT-

LAS); MoEDAL [128, 129] (Monopole and Exotics Detector at the LHC) searches for magnetic

monopoles and shares the same cavern as LHCb; LHCf [130] (Large Hadron Collider for-

ward) produces particle cascades akin to those generated in cosmics rays, to understand

better this phenomenon.

2.1.4 Luminosity and pileup

Luminosity

Luminosity [24, 131] is a crucial quantity for any particle collider. The number of

events ∂N/∂t produced for a given process with cross section σ, per unit of time, is

directly related to the instantaneous luminosity L as:

∂N

∂t
= L× σ. (2.1)

By integrating L over time, one obtains the integrated luminosity L =
∫
L dt, which char-

acterizes the volume of data which has been produced or collected. The instantaneous

luminosity is usually expressed in cm−2.s−1, and the integrated luminosity in inverse

picobarns (pb−1) or femtobarns (fb−1) 1.

Alongside the beam energy, the instantaneous luminosity is one of the most impor-

tant parameters of a collider, and a direct indicator of its performance. This rings par-

ticularly true for the LHC, whose physics programme heavily relies both on the highest

achievable centre-of-mass energy and luminosity, to study very rare processes and per-

form the most precise measurements to date of several SM parameters.

In order to achieve a high collision rate, it is necessary to maximise the instantaneous

luminosity. In the case of two relativistic beams sharing the same characteristics at a

11 barn = 10−28 m2, thus 1 fb−1 = 1039 cm−2.
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The x-y plane is called the transverse plane, and is of particular importance for LHC

experiments (as explained in Sec. 2.3.5). Within this plane, one can compute transverse

quantities such as the transverse momentum, defined as pT =
√

p2
x + p2

y, and the azimuthal

angle φ starting from the x-axis. In the y-z plane, the polar angle θ is measured from the

y-axis. To describe the angle of a particle relative to the beam axis, a very useful spatial

coordinate is the pseudorapidity η:

η ≡ −ln(tan
θ

2
) . (2.3)

The difference in pseudorapidity ∆η between 2 particles is Lorentz-invariant, i.e. it does

not depend on the longitudinal boost of the event. This is important because colliding

partons have different energies, implying that the longitudinal boost of the event’s rest

frame differs from one collision to another. As illustrated of Fig. 2.6 (b), a pseudorapidity

|η| → ∞ corresponds to a trajectory parallel to the beam line.

Another important quantity is the angular distance, defined as:

∆R ≡
√

∆φ2 + ∆η2 , (2.4)

where ∆φ = |φ1 − φ2| and ∆η = |η1 − η2|. This quantity is particularly useful to charac-

terize the solid angle around a particle, and how isolated it is. The isolation of electrons

and muons is measured relatively to their transverse momentum pl
T as [144]:

Il =
(

∑ p
charged
T + max

[
0, ∑ pneutral

T + ∑ p
γ
T − pPU

T

])

/pl
T , (2.5)

where ∑ p
charged
T , ∑ pneutral

T and ∑ p
γ
T are the scalar sums of the transverse momenta of

charged hadrons originating from the primary vertex, neutral hadrons and photons re-

spectively, found within a cone of fixed size. The contribution from pileup pPU
T is es-

timated differently for electrons and muons [144, 145]. It must be substracted because

isolation-related quantities are among the most sensitive to the presence of PU. The iso-

lation is a most useful quantity to identify prompt leptons produced in electroweak inter-

actions, as will be explained in Chapter 4.

2.2.2 The solenoidal magnet

The superconducting solenoid magnet of CMS constitutes one of its key components,

and is the central apparatus around which the experiment was designed. With its 220

tons and large dimensions (6-m-wide, 12.5-m-long), this device is the largest of its kind

ever built. It generates an axial magnetic field of 3.8 T, mostly uniform within its volume,

bending the paths of charged particles in the transverse plane through the Lorentz force
~FL = q(~v ∧ ~B).
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The magnet encompasses the tracker and the calorimeters, which prevents that the

measurements of these detectors be affected by the particles’ interactions with the mate-

rial of the magnet. Combined with the precise spatial resolution of the tracker, the intense

magnetic field aims at providing an unambiguous determination of a particle’s charge,

as well as a precise measurement of its momentum, based on its reconstructed trajectory.

It also enables the use of sharper momenta thresholds for triggering on muon, which

directly impacts the muon detection efficiency. For example, for a muon pT threshold set

at 20 GeV, a decrease of the magnetic field from 4 T to 3 T almost results in the doubling

of the muon trigger rate [146].

Like for the dipole magnets, the cabling of the solenoid is made of niobium-titanium

alloy. It is cooled by a cryostat system using liquid helium, and is operated at a tempera-

ture of 4.7 K. Apart from the superconducting coil, the two other main components of the

magnet are the vacuum tank, which houses and insulates the coil, and the return yoke.

The return yoke is responsible for the return of the magnetic flux, to reduce the stray

field. It makes up most of the mass of the entire experiment, about 10000 tons. It is

composed of 5 three-layered dodecagonal wheels, plus 3 endcap disks at each end. Since

the iron of the yoke gets magnetized by the field, it increases its strength and improves

its homogeneity outside of the solenoid. Furthermore, the yoke serves as the main me-

chanical structure supporting all the barrel detector components, and provides housing

for the muon tracking system. The thick, dense material of the yoke effectively acts as a

filter. It stops all the remaining particles which were not absorbed by the calorimeters,

with the exception of muons and neutrinos.

The magnetic field must be accurately characterized over the entire volume of the

experiment. Dedicated tests were performed to parameterise the magnetic flux density

inside the superconducting coil, with a precision of the order of 0.1% [147].

2.2.3 The silicon tracker

The CMS tracker [117, 148–150] is the device closest to the interaction point. It is 5.6-

m-long and 2.2-m-wide, and is composed of 2 main parts: the inner pixel tracker, and the

outer strip tracker. They both comprise cylindrical barrel layers in the central region of

the detector, and end-cap disks perpendicular to the beam in the forward region, which

extend the geometrical acceptance of the tracker up to |η| < 2.5.

The design requirements regarding its high granularity, quick response time and ra-

diation hardness led to the choice of silicon sensor technologies for the entire tracker.

Charged particles deposit energy via ionisation in the silicon semiconductors and create

electron-hole pairs, which then drift towards the electrodes and induce a signal. The re-

construction of such hits in several consecutive layers determines the particle’s trajectory.

The physics related to the silicon strip sensors is introduced in more details in Chapter 3.

With an active silicon area of ∼ 200 m2, the silicon tracker is the largest device of its

kind ever built, and its challenging construction involved the collaboration of 51 insti-

tutes over more than a decade. The general layout of the tracker is shown in Fig. 2.7,
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The new BPIX now contains 4 layers covering the radius range 3 ≤ r ≤ 16 cm, while

both sides of the new FPIX contain 3 disks located at distances ranging from |z| = 29.1

cm to |z| = 51.6 cm. In total this represents 125 million silicon pixels over 1856 mod-

ules, with a size 100 × 150µm2 designed for optimal charge sharing between cells. The

thickness of the sensitive volume is 285 µm. Beam tests realized with electrons under op-

timal conditions found that the upgraded pixel detector could reach a tracking efficiency

of 99.95±0.05 %, with intrinsic spatial resolutions of (4.80±0.25µm) and (7.99±0.21µm)

along the 100 µm and 150 µm directions, respectively [155].

The strip tracker

The strip tracker [117, 156] surrounds the pixel detector and is made of 15148 modules,

amounting to a total of 24244 silicon sensors and 9.3 million individual strips. Each

module carries either one "thin" 320 µm-thick sensor, or two 500 µm-thick ones. The

thicker sensors have correspondingly higher signal, and are used in the outer tracker

region to maintain a signal-to-noise ratio well above 10. The sensors come in 15 different

geometries, and possess either 512 or 768 strips. The distance between the strips (pitch)

and the strip length range respectively from 80 µm and 8.5 cm, to 205 µm and 20 cm

in the outer regions where the particle flux and occupancy is reduced [117]. A constant

ratio w/p = 0.25 between the pitch and strip width is used for all sensors.

The strips are wired by groups of 128 to a read-out chip (APV25 [117, 157], for Analog

Pipeline Voltage), which samples, shapes and amplifies their signals. Upon a positive

decision of the trigger system for a given event, the signal is then propagated via optical

fibres to the Front End Driver (FED) boards where it is digitized. A TIB module is shown

in Fig. 2.9.

Figure 2.9: Single-sided TIB module. The 512 strips are read-out by 4 APV chips on the right-hand
side. Taken from Ref. [158].

The strip tracker has a rather complex design, which reflects the great deal of tradeoffs

among resolution, material budget, compactness, cost, etc. It is partitioned into 4 distinct

parts. Its innermost barrel detector is the TIB (Tracker Inner Barrel) which consists of

4 concentric layers located at radii 25.5 cm, 33.9 cm, 41.85 cm and 49.8 cm respectively,
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The homogeneous electromagnetic calorimeter [159] (ECAL) is made of 61200 lead

tungstate (PbWO4) crystals in the barrel part (EB, |η| < 1.479), plus 7324 crystals in both

endcaps (EE) which ensure good hermeticity up to |η| < 3. This high-density material

was chosen for its radiation-hardness, fast light emission (80% of the light is emitted

within 25 ns) and good sensitivity. Its small radiation length (0.89 cm) and Molière ra-

dius 3 (2.2 cm) permitted the design of a finely-segmented and compact detector.

The layout of the ECAL is represented in Fig. 2.10. The barrel is divided into two EB+

and EB- halves, which comprise 18 supermodules each. The preshower (ES) detector

is located in front of the endcaps, and provides an improved spatial resolution in the

region 1.65 < |η| < 2.6. It contains 2 mm-long silicon strips, to be compared with

the 2.2 × 2.2 × 23 cm3 of the EB crystals. In particular it helps differentiating between

single high-energy photons and pairs of collimated, low-energy photons resulting from

π0 → γγ decays.

Electromagnetic showers are initiated in the crystals, or the layer of lead radiators

in the ES, and use up almost all the energy of electrons and photons. This excites the

atoms of the crystals, which relax by emitting an amount of blue light proportional to the

deposited energy. This light then reaches photodetectors, namely avalanche photodiodes

(APDs) in the EB, and vacuum phototriodes (VPTs) which can sustain a higher particle

flux in the EE.

One of the main performance requirements for the ECAL was the precise measurement

of diphoton invariant masses, as H → γγ is one of the most sensitive discovery channels

of the Higgs boson, and of the energies of energetic electrons and photons in general. Its

typical energy resolution σE as a function of the electron energy E was initially measured

to be [117]:
(σE

E

)2
=

(2.8%√
E

)2

⊕
(12%

E

)2

⊕ (0.3%)2. (2.6)

The first term represents stochastic fluctuations in the event-by-event measurements, and

is small due to the calorimeter being homogeneous. The second one represents noise

contributions (from electronics, digitization and pileup), and the third constant term is

due to non-uniformities, miscalibrations and energy leakage. The resolution slightly de-

graded over time, as radiation damages increase the noise from the leakage current and

decrease the transparency of the crystals.

One drawback of this detector is its constant need for calibration. As the response of

the numerous channels evolves with radiation, even during a single fill of the LHC ring,

it is monitored with a laser system every 40 minutes in order to apply corrections. Light

is injected in each ECAL crystal and then read by the standard readout channels. The

resulting difference between input and output amplitudes is used to derive correction

factors [160, 161].

3The radiation length X0 and Molière radius RM are constant properties of a material. They represent
the distances characterizing the energy loss of a particle interacting electromagnetically, respectively in the
longitudinal and transverse directions.
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Its wide pseudorapity coverage makes the HCAL sensitive to most of the particle ac-

tivity in collisions, and its measurements are thus essential to indicate the production of

undetected particles such as neutrinos (as explained in Sec. 2.3.5). During the 2017 winter

shutdown, parts of the HCAL were upgraded to improve its segmentation and overall

performance. Hybrid photodiodes were replaced with silicon photomultipliers in the

HB and HE, single-channel phototubes were replaced with multi-anode phototubes in

the HF, and the readout electronics were substantially upgraded. Details on the changes

and gains in performance can be found in Ref. [162].

2.2.5 The muon chambers

As the name of CMS suggests, the precise and robust measurement of muons was

a core specification already at the early design stage of the experiment. Muons are pro-

duced by many interesting physics processes, and their clean distinctive signature makes

them well-suited to inform the trigger decision. Furthermore, they undergo smaller en-

ergy loss in the tracker material compared to electrons, and their energies can be mea-

sured with high accuracy.

The muon system shares most of its mechanical structure with the flux-return yoke.

The solenoidal magnet and the yoke serve as hadron absorbers, as their dense material

exceeds 16 interaction lengths and prevents hadrons punchthroughs. A dedicated align-

ment system measures the positions of the muon detectors relatively to each other and

to the inner tracker, in order to optimize the muon pT resolution. Figure 2.12 shows a

cross section quadrant of the CMS experiment in the r-φ plane, where the positions of

the different muon subsystems are indicated.

In the barrel region, the muon system [117, 164] has a radius ranging from 4 m to 7.5 m.

The endcap region is located in the range 5.5 < |z| < 11 m along the beam line. Since the

muon system is located far away from the IP and provides a pseudorapidity coverage up

to |η| < 2.4, its detector components must cover a very wide surface area. This led to the

choice of gas ionisation chambers, which are reliable and possess satisfying properties

for a reduced cost. The muon system is divided into 3 main gaseous detectors, made of a

total of 1400 chambers, arranged in layers interspersed with the steel flux-return plates.

This "sandwich" design causes a traversing muon to be detected at several points, so that

its trajectory can be reconstructed and its momentum determined.

The barrel drift tube (DT) chambers cover the central region with |η| < 1.2. They con-

sist of 4 cylindric stations concentric around the beam line, which contain about 172000

sensitive wires. This central region is characterized by a rather low particle rate and lo-

cal magnetic field. The tubes have a cross section of 1.3 × 4.2 cm2, and a length of 2.4 m.

They are filled with a mixture of argon and carbon dioxyde. The smallest unit composing

the DT is the drift cell. When a muon ionises the gas, it knocks off electrons which drift

toward the positively-charged wire at the centre of the cell, generating a signal which is

then amplified and collected.
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Figure 2.12: Cross section quadrant of the CMS detector in the y-z plane, with the radius R of the
barrels increasing upward. The interaction point is located at the origin. The drift tube stations are
labelled "MB", the cathode strip chambers "ME", and the resistive plate chambers "RB" (barrel) or "RE"
(endcaps). The GEM detector added in 2017 is highlighted in red. The steel flux-return plates are

shown as dark areas. Taken from Ref. [163].

Cathode strip chambers (CSCs) are multiwire proportional chambers, in which one

of the cathodes is segmented into strips. They represent a sensitive surface area of about

5000 m2, and a gas volume larger than 50 m3. They identify muons in the region 0.9 <

|η| < 2.4, where the muon and background rates are higher than in the barrel, and

the magnetic field becomes large and non-uniform. Among the advantages of CSCs

are their fast response time, fine segmentation, reliability and radiation-hardness. The

strips provide a precision measurement in the r-φ plane in which the muon’s track is

bended, while the anode provides a pseudorapidity measurement. Four CSC stations

are positioned orthogonally to the beam line in each endcap, in alternate layers with the

flux-return plates.

Additionally, resistive plate chambers (RPCs) operated in avalanche mode are ar-

ranged in the barrel (6 layers) and endcaps (3 layers in each). These parallel-plate de-

tectors are faster than DTs and CSCs, and can detect an ionising event in much less than

25 ns, but have a coarser spatial resolution. They are thus particularly useful to unam-

biguously identify the exact bunch crossing with whom a track is associated, even in the

presence of a high background rate. They provide a fast, independent and granular in-

formation to the trigger system, associated with a good estimation of the pT. The DT,

CSC and RPC subsystems can each trigger on the muon pT independently from the rest

of the detector.
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During the 2017 winter shutdown, additional detector chambers were included in the

region 1.6 < |η| < 2.2 to increase the redundancy of the muon system in the endcaps.

They use the gas electron multiplier (GEM) technology [163, 165], which is well-suited

due to its excellent rate capability and radiation hardness. This so-called "slice test" com-

prises 10 single prototype chambers, and preludes the full installation of 144 detectors

during the ongoing LS2 [166].

2.2.6 The trigger system and computing grid

Trigger system

The use of a trigger system [117, 167] is rendered necessary by the high collision rate

of 40 MHz at the LHC. It is designed to rapidly select events which exhibit a potential

physics interest, in order to cope with real-world limitations such as the electronics’ time

response or the available computing ressources. It consists of a first hardware-based

level, followed by a second software-based level.

The first level (L1) trigger takes decisions based on the presence of detector signals

consistent with objects such as leptons, photons, jets, etc. It has a fixed latency of 4 µs,

during which all the information collected for the event is buffered before they are either

discarded or forwarded to the next stage. The L1 uses information from the calorimeters

and the muon system. It is controlled via a trigger menu containing many different algo-

rithms aimed at spotting the distinctive features of interesting signals. Its composition

can be adapted to suit the needs of the physics programme of CMS. Moreover, the trigger

thresholds can be adjusted to the instantaneous luminosity delivered by the LHC during

data-taking, in order to limit the output rate below the upper limit of ∼ 100 kHz imposed

by the readout electronics. During the first long shutdown (LS1), the content of the L1

menu was extended from 128 to 256 algorithms, and they were optimized to function at

higher pileup and luminosity conditions [168, 169].

Upon positive decision of the L1 trigger, the full information collected in the event is

forwarded (but not yet fully reconstructed) to the high-level (HLT) trigger. It consists of

a processor farm whose goal is to filter events using offline-quality reconstruction algo-

rithms. This processing is controlled via HLT paths, which are algorithms implemented

in a series of steps of increasing complexity. Events which successfully pass the trigger

decision are then stored on disk locally, before being transferred to an offline computing

centre for permanent storage and for distribution.

Computing grid

The LHC experiments require considerable computing ressources for several tasks,

such as the processing and reconstruction of the data, the production of Monte Carlo

simulations (see Sec. 2.3.6), and their subsequent analysis. Furthermore, a spacious and
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The CMS experiment reconstructs events using the Particle Flow (PF) algorithm [173],

designed to optimally combine information from all the subsystems. As can be under-

stood from Fig. 2.13 representing a slice of the CMS detector, different types of particles

leave distinctive signatures in the complementary subdetectors.

The PF algorithm starts with low-level information such as tracker hits and calorime-

ter clusters, and performs iterative steps of increasing complexity to reconstruct final

state physics objects. These objects provide a complete and unique description of an event,

and are the ones used by most physics analyses. The PF algorithm reconstructs objects

in the following order : muons, electrons (including photons found to originate from

bremsstrahlung), photons (converted to e+e− or not), and finally hadrons. More infor-

mation about their reconstruction is given in the following sections.

In a second step, all these objects may be used to reconstruct composite objects such

as hadronic taus and jets. At CMS, the use of a reconstruction algorithm based on the PF

concept was rendered possible notably by the highly-segmented tracking system allow-

ing for precise vertexing and pT measurements, and by the high-granularity calorime-

ters.

Tracking

The tracks of charged particles are reconstructed from the hits detected in tracker lay-

ers, using a software called the Combinatorial Track Finder (CTF) [174] based on Kalman

filtering5 [175, 176]. The seed initiating the track reconstruction can be provided by al-

gorithms using different information. In the first iterations, high-pT tracks clearly orig-

inating from the PV are reconstructed. In the successive iterations, the hits which were

already used are not considered anymore. This reduction of the combinatorial complex-

ity allows the progressive loosening of the quality criterions that are applied, and to

search for less evident tracks originating from radiating electrons, b-hadrons, etc. The

tracking algorithm is able to reconstruct tracks with a pT as low as 0.1 GeV or produced

as far as 60 cm from the PV [150]. The muon tracking is not specific to the PF algorithm,

and is presented in Sec. 2.3.2.

Clustering

The other building block used by the PF algorithm is the cluster, reconstructed from

the calorimetry information. The clustering aims to achieve a high detection efficiency

even at low pT, and to distinguish among closeby energy deposits. It is performed in-

dependently in the ECAL and HCAL subsystems. Again, the cluster reconstruction is

5The Kalman filter uses a 2-steps recursive procedure. First, it predicts the evolution of a system
from a state x̂k to x̂k+1, and then accounts for the measurement performed at the step k + 1 to update
its parameters, using Bayesian inference to form a joint probability distribution. Its low CPU-time and
memory-consumption, and its ability to provide informed predictions make this algorithm well-suited for
a wide variety of applications, including particle tracking.
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initiated from seeds corresponding to a local maximum of deposited energy. Neighbor-

ing sensor cells with signals larger than twice the noise level are aggregated with the

seed into topological clusters.

Once reconstructed, the PF elements are connected together to form PF objects, based

mostly on topological considerations. The information associated with a reconstructed

object, such as the track and the ECAL energy deposit for an electron, is not considered

further by the algorithm.

2.3.2 Leptons

Electrons

The material budget in the tracker causes an electron to lose a sizeable fraction of

its energy, mostly via the highly non gaussian phenomenon of bremsstrahlung. This

motivated the development of the Gaussian-sum filter (GSF) algorithm [177], instead of

using the same Kalman filter procedure (which relies on single Gaussian PDFs) as for

other charged particles. The GSF algorithm models this energy loss with a weighted

sum of Gaussians to better capture these effects, resulting in an improved momentum

resolution for electrons.

However, this algorithm is quite CPU-intensive and can only be run on seeds which

are likely to correspond to initial electron trajectories. This seeding uses both a tracker-

based and a ECAL-based approach. The former uses all the tracks with pT > 2 GeV as po-

tential seeds and is extrapolated outward, while the latter starts from ECAL clusters with

pT > 4 GeV and is extended inward. The addition of the tracker-based seeding improves

significantly the electron reconstruction and identification efficiency, while reducing the

misidentification probability. This is illustrated in Fig. 2.14 (a) for electrons produced

in b-hadrons decays (signal) and hadrons misidentified as electrons (background), in

different pT regimes. To account for the fact that bremsstrahlung photons have a high

probability to convert into e+e− pairs, which get deflected in the azimuthal direction by

the magnetic field, clusters are grouped into superclusters in a small window in η and an

extended window in φ.

Electrons can be reconstructed up to |η| < 2.5 over a large pT spectrum. The recon-

struction and selection efficiency was determined in Z → e+e− data (10<pT<100 GeV)

to range from 88% to 98% in the barrel and from 90% to 96% in the endcaps. The typi-

cal momentum resolution varies between 1.7% for well measured electrons in the barrel,

and 4.5% for poorly measured electrons in the endcaps [178].

Muons

Muons which are reconstructed from the muon system alone are labelled standalone

muons. Hits within the DT, CSC and RPC sensors are clustered to form track segments

along the muon’s trajectory, and a beamspot constraint is applied. A standalone muon

track matched to a track in the inner tracker forms a global muon, with a pT resolution
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2.3.3 Photons

Photon candidates are seeded from ECAL superclusters with ET > 10 GeV which are

not related to any GSF track. They must be isolated from other ECAL clusters or any

track extrapolated from the tracker, and produce an energy deposit distribution com-

patible with a photon shower. Neutral mesons decaying to photons constitute a sub-

stantial background. Their contamination is reduced using both a cut-based approach

(requirements on individual variables) and a multivariate-based approach, as described

in Ref. [180].

The γ → e+e− conversions taking place in the tracker material are reconstructed us-

ing dedicated variables (e.g. related to the shape of the electromagnetic shower). The

corresponding tracks are either seeded by displaced secondary vertices and extrapolated

outward, or by ECAL clusters and extrapolated inward. If these tracks are compatible

with the direction of a bremsstrahlung photon, they are associated to the original elec-

tron.

The typical energy resolution is of about 1% (1.3–2.5%) in the ECAL barrel and 2.5%

(3%) in the endcaps for unconverted or late-converting (converted) photons with pT > 25

GeV [180].

2.3.4 Jets

Jets are reconstructed from the remaining PF elements, after electrons, muons and

photons have been removed from the object collections. As hadrons generally deposit

energy both in the ECAL and HCAL, links are sought between clusters in each calorime-

ter. A HCAL cluster reconstructed in the central region (|η| < 2.5) not linked to any

track, or beyond the tracker acceptance where neutral and charged hadrons can not be

distinguished, is identified as a photon or neutral hadron depending on whether it is

linked to an ECAL cluster or not. The remaining HCAL clusters are linked to one or

several tracks, which may themselves be linked to ECAL clusters, and are reconstructed

as charged hadrons. Charged hadrons not associated to the primary vertex are removed

to reduce the contamination from pileup particles.

The hadronization of quarks and gluons usually generates many collimated hadrons,

resulting in an important particle activity in a narrow cone around their barycentres.

Therefore, jets are reconstructed by the PF algorithm by clustering closeby particle can-

didates. There exists a large variety of algorithms to perform this clustering; the CMS

collaboration uses the anti-kt algorithm [181, 182] as baseline. It works recursively, and

tries to cluster objects within a cone depending on their distance and pT. It exhibits

the important properties of infrared and collinear safety, meaning that the emission of soft

(low-pT) radiations, or replacing 1 parton by 2 very collimated partons, does not affect

its results. The anti-kt algorithm primarily aims to determine the kinematic properties

of the original parton, and discriminate between QCD jets and the instrumental noise.
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The rejection of this background was measured to be > 99.9% in the barrel region, and

> 92% in the forward region where tracking information is not available [183].

The energy of a reconstructed jet differs from that of the original parton, due to theo-

retical uncertainties on the hadronization process, and experimental uncertainties on the

jet reconstruction which bias the measurement. This requires a dedicated jet energy scale

(JES) calibration of the jet energy. After correcting jets for pileup and calorimeter noise,

scale factors are obtained from the simulation for different ranges of pT and η to account

for the response of the detector. Residual corrections are then determined by applying

data-driven methods on several samples covering a wide pT range [184]. Similarly, the

discrepancy in the jet energy resolution (JER) between data and simulated event is cor-

rected by smearing the jet energy distribution in the simulation. The typical uncertainty

on the JES is below 3%. The typical jet energy resolution was measured in data events

at central pseudorapidities to be of about 15% at 30 GeV, 10% at 100 GeV and 5% at 1

TeV [184].

B-tagged jets

It was already mentioned that bottom quarks are of great importance since they are

produced by a large number of interesting processes, and in particular they are central

to top quark physics. Therefore, dedicated tagging algorithms are used to idenfify jets

originating from b-quarks. They exploit the fact that such jets contain a long-lived B-

hadron decaying at a secondary vertex with a rather large particle multiplicity, and with

a high probability of leptonic decay (b → X + l± ∼ 20%). Thus, these algorithms rely

heavily on the good tracking and vertexing abilities of the tracker, and function up to

|η| < 2.4. Jets tagged by such algorithms are hereinafter referred to as b-tagged jets,

or simply b-jets. Different working points of the tagging algorithm, usually defined as

"Loose", "Medium" and "Tight", correspond to misidentification probabilities of light jets

as b-jets of 10%, 1% and 0.1% respectively. The choice of working point depends on the

specificities and needs of each analysis.

B-tagging algorithms have considerably improved over the years of data-taking at the

LHC. This is illustrated in Fig. 2.16, comparing the misidentification probability versus

b-tagging efficiency for several algorithms. The BDT algorithm CSV was superseeded by

CSVv2 for the Run 2, and CSVv2 is outperformed by the newer DeepCSV neural network.

Since then, the yet more efficient DeepJet neural network has been developed, with a more

involved architecture and more input variables. Furthermore, there is an ongoing effort

to extend the tagging to charm quarks.

2.3.5 Missing Transverse Energy

Missing transverse energy (denoted~✓✓ET) is a crucial quantity at the LHC to infer the pro-

duction of undetected particles, such as neutrinos or BSM weakly-interacting particles.
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2.3.6 Monte Carlo simulations

Simulations are essential to any modern high-energy physics experiment, from con-

ception to final results. The considerable complexity of an experiment such as CMS gen-

erally forbids to directly compare experimental results to theoretical predictions. Indeed,

the former are affected by uncertainties of many different origins, and probe regions of

the phase space which are practically impossible to define analytically (related to detec-

tor acceptance, imperfect object reconstruction, etc.).

For these reasons, the CMS collaboration generates large simulated samples [187–

190] of events in order to reproduce as accurately as possible the behaviours of the pro-

cesses of interest and their reconstruction by the detector. Simulated events can then

be compared directly to the real data. This requires the use of numerical methods to

speed up the extremely CPU-intensive computations, among which the most famous

and widespread is the Monte Carlo (MC) method. This algorithm based on the random

sampling of the phase space allows for fast convergence in high-dimensional problems,

and is introduced in Ref. [191].

The generation of a simulated event at CMS proceeds in several steps. First, the parti-

cles created during the initial collision between partons (hard process) are generated with

proper kinematics. This may be taken care of by a general-purpose MC generator [24,

192, 193] like PYTHIA [194] or Herwig++ [195] which incorporates all the necessary the-

oretical ingredients and performs all the steps of the generation.

As these generators provide leading-order predictions in perturbative QCD, dedi-

cated programmes like MADGRAPH5_aMC@NLO [196] or POWHEG [197] are often used

to extend the event description to higher-orders of the expansion in αs. They evaluate

the parton-level matrix element up to NLO accuracy, calculate the cross section of the

process, and perform the integration over the phase space using advanced MC tech-

niques. The hard event must then be matched with another generator which handles

the hadronization of quarks and simulates the effects of higher-order terms in perturba-

tive QCD through parton showering, which can be viewed as an evolution in momentum

transfer from the hard-scattering down to a low-energy cutoff scale (of order 1 GeV).

Radiations from initial and final state partons (ISR and FSR) develop into show-

ers dominated by soft gluons and photons. The underlying event, corresponding to the

hadronic activity not originating from the hard scattering, is also simulated. It may be

related to multiple parton interactions during a single pp collision, or to interactions be-

tween beam remnants. Although the underlying event interactions are generally softer

compared to the hard scattering, they may still impact the event in several ways (colour

screening, larger particle multiplicity, etc.). A hadronization (or fragmentation) model is

then used to bound partons into stable hadrons, and the decay of unstable particles is en-

forced according to known branching ratios. Minimum bias events, which do not feature

a hard interaction, are generated to mimic the presence of pileup.
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This generation procedure results in samples of events containing stable final state

particles. The entire event history is saved (MC truth) and may be used to study the re-

lations between mother and daughter particles, or the performance of the particle recon-

struction. MC generators vary from one another by their choices of simulation models

and free parameters such as the cutoff scale for the parton shower. All these parame-

ters must be optimized coherently (MC tune [198]) in order to reproduce as accurately as

possible the observed data.

The output from the MC generator is then interfaced with the Geant4 toolkit [199],

which simulates the passage of particles through the entire detector volume of the CMS

experiment. This is done either in the full simulation [200] setup with a detailed geom-

etry and detector response, or in the less CPU-intensive fast simulation [201] parametric

approach (∼ 100 times faster) depending on the purpose of the sample. Once the signal

hits have been generated with Geant4, the response of the electronics is simulated dur-

ing the step of digitization, which accounts for the effect of pileup. From there, simulated

samples are available in the same raw format as actual data, and the same reconstruction

algorithms can be applied. The workflow of the event simulation in the CMS experiment

is sketched in Fig. 2.17.

Figure 2.17: Sketch of the simulation workflow in CMS. Each step is introduced in the text. Taken
from Ref. [188].
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CHAPTER3

Study of the ageing of the silicon

strip tracker under irradiation

Whenever a silicon sensor is irradiated by high-energy particles, its properties evolve

due to the accumulation of defects in its crystal lattice. The consequences of these radi-

ation damages are referred to as ageing. In this chapter, a study aimed at monitoring the

ageing of the CMS strip tracker is presented.

Apart from frequently updating the analysis by including the most recent data, an

important fraction of my work was dedicated to the implemention of a more robust and

reliable algorithm to extract the results. Thanks to this improved algorithm, the analysis

could be extended from the barrel inner layers to the whole strip tracker. Several different

results [202–204] were approved by the CMS collaboration to be made public. I was also

involved as "on-call shifter" for the strip tracker several weeks per year, during which I

was responsible for the coordination of tracker activities and the monitoring of detector

parameters.

First, we recall the working principle of semiconductor sensors, and present the main

characteristics of the CMS strip tracker sensors in Sec. 3.1. Then, we motivate the study of

the full depletion voltage of the sensors to monitor their ageing in Sec. 3.2. The procedure

followed to obtain the data is described in Sec. 3.3. Finally, the method and results are

presented and discussed in Sec. 3.4-3.8.
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3.1 The strip tracker sensors

3.1.1 Elements of semiconductor physics

The electrical conductivity of any solid is determined by its electronic band structure.

A semiconductor has a rather small band gap separating its valence and conduction

bands. When supplied with sufficient energy, for instance from thermal excitation or

the passage of an ionising particle, an electron e can cross the band gap to enter the con-

duction band, leaving behind a vacancy (or hole h) which represents a positive charge

in the valence band. The motion of free electrons and holes induces a current in the

semiconductor.

For an intrinsic (pure) semiconductor, the concentration n of excited electrons in the

conduction band is equal to that of holes p in the valence band. In order to increase

the conductivity of a semiconductor, impurities can be purposedly added to its material.

This introduces new energy levels in its band structure, making it easier to generate

free charge carriers. This process is called doping and makes the semiconductor extrinsic.

This can be done using either donor atoms (usually phosphorus) which introduce excess

electrons, or acceptor atoms (usually boron) which introduce excess holes.

Such "n-type" or "p-type" semiconductors can not be used directly for particle detec-

tion, as their concentrations of free charge carriers exceed by several orders of magnitude

the number of e− − h+ pairs generated by an ionising particle, thereby rendering its de-

tection impossible. It is necessary to form a p-n junction, by joining together both types

of semiconductors, causing holes from the p-side to diffuse towards the n-side, and vice-

versa for electrons. This creates a depleted zone without free charge carriers in the bulk of

the semiconductor, near the interface between the n and p regions. The fixed, charged

ions which are left behind generate a "built-in" electric field at the interface, whose effect

counters that of diffusion. The two opposing flows eventually reach an equilibrium, with

the net flow of charge carriers accross the junction being zero. The depleted zone thus

represents a potential barrier preventing the current to flow through the semiconductor,

which acts as a diode.

This potential barrier can be increased by reverse biasing the p-n junction: it consists in

applying an external voltage with the anode connected to the p-side and the cathode to

the n-side. As the applied bias voltage Vbias increases, so does the electric field which

pulls further away the electrons and holes from the junction towards the cathode and

anode respectively. This increases the width of the depleted zone and further suppresses

the diffusion of free charge carriers across the junction, which results in a reduced back-

ground noise for the sensor even at room temperature.

In practice however, a small residual leakage current (or reverse current) still exists

due to the presence of trapped impurities, introducing new energy levels into the band

structure of the semiconductor (near the mid-gap). It is a source of noise which must be
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kept as low as possible. It also leads to a larger heat dissipation, which at some point

may cause thermal runaway1.

The depleted zone represents the active volume of the detector. When an ionising

particle passes through, it generates e− − h+ pairs which drift towards the electrodes

under the action of the electric field. This induces a current which can be determined

from the Shockley-Ramo theorem [205, 206]. Charges created outside the depleted zone

immediately recombine with the majority charge carriers and do not contribute to the

signal.

It is therefore of crucial importance to ensure that the bias voltage Vbias applied to a

sensor always exceeds its full depletion voltage VFD, at which the bulk is entirely depleted,

in order to maximise the width of the active volume. This makes VFD one of the most

important design parameters of a sensor, and it can be expressed as [207]:

VFD =
D2

2 · ǫ0 · ǫSi · µe · ρ
, (3.1)

where D is the thickness of the bulk, ǫ0 and ǫSi are the vacuum and silicon dielectric

constants, µe is the electron mobility, and ρ is the substrate resistivity.

Following several major developments in the late 1970’s [208, 209], silicon sensors have

played an increasingly important role in modern particle physics experiments. Among

their numerous advantages are their cost-effectiveness, as silicon semiconductors are

massively produced by the microelectronics industry, and their superior physical prop-

erties. For instance it only takes 3.6 eV to ionise a silicon atom, about 10 times less than

for a gas molecule in a gaseous detector [207], hence the passage of an ionising particle

may generate a large number of charges.

Moreover silicon is a high-density material, which means that ionising particles de-

posit more energy per unit length. The mobility of charge carriers is high even at room

temperature, allowing a fast collection time for the signal (∼ 10 ns). Silicon sensors can

be very finely segmented and operated in a high-flux environment. This makes them

particularly well-suited for particle tracking, and motivated the design of the all-silicon

CMS tracker.

3.1.2 Properties of the CMS strip tracker sensors

Figure 3.1 illustrates the design of the silicon semiconductors used in the CMS strip

tracker, which consist in single-sided "p-on-n" microstrip sensors. They are formed by a

n-type bulk which has an uniform n+ implantation2 on its backplane, covered with alu-

minium to form a contact with the cathode. On the other side, strip-shaped diodes are

1Thermal runaway occurs when the leakage current becomes large or the cooling of the module is
faulty. The temperature then increases locally, which in turn increases the leakage current, and so on
(uncontrolled positive feedback).

2The ’+’ sign indicates a higher concentration of dopants. Typical concentration levels are 1012 cm−3

for the silicon n-bulk, and 1014 −−1016 cm−3 for the implant dopping [207].
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Figure 3.1: Typical layout of a silicon sensor of the CMS strip tracker. The reverse bias is connected
to the n+-type backplane. The passage of a particle generates e− − h+ pairs along its trajectory which
drift towards the electrodes. The induced current is collected on p+-type strips implanted in the n-
type bulk material. They are coupled capacitively to aluminium strips, from which they are insulated
by a thin layer of silicon oxide and nitride. The metal strips are connected to the readout electronics.

Taken from Ref. [210].

formed by p+ implants. They are electrically insulated by thin layers of silicon oxide and

nitride (SiO2, Si3N4) from aluminium strips placed on top. This forms integrated capaci-

tors, which are used to induce the current via capacitive (AC) coupling in the aluminium

strips. This coupling filters out the direct current (DC) component of the signal, which

reduces the leakage current. Each metal strip is wire-bonded to the readout electronics,

where the signal is shaped and amplified.

For the 320 µm-thick sensors used in the innermost layers of the strip tracker, which

have resistivities in the range 1.55 < ρ < 3.25 kΩ·cm, VFD can be determined from

Eq. 3.1 to range approximately within 122–244V. The 500 µm-thick sensors would in

principle have higher depletion voltages, but were produced with a higher resistivity

(4 < ρ < 8 kΩ·cm) so that they lie in the same range.

Therefore, to ensure that sensors are properly over-depleted, the operation voltage of

the strip tracker modules is set to 300V. As the width of the n+ and p+ implants are neg-

ligible compared to that of the bulk, the entire volume of the sensors can be considered

as active.
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Prior to the tracker assembly, initial VFD measurements were performed by measuring

the bulk capacitance C of the strips for different bias voltages. A sensor can be seen as

a planar capacitor with the silicon acting as a dielectric inside. The bulk capacitance

decreases linearly with
√

Vbias below VFD, and is constant above it [207]:

C =







A ·
√

ǫ0·ǫSi
2·ρSi·µ·VBias

, Vbias ≤ VFD

A · ǫ0·ǫSi
D = const , Vbias > VFD

(3.2)

where A is the surface of the p-n junction. These C-V curves exhibit a kink signaling the

change of regime, making it possible to infer the value of VFD. More details about the

setup and measurements are given in Ref. [211].

Figure 3.2 shows the initial VFD values measured in this way, for all the modules

of the strip tracker. All the sensors were verified to have initial values of VFD below

300V. For reasons which will be made clear in the following sections, sensors having the

highest initial full depletion voltages were placed in the regions expected to be the most

irradiated (innermost layers and rings). Although some thin sensors were observed to

have an initial value of VFD below the specified requirement of 100V, dedicated studies

concluded that they could still be operated in the outer TIB layers subjected to lower

levels of irradiation [211].

Figure 3.2: Initial values of the full depletion voltage for all the strip tracker modules, as measured
prior to the tracker assembly from C-V measurements. This type of plot layout is called a tracker map,
and is used to represent a quantity for each and every module of the strip tracker. The different layers
of the barrel detectors are represented as flat, and all the disks of the endcap detectors are shown
separately. For stereo modules, the value corresponding to each module is represented as a triangle
instead of a rectangle. For TOB and TEC modules including 2 sensors, the lowest value is shown. This

figure was made public [203].
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Both point and cluster defects are responsible for the changes in the semiconductor

properties. Such changes were found to scale with the non-ionising energy loss up to

some approximation (the so-called NIEL hypothesis [207]). This hypothesis can be used

to relate the damage caused by different particles of different energies. It is conventional

to refer to a 1 MeV neutron equivalent fluence [neq/cm2], labelled Φeq. In the scenario

where the LHC will collect an integrated luminosity of 500 fb−1 in about 10 years of

operation, the strip tracker sensors are expected to be subjected to fluences of the order

of 0.5 · 1014–1.8 · 1014 neq/cm2 depending on the tracker region [117].

The microscopic defects make the lattice less ordered and populate new levels in the

band structure of the semiconductor. This modifies its macroscopic properties, making

it less stable when it is used as a detector. The main changes of macroscopic properties

due to bulk damages are:

• (a) an increase of the leakage current. The irradiation constantly introduces de-

fects (energy levels) close to the middle of the band gap of the semiconductor,

which generate charge carriers and are responsible for an increase of the leakage

current. This increase is linear with fluence to a good approximation;

• (b) a change of the full depletion voltage. Taking a CMS strip sensor with n-type

bulk as example, its effective doping concentration Ne f f evolves with irradiation.

While donors and acceptors may get removed, e.g. by reacting with mobile defects,

the dominant effect is the introduction of acceptor-like levels in the bulk material.

An example of such a reaction is the recombination process V + V + O → V2O,

where V is a radiation-induced vacancy, O is an oxygen atom and V2 is a di-

vacancy. As a consequence, the semiconductor will progressively evolve towards

becoming intrinsic, before the relative concentration of acceptors finally exceeds

that of donors. The bulk then turns into p-type material, and the semiconductor is

said to undergo type inversion. The full depletion voltage progressively decreases

until it is close to zero at type inversion, and then starts increasing again;

• (c) a decrease of the charge collection efficiency (CCE). As defects accumulate in

the bulk, more and more deep-level traps are introduced. Such defects have long

trapping times because the energy required to remove a charge from the trap is

greater than the thermal energy kT. They interfere with the drift of charge carriers

and degrade the charge collection efficiency. This effect evolves approximately

linearly with fluence. It may reach the point where the trapping time becomes

larger than the integration time of the electronics, and part of the charge does not

contribute to the signal anymore.

In addition, radiation-induced surface damages in the SiO2 insulating layer increase the

inter-strip capacitance, thus increasing the noise [148]. They also decrease the inter-strip

resistance, which increases the cross-talk3. Figure 3.4 illustrates the impact of radiation

defects on the band structure of a semiconductor and on its properties.

3The cross-talk corresponds to the coupling of strips due to the inter-strip capacitance. It causes neigh-
boring strips to share part of their charge.
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In order to mitigate the reverse annealing, it is necessary to permanently keep the

sensor at a controlled, low temperature. The CMS tracker was initially operated at a

temperature of +4◦C during Run 1, instead of the design value of -10◦C. This was due

to abnormally high levels of humidity, which may damage the delicate electronics [214].

During the LS1 period, the insulation of the tracker volume was improved, and the ca-

pacity of the plant supplying dry gas to the detector was increased. The nominal temper-

ature was set to -15◦C from 2015 to 2017, to -20◦C in 2018, and it will be set to -25◦C at the

beginning of the upcoming Run 3. However, the temperature distribution is not uniform

across the tracker regions, due to faulty cooling loops, degraded cooling contacts, and

the density variations of active material.

In addition to the temperature, it is believed that the deliberate addition of specific

impurities to a silicon sensor (defect engineering) could help controlling the evolution of

its macroscopic parameters [212].

Several searches have investigated these phenomena and their causes (see e.g. Ref. [215,

216]), but no definitive explanation was found yet. Studies focusing on silicon sensors

similar to the ones used in the CMS tracker are still being conducted [217].

Although the knowledge regarding complex phenomenons like radiation damage

and annealing is yet incomplete, these effects could still be parameterised and simulated

to some extent. For instance, the Hamburg model [213] aims to describe the evolution of

the full depletion voltage with irradiation, and accounts for annealing. Technical details

regarding this model are out of the scope of this work, but simulations based on this

model were compared with the data obtained in this analysis (see Sec. 3.7).

Motivations for the study

The CMS strip tracker is an all-silicon detector of unprecedented size, which must

operate in extremely harsh conditions of irradiation. The radiations alter the sensors by

degrading their performance and making their properties unstable over long periods of

time. This study aims at monitoring the evolution of the full depletion voltage VFD of

the sensors under irradiation.

It is of the utmost importance to control and understand this evolution. Indeed, in

case the sensors would undergo type inversion prior to what is expected, the full de-

pletion voltage would increase faster than anticipated, potentially until it exceeds the

capacity of the power supplies. This would result in the operation of under-depleted

sensors with reduced detection efficiency.

Even if VFD would not exceed the operational voltage of the tracker modules, the

increase of this parameter could still impact the performance of the detector. Indeed,

irradiation studies carried out prior to the tracker assembly showed that the signal-to-

noise ratio reaches an asymptotic, maximal value for values of Vbias sensibly larger than

VFD [148]. For this reason, it is preferable to operate modules at a voltage well above

VFD. This further motivates the careful monitoring of the full depletion voltage, since

the precise knowledge of VFD may help us anticipating better the evolution of the crucial

signal-to-noise ratio parameter.
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Figure 3.5: Simulated evolution of the full depletion voltage VFD for one example module in the TIB
innermost layer (L1). After the module reaches type inversion, VFD will increase continuously until
it exceeds the bias voltage applied to the module (set at 300V). At this point, the sensor will become

under-depleted. Taken from Ref. [214].

Tests carried out prior to the tracker assembly concluded that the strip sensors could

remain fully operational for at least 10 years of LHC running [212]. Figure 3.5 shows the

simulated evolution of VFD for one module in the TIB innermost layer (L1). The simu-

lation is based on the Hamburg model. It uses a luminosity and temperature scenario

as input, and accounts for the effects of annealing (both beneficial and reverse). It can

be seen that after a bit more than 10 years of LHC operation, the VFD values of the most

irradiated strip sensors are expected to reach the threshold of 300V, still well within the

600V capacity of the power supplies [218].

Such simulations are known to rely on approximations and hypotheses, and have a

limited predictive power regarding the radiation damages of sensors. Therefore this

study is strongly motivated both by the need to anticipate the evolution of the tracking

performance, and to improve our understanding of the complex phenomena at play. This

study, alongside other works which focus on the evolution of other parameters such as

the leakage current, may provide insights to improve the reliability of the predictions,

and thus support the design of future detectors.

3.3 Signal bias scans

Bias scans

It is not possible to perform in-situ measurements of the strip capacitance of the tracker

sensors, as was done prior to the modules assembly. Fortunately, there exist other quan-

tities which can be measured and are sensitive to the full depletion voltage, as explained
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in Sec. 3.4. Similarly to C-V curves, they exhibit different behaviours in cases where the

sensor is under- or over-depleted, and so can be used to estimate VFD.

This study uses data collected in dedicated bias scans during pp collision runs. In

what is called full scans, the bias voltage is varied at once for all the modules of the

strip tracker. These scans allow the estimation of VFD over the entire detector. How-

ever, for the scanning points corresponding to low values of Vbias, most of the sensors

are under-depleted. This severely degrades the hit efficiency and the quality of recon-

structed tracks, and hence such scans are only performed once to twice a year during

low-luminosity periods, to limit the loss of data for other analyses.

In order to collect scans more frequently without degrading the quality of the data,

small scans are taken on a monthly basis, in which the bias voltage is varied only for

a few power supplies (PS) providing power to a small subset of modules. Seven PS are

impacted in total, among which 1 is connected to TIB+, 1 to TIB-, 2 to TOB+ and 2 to TEC-

. Their positions were chosen so as to avoid missing more than 1 hit along a particle’s

trajectory, which would prevent the track from being reconstructed. In the TIB, the 2 PS

were selected in the L1 layer which is the most exposed to irradiation. One is located

in a region with higher temperature (due to degraded cooling contacts), hence larger

annealing effects can be expected in this region.

Voltage steps

From mid-2011 up to the end of 2016, the bias voltage was scanned from 30V to 350V,

by steps of 15V up to 240V, and steps of 25V above. However, as the full depletion voltage

of the sensors decreased with irradiation, it became necessary to adapt the scheme so

that more measurements would be taken at low bias voltage, in the range of interest.

This is especially important because the hit efficiency is degraded at low bias voltage,

and less statistics can be collected in the same amount of time. Focusing on this range

thus improves the sensitivity of the analysis at low VFD.

The current scheme ranges from 10V to 300V, with steps of 5V up to 40V and steps of

10V up to 90V. The typical duration of a scan is of about 2h (about 3 minutes per step). It

is run from the CMS Control Room at P5 by the on-call tracker shifter.

3.3.1 Data quality

The bias scans used to obtain the results were collected between mid-2011 and the end

of 2018. Among them are 9 full scans and 17 small scans. A few scans were not included

in the final results because they were not properly completed. The statistics collected for

a given module depends on many parameters: for instance the instantaneous luminosity,

the centre-of-mass energy, the pileup, the kind of trigger used to fill the dataset (most

often minimum bias triggers), etc. When needed and possible, several datasets were

combined to increase the statistics.
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under-depleted and hence the signal increases with Vbias. Above VFD, the sensor is over-

depleted and the curve is expected to saturate.

As expected, the most recent curves tend to shift towards lower voltage values, in-

dicating that the VFD of the sensor has decreased during the considered period of time.

The shape of the curve depends on the thickness of the sensor and on the value of VFD.

For thicker sensors the turn-on of the curve is less sharp, making it more difficult to

clearly define the position of the saturation point. This motivates the use of alternative

observables.

(a) (b)

Figure 3.7: Comparison of curves for the same sensor but different consecutive bias scans of (a) the
cluster charge and (b) the cluster width, as a function of the bias voltage. The plateaus of the curves
are superimposed. The integrated luminosity values comprise the Run 1 and 2 periods. The most
recent curves tend to shift toward lower values as expected for this period, indicating that the VFD of
the sensor is decreasing over time. In the left plot, the constant regime at low voltage for the curves
from 2017 scans is due to the introduction of a minimum threshold for the signal (cluster charge cut).

These figures were made public [202].

3.4.2 Cluster width

The cluster width corresponds to the number of activated strips associated with the

same cluster. A strip is activated if the collected signal exceeds a minimal threshold.

The cluster width depends on many parameters such as the track’s incidence angle, the

sensor’s width, the magnitude of the magnetic field, the cross-talk, etc. As the width of

the depleted zone increases, so does the range travelled by charge carriers in the sen-

sor’s plane, which results in wider clusters until VFD is reached. Therefore, similarly to

the signal amplitude, the cluster width increases with bias voltage, until VFD is reached

and the observable saturates. For each sensor and voltage point, the mean width of the

selected clusters is extracted, as shown in Fig. 3.6 (b).

Figure 3.7 (b) shows curves of the cluster width versus Vbias, corresponding to the

same sensor but several consecutive bias scans. As the full depletion voltage of the sen-

sor decreases, the curves may exhibit decreasing slopes instead of flat plateaus. This is
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mainly due to surface damage, which increases the inter-strip capacitance and hence the

cross-talk (see Sec. 3.2). Irradiation studies performed on strip sensors showed that this

damage-induced coupling between neighboring strips can be reduced by substantially

over-depleting the devices [148]. This explains why, for irradiated sensors, increasing the

bias voltage leads to a decrease in the cluster width.

In comparison with Fig. 3.7 (a), it can also be seen that the cluster width observable

exhibits a sharper change of regime compared to the cluster charge, which is beneficial

to this analysis as will be explained in Sec. 3.6.

3.5 Voltage drop corrections

Due to the presence of resistors in the front-end electronics and in the powering sys-

tem [218], the voltage which is effectively applied to the sensors is lower than the nomi-

nal value set at the PS level. This may bias this analysis by artificially shifting the curves

towards higher voltage values. To compensate for this effect, voltage drop corrections

estimated as a function of the bias voltage are applied.

The voltage drop can be measured in two different ways: at the level of the PS, and

directly at the level of the module via DCU [219] (detector control unit) readings. A PS

channel is common to several modules, and the main cable splits to power individually

each module. Taking into account the resistivities and resistances at each end of the cable,

the voltage drop can then be estimated as:

Vdrop = IPS · 1k Ω + IDCU · 13.8 kΩ , (3.3)

where IPS and IDCU are the currents at the PS and DCU levels respectively. The first term

corresponds to the voltage drop which is common to all the modules connected to the

same main cable. The main contribution to the voltage drop arises from the second term,

which requires a separate measurement for each individual module.

Ideally, IDCU is obtained individually for each module from DCU readings. How-

ever, the default frequency of these measurements is approximately one every 5 minutes,

which is often longer than the duration of the voltage step itself. Alternatively, the mea-

surement of IPS can be used to approximate IDCU . The DCU current measurements are

used to compute Vdrop in case at least 8 such measurements were collected during the

bias scan. If fewer measurements were taken, they are only used to estimate the fraction

of the total current IDCU/IPS powering each individual module. Finally, if less than 2

DCU measurements were collected, the ratio IDCU/IPS is taken to be 1
Nmod

, with Nmod the

number of modules connected to the PS (i.e. IPS is assumed to be shared equally among

the modules).
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For each scan, the voltage drop for each module can be parameterised with the func-

tion:

Vdrop = a + b · V1/2
bias + c · V3/2

bias . (3.4)

This parameterisation was empirically found to be robust and to provide a satisfying

description of the shape of Vdrop versus the bias voltage. It is then used to correct the

values of the bias voltage in all the plots, as illustrated in Fig. 3.8.
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Figure 3.8: (a) Curve of the voltage drop as a function of the bias voltage. The data points (black
dots) are fitted with the function given in Eq. 3.4. The voltage drop is parameterised in this way for
each sensor and bias scan, and corrected for in the analysis. Horizontal error bars indicate that the
measurement was taken in-between 2 voltage steps. (b) Comparison of curves of the cluster width for
a TIB L1 sensor, before (black curve) and after (red curve) correcting the bias voltage for the voltage

drop.

3.6 Estimation of the full depletion voltage VFD

This section introduces the different methods which were tested to estimate the value

of VFD from the cluster charge and cluster width curves. The emphasis is put on the

method which was improved during this thesis, with which the results were obtained.

3.6.1 Simulation method

A first method used to extract the value of VFD relies on the simulation of the signal

charge as a function of the bias voltage. A simplified model is used which describes the

charge deposition, the generation and drift of electron-hole pairs, and the shaping of the

signal by the read-out electronics. The function has only 2 free parameters, namely the

full depletion voltage of the sensor and the amplitude of the curve’s plateau. Although it

was found to properly describe the signal curves for thin sensors during the earliest bias

scans taken in 2011 (a good example is shown in Fig. 3.9 (a)), it is not the case for thick

sensors nor for later scans. This method was not used to produce results.
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Figure 3.9: Examples illustrating the methods used to estimate the full depletion voltage, in curves
of the cluster width versus bias voltage. (a) The curve is fitted using a set of curves obtained with a
simplified model. (b) The curvature can be computed at each point of the curve, and a minimum is
extracted. (c) The linear fits of the two regimes and their intercept are superimposed on the curve.

Figures (b) and (c) were made public [202].

3.6.2 Leakage current as a possible estimator of VFD

The magnitude of the leakage current depends on the integrated fluence received by

the sensor and is impacted by the temperature. It also depends on the width of the

depleted zone, and hence varies with the bias voltage. Like for the cluster charge and

width, curves representing the leakage current versus the bias voltage exhibit 2 distinct

regimes in the cases where the sensor is under-depleted (steep increase) or over-depleted

(saturation). In the regime Vbias > VFD, the leakage current increases linearly with the

bias voltage, which is indicative of a resistive behaviour5.

An example of Ileak curve is shown in Fig. 3.10. It can be fitted with analytic func-

tions in order to extract VFD. The first regime can be fitted with a sigmoid or arctangent

function, and the saturated regime with a straight line. Depending on the choice of the

first function, the results can vary significantly. Generally it is found that the sigmoid

under-estimates VFD while the arctangent over-estimates it, as illustrated in Fig. 3.10.

The main drawback of this approach is that we often only have access to leakage

current measurements performed at the level of the power supply channel, as mentioned

previously. A single PS channel being common to 3 to 6 modules (i.e. 3 to 12 sensors), the

curves which are obtained are averaged over several sensors which may have different

individual values of VFD. Therefore this variable was only used for cross-checks.

3.6.3 Curvature method

To cope with the large variety of curves to analyse, more ad hoc methods were devel-

opped to estimate VFD regardless of the evolution of the curves’ shapes over time. The

5The linear behaviour continues until the avalanche breakdown, at which point the leakage current in-
creases dramatically. This occurs when the electric field is strong enough that charge carriers have enough
speed to knock out bound electrons, thus generating more charge and causing an avalanche. All tracker
sensors have a breakdown voltage exceeding 500V [117].
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Figure 3.10: Evolution of the leakage current with bias voltage, as measured at the level of the power
supply channel (black dots) for 1 TIB module. Analytic functions can be used to fit the data. The red
curve corresponds to a sigmoid function, and the blue curve to an arctangent function. The vertical
dashed lines indicate the estimated positions of the transition point between the two regimes, taken

as VFD.

"curvature method" aims at locating the transition between the two regimes by finding

the point in the graph where the negative curvature6 is minimal, as illustrated in Fig. 3.9

(b). As this method is rather sensitive to fluctuations, the curves are first smoothed with

robust filters which preserve their overall shapes. This method was found to provide sat-

isfying results but lacks robustness, as there may be several local minima in the curves.

It was mostly used for comparison with the default method.

3.6.4 Crossing lines method

A more straightforward way of estimating the value of the saturation point was devel-

opped, which uses the intercept of linear fits of the two expected regimes in the curves.

I re-implemented and significantly improved this algorithm, with the aim to make it as

robust and adaptive as possible.

The algorithm was optimized on cluster width curves. An example illustrating the

procedure is shown in Fig. 3.9 (c). The first line fits the steeply increasing regime, while

the second one fits the saturated regime. Both regimes can be assumed as linear over

limited ranges only. The free parameters to determine are the bounds of the 2 linear fits,

which are optimized based on their χ2 scores.

Although the problem at hand is rather basic, the difficulty to properly adress it

comes from the great variety of shapes which are encountered, and the fact that the final

result can be highly sensitive to the bounds of the fits. This required the implementation

of many protections and the tuning of the algorithm, so that it could deal with non-ideal

shapes. Figure 3.11 shows a few examples of cluster width curves with shapes which are

6The signed curvature for the graph of a function y = f (x) is: k = y”

(1+y′2)3/2 .
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quite different from one another. The linear fits and their intercept are superimposed,

and illustrate the capacity of the algorithm to provide meaningful estimates for a wide

variety of configurations.

In a first step, the first few points of the graph are used to perform the fit of the in-

creasing regime. The higher bound of the fit is then extended as long as its χ2 score stays

below a given threshold. When it does exceed it, the lower bound of the fit is moved

towards higher bias voltage values (by 1 voltage step). If it makes the χ2 score decrease

below the threshold, we proceed with extending the higher bound of the fit, and stop

there otherwise. The same procedure is applied to obtain the range of the other fit (but

reversed).

From this starting point the fits are further refined, this time considering both of them

at the same time. Their lower and upper bounds are moved, provided that some condi-

tions are fulfilled. For example it is forbidden for a given data point to be used by both

fits, or conversely for too many points in-between the two fits to be ignored.

Several requirements, for instance on the slopes of the fits, aim at ensuring that the

two regimes of interest were correctly identified. Among the relevant configurations

satisfying all the conditions, the one with the lowest combined χ2 score is selected to

extract the bias voltage value at which the two fits intersect.

In more recent bias scans, for which the full depletion voltage is getting close to zero

in parts of the tracker and there are not enough points that can be used in the first regime

of the curves, the algorithm estimates the position of the turning point based on the y-

value of the first data points alone. An example is shown in the bottom right of Fig. 3.11.

Unless explicitly stated, the results presented in this chapter were obtained using the

cluster width as observable and the crossing lines method.

3.7 Results

This section presents the main results which were obtained. Several results have been

approved and shown at public conferences [202–204].

3.7.1 Evolution of VFD for individual sensors

The evolution of VFD as a function of the integrated luminosity and simulated fluence

is shown in Fig. 3.12, for different sensors located in the barrels and the endcaps. The

FLUKA Monte Carlo code [220] is used to simulate the fluence in the whole tracker

volume, depending on the positions of the sensors and the centre-of-mass energy of the

collisions. The simulated fluence can then be computed independently for each sensor

and each bias scan, using the integrated luminosity as a simple multiplicative factor.

It can be seen that the measurements (black dots) are much more fluctuating for TEC

and especially TOB sensors (bottom), than for TIB sensors (top) which exhibit a more

stable trend. This is mostly due to the fact that the TIB receives a higher flux of particles
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Figure 3.11: Examples of cluster width curves for different sensors and bias scans, with linear fits and
their intercept superimposed. In the bottom right figure, the position of the maximum of the curve
is used instead to estimate VFD, as explained in the text. This illustrates the large diversity of shapes

which are considered in this analysis, and the need for a robust algorithm to estimate VFD.
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Figure 3.12: Evolution of VFD as a function of the integrated luminosity delivered to CMS, for different
sensors. The correspondance with the simulated fluence received by the sensor is shown on the top
horizontal axis. The measurements (black dots) are compared to the simulation (red line). The top
plots correspond to TIB L1 sensors, the bottom left plot to a TOB sensor, and the bottom right plot
to a TEC sensor. The sensitivity of the analysis degrades at low VFD values, as illustrated by the
grey bands. The break around 30 fb−1 is due to annealing in the LS1 extended maintenance period,
during which the tracker was at room temperature. Previous versions of similar figures were made

public [202, 203].
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compared to the TOB and TEC, hence its sensors gather more statistics during the bias

scans. Although the larger pitch and strip width in the outer layers reduces the difference

in terms of occupancy and irradiation per sensor, the reconstruction inefficiency for on-

track clusters is also larger in the outer region. Explanations for the absence of error bars

in these results are given in Sec. 3.8.1.

Simulated curves are superimposed for comparison with the measurements. They

were obtained based on the Hamburg model (see Sec. 3.2), taking into account several

parameters such as the initial value of VFD and the temperature and fluence history of

the sensor. The overall agreement of the measurements with the simulation is rather

satisfying, especially for TIB sensors.

As the sensors approach type inversion, the analysis loses its sensitivity. This is partly

because the sensors get over-depleted even at low bias voltage, and hence the curves do

not feature a clear, steeply increasing regime anymore. Furthermore, the signal-to-noise

ratio degrades at low bias voltage, hence there are more fluctuations in the data and the

method becomes less precise. The sensivity threshold is approximately 30V in the TIB,

and 50V for the rest of the strip tracker.

3.7.2 Evolution of VFD averaged per layer

Figure 3.13: Average decrease of VFD for each layer of the strip tracker, computed as the difference
between the values measured at the time of the tracker construction and the values obtained by the
analysis of a full scan performed in September 2017. The average fluence for each layer is shown by

the red line. This figure was made public [203].
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The magnitude of the average decrease of the full depletion voltage for each layer of

the strip tracker is represented in Fig. 3.13. It is computed as the difference between the

initial VFD values measured prior to the tracker assembly, and the VFD values measured

by the analysis of a full bias voltage scan performed in September 2017. This particular

scan was chosen because no part of the tracker was yet expected to be close to inversion

at this time, making it relevant to average over an entire layer. The average fluence

received by each layer is superimposed.

It is observed that the decrease of VFD is more important for layers closer to the inter-

action point, which correlates with the larger fluence received by the sensors. Moreover,

the evolution rate of the full depletion voltage of a sensor is proportional to its thickness

squared (since VFD ∝ Ne f f · D2), which explains the transitions between the TIB and TOB

layers, and between TEC rings 4 and 5.

Figure 3.14: Evolution of VFD with fluence, averaged for each layer of the strip tracker, using the
initial laboratory measurements as reference values. This figure was made public [203].

Similarly, the relative evolution of the full depletion voltage averaged for each layer is

shown as a function of fluence in Fig. 3.14. Only bias scans involving all the strip tracker

modules are included. As expected, it is observed that for a given amount of irradiation,

the ageing of the different layers is comparable with one another.

Two distinct populations can be distinguished, which corresponds to layers and rings

which feature either thin or thick sensors. The change of trend in the latest bias scans

indicates that parts of the tracker are approaching type inversion. The analysis becomes

mostly insensitive in this regime, until the point where VFD will increase sufficiently to

exceed the minimal sensitivity threshold again.
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3.8 Discussion

3.8.1 Limitations of the analysis

The results obtained in this analysis, some of which were presented in Sec. 3.7, are

found to be in rather good agreement with the simulation and confirm several predic-

tions: quasi-linear dependance of the evolution of VFD with the fluence, dependance on

the sensor’s thickness, impact from annealing during shutdown periods, etc. However,

there are also limitations to the analysis which should be kept in mind when interpreting

the results, discussed in this section.

Firstly, an obvious limitation is the absence of error bars in the results. The data points

which are used to extract the results come with errors (see e.g. Fig. 3.7), which are taken

as the uncertainty on the MPV for the cluster charge, and as the error of the mean for the

cluster width. Altough these errors directly impact the estimation of VFD, since they are

taken into account in the χ2 minimization, they could not be propagated trivially to the

final results.

This can be understood by looking for instance at the top right plot of Fig. 3.11, where

the sizeable error bars reflect that less statistics were collected, but the algorithm was

nonetheless able to extract a relevant value of VFD. On the contrary, for some curves

exhibiting tiny error bars, it may be difficult to estimate visually the precise value of

VFD within a range of e.g. 30V, for instance because the change of regime is not sharp

enough. In other words, there is an ambiguity on the determination of VFD due to the

design of the analysis itself.

Moreover, although special care was taken to make the algorithm as robust as possi-

ble, it still relies on several ad-hoc criteria, such as arbitrary thresholds for the χ2 scores.

As a result, on rare occasions, it may be sensitive to peculiar features in the curves and

provide incorrect estimates even in some cases in which the kink is clearly visible.

Since this analysis is primarily aimed at providing quantitative estimates and trends,

the emphasis was put on the development of a robust method which yields relevant

results rather than the precise estimation of the errors. In the future however, several

ideas could be tested in order to improve the analysis in this direction. For instance,

one could imagine varying artificially the error bars on the data points, and then run

the algorithm again to determine lower and upper bounds on VFD. To better quantify

the intrinsic bias of the method, one could also run the algorithm on simulated curves

to compare the true value of VFD with the estimate, and try to correlate the bias with

different parameters. For this purpose, more realistic simulations for the cluster width

would be required.

An additional limitation comes from the limited statistics collected during a bias scan.

Since bias scans must be run manually from the CMS control room, and the collected

data can not be used for physics analyses in the case of full scans, a compromise had to
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be found regarding their duration. Even with a robust method, the study of the TOB and

TEC sensors often suffer from the low available statistics, resulting in rather imprecise

estimates.

During the upcoming Run 3, the voltage scheme may need to be further adapted,

e.g. to collect more data at specific values of Vbias. Regarding full scans, it was proposed

that the scanning procedure could be improved by varying the voltage separately for

the different layers of the tracker. This would avoid under-depleting all the layers at the

same time, as it degrades the tracking efficiency at low Vbias and reduces the available

statistics.

3.8.2 Comparison between methods and observables

(a) (b)

Figure 3.15: Relative evolution of VFD averaged over 9 TIB modules included in small bias scans,
compared when using either (a) the curvature and crossing lines methods (with the cluster width
observable), and (b) the cluster charge and width observables (with the crossing lines method). The
reference point corresponds to the laboratory measurements. The error bars correspond to the RMS.

In order to roughly assess the bias of our default procedure, we compared the rela-

tive evolution of the full depletion voltage, averaged over 9 TIB L1 modules included

in small bias scans, using different observables and methods. The laboratory measure-

ments of VFD are used as reference. Results obtained with the curvature and crossing

lines methods (using the cluster width as observable) are compared in Fig. 3.15 (a), while

Fig. 3.15 (b) compares the results obtained using either the cluster charge or cluster width

observable (with the crossing lines method). The error bars correspond to the RMS of the

values of the 9 sensors.

Figure 3.15 (a) shows that both methods provide very similar results for the TIB L1

when using the cluster width observable. This does not hold true for other parts of the

tracker for which the statistics is lower: the curvature method is not robust enough in
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these cases, and large fluctuations in the trend occur even when averaging over many

modules.

It can be seen from Fig. 3.15 (b) that the results provided by the crossing lines method

when using either the cluster charge or width as observable follow the same trend up to

an integrated luminosity of about 60 fb−1. The measured values differ by about 10V, with

the cluster charge providing the upper estimates. Then, the cluster charge observable

begins to lose its sensitivity to the full depletion voltage. This evolution can be mostly

understood from Fig. 3.16, which shows simulated distributions of the cluster charge as

a function of Vbias , for sensors having different full depletion voltages (indicated by the

vertical lines). Even when neglecting higher-order effects which may degrade the shapes

of the curves, it can be seen that the position of the kink becomes an increasingly biased

proxy for the actual value of VFD as this parameter decreases. This is mostly due to the

convolution with effects from the readout electronics, and it makes the cluster charge

observable rather insensitive in the low VFD regime.

The smaller error bars of the measurements obtained with the cluster width also indi-

cate that this observable provides more stable and consistent estimates. This is somewhat

expected, since the crossing lines method was developped specifically for this observ-

able.
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Figure 3.16: Simulated curves of the cluster charge observable, for different values of the full depletion
voltage. The model is the same as the one mentioned in Sec. 3.6.1. The true VFD values are indicated

by the vertical dashed lines.

3.8.3 An alternative: noise bias scans

An alternative way to monitor the full depletion voltage of the sensors is to collect

noise bias scans. In this case the observable of interest is the average noise at sensor level,
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I restarted this analysis, which was on hold for several years, in prevision of the ongo-

ing long shutdown period during which only noise scans could be collected. The entire

chain of codes was re-implemented, to obtain VFD estimates from raw data. The full pro-

cedure includes the automated production of jobs to retrieve the noise information for all

strips and voltage steps, the computation of the mean noise per APV, and the production

of the final curves which are fitted to estimate VFD. Investigations on the choice of the

fitting function were carried out, based on data and simulation.

However, given that the analysis of the signal bias scans was set as the priority, and

the fact that improving the noise analysis to a similar precision would require important

work, investigations had to be stopped at the stage of preliminary results. Future work

will be needed to find a more robust parameterisation of the curves, to allow for a direct

comparison of the results obtained with the two analyses.
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CHAPTER4

Search for the associated

production of a single top quark

and a Z boson at
√

s =13 TeV

This chapter presents a search for the associated production of a single top quark and

a Z boson, denoted tZq. The study uses a data sample of proton-proton collisions at
√

s

= 13 TeV recorded in 2016 by the CMS experiment, and targets final states with three

leptons (either electrons or muons, potentially arising from leptonic τ decay).

I took in charge most of the analysis, from the event selection up to the final results.

In particular, an important fraction of my work was dedicated to the estimation of the

nonprompt background using data-driven techniques, and the design and optimization

of the multivariate analysis. Colleagues from the CIEMAT laboratory handled the pro-

cessing of data and MC simulation samples, the estimation of event scale factors and the

implementation of systematic uncertainties.

The first section introduces the tZq process and motivates its study. Then the main

sources of background are presented, as well as the datasets and simulated samples used

in the analysis. Section 4.4 details the object reconstruction and identification. Section 4.5

defines the signal and control regions, i.e. the phase space regions used in this analysis,

enriched either in signal or background events. Section 4.6 describes the data-driven
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procedure for the estimation of the nonprompt background. The design of the multivari-

ate analysis is described in Sec. 4.7, and the sources of systematic uncertainty which are

accounted for are listed in Sec. 4.8. The procedure for signal extraction is presented in

Sec. 4.9, and the final results are given in Sec. 4.10. Finally, we conclude with a discus-

sion of the results in Sec. 4.12. Most of the concepts introduced in this chapter will also

be used in the analyses presented in Chapter 5.

4.1 Introduction

The large centre-of-mass energy and luminosity at the LHC provide an outstanding

playground for studying rare SM processes involving the top quark, such as the associ-

ated production of a single top quark and a Z boson (tZq).

Figure 4.1: Leading-order Feynman diagrams for tZq production. The lower right-hand diagram
represents the non-resonant contribution to the tZq process. The quarks labelled q and q′ are predom-

inantly first-generation quarks.

Leading-order Feynman diagrams for the tZq process are shown in Fig. 4.1. In this

process, the top quark is produced via the dominant t-channel mechanism (while the

tW-channel is considered as a background, and the s-channel is comparatively negligi-

ble). The associated light quark, labelled recoiling quark, is emitted preferentially in the

same direction as the incoming proton, in the forward region of the detector. The Z bo-

son is either radiated off one of the quarks (top and middle diagrams) or is produced via
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trilinear gauge coupling (lower left-hand diagram). The study of the tZq process thus

probes the top quark coupling to the Z boson as well as the WWZ coupling. This pro-

duction mechanism also includes a contribution from non-resonant lepton pairs (lower

right-hand diagram).

Moreover, similar final states could be produced via BSM mechanisms, such as

flavour-changing neutral currents (FCNCs) or the production of vector-like quarks [221–

223] decaying as T′ → tZ. Therefore, measuring the cross section of tZq production

probes the standard model in a unique way, and can help constraining BSM models.

In particular, a significant deviation from the expected SM tZq production cross section

would constitute a clear indication of the presence of new physics.

This analysis targets events in which both the top quark (via t → bW → bℓνℓ) and

Z boson decay to electrons or muons. There is also a small signal contribution from

τ leptons decaying into electrons or muons. Therefore the distinctive signature of the

signal process consists in 3 isolated leptons, a forward light jet, a jet originating from a b

quark, and missing transverse energy arising from the undetected neutrino.

This leads to four possible final states depending on the flavours of the leptons: µµµ,

µµe, eµµ and eee. Although the trilepton channel has a low branching ratio of only ∼ 2%,

it offers the best signal-to-background ratio and the possibility to efficiently separate the

rare signal from much larger backgrounds.

For pp collisions at a centre-of-mass energy
√

s =13 TeV, the next-to-leading order

cross section is computed with MADGRAPH5_aMC@NLO [196] for the tZq → tℓ+ℓ−q

process, where the symbol ℓ stands either for an electron, muon or τ. Although τ leptons

are not explicitly targeted by this analysis, electrons or muons arising directly from the

decay of a W boson can hardly be distinguished from those involving an intermediate τ;

thus the cross section calculation and event generation must also account for τ leptons.

As this analysis is not sensitive to final states in which a τ lepton decays hadronically, the

measured cross section will be extrapolated to include all decay modes of the τ lepton.

The calculation considers the leptonic decay of the Z boson, any decay of the top

quark, and includes lepton pairs from off-shell Z∗ and γ∗ bosons having invariant masses

mℓ+ℓ− > 30 GeV. It results in the prediction σSM(pp → tℓ+ℓ−q) = 94.2+1.9
−1.8 (scale) ±2.5

(PDF) fb. The calculation is performed in the 5-flavour scheme, which accounts for the

PDF of the b quark and treats it as massless in the proton, as it is expected to be more pre-

cise [73–75]. The scale uncertainty was estimated by varying the QCD renormalization

and factorization scales by factors of 0.5 and 2 (see Sec. 1.2.3 and Ref. [224] for instance).

The PDF uncertainty corresponds to the 68% confidence level (CL) uncertainty on the

NNPDF3.0 PDF set [225].

This is a blind analysis, which means that the design of its strategy and the optimiza-

tion studies were performed based on the MC simulation, and that the data-to-prediction

agreement was first assessed in background-enriched control regions. This procedure

avoids the unintended biasing of the results in a particular direction [226].
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A previous search for SM and FCNC signatures at
√

s = 8 TeV with the CMS ex-

periment had found an observed significance1 of 2.4σ [227] for the tZq process. Con-

temporaneously with this analysis, the ATLAS collaboration also reported evidence for

tZq production at
√

s = 13 TeV corresponding to an observed significance of 4.2σ [228].

Since then, a new CMS analysis combining the 2016 and 2017 datasets reported the first

observation of the tZq process, with an observed significance of 8.2σ [229]. The results

from the latter two analyses will be compared to those of the present study as part of the

discussion in Sec. 4.12.

4.2 Sources of background

Backgrounds consist of all events which have final states similar to the targeted sig-

nal, and may be mistaken for signal events, but which actually originate from different

physics processes.
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Figure 4.2: Summary plot of the CMS measurements of several SM processes. Taken from Ref. [230].

1The higher the statistical significance of the result, the more we are confident that the searched signal
exists. A mathematical definition will be given in Sec. 4.9. Note that a significance is commonly expressed
in number of Gaussian standard deviations denoted by the symbol σ, which is not to be confused with a
cross section.
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In order to improve the modelling of the heavy-flavour content of the WZ+jets pro-

cess, the contributions from the WZ+b, WZ+c and WZ+light-flavour jets are treated as

independent processes throughout the analysis and are ultimately measured in the data.

This splitting is done using the generator-level truth information. The WZ+b, WZ+c

and WZ+light-flavour samples are respectively composed of WZ+jets events containing

at least 1 b-jet, the remaining events containing at least 1 c-jet, and from all remaining

events. This procedure avoids relying on the rather imprecise flavour content of the MC

simulation for this process. In this way, the respective normalizations of these processes

may vary independently in the final fit to better reproduce the data.

Table 4.1: Simulated samples used in the analysis, with their MC generator information and normal-
ization cross sections. All the cross sections are calculated at NLO, except for that of tWZ calculated

at LO.

Dataset MC generator Cross section [pb]
pp → tZq, Z → ℓℓ MADGRAPH5_aMC@NLO, NLO 0.0942
pp → tt̄Z, tt̄ → 2ℓ2ν2b MADGRAPH5_aMC@NLO, NLO 0.253

(mℓℓ > 10 GeV)
pp → tt̄W + jets, W → ℓν MADGRAPH5_aMC@NLO, NLO 0.204
pp → WZ + jets MADGRAPH5_aMC@NLO, NLO 5.26
pp → ZZ̄ → 4ℓ POWHEG, NLO 1.21
pp → tt̄H, H 9 bb̄ POWHEG, NLO 0.215
pp → tWZ, Z → ℓℓ MADGRAPH5_aMC@NLO, LO 0.0112

4.2.2 Nonprompt background

Nonprompt leptons (NPLs) can have different origins. A first source corresponds to

the production of genuine leptons from the leptonic decay of a heavy-flavour hadron, a

pion or a kaon. For example, charged pions within jets decay to muons with the proba-

bility B(π± → µ±νµ) ∼ 100% [24]. Several B mesons also have sizeable branching ratios

to semileptonic decays, such as the one illustrated in Fig. 4.4 (a). An additional source

of NPLs is the conversion of a photon γ → e+e−, which may produce isolated electrons.

On the other hand, NPLs may correspond to jets misidentified as leptons, often referred

to as fake leptons.

While nonprompt muons are principally produced by the leptonic decays of hadrons,

the dominant sources of nonprompt electrons are the misidentification of jets and photon

conversions. Indeed, a jet may deposit most of its energy into the ECAL, but it is unlikely

to punch through and contaminate the muon system. Hence, nonprompt electrons and

muons are quite different objects which it is natural to treat separately.

The major background to this analysis consists of events containing 2 prompt lep-

tons plus 1 NPL, hereinafter referred to as the "nonprompt background" or "NPL back-

ground". In comparison, the probability for an event to contain 2 NPLs identified as
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4.3 Datasets and simulated samples

Datasets and trigger selection

This analysis uses the full dataset of pp collisions collected in 2016 with the CMS de-

tector, which corresponds to an integrated luminosity of 35.9 fb−1. Events are selected by

triggers relying on the presence of either 1, 2 or 3 high-pT leptons. The lowest pT thresh-

olds of the 3l (2l) triggers are 16, 12 and 8 GeV (23 and 12 GeV) for electrons, and 12, 10

and 5 GeV (17 and 8 GeV) for muons.

For events passing the trilepton baseline selection defined in Sec. 4.5, a trigger effi-

ciency of nearly 100% is achieved by also including single-lepton triggers with thresholds

of 32 and 24 GeV for electrons and muons respectively. The efficiency in the data was es-

timated based on a sample collected using~✓✓ET triggers uncorrelated with lepton triggers,

in which we expect the presence of leptons. In the simulation, it was estimated in the

signal sample. The trigger efficiencies in the data and the MC simulation are estimated

as the ratios:

ǫdata =
N(events passing lepton & ✓✓ET triggers)

N(events passing ✓✓ET triggers)
,

ǫMC =
N(events passing lepton triggers)

N(total events)
.

(4.1)

Since the trigger efficiency is measured to be ∼ 100% both in the data and simulation, no

correction is applied for it.

Monte Carlo samples

The signal sample is generated using MADGRAPH5_aMC@NLO at next-to-leading or-

der (NLO) QCD accuracy. The WZ+jets, tt̄Z and tt̄W processes are simulated with the

same event generator, with up to 1 additional jet at NLO. The signal sample is generated

in the 4-flavour scheme, which is expected to better model the kinematics of the recoiling

jet and of the spectator b quark from g → bb̄ [231], and normalized to its cross section

computed in the 5-flavour scheme (see Sec. 4.1). Other minor backgrounds are ZZ and

tt̄H production, which are generated at NLO accuracy with MADGRAPH5_aMC@NLO

and POWHEG respectively, and tWZ production generated at LO accuracy with MAD-

GRAPH5_aMC@NLO. The MC generators used to simulate irreducible backgrounds are

summarised in Table 4.1.

Apart from tWZ, all processes are normalized to their predicted NLO cross sec-

tions. All generated events are interfaced with PYTHIA for the parton showering and

hadronization. Minimum bias events are overlaid to mimic the presence of pileup, cor-

responding to the CMS recommended value for the pp inelastic cross section of 69.2 mb.

In order for the simulation to properly reproduce the efficiencies, resolutions and en-

ergy scales measured in data, several scale factors are applied to simulated events. First

of all, the distribution of the expected number of pileup events is reweighted separately

for each simulated sample to match that observed in the data. Scale factors depending on
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the pT and η of the selected leptons account for differences in identification and isolation

efficiencies. The electron energy is scaled and its resolution smeared to match those in

the data (corrections obtained from Z → ee events).

Likewise, JES and JER corrections are applied to the jet 4-momenta. The shape of the

b-tagging discriminant is later used in the multivariate analysis, and its value is corrected

for differences in b-tagging efficiency and purity between data and simulation. These

corrections depend on the pT, η and score of the b-tagging discriminant for each jet.

4.4 Object reconstruction

The leptons, jets and~✓✓ET used in this analysis all correspond to PF objects, which result

from the optimal combination of the information from all the subdetectors, as described

in Sec. 2.3.1. This section presents the additional object selection criteria used in this

analysis.

Lepton reconstruction and identification

Following official recommendations at the time of this work, electrons and muons are

identified with different categorisations based on the sequential application of require-

ments (cut-based approach). The loose and veto categories are used for the purpose of the

estimation of the NPL background, and the tight category is the standard used to identify

prompt leptons.

While loose muons are simply required to be either PF global or tracker muons, tight

muons correspond to global muons which satisfy additional quality requirements, re-

lated for instance to the number of hits in the pixel detector and muon system, or the

distance of the track to the primary vertex. All muons must satisfy pT > 10 GeV and

|η| < 2.4.

Similarly, electrons are identified either as veto (95% identification efficiency) or tight

electrons (70% identification efficiency), using requirements aiming to select objects com-

patible with electromagnetic showers in the ECAL arising from the primary vertex. All

electrons must satisfy pT > 10 GeV and |η| < 2.5. Some requirements were optimized

separately for the barrel and endcap regions.

The concept of relative isolation Irel defined in Eq. 2.5 is used to quantify the parti-

cle activity around leptons, in a cone of radius ∆R < 0.3 for electrons and ∆R < 0.4

for muons. This variable is corrected for the pileup. In the case of electrons, it is esti-

mated from the median energy density per area of PU contamination [145]. In the case of

muons, it was determined in multijet events to be roughly equal to the half of the energy

from charged hadrons not coming from the primary vertex. Tight leptons are required

to pass the isolation thresholds Irel < 0.15 for muons, and Irel < 0.06 for electrons (as

recommended by the dedicated CMS working groups).
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On the contrary, NPLs are expected to be poorly isolated, as they are most often re-

lated to jets. Therefore, NPLs are identified using the same variables, but with the iso-

lation requirement inverted. Suitable candidates are loose muons satisfying Irel > 0.25,

and veto electrons satisfying Irel > 0.17. In addition, in order to remove the large fraction

of misidentified photons with Irel ∼ 1, and of DY events containing a soft jet misidenti-

fied as a high-Irel electron, nonprompt electrons must verify Irel < 1. For both prompt

and nonprompt electrons, tight criteria are applied to reject photon conversions [178].

Jet reconstruction

Jets are reconstructed using the anti-kT algorithm and must have a transverse mo-

mentum pT > 30 GeV. Following official CMS recommendations, they must satisfy sev-

eral quality requirements related to the multiplicity of particles, the relative fractions of

charged and neutral particles, the angular distance to any selected lepton, etc. Since the

signal process is expected to feature a light jet in the forward region, jets are selected

within an extended pseudorapidity range up to |η| < 4.5.

It was noticed that the pseudorapidity distribution of jets exhibits a large discrepancy

between data and simulation around |η| ∼ 3, even after applying the necessary jet energy

corrections (JEC). This problem could be related to a known issue, namely the imprecise

measurement of the pT of soft jets in the calorimeter transition region around 2.7 <

|η| < 3. This was supported by the observation of a much larger discrepancy in the NPL

background sample, which is expected to contain softer jets compared to prompt lepton

samples. Although the large uncertainties associated with the JEC in this noisy region

approximately cover the discrepancy, it remains a problem as it would bias the estimation

of the NPL background from the data. Moreover, background events containing a jet

in the noisy region are more likely to be mistaken as being signal-like. The solution

found consists in removing all events containing a jet within 2.69 < |η| < 3 and having

30 < pT < 50 GeV, both in data and simulated samples. This veto solves the problem, at

the cost of a moderate loss in statistics.

Jets originating from a bottom quark (b-jets) are identified using the CSVv2 algo-

rithm [232, 233]. It uses a multivariate technique to construct a discriminating variable

within the tracker acceptance |η| < 2.4, by combining various track-based variables with

the information of secondary vertices associated with a jet. In this analysis, a jet is con-

sidered "b-tagged" if its CSVv2 discriminant is above the standard loose operating point,

which corresponds to an average identification efficiency ǫbtag ∼ 83% and a misidentifi-

cation rate ǫmis = 10% (not considering jets originating from c quarks). Otherwise, the

jet is considered "light".

High-level variables

Once the main objects are reconstructed and selected, higher-level variables can be de-

signed. The W boson transverse mass is a most useful variable to discriminate processes

which contain a W boson, from processes which do not. It is used in this analysis both to
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determine the normalization of the NPL background, and for the final signal extraction

(see Sec. 4.6 and 4.9 respectively). It is defined as:

mT(W) =
√

2 · pl
T · ✓✓ET[1 − cos(∆φ)] , (4.2)

where pl
T is the transverse momentum of the lepton produced in the W boson decay,

and ∆φ is the azimuthal difference between the direction of the lepton and that of the

transverse missing energy (expected to arise from the undetected neutrino, W → lνl).

In addition, to better discriminate the signal from processes which do not contain a

top quark, such as the WZ+jets and NPL backgrounds, the top quark is reconstructed

from the final state objects associated with its decay (t → Wb → lνb). First, the pair of

opposite-sign same-flavour (OSSF) leptons in the event is considered to originate from

the Z boson decay. In case there exist 2 such possible combinations (in the eee and

µµµ channels), the OSSF pair having the invariant mass most compatible with mZ is

selected.

The remaining lepton is then associated with the decay of the W boson from the top

quark, and is hereinafter referred to as the "additional lepton". Assuming the transverse

momentum of the undetected neutrino to be equal to −~✓✓ET, and enforcing the constraint

mlν = mW , the longitudinal component of the neutrino momentum pz
ν can be calculated

by solving a quadratic equation. In case the event does not contain a b-tagged jet, the

b-jet candidate is taken as the leading (highest-pT) jet. If 2 solutions are found for pz
ν or

if more than 1 jet is b-tagged, the lνb system yielding the invariant mass closest to that of

the top quark is selected. The remaining jet with highest pT is referred to as the recoiling

jet.

4.5 Event selection and control regions

This search targets tZq event candidates in the decay mode:

tZq → (t → b l νl) (Z → l′l′) q,

where l and l′ are either electrons or muons. Events are pre-selected if they pass any of

the lepton triggers included in this analysis.

Selected events must contain exactly 3 tight leptons with transverse momenta pT >

25 GeV. They must possess an OSSF pair of leptons having an invariant mass compati-

ble with that of the Z boson within 15 GeV (|mll − mZ| < 15 GeV). In order to reduce

the contaminations from backgrounds which may have final states with ≥ 4 leptons,

events containing an additional loose muon or veto electron with pT > 10 GeV are not

considered.
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Since we aim to extract a rare signal in the presence of much larger backgrounds, large

uncertainties related to these backgrounds may severely impact the precision of the mea-

surement. To mitigate this impact, 3 independent regions enriched in signal and the main

background processes are designed. Ultimately, distributions in the 3 regions will be fit-

ted simultaneously to extract the signal, while constraining the normalizations of the

main backgrounds, as described in Sec. 4.9. The regions are defined based on their jet

contents, and labelled according to their b-tagged jet multiplicities:

• 1bjet signal region (tZq enriched): this is the main signal region, which targets

events from tZq production containing 1 b-tagged jet and 1 recoiling jet. To in-

crease the signal acceptance, events with an additional light jet are also included,

to account for the presence of initial- or final-state radiations;

• 2bjets control region (tt̄Z enriched): this region contains events with at least 2 jets,

among which at least 2 are b-tagged. This mainly enhances the contribution from

the tt̄Z process, while still retaining a sizeable fraction of signal events;

• 0bjet control region (WZ+jets and DY+jets enriched): this region includes events

with at least 1 jet, of which none is b-tagged. This enhances the contribution from

the WZ+jets process and strongly suppresses that of signal. Since most DY+jets do

not contain a b-jet neither, this region is also rich in NPL background.

Table 4.2: Summary of the selection requirements defining the 3 regions used to extract the results.

Pass trigger selection
Exactly 3 tight leptons

pT(l) > 25 / 25 / 25 GeV
OSSF lepton pair with |mll − mZ| < 15 GeV

Common requirements

No 4th lepton with pT > 10 GeV
Total jets 2, 3 ≥ 2 ≥ 1

b-tagged jets 1 ≥ 2 0

Region 1bjet 2bjets 0bjet

Table 4.2 summarises the selection requirements in each region. Figure 4.5 shows dis-

tributions of several kinematic variables in each region, both for the data and the sum of

the samples modeling the signal and backgrounds. Such control plots were used to verify

that the data and simulation are in good agreement in all the regions, when accounting

for uncertainties. In order to stay blind to signal contributions, only events classified

as being sufficiently background-like were originally considered in the 1bjet and 2bjets

regions, by applying requirements on the values of the multivariate discriminants de-

scribed in Sec. 4.7.
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Figure 4.5: Distributions of several kinematic observables in the 1bjet signal region (top), 2bjets control
region (middle) and 0bjet control region (bottom). The 4 channels are summed. The MC simulations
of SM processes (stacked histograms) are compared to the data (black dots). The grey shaded areas
represent the MC statistical uncertainty only, and do not include systematic uncertainties. From top
to bottom and left to right, the following quantities are represented: η of the recoiling jet; mT(W) ; the
mass of the reconstructed top quark; ∆R separation between the b-tagged jet associated with the top

quark decay and the recoiling jet; pT of the Z boson; ✓ET .

105



Chapter 4. Search for tZq production at
√

s =13 TeV

4.6 Data-driven estimation of the nonprompt background

This section describes the data-driven procedure followed to estimate the NPL back-

ground. It is one of the key points of the analysis, and has been the focus of rather

extensive studies, some of which are mentioned in Sec. 4.11.

4.6.1 Construction of the nonprompt sample

The NPL background sample is obtained from the 2016 data, using exactly the same

selections as in the signal and control regions, except that events are required to contain

exactly 1 lepton fulfiling the NPL criteria instead of tight criteria (as described in Sec. 4.4).

Contrary to what was done in the previous CMS analysis [234], the NPL is not necessarily

associated to the additional lepton (least compatible with the Z decay), but may be any of

the 3 leptons. This procedure is more accurate, as it was seen in simulation studies that

the hypothesis of the additional lepton always being the NPL only holds for the DY+jets

process in the µµe and eeµ channels. It does not hold for tt̄ events, which make up an

important fraction of the NPL background, and in the eee and µµµ channels.

NPL background samples are obtained separately for nonprompt electrons and muons.

They are treated as independent throughout the analysis, for the reasons mentioned in

Sec. 4.2. In this way, the correlations between the different channels are properly taken

into account by construction. These samples are used to model the contribution of NPLs

in all the kinematic observables used in the analysis.

4.6.2 Normalization

The NPL background samples obtained from the data with this procedure have quite

large statistics. Since they are estimated without relying on the simulation, their initial

normalizations are arbitrary. Therefore it is necessary to set their input normalizations to

reasonable values, both to help the final fit converging, and to get expected results which

are sensible. These normalizations are determined from the data following a two-steps

procedure.

The first step is illustrated in Fig. 4.6. Prior to the final simultaneous fit, a "pre-fit" to

the mT(W) distribution is performed in the 0bjet control region alone. This fit exploits the

fact that this region is dominated by the WZ+jets and DY+jets processes, which exhibit

very different shapes in the distribution of mT(W). Since the former process contains a

genuine W boson, its mT(W) shape is expected to have its maximum around mW ∼ 80

GeV. On the other hand, DY+jets events do not, and any missing transverse energy is

of instrumental origin. This results in a mT(W) distribution with a maximum around

zero. The use of the 0bjet control region to determine the pre-fit normalization of the

NPL background is justified because the DY+jets is the dominant process in the NPL

background, in all regions.

The normalizations of all the processes are fixed to their predicted values, except that

of the NPL samples which are let floating (i.e. constrained between 0% and 100% of the
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inclusion of variables obtained with the matrix element method. Both these techniques

are also used in the analysis presented in Chapter 5.

4.7.1 Introduction to multivariate analysis

High-energy physics (HEP) abounds with binary classification problems, where the

goal is to separate signal from background. Modern HEP experiments such as the LHC

experiments represent considerable investments both in time and money, which makes

it ever more important to make the most out of the collected data. Besides, the data

collected by such experiments are becoming increasingly complex and high-dimensional.

Many analyses such as the present one target extremely rare signals in the presence of

overwhelming backgrounds.

This motivated the introduction of ML techniques in HEP analyses, which became

largely accepted during the 1990s following several successful applications. Thanks to

continuous advances and regular breakthroughs in ML (most notably the so-called "Deep

Learning revolution" in the early 2010s), they are becoming ubiquitous in HEP, from the

online trigger-level decision up to the extraction of final results [235, 236].

Within HEP, the use of a ML algorithm to exploit simultaneously multiple variables

is referred to as multivariate analysis (MVA). This is in opposition with the straightfor-

ward cut-and-count approach. The latter consists in the sequential application of binary

criteria on variables which discriminate the signal and background ("cut"), followed by

a straightforward statistical analysis of the selected data ("count"). This approach is very

suboptimal in the case of the present analysis for instance, as there is no simple set of

variables which allow rejecting a large fraction of background while retaining most sig-

nal. Indeed, our regions are very background-dominated, and background processes

may possess characteristics very close to that of the signal (see Sec. 4.2).

Instead, greater sensitivity can be achieved by using algorithms which learn the rep-

resentation of the signal and background in multidimensional space. They take advan-

tage of complex features and correlations between many variables, in order to best infer

the origin of a given event.

4.7.2 Introduction to boosted decision trees

A Decision Tree (DT) [238–240] is a rather straightforward predictive model which

can be used to classify an event as signal- or background-like (S or B), based on the

values of input variables for this event. It is a supervised learning algorithm, trained

with simulated events for which the class (S or B) is known a priori. A DT is based on

sequential, binary decisions. However, instead of immediately rejecting (or classifying

as background) events which fail a given cut, the algorithm proceeds recursively with

the partitioning of the dataset based on further cuts, until a stopping criterion is satisfied.

Hence these events may still be classified as signal-like in the end.
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In the geometrical representation, whereas a cut-based analysis only selects events

contained in a single hypercube (the n-dimensional analogue of a cube) in the phase

space, a DT is able to split the phase space into many such hypercubes.

This algorithm is very popular for many reasons. First of all, it is straightforward

and has a human-readable structure, which makes its interpretation rather transparent.

It is based on only few hyperparameters (maximum depth, number of grid points to find

the optimal cuts, etc.), hence it is rather easy to tune. Furthermore, since each step only

involves a 1-dimensional cut optimization, the training phase is usually fast compared to

more involved algorithms like deep neural networks (DNNs) [241, 242]. It is also insen-

sitive to very correlated or irrelevant variables, as only the best variables are considered

in the procedure. And it is insensitive to monotonous transformations of the input vari-

ables, which makes the preprocessing of data unnecessary.

However, the algorithm also suffers from several limitations. Firstly, it may be signifi-

cantly impacted by statistical fluctuations in the training sample. An example is the case

in which 2 variables have comparable separation powers, and the DT decides to split

on 1 variable instead of the other because of a fluctuation in the sample. This alters the

entire tree structure below this particular node, and can lead to substantially different

classifier response when applied to new datasets. Secondly, all events entering the same

leaf node are attributed the same result. Thirdly, due to the recursive splitting, fewer and

fewer events are effectively available to train the final nodes. Finally, as is the case for

all supervised ML techniques, the training sample must have sufficiently large statistics,

and must be representative of the application dataset.

Several of these limitations could be overcome with the use of ensemble learning tech-

niques. The most widespread is boosting, whose main idea is to train a forest of many

"weak" DTs instead of one single high-performance classifier. Events which are misclas-

sified by a DT are assigned larger weights, and hence the subsequent DTs will focus on

events increasingly difficult to properly classify. The final decision for a given event is

obtained from the combination of the votes from all the DTs, weighted by their classifi-

cation errors.

The resulting BDT has increased statistical stability and improved separation power

with respect to a single DT. It provides a quasi-continuous response usually bound be-

tween -1 (background-like) and +1 (signal-like). More details about common techniques

to improve the stability and performance of BDTs can be found in the references.

4.7.3 Training of the BDT classifiers

The implementation of the multivariate analysis is based on the TMVA [237] package.

The BDTs are trained using the simulated tZq sample as signal, and the simulated sam-

ples for the tt̄Z , WZ+jets and ZZ processes as backgrounds. Other processes are not

included, in particular the NPL background, due to a lack of statistics.
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Eight BDTs are trained in total, 1 per channel in the 1bjet and 2bjets regions. The

hyperparameters of the BDTs are optimized to maximise their performance while avoid-

ing overtraining. Relatively small forest of 200 DTs are trained, using a maximum depth

parameter of 2.

Table 4.3: Description of the input variables used in the BDTs. A cross indicates that the variable is
included in the corresponding region. The last variables are obtained with the matrix element method

described in Sec. 4.7.4.

Variable description 1bjet 2bjets
1 CSVv2 algorithm discriminant x x
2 ∆R separation between the b-jet and the recoiling jet x x
3 η of the recoiling jet x x
4 pT of the recoiling jet x x
5 η of the Z boson x x
6 Top quark mass x x
7 ∆R separation between the top quark decay lepton and the closest jet x x
8 Top quark decay lepton asymmetry x x
9 ∆φ separation between the top quark decay lepton and the Z boson x x
10 ∆φ separation between the top quark decay lepton and the b-jet x
11 η of the top quark decay lepton x
12 η of the leading jet x
13 ∆R separation between the top quark decay lepton and the recoiling jet x
14 ∆R separation between the Z boson and the top quark x
15 pT of the Z boson x
16 Total number of jets x x
17 Log of the MEM score associated with the most probable tZq kin. config. x x
18 Log of the MEM score associated with the most probable tt̄Z kin. config. x
19 Log-likelihood ratio of the weights under tZq vs tt̄Z & WZ+jets hyp. x
20 Log-likelihood ratio of the weights under tZq vs tt̄Z hyp. x x

The input variables used to train the BDTs in each region are listed in Table 4.3. They

include the kinematics and angles of the reconstructed top quark and Z boson, and of

their decay products. The CSVv2 discriminant and the multiplicity of b-tagged jets are

also included.

One of the most distinctive signature of the tZq process is its recoiling jet at large

|η|, and this feature is used extensively to discriminate the backgrounds. The top quark

decay lepton asymmetry ql |η(l)| corresponds to the lepton’s charge times its absolute

pseudorapidity, and exploits the production asymmetry between single top and anti-

top quarks. Several high-level variables obtained with the matrix element method are

included, which are described in the following section.

The lists of input variables were optimized separately in each region, based on their

individual impacts on the expected significance of the analysis, estimated by removing

them one at a time. A total of 17 variables are used in the signal region, and 15 in the

2bjets control region.
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Figure 4.8 represents the normalized distributions of all the input variables used to

train the BDT in the signal region in the µµµ channel, both for the signal and background

samples. Their discrimination power is clearly visible.

Figure 4.9 shows the correlation matrices for the same BDT, both for the signal and

background. While a few variables are correlated with others to a significant extent, this

does not adversely affects the performance of the BDT. Correlations, or more precisely

different correlations for the signal and background, may even improve the BDT perfor-

mance. As part of the optimization, it was verified that each and every variable improves

the overall performance.

The performance of the BDT trained in the signal region in the µµµ channel is illus-

trated in Fig. 4.10. The left-hand figure represents the BDT outputs for the simulated

signal and background samples. Firstly, it shows that the BDT achieves good perfor-

mance, since it clearly discriminates signal from background events. Secondly, it can be

seen that this BDT shows no sign of overtraining, as its response is equivalent for both

the training and testing samples.

Figure 4.10 (b) represents the ROC (Receiver Operating Characteristic) curve associated

with the same BDT, which is a common graphical way to estimate the performance of a

classifier. The x-axis represents the signal efficiency, and the y-axis represents (1 - back-

ground efficiency). Each point represents a different requirement on the value of the

classifier output.

In this representation, at worst, a classifier which assigns events a class at random

would correspond to a diagonal line joining the bottom-right and top-left corners (equal

rejection of signal and background). As the performance of a classifier improves, its

ROC curve tends towards the top-right corner, corresponding to optimal signal efficiency

and background rejection. Here for example, by applying a requirement on the value

of the BDT discriminant, it would be possible to retain 80% of the signal events while

rejecting more than 85% of background events (tt̄Z , WZ+jets , ZZ). However, in the

approach which is followed here, all selected events are retained to perform the final

signal extraction, and we are only interested in separating the backgrounds as well as

possible from the signal.

4.7.4 The matrix element method

The matrix element method (MEM) [236, 243–245] is a powerful technique first intro-

duced in a pioneering measurement of the top quark mass by the D✁✁0 collaboration [246].

It has since been used extensively both at the Tevatron and the LHC, notably in analyses

in the top quark and Higgs boson sectors [247–251].

The MEM allows quantifying the compatibility of an event with a given process hy-

pothesis, encoded by its matrix element. The event weight is computed as the normalized

cross section of the process at a given phase space point, which corresponds to the recon-

structed kinematic configuration of the event. For a hypothesis α, the weight is defined
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Figure 4.8: Normalized distributions of the input variables used to train the BDT in the signal region
in the µµµ channel, for the signal (blue) and background (red) samples. From left to right and top
to bottom, the correspondance with variables listed in Tab. 4.3 is as follows : (3,12,2), (1,5,6), (8,11,4),

(9,10,7), (20,17,18), (19,16).
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Figure 4.9: Correlation matrices for (a) the signal and (b) the backgrounds, for the input variables of
the BDT trained in the signal region in the µµµ channel.

uuu_NJetsMin1Max4_NBJetsEq1 response

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

d
x

 / 
(1

/N
) 

d
N

0

0.5

1

1.5

2

2.5

3

3.5

4
Signal (test sample)

Background (test sample)

Signal (training sample)

Background (training sample)

Kolmogorov­Smirnov test: signal (background) probability = 0.006 (0.121)

U
/O

­f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

TMVA overtraining check for classifier: uuu_NJetsMin1Max4_NBJetsEq1

Signal efficiency

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

B
a

c
k

g
ro

u
n

d
 r

e
je

c
ti

o
n

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MVA Method:

uuu_NJetsMin1Max4_NBJetsEq1

Background rejection versus Signal efficiency

(a) (b)
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are represented as points and histograms respectively. (b) ROC curve for the BDT trained in the signal
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2
· W(Φ′|Φα) ,

(4.3)

where σα is the cross section of the process; Φ′ are the 4-momenta of the reconstructed
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particles in the event; dΦα is the element of phase space corresponding to unmeasured

quantities for all final state particles; the δ function enforces the momentum conservation

between initial and final state particles; f (x, µF) are the proton PDFs; x1, x2 are the frac-

tions of proton energy carried by the incoming partons;
∣
∣
∣Mα(p

µ
k )
∣
∣
∣

2
is the matrix element

squared; and W are the transfer functions for the jet energy and ✓✓ET, evaluated from the

simulation.

The transfer functions W(Φ′|Φα) encode the probability density of reconstructing a

set of quantities Φ′, given a phase space point Φα at the matrix element level. They

take into account showering and hadronization effects, and the experimental resolution

and reconstruction. The energies of leptons, and the directions of leptons and jets are

assumed to be perfectly measured, and are not associated with transfer functions.

The MEM presents several unique advantages [236]. Firstly it does not require any

training and can provide good discrimination irregardless of the available statistics. It

can be applied to a wide variety of processes and analyses, and incorporates all the avail-

able kinematic information with proper correlations. Most importantly, it makes the best

use of the theoretical information related to the processes. And it is properly defined

within QFT in terms of transition probability, hence it has a clear physical meaning.

On the other hand, the major drawback of this technique is that it is extremely com-

putationally intensive because it involves high-dimensional integration. Moreover, it is

usually relying on leading-order matrix elements, although it is often applied to events

generated at NLO containing additional jets. In our case, the transverse momentum of

the tZq system is forced to zero. This "inverse boost" is applied to all final state particles,

and corrects for any additional jet not present in the LO matrix element. Other methods

exist to properly handle the presence of additional radiations [252].

The MEM is implemented as a custom C++ code [253] developed at the IPHC labo-

ratory. The phase space implementation follows that outlined in Ref. [254]. The code is

interfaced with the VEGAS adaptive algorithm [255] to perform the integration. Matrix

elements are obtained at leading order from the MADGRAPH generator, and PDF sets are

taken from LHAPDF6 [256].

MEM weights were computed under 3 different hypotheses: tZq, tt̄Z and WZjj (WZ

plus 2 jets). The top quark mass is fixed to 173 GeV, the b quark mass to 4.7 GeV, and

the masses of other quarks and leptons are neglected. For the method to work, recon-

structed particles must be associated with particles at the matrix element level. For each

hypothesis, weights are computed for all possible permutations of the selected leptons

and jets, and averaged. In case expected jets are missing in the reconstructed event, the

phase space integration is extended to additional variables, so that MEM weights can be

computed for all events entering the 1bjet and 2bjets regions.

Several variables computed with the MEM are included as input variables to the BDTs

to increase their separation power, 4 in the 1bjet signal region and 2 in the 2bjets control

region:

115



Chapter 4. Search for tZq production at
√

s =13 TeV

BDT output

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

N
o

rm
a

liz
e

d
 e

v
e

n
t 

d
is

tr
ib

u
ti
o

n
s

0

0.1

0.2

0.3

0.4

0.5

0.6

 (13 TeV)-135.9 fbCMS Simulation

1bjet

Signal

Signal (with MEM)

Background

Background (with MEM)

BDT output

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

N
o

rm
a

liz
e

d
 e

v
e

n
t 

d
is

tr
ib

u
ti
o

n
s

0

0.05

0.1

0.15

0.2

0.25

0.3

 (13 TeV)-135.9 fbCMS Simulation

2bjets

Signal

Signal (with MEM)

Background

Background (with MEM)

(a) (b)

Figure 4.11: Normalized distributions of the BDT output for simulated signal (thick red lines) and
background (thin blue lines), in the 1bjet (left) and 2bjets (right) regions. The discriminants corre-
sponding to the cases where the MEM variables are included or excluded are shown respectively as

solid and dashed lines. The 4 channels are summed.

• The log-likelihood ratio of MEM weights computed under the tZq versus tt̄Z hy-

potheses (in both regions);

• The highest integrand value during the integration process under the tZq hypoth-

esis. This is equivalent to a kinematic fit, as it corresponds to the phase space point

with most probable kinematic configuration (in both regions).

• As above, under the tt̄Z hypothesis (in the 1bjet region).

• The log-likelihood ratio of MEM weights computed under the tZq versus tt̄Z +

WZjj hypotheses (in the 1bjet region).

Figure 4.11 compares the normalized BDT outputs for simulated signal and background

events in both regions. It is clearly visible that the addition of input variables obtained

with the MEM increases the separation powers of the BDTs, by making the output distri-

butions more peaked. The separation power of MEM variables can also be assessed by

looking at the 5 downmost sub-figures of Fig. 4.8 (but the last one). Including the MEM

variables improves the expected significance of the analysis by about 20%.

4.8 Systematic uncertainties

Various sources of systematic uncertainty are considered, related to the incomplete

knowledge of detector- and theory-related effects. Both the event yields and the shapes

of the observables used in the final fit may be impacted. These systematic uncertainties

are listed and described in this section. Correlations between the channels are taken into

account.
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Experimental uncertainties

• Luminosity: An uncertainty of 2.5% on the integrated luminosity of the 2016

dataset is propagated as a normalization-only uncertainty to all predicted yields [257].

• Pileup: The central value of the pp inelastic cross section used to simulate pileup

events is varied by ±4.6% following recommendations. This impacts both the

shapes of the distributions, and the phase space acceptance.

• Trigger efficiency: Although the trigger efficiency is estimated to be close to 100%

(see Sec. 4.3), the predicted yields are varied by ±1% (±2%) in the µµµ and

µµe (eeµ and eee) channels to account for residual differences in trigger efficiency

between data and simulation.

• Lepton selection: The scale factors used to correct differences in lepton isolation

and identification are varied within their ±1σ uncertainties. This affects both the

shapes and normalizations.

• Jet energy scale and resolution: The JES and JER scale factors are varied indepen-

dently within their ±1σ uncertainties, and the changes are propagated to all kine-

matic quantities. These uncertainties affect both the shapes and normalizations.

• B-tagging: Eight independent variations by ±1σ are considered for the scale factors

related to b-tagging and mistagging efficiencies. They correspond to 2 types of sta-

tistical uncertainty on the b-, c-, and light-flavour components in samples, and the

estimated contamination from light-flavour (heavy-flavour) jets in heavy-flavour

(light-flavour) measurement regions. They affect both the shapes and normaliza-

tions.

Theoretical uncertainties

The scale and PDF uncertainties affect the shape of the signal, as well as the shapes

and normalizations of the background distributions. The tWZ sample is generated at LO

and does not contain all the necessary information, hence normalization-only theoretical

uncertainties are considered for this sample.

• Renormalization and factorization scales at matrix element level: At the matrix

element level, both the renormalization and factorization scales µR and µF are set

to the same value, which depends on the process and the choice of event generator.

As is common, the uncertainties attached to the particular choices of scales are

assessed by varying these parameters independently by factors of 1/2 and 2, and

taking the uncertainty envelope [224].

• Renormalization and factorization scales at parton shower level: The impact of

the variations of µR and µF by factors or 1/2 and 2 on the parton showering is

also evaluated, from a comparison with a dedicated sample. This uncertainty only

affects the shape of the tZq process.
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• PDF: The uncertainty attached to the choice of PDF set is estimated based on the

PDF4LHC recommendations [258], and taken as the root-mean-square (RMS) of

100 variations of the NNPDF set.

Background estimation

• Normalization of irreducible backgrounds: The input normalizations of all the

simulated backgrounds are attached a relative uncertainty of 30%. This corre-

sponds to an inflation by a factor 2 or more of the theoretical uncertainties on their

cross sections, to account for possible mismodeling in the phase space targeted by

the present analysis.

• Shape of NPL backgrounds: The uncertainties on the shapes of the nonprompt

electron and muon samples are estimated independently, by increasing the isola-

tion requirement respectively for nonprompt electrons and muons. This provides

an alternative shape for each NPL sample.

4.9 Signal extraction

The tool [259–261] used for the statistical analysis is based on the RooStats frame-

work [262]. This section presents an overview of the statistical model used for signal

extraction. Extensive descriptions of the concepts can be found in the references.

Nuisance parameters

The parameter of interest (POI) we measure in this analysis is the signal strength µ,

which simply corresponds to the ratio of the estimated cross section of the signal process

divided by its SM prediction:

µ =
σ(pp → tℓ+ℓ−q)

σSM(pp → tℓ+ℓ−q)
. (4.4)

All the other parameters which must be included in the statistical model in order to

describe the observed data are represented by a set of nuisance parameters θ. In this case,

they correspond to the various sources of uncertainty.

A nuisance parameter is associated with a probability density function (p.d.f), or

prior, which can generally be expressed in terms of 2 parameters: its estimate θ̂ (central

value) and uncertainty ±δθ3. The prior usually consists of a pre-existing measurement

which characterizes the nuisance parameter (e.g. a luminosity measurement), a theo-

retical insight or a physical constraint. Nuisance parameters which are not a priori con-

strained by any measurement or consideration are assigned uniform priors.

3The interval [θ̂ − δθ; θ̂ + δθ] forms a 68% CL interval, constructed in a way such that it will contain
the true parameter value 68% of the time, corresponding to a ±1σ interval under a Gaussian distribution.
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For parameters which can take either negative or positive values, a Gaussian p.d.f of-

ten provides a reasonable model for one’s degree of belief regarding the nuisance param-

eter. For positively-defined quantities such as the ones we are considering (efficiencies,

NPL rates, etc.), a log-normal p.d.f is generally prefered rather than a Gaussian truncated

at zero. It also has useful properties which make it better suited in these cases where the

nuisance parameter describes a multiplicative correction.

Using the method described below, nuisance parameters can be handled by estimat-

ing their central values and uncertainties from the data. In this analysis, normalization

uncertainties on the NPL backgrounds are assigned a uniform prior with quasi-infinite

range, as we explicitly want these parameters to be inferred and constrained from the

data.

Other normalization-only uncertainties are assigned a log-normal prior. Uncertain-

ties which distort the shapes of the distributions are evaluated by providing the tool with

"shifted" distributions obtained after varying the corresponding nuisance parameter by

±1σ, and according to the method described in Ref. [263].

Statistical uncertainties related to the finite MC statistics are treated with the Barlow-

Beeston method, detailed in Ref. [263, 264]. This method represents the overall statistical

uncertainty on the predicted number of events from all sources by assigning a single

nuisance parameter to each bin of the fitted distributions, with a Poisson or Gaussian

prior depending on the statistics.

Maximum likelihood estimation

In order to estimate the POI and its uncertainty, we start by constructing a binned

likelihood function which incorporates all known information regarding the different

parameters of the model.

The likelihood function L(data|µ, θ) quantifies the compatibility between the ob-

served data and the prediction, for given values of the POI and nuisance parameters.

In our case, it can be expressed as the product of the Poisson probabilities (counting

experiments) associated with all the bins i included in the fit, as:

L(data|µ, θ) =∏
i

µ · si(θ) + bi(θ) + αe · Be
i (θ) + αµ · B

µ
i (θ)]

Ni

Ni!

× e−µ·si(θ)−bi(θ)−αe·Be
i (tθ)−αµ·Bµ

i (θ) ,

(4.5)

where Ni is the observed number of events in each bin; si and bi are the expected signal

and background yields in each bin; θ is the set of nuisance parameters associated with

log-normal priors; B
e,µ
i are the yields of the nonprompt electron and muon backgrounds

in each bin; αe,µ are the parameters which determine the normalization of the NPL back-

grounds and are left free in the fit (flat priors).
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The prevalent maximum likelihood estimation (MLE) method is then used to estimate

the parameters. It consists in finding the point in the parameter space which makes the

likelihood function maximal, i.e. for which the observed data are the most "probable".

For computational simplicity, it is more common to instead minimize −2 ln(L). This is

solved numerically using the Minuit tool [265].

Profiled likelihood ratio

In order to draw conclusions from the data, a test statistic quantifying the compatibility

between the data and a given hypothesis H must be defined. It condenses the signal-to-

background discrimination information into a single value.

A common test statistic to test the hypothesised signal strength µ corresponds to the

ratio of profiled4 likelihood functions:

Q =
L(data|µ, θ̂µ)

L(data|µ̂, θ̂)
. (4.6)

The numerator corresponds to the case where the signal strength is fixed to a given value,

while in the denominator it is treated as a free parameter. The values of the nuisance

parameters maximising the likelihood are profiled separately in each case. θ̂µ is the pro-

filed conditional estimator for a specific value of µ, while µ̂ and θ̂ are global maximum

likelihood estimators. By construction, as the numerator of the ratio can not exceed the

denominator, this profile likelihood ratio (PLR) is bounded between 0 and 1, with higher

values indicating better compatibility between the data and the hypothesised value of µ.

In the present case, we are interested in determining whether the observed data sup-

ports the background hypothesis H0 (null hypothesis, µ = 0) or not, i.e. whether the

following PLR is compatible with zero or significantly differs from it:

λ0 ≡ −2 ln(Q) = −2 ln
(L(data|µ = 0, θ̂0)

L(data|µ̂, θ̂)

)

. (4.7)

Significance and p-value

The significance of the observed result is obtained from the p-value p0, corresponding to

the probability of getting a result at least as "unlikely" as the observed value, assuming

the background hypothesis H0 to be true:

p0 =
∫ ∞

λobs

f (λ0|H0)dλ0 , (4.8)

where f (λ0|H0) is the p.d.f of the test statistic under the assumption of H0. The hypothe-

sis is then rejected if p0 is found less or equal to a fixed threshold specified before carrying

out the test. The p-value can be directly translated into the significance Z = Φ−1(1− p0),

4"Profiling" a likelihood function amounts to maximising it with respect to all but one parameter.

120



Chapter 4. Search for tZq production at
√

s =13 TeV

expressed in units of Gaussian standard deviations σ, where Φ−1 is the inverse of the cu-

mulative distribution (or quantile) of the standard Gaussian.

In HEP, the standard thresholds for claiming an evidence or a discovery are set to Z = 3

and Z = 5, corresponding to p-values of 1.4 × 10−3 and 2.9 × 10−7 respectively for the

background hypothesis. For the purpose of excluding a signal hypothesis, a threshold

p-value of 0.05 is often used, which corresponds to Z = 1.64. More details about the

procedure for determining upper limits are given in Chapter 5.

Asymptotic limit

In many cases, the complete distribution of the likelihood-ratio statistic is difficult to

determine. Besides, calculating the expected significance may require the generation of

a large number of simulated pseudo-experiments (commonly referred to as "MC toys"),

which is very computationally intensive.

These problems can be overcome by the application of Wilks’ theorem [266, 267] and

approximate formulae from Wald [268], which hold in the asymptotic regime (large sam-

ple limit n → ∞). It is one of the reasons why the MLE method is among the most used

for statistical inference. Wilks’ theorem [266, 267] states that the likelihood-ratio statistic

λµ is asymptotically distributed following a χ2 distribution, with n degrees of freedom

corresponding to the number of POIs.

As a result, the significance can be computed very quickly by simply comparing the

value of the test statistic to the value of the χ2 function for a given confidence level. For

example, a test statistic λµ > 3.84 corresponds to a p-value pµ = 5% and allows the

rejection of H0 at 95% CL5.

Another important consequence is that the median expected significance for a given

hypothesis can be asymptotically approximated using an Asimov dataset [261] instead of

MC toys. The Asimov dataset is a representative dataset, in which the estimates of all

parameters are set to their expected values, and statistical fluctuations are suppressed.

In this analysis, the signal strength is extracted from a profiled likelihood scan in all

the regions and channels simultaneously, representing a total of 12 distributions. The

BDT discriminants are used in the 1bjet and 2bjets regions, while the mT(W) distribution

is used in the 0bjet control region.

4.10 Results

The observed tZq signal strength is measured to be:

µ = 1.31+0.35
−0.33 (stat) +0.31

−0.25 (syst) . (4.9)

The reference NLO cross section is σSM(pp → tℓ+ℓ−q) = 94.2+1.9
−1.8 (scale) ±2.5 (PDF) fb,

for mℓ+ℓ− > 30 GeV. The measurement is thus extrapolated from the considered phase

53.84 is the 95th percentile of the χ2 distribution with 1 degree of freedom (µ).
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space (see Sec. 4.5), which requires the presence of 3 leptons (electrons or muons) and

constrains mℓ+ℓ− to be within 15 GeV of the Z boson mass, to express the measured cross

section:

σ(pp → tℓ+ℓ−q) = 123+33
−31 (stat) +29

−23 (syst) fb , (4.10)

where ℓ stands either for electrons, muons, or τ leptons. The overall impact of systematic

uncertainties is estimated by taking the difference in quadrature of the 68% CL intervals

derived in the nominal fit, and in a separate fit where the corresponding nuisance pa-

rameters are not considered.

The corresponding observed significance against the null hypothesis is 3.7σ, and thus

this measurement represents the first evidence for the tZq process. The expected signif-

icance estimated from an Asimov dataset is 3.1σ, and the associated 68% CL interval is

µ ∈ [1.4, 5.9].

The measurement was repeated separately in each channel, and the corresponding

results are listed in Table 4.4. The most sensitive channel is the µµµ channel. This is rather

expected because muons are typically reconstructed with better precision compared to

electrons at CMS. Moreover, the rate of nonprompt electrons being larger than for muons,

tighter requirements must be applied to electrons at the cost of lower statistics. The

observed and post-fit expected yields for all the considered processes in the 1bjet signal

region are given in Table 4.5.

Table 4.4: Observed signal strength, and expected and observed significance in each separate channel.

Channel Signal strength Expected signif. (σ) Observed signif. (σ)

eee 1.32+1.14
−0.99 1.2 1.6

eeµ 0.66+0.78
−0.63 1.3 1.1

µµe 0.01+0.97
−0.01 1.2 0.0

µµµ 1.22+0.75
−0.63 2.2 2.1

The figure 4.12 shows the post-fit data-to-prediction comparisons of several input vari-

ables, after the POI and nuisance parameters have been constrained by the data, for each

of the 3 regions. From the distributions and their pulls6, it can be seen that the data and

MC simulation are in very good agreement.

The post-fit data-to-prediction comparisons of the distributions used to perform the

signal extraction are shown in Fig. 4.13. It is clearly visible that the signal significance

is primarily driven by the signal-like bins of the BDT output in the 1bjet signal region,

where the signal is concentrated. The main background contamination in these bins is

due to the NPL background, which represents the main limiting factor for the sensitivity

of this analysis.

6The pull [269] of a random variable x following a Gaussian distribution of mean µ and width σ is

defined as g = x−µ
σ . It quantifies the difference between the observation and expectation in number of

standard deviations.
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Figure 4.12: Post-fit data-to-prediction comparisons in the 1bjet signal region (top), 2bjets control
region (centre) and 0bjet control region (bottom) for several input variables used to train the BDTs.
From left to right, the variables are ranked 1st, 17th, 2nd (top and middle) and 3rd, 4th, 8th (bottom)
respectively in the descriptive Table 4.3. The 4 channels are summed. The hatched bands represent

the total uncertainty on the prediction.
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Table 4.5: Observed and post-fit expected yields for each considered process in the 1bjet signal region,
for each individual channel and their sum. The total uncertainties on the predictions are indicated.

Process eee eeµ eµµ µµµ All channels
tZq 5.0 ± 1.5 6.6 ± 1.9 8.5 ± 2.5 12.3 ± 3.6 32.3 ± 5.0
tt̄Z 3.7 ± 0.7 4.7 ± 0.9 6.1 ± 1.2 8.0 ± 1.5 22.4 ± 2.2
tt̄W 0.3 ± 0.1 0.3 ± 0.1 0.7 ± 0.2 0.6 ± 0.2 1.9 ± 0.3
ZZ 4.8 ± 1.3 3.2 ± 0.9 9.0 ± 2.5 7.8 ± 2.2 24.7 ± 3.6

WZ+b 3.0 ± 0.9 3.4 ± 1.1 4.6 ± 1.4 5.5 ± 1.7 16.6 ± 2.6
WZ+c 9.0 ± 2.4 13.7 ± 3.7 18.0 ± 4.9 24.2 ± 6.5 64.8 ± 9.3

WZ+light 12.2 ± 1.6 16.6 ± 2.0 22.4 ± 2.8 29.1 ± 3.4 80.3 ± 5.1
tt̄H 0.6 ± 0.2 0.9 ± 0.3 1.0 ± 0.3 1.5 ± 0.4 4.0 ± 0.6

tWZ 1.0 ± 0.3 1.3 ± 0.4 1.7 ± 0.5 2.4 ± 0.7 6.5 ± 1.0
NPL: electrons 19.2 ± 3.1 0.6 ± 0.1 17.9 ± 2.8 - 37.7 ± 4.2
NPL: muons - 7.2 ± 2.3 31.1 ± 9.9 15.3 ± 4.9 53.6 ± 11.3

Total 58.8 ± 4.8 58.4 ± 5.5 121 ± 12 107 ± 10 345 ± 18
Data 56 58 104 125 343
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Figure 4.13: Post-fit data-to-prediction comparisons of the distributions used for signal extraction.
Left: BDT output in the 1bjet signal region; middle: BDT output in the 2bjets control region; right:
mT(W) distribution in the 0bjet control region. The 4 channels are summed. The hatched bands

represent the total uncertainty on the prediction.

The figure 4.14 shows the post-fit central values and uncertainties of all the nuisance

parameters included in the MLE. Nuisance parameters are ranked in decreasing order,

based on the impact of a ±1σ variation of their central values on the signal strength.

The uncertainties related to the normalizations of the nonprompt muon and electron

backgrounds have the largest impact on the final result, and contribute the most to the

total systematic uncertainty. Other major sources of uncertainty are related to the choice

of scale at parton shower level (2nd), the light-flavour contamination in the derivation of

b-tagging scale factors (4th), the normalization uncertainty on the tt̄Z process (5th), and

the PDF uncertainty (6th).

The nuisance parameter related to the normalization of the WZ+light-flavour jets
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(ranked 21st) has its central value shifted by about −1σ and its input uncertainty con-

strained by about half after the fit. This corresponds to a ∼ 30% decrease of the corre-

sponding yield. A comparable deficit was observed for some jet multiplicities by a ded-

icated CMS measurement [270] of the WZ+jets production cross section, using the same

dataset (see Fig. 2 of the reference). It was verified that this feature does not affect the

results. First, as a simple cross check, the relative uncertainty on the WZ+light-flavour

normalization is increased to 50%, and the final fit is repeated to verify that this does

not impact its convergence. In addition, the pre-fit to the mT(W) distribution in the 0bjet

control region (see Sec. 4.6) is repeated, with the WZ+light-flavour yield being fitted si-

multaneously with the NPL background yields. This results in a scale factor for this

process (0.73 ± 0.11) very compatible with that obtained in the final fit. Finally, as can be

seen in Fig. 4.8, it was verified that the data are well described in the WZ+light-flavour

enriched region.
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Figure 4.14: Post-fit central values (black dots) and uncertainties (error bars) of the nuisance param-
eters, compared to their pre-fit values. On the right-hand side, the impact ∆µ of the variation of the

central value of each nuisance parameter by ±1σ on the signal strength is shown.
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4.11 Cross-check and optimization studies

This section presents a selected subset of cross-check and optimization studies which I

carried out to verify that the fit is robust and stable, and to try to improve the sensitivity

of the analysis.

Cross-checks

As it was already mentioned, extensive studies were performed to guide the strategy

regarding the NPL backgrounds, and verify its robustness. After the 2-steps procedure

described in Sec. 4.6 was adopted, the analysis was repeated several times with different

settings to quantify their impacts on the results. For instance:

• Alternative variables were used in the 0bjet region to obtain the pre-fit normal-

izations of the NPL backgrounds, while retaining the mT(W) variable for the final

fit. The invariant mass of the trilepton system m3l and the ✓✓ET variables were tried

out, since they are expected to provide good separation between the WZ+jets and

DY+jets processes as well;

• The use of single pre-fit renormalization scale factors per channel and NPL back-

ground was compared to the use of single scale factors per NPL background;

• In the pre-fit, it was tried to remove the constraints on the normalizations of the

WZ+jets processes, or those of all backgrounds;

• In the final fit, instead of leaving the NPL normalizations freely floating, sev-

eral fixed log-normal uncertainties were tried out. In particular, it was found

that setting instead a large log-normal uncertainty of 100% independently for the

nonprompt electrons and muons rates increased the observed signal strength by

∼ 10%, and its uncertainty by ∼ 5%. This is somewhat expected, as the signal

and NPL backgrounds have similar BDT responses (see Fig. 4.13), and hence con-

straining (reducing) the normalizations of the NPL backgrounds increases that of

the signal.

Overall, all these verifications confirmed that the adopted strategy regarding the NPL

backgrounds is robust, and that the final results are very stable once the NPL back-

grounds are reasonably under control.

Moreover, to investigate a possible bias of the fitting procedure related to the tt̄Z pro-

cess, the analysis was repeated to measure simultaneously the tZq and tt̄Z cross sections.

This leaves the observed results for the tZq signal unchanged within 1%.

Finally, the results were verified by a cut-and-count analysis carried out by CMS col-

leagues. It is based on the yields observed in regions close to those defined in the present

analysis, and uses the same strategy to obtain the NPL background samples and their

pre-fit normalizations. The results from both analyses are in agreement.
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• BDT against NPLs in 0bjet region: Contrary to the signal region, whose contami-

nation by NPL backgrounds is not large enough to include them in the BDT train-

ing, the 0bjet region contains a sizeable number of events containing a NPL. Thus,

a BDT dedicated to the discrimination of the NPL backgrounds (against all other

processes) is trained in this region, to replace the mT(W) variable. The list of input

variables is the same as in the signal region, except those from the MEM (since it

is not computed in this region), and those involving a b-tagged jet (since there is

none). The figure 4.15 (b) shows the resulting distribution.

• Split signal regions: The 1bjet signal region is split into 2 categories, based on the

presence of either 2 or 3 jets in the events, and BDTs are trained separately in each

sub-category. The corresponding BDT responses can be seen in Fig. 4.16, for the

sum of the 4 channels.

(a) (b)

Figure 4.16: Outputs of the BDTs trained with signal region events containing either (a) 2 or (b) 3 jets.
The 4 channels are summed.

• Additional jet category: In order to try and retain a larger number of signal events,

at the cost of a lower S/B ratio, an additional category containing a single jet which

must be b-tagged (1j,1b) is included into the fit. Dedicated BDTs are trained in

this category, using the same input variables as in the signal region, except those

requiring the presence of at least 2 jets, or obtained from the MEM.

• Lower lepton pT thresholds & BDT against NPLs in signal region: In order to

verify whether the analysis could benefit from the use of looser requirements, the

expected significance is computed for different pT thresholds. Thresholds as low as

20/20/10 GeV were tested, resulting in an enhancement of the signal statistics by

∼ 40%, at the cost of a much larger NPL yield. As this modification impacts signif-

icantly the yields of the different processes in each region, different configurations

are compared. For example the treatment of the NPL background is varied (use of

a BDT instead of mT(W) in the 0bjet region, including the NPL backgrounds in the
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BDT trainings, etc.), and a tighter b-tagging working point is compared to the de-

fault. Moreover, since the NPL statistics increases significantly in the signal region,

a BDT is trained specifically to separate the signal from the NPL backgrounds in

this region. Then, only events which are sufficiently signal-like according to this

BDT are retained for the final, default fit. To avoid overtraining, only a small subset

of 5 input variables are used. One BDT was trained per channel, plus 1 in all chan-

nels. Figure 4.17 shows the output of the default BDT in the 1bjet signal region,

before and after imposing a requirement on the value of the BDT trained against

NPLs.

(a) (b)

Figure 4.17: Output of the BDT in the signal region (a) before and (b) after imposing a requirement on
a dedicated BDT trained to reject the NPL backgrounds, as explained in the text. The pT requirements

are loosened. The 4 channels are summed.

Overall, these studies did not yield any significant improvement on the expected sig-

nificance, or decreased it, thus confirming that the design of the default analysis is al-

ready satisfying. The most promising idea was found to be the use of looser lepton

pT thresholds, associated with a requirement on the value of an additional BDT trained

to separate tZq from the NPL backgrounds in the signal region (∼ 10% gain). However,

this modification to the analysis was not adopted because of time constraints and the

need for MEM reprocessing.

4.12 Discussion

This analysis found the first evidence for the rare tZq process, corresponding to an

observed (expected) significance of 3.7σ (3.1σ). The observed tZq signal strength µ =

1.31+0.35
−0.33 (stat) +0.31

−0.25 (syst) is compatible with the SM NLO prediction, and the sensitivity

is mainly statistically-limited. The reference and observed cross sections are σSM(pp →
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tℓ+ℓ−q) = 94.2+1.9
−1.8 (scale) ±2.50 (PDF) fb and σ(pp → tℓ+ℓ−q) = 123+33

−31 (stat) +29
−23 (syst)

fb respectively. These results were published in the journal Physics Letter B [271].

Around the same period, an analysis [228] from the ATLAS collaboration target-

ing the same final state also reported an evidence for tZq production, with an ob-

served (expected) significance of 4.2σ (5.4σ). This analysis uses a reference cross section

σ(pp → tZq) = 800+6.1
−7.4% fb including all tZq final states. The reported measured cross

section is σ(pp → tZq) = 600 ± 170 (stat) ±140 (syst) fb, compatible with the prediction.

Apart from the difference due to the consideration of the Z → ℓℓ branching ra-

tio (∼ 10%) or not, the ATLAS reference cross section is computed in the 4-flavour

scheme (instead of the 5-flavour scheme at CMS). Moreover, it does not account for non-

resonant production (see Fig. 1.2.3) and interferences with off-shell Z/γ∗ (and hence

does not include the mll > 30 GeV requirement). Different renormalization scales were

also adopted. For all but the latter point, regarding which more theoretical guidance is

needed, numerous discussions within the LHC top quark community tended to validate

the CMS approach. When accounting for all these differences, the cross sections of both

analyses were found to be consistent.

Both analyses follow comparable strategies, based on MVA techniques to discrimi-

nate the signal and a binned MLE for signal extraction. While the present analysis uses

BDTs and extracts the signal from 12 separate categories, the ATLAS analysis extracts

the signal from a neural network (NN) discriminant in a single category. This category

contains events with 3 electrons or muons having pT > 28/25/15 GeV, among which an

OSSF pair with |mll − mZ| < 10 GeV. Events must contain exactly 2 jets with pT > 30

GeV, among which exactly 1 b-tagged jet, and must satisfy mT(W) > 20 GeV. Several

reasons may explain the difference in expected significance between the 2 analyses, as

summarised in the following.

First of all, an important difference is that the ATLAS analysis uses a leading-order

signal sample rescaled to a NLO cross section, while the present analysis uses a sample

generated at NLO accuracy. Since a sample generated at LO does not include additional

QCD radiations, all signal events are generated with exactly 2 jets at matrix element

level (i.e. the b-jet and the recoiling light jet). On the other hand, when using a NLO

sample, a significant fraction (up to 30%) of signal events feature a 3rd reconstructed jet,

which is why the present analysis had to extract the signal from both the 2- and 3-jets

categories. The "artificial" concentration of signal events in the 2-jets category may result

in an overestimation of the expected significance, because it has a much larger S/B ratio

than its 3-jets counterpart. Moreover, it is easier to correctly assign the jet coming from

the top quark decay and the recoiling jet, which are used to build the most powerful

input variables to the MVA.

The treatments of the NPL backgrounds also differ. In the ATLAS analysis, the con-

tributions from the tt̄ and DY+jets processes are separated. The shape of the tt̄ process

is taken from the MC simulation, and a renormalization scale factor is extracted from
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a dedicated control region, with an uncertainty of ∼ 40%. The DY+jets process is esti-

mated with a data-driven technique, and rescaled with a scale factor from a sideband

region differing from the signal region only by the inversion of the mT(W) requirement.

Furthermore, this process is included in the training of the NN. This has a direct effect

on the results, since the signal-like bins of the MVA discriminant are then much less

contaminated by NPL backgrounds. On the contrary, the present analysis considers the

flavour of the NPL rather than the process, leaves the NPL rates free in the fit, and does

not include the NPL backgrounds in the training (low statistics).

Finally, the ATLAS analysis benefits from a better b-tagging algorithm, which achieves

a comparable performance for a mistag rate about 10 times lower (ǫbtag = 77%, ǫmis =

1%). This was at least the case in 2016, as ATLAS had already upgraded its pixel detec-

tor with an additional detection layer closer to the interaction point, while CMS did the

same during the 2016–2017 winter shutdown. This comparative advantage contributes

to the reduction of backgrounds with several b-jets such as tt̄Z or tt̄ , and in turn allows

for looser lepton pT thresholds and a tighter window on the Z boson mass. This results

in increased signal statistics and purity.

A newer CMS analysis [229] combining the 2016 and 2017 datasets reported the first

observation of the tZq process, with an observed (expected) significance of 8.2σ (7.7σ).

While following closely the strategy of the present analysis, several improvements led to

an important gain in sensitivity.

Most importantly, the cut-based approach for lepton identification (see Sec. 4.4) was

replaced by the use of the BDT-based "lepton MVA" discriminant. It was developed in

the context of searches for tt̄H and SUSY processes in multilepton final states, and allows

for a much better rejection of NPLs. In addition, the use of a state-of-the-art DNN-based

b-tagging algorithm leads to a more efficient background rejection.

These newer tools are used in the analyses presented in Chapter 5, and are described

there. Although their use had been considered and advertised at the time by the authors

of the present analysis, they could not be incorporated due to tight time constraints.
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This chapter presents a search for the associated production of a single top quark and

a Higgs boson, denoted tH. The study uses a data sample of proton-proton collisions

at
√

s = 13 TeV recorded in 2017 by the CMS experiment, and targets the Higgs boson

decays H → WW∗, ττ̄ and ZZ∗, in multilepton final states. Upper limits are derived on

the combined tH + tt̄H production cross section, and constraints are placed on the value

of the top quark Yukawa coupling.

I implemented and performed the entire analysis, from the processing of the data up

to the final results. This study is directly inspired by a previous CMS analysis based on

the 2016 dataset [272], and follows closely the strategy and tools used by the tt̄H search

in multilepton final states based on the 2017 dataset [273]. This close connection between

the tH and tt̄H analyses will be emphasised throughout this chapter, and is desirable

mainly for two reasons: firstly, the present analysis greatly benefits from state-of-the-

art ingredients developped by the tt̄H group; secondly, this will facilitate the planned

combination of the two analyses, as discussed in Sec. 5.11.
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A CMS colleague also performed this analysis as part of her PhD, using another inde-

pendent framework developped by the tt̄H group. A considerable effort was dedicated

to synchronize my framework with theirs. I have re-implemented all the selections of

the tH and tt̄H analyses, so that I could also contribute to the latter. After verifying that

all our results are in very good agreement (at %-level), we derived a single set of final

results.

In addition, I re-adapted the main tH study in order to search for new physics in

the associated production of a single top quark and a Higgs boson via flavour-changing

neutral current (FCNC) interaction. I performed the entire analysis up to the final results,

which represent the most stringent upper limits to date on the process under study.

These analyses and their results were reviewed and approved in the context of thesis

endorsements carried out by the CMS Higgs and Top groups respectively. Both analyses

were made blind, i.e. they were designed based on the MC simulation, and the data-to-

simulation agreement was first verified in background-enriched control regions.

The first section consists in a broad introduction of the context and motivations for the

study of the tH process. Next, the data and simulation samples are listed. The object

identification and selection is described in Sec. 5.3, and the event selection in Sec. 5.4.

Distributions obtained in the signal and control regions are shown in Sec. 5.5. Section 5.6

details the procedure for the estimation of reducible backgrounds. The signal discrim-

ination based on a multivariate analysis, the treatment of systematic uncertainties and

the signal extraction are described in Sec. 5.7-5.9. The results are presented in Sec. 5.10

and discussed in Sec. 5.11.

Finally, a search for FCNC interactions is presented in Sec. 5.12. After introducing its

context and motivations, its differences with respect to the main analysis are highlighted.

To conclude, the results are presented and discussed.

5.1 Introduction

Context

As was mentioned in the first chapter, the study of the Higgs boson is a core focus of

the LHC physics programme. Precise measurements of its properties represent a crucial

step towards the deeper understanding of the electroweak symmetry breaking mecha-

nism and the underlying physics.

The Higgs boson discovered at a mass of 125 GeV has its couplings to gauge bosons

and fermions precisely specified by the SM (see Fig. 1.14). The measurements of these

couplings are usually expressed within the "κ-framework" [274]. This theoretical frame-

work introduces a set of dimensionless coupling modifiers ~κ to parameterise possible

deviations of the Higgs boson couplings to other particles with respect to SM predic-

tions. For instance, the coupling modifier for a given production process i is defined as:

κ2
i = σi/σSM

i . Hence, by construction, the current best available SM predictions on these

parameters are recovered when all κi are equal to 1.
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Table 5.1: NLO productions cross sections at
√

s = 13 TeV for the tHq, tHW and tt̄H processes,
both in the SM and inverted top coupling (ITC) scenarios. The values are computed with MAD-

GRAPH5_aMC@NLO and expressed in fb.

[fb] SM ITC
tHq 70.96 793
tHW 15.61 147
tt̄H 507 507

Likewise, tH production is also sensitive to the possible CP-violating nature of the

coupling between the top quark and the SM scalar Higgs boson (i.e. with spin-0, as

supported by the current data), which can be encoded in the effective Lagrangian [279–

281]:

Lt
CP = −ψ̄t

(

cos(α) κHtt gHtt + i sin(α) κAtt gAtt γ5
)

ψt X0 , (5.1)

where X0 labels a generic spin-0 particle with CP-violating couplings, α is the CP-mixing

phase, κHtt,Att are real dimensionless parameters rescaling the magnitudes of the CP-

even and CP-odd couplings, and gHtt = gAtt = mt/v with v ∼ 246 GeV. In particular,

for κt = κV = 1, the case α = 0 corresponds to a pure CP-even (scalar) coupling and

recovers the SM cross section, while the case α = π/2 corresponds to a pure CP-odd

(pseudoscalar) coupling. Any intermediate value signals CP violation, and α = π/4

corresponds to a maximally CP-violating angle. A continous rotation in the scalar-

pseudoscalar plane up to α = π recovers the tH cross section prediction of the ITC

scenario.

Finally, similarly to the tZq process, the tH process is sensitive to the production of

some FCNC processes which share similar final states. This is the focus of the analysis

presented in Sec. 5.12. Therefore, the tH process possesses unique features, and the mea-

surement of its cross section represents an important test of the SM as well as a possible

gateway to new physics.

This analysis follows closely the strategy of the search for tt̄H in multilepton final

states using 2017 data [273], and benefits from many ingredients developped by the

tt̄H group. It is also directly inspired by the previous CMS tH analysis based on the

2016 dataset [272], which restricted the range of κt to [-1.25, 1.60] at 95% CL, assuming

κV=1. Its combination with other CMS analyses targeting different decay modes of the

Higgs boson allowed excluding values of yt below about −0.9 × ySM
t at 95% CL. This is

assuming κV=1, and assuming no contribution from BSM physics in the other channels

(e.g. H→ γγ).

Signals and backgrounds

This analysis is specifically designed to have maximal sensitivity to the tHq process.

Indeed, it has a cross section significantly larger than that of tHW, and it features a for-

ward recoiling jet in its final state (like all t-channel processes) which can be used to

discriminate backgrounds efficiently. On the opposite, the tHW process has kinematics
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which resemble that of the tt̄H process, making it difficult to isolate. Ultimately, as de-

scribed in Sec. 5.9, the tHq, tHW and tt̄H signals are fitted together in order to maximise

the sensitivity to yt.

The final states considered in this analysis contain either 2 same-sign leptons (2ℓSS)

or 3 leptons (3ℓ), where ℓ stands either for electron or muon. Like in the tZq analysis, a

smaller contribution is due to leptonically-decaying τ leptons. These final states target

the leptonic decay of the top quark and the Higgs boson decays to WW∗, ττ̄ or ZZ∗,

which respectively represent about 76%, 20% and 3.5% of the selected signal events.

The main irreducible backgrounds are the tt̄W , tt̄Z and WZ+jets processes. As in

the tZq analysis, all irreducible backgrounds containing prompt leptons are estimated

from the MC simulation. The contribution from photon conversions to e+e− pairs is also

estimated from simulated samples.

The 2ℓSS signature is quite rare among SM processes. The contamination from irre-

ducible backgrounds is relatively limited in this channel, but nonprompt lepton back-

grounds contribute substantially. In this channel, an additional background arises from

the possible misidentification of the charge of a final state lepton. It is mostly due to the

strongly asymmetric conversions of hard bremsstrahlung photons radiated by the initial

lepton. This process is much more likely for electrons than muons.

In case the initial electron loses most of its energy to a radiated photon converting into

an e+e− pair, and if the electron having a charge opposite to that of the initial electron

carries most of the initial momentum or is the only one to be reconstructed, the resulting

track will have a curvature opposite to that of the initial electron. As a result, its charge is

misidentified. The nonprompt and charge misidentification reducible backgrounds are

estimated from the data, with the procedures described in Sec. 5.6.

5.2 Datasets and simulated samples

Datasets and trigger selection

This analysis uses the full dataset collected in 2017 by CMS, which represents an inte-

grated luminosity of 41.5 fb−1. Events are selected by trigger algorithms relying on the

presence of either 1 or 2 high-pT leptons. In the 3ℓ channel, trilepton triggers are also

included in the combination.

Differences in efficiency to pass the triggers for data and simulated events are cor-

rected by reweighting simulated events with the corresponding ratio ǫdata/ǫMC . These

scale factors (SFs) are derived using samples of Z/γ∗ → ee and Z/γ∗ → µµ events,

recorded with~✓✓ET triggers uncorrelated with lepton triggers. Their values and uncertain-

ties are listed in Table 5.2, as provided by the tt̄H group.
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Table 5.2: Trigger efficiency scale factors applied to simulated events, and their uncertainties related
to the limited statistics of the data and simulated samples.

Channel Leading lepton pT Scale factor
eµ < 35 GeV 0.952 ± 0.008

35 < pT ≤ 50 GeV 0.983 ± 0.003
≥ 50 GeV 1.000 ± 0.001

µµ < 35 GeV 0.972 ± 0.006
≥ 35 GeV 0.994 ± 0.001

ee < 30 GeV 0.937 ± 0.027
≥ 30 GeV 0.991 ± 0.002

3ℓ – 1.000 ± 0.050

Monte Carlo samples

The tHq, tHW and tt̄H samples are generated with a set of per-event weights corre-

sponding to different values of the κt and κV coupling modifiers and the CP-violating

angle α. The tHq and tHW signal events are generated with MADGRAPH5_aMC@NLO

at LO precision, and are normalized to NLO cross sections. The tt̄H process and the

major tt̄Z and tt̄W backgrounds are generated with MADGRAPH5_aMC@NLO at NLO

precision, and are normalized to NLO cross sections. The tHq and tt̄H samples are gen-

erated in the 4FS, while the tHW sample is generated in the 5FS to avoid interferences

with tt̄H at LO1 [280]. The NNPDF3.0 [225] PDF set is used.

Other minor backgrounds are simulated at NLO or LO precision using the POWHEG,

MADGRAPH or PYTHIA generators, and scaled to their NLO cross sections when avail-

able. All generated events are interfaced with PYTHIA for the parton showering and

hadronization. The MC simulation samples used to model the signal and the irreducible

backgrounds are listed in Table 5.3 with their input cross sections and generators indi-

cated.

5.3 Object identification and reconstruction

5.3.1 Leptons

The aim of the object identification and reconstruction is to select prompt electrons

and muons originating from the decay of a W boson, Z boson or τ lepton, while rejecting

nonprompt leptons (NPLs) and electrons arising from photon conversion. Following the

approach used by the tt̄H group, leptons are categorised as loose, fakeable or tight leptons.

These lepton categories are used respectively for preselection, estimation of the NPL

background, and for final results. By construction, tight leptons are also fakeable, and

fakeable leptons are also loose.

1For example, a singly-resonant tt̄H diagram produces the final state t(bW)H. This would interfere
with a LO Feynman diagram for tHW production in the 4FS featuring a spectator b quark, producing the
equivalent final state tHW(b).
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Table 5.3: Simulated samples used in the analysis with the corresponding generators and normaliza-
tion cross sections, accounting for the relevant branching ratios.

Process MC generator σ [pb]

pp → tHq MADGRAPH5_aMC@NLO 0.071
pp → tHW MADGRAPH5_aMC@NLO 0.016
pp → tt̄H MADGRAPH5_aMC@NLO 0.51
pp → tt̄Z, tt̄ → 2ℓ2ν2b
mℓℓ > 10 GeV MADGRAPH5_aMC@NLO 0.25
1 < mℓℓ < 10 GeV MADGRAPH5_aMC@NLO 0.053
pp → tt̄W + jets, W → ℓν MADGRAPH5_aMC@NLO 0.20
pp → tt̄WW MADGRAPH 0.012
pp → WZ → 3ℓν MADGRAPH5_aMC@NLO 5.06
pp → ZZ̄ → 4ℓ POWHEG 1.26
pp → tZq, Z → ℓℓ MADGRAPH5_aMC@NLO 0.076
Rares
pp → ggH, H → ZZ̄ → 4ℓ POWHEG 0.012
pp → VH, H 9 bb̄ MADGRAPH5_aMC@NLO 0.96
pp → tt̄tt̄ MADGRAPH5_aMC@NLO 0.0091
pp → tt̄tW MADGRAPH 0.00073
pp → tt̄WH MADGRAPH 0.0011
pp → tWZ, Z → ℓℓ MADGRAPH 0.011
pp → WW (Double scattering) MADGRAPH 1.92
pp → WW + jj (EWK) MADGRAPH 0.037
pp → WWW MADGRAPH5_aMC@NLO 0.21
pp → WWZ MADGRAPH5_aMC@NLO 0.17
pp → WZγ MADGRAPH5_aMC@NLO 0.043
pp → WZZ MADGRAPH5_aMC@NLO 0.056
pp → ZZZ MADGRAPH5_aMC@NLO 0.014
γ-conversions
pp → tt̄γ + jets MADGRAPH5_aMC@NLO 4.09
pp → tγ + jets MADGRAPH5_aMC@NLO 1.02
pp → tW + jets, W → ℓν MADGRAPH 14560
pp → Z + jets, Z → ℓℓ MADGRAPH 1343
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Loose leptons are preselected first, before more stringent criteria are applied to iden-

tify fakeable and tight leptons. Electrons found within a cone of radius ∆R< 0.3 around

any preselected muon are removed. The same applies for hadronic taus reconstructed

within ∆R< 0.3 of any preselected lepton. Hadronically-decaying τ leptons are only re-

constructed in this analysis for the purpose of removing closeby jets, as mentioned later

in this section. They are required to satisfy a very loose working point of a MVA-based

discriminant, following official CMS recommandations.

Selection criteria

Muons are considered if they have pT > 5 GeV and |η| < 2.4, and electrons if they have

pT > 7 GeV and |η| < 2.5. The selection criteria corresponding to the loose, fakeable and

tight categories are listed in Tables 5.4 and 5.5, for muons and electrons respectively.

The categorisation is based on several variables such as: the longitudinal and transverse

impact parameters of the lepton’s track relative to the primary vertex (dz and dxy); the

significance of the 3-dimensional impact parameter of the lepton’s track relative to the

primary vertex (SIP3D); the lepton relative isolation Irel with pT -dependent cone size and

pileup mitigation (see Sec. 4.4); the ratio of the lepton pT divided by the pT of the closest

jet (pratio
T = pℓT/p

j
T); the discriminant value of the DeepCSV b-tagging algorithm for the

closest jet.

Table 5.4: Selection criteria used to identify and categorise muons, as described in the text. Criteria
marked with a † are only applied to muons failing the lepton MVA cut, introduced later in this section.

Requirement Loose Fakeable object Tight
|η| < 2.4 X X X

pT > 5 GeV > 10 GeV > 10 GeV
|dxy| < 0.05 (cm) X X X

|dz| < 0.1 (cm) X X X

Irel < 0.4 X X X

Loose PF muon X X X

pratio
T – > 0.6† / – –

Jet CSV – < 0.07† / < 0.4941 < 0.4941
Segment compatibility – > 0.3† / – –

Medium PF muon – – X

Lepton MVA > 0.90 – – X

Furthermore, muons may be required to be associated with track segments in the

muon system compatible with the expected pattern for a minimum ionising particle

("segment compatibility"). Electrons may be required to satisfy quality criteria regard-

ing the width in η of the corresponding ECAL cluster (σiηiη), the ratio of the HCAL and

ECAL energies associated with the electron (H/E), the difference between the reciprocal

of the cluster energy of the electron and the reciprocal of its track momentum (1/E - 1/p),

the response of a BDT trained to separate electrons from jets ("MVA ID", provided by the

CMS e-γ group), and a photon conversion veto.
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Table 5.5: Selection criteria used to identify and categorise electrons, as described in the text. Values
given in the form (a,b,c) correspond to the ranges |η| ≤ 0.8, 0.8 < |η| ≤ 1.479, and 1.479 < |η| ≤ 2.5.

Requirement Loose Fakeable Tight
|η| < 2.5 X X X

pT > 7 GeV > 10 GeV > 10 GeV
|dxy| < 0.05 (cm) X X X

|dz| < 0.1 (cm) X X X

SIP3D < 8 X X X

Irel < 0.4 X X X

MVA ID > (−0.86,−0.81,−0.72)1 > (−0.86,−0.81,−0.72)2 > (−0.86,−0.81,−0.72)2

σiηiη < (0.011, 0.011, 0.030) – X X

H/E < 0.10 – X X

−0.04 < 1/E-1/p – X X

Conversion rejection – X X

pratio
T – > 0.6† / – –

Jet CSV – < 0.07† / < 0.4941 < 0.4941
Number of missing hits < 2 == 0 == 0

Lepton MVA > 0.90 – – X

1 : > (−0.13,−0.32,−0.08) if pT < 10 GeV
2 : > 0.50 if electron MVA ID > 0.90

In the 2ℓSS final state, additional "tight charge" criteria related to the quality of the

charge measurement are applied to reduce the contribution from the charge misidenti-

fication background. For electrons, the independent charge measurements provided by

the ECAL and the tracker must be consistent, while muons are required to have a well-

measured pT (∆pT/pT < 0.2). To reduce the contribution from electrons originating

from photon conversions, electrons are rejected if they miss hits in the innermost tracker

layers, or if they are associated with a successfully reconstructed conversion vertex [282].

In order to reduce potential biases of the NPL background estimation described in

Sec. 5.6, the pT of leptons which fail the tight criteria while satisfying the fakeable criteria

is set to 0.9 times the pT of the closest jet; in case the lepton and jet are separated by

∆R > 0.4, the pT of the fakeable lepton is instead set to pℓ
T= pℓ

T/(pℓ
T + Iℓrel), cf. Eq. 2.5,

and other variables depending on the closest jet are set to 0. This procedure mitigates

the dependence of the NPL estimation on the pT of the parent of the NPL, and thereby

improves the accuracy of the method.

Lepton MVA discriminator

The most important criterion to identify prompt leptons is a BDT-based multivariate

discriminant, referred to as lepton MVA. It was developed by the tt̄H group and is now

also used in the CMS Top quark working group, notably in the tZq and tt̄Z analyses. It

optimally combines different variables to discriminate prompt leptons from nonprompt

leptons (NPLs).

The training is performed separately for electrons and muons. The BDT is trained us-

ing "signal" prompt leptons from an inclusive tt̄H LO sample, and "background" leptons

from semileptonic tt̄ decays. Signal leptons must be matched to prompt leptons at the

generator-level, while background leptons must not be matched to a prompt lepton. The

input variables of this BDT are:
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1. The lepton pT ;

2. The lepton η;

3. SIP3D;

4. dz;

5. dxy;

6. The lepton isolation with respect to charged particles (within a cone of variable

radius 0.05 ≤ ∆R ≤ 0.2, depending on the lepton pT);

7. The lepton isolation with respect to neutral particles (idem);

8. The response of the DeepCSV b-tagging algorithm for the closest jet;

9. The number of charged particles within the closest jet;

10. The component of the lepton momentum transverse to the direction of the closest

jet;

11. pratio
T ;

12. (a) For electrons only: the MVA ID discriminant;

(b) For muons only: the segment compatibility.

The very good performance of the lepton MVA algorithm is illustrated in Fig. 5.4. In

particular, it can be noted that it outperforms the standard recommended cut-based (CB)

approach, whose tight working point (WP) was used in the tZq analysis presented in

Chapter 4.

For instance, for a signal efficiency comparable to that of the CB tight WP, the lepton

MVA algorithm achieves a lower misidentification rate by a factor 3 to 4. For muons,

contrary to the CB tight WP which corresponds to a high signal efficiency but also a high

misidentification rate, the lepton MVA algorithm is typically used at a WP corresponding

to a signal efficiency around 80% for a low misidentification rate of about 1%.

Lepton selection efficiency

The efficiency for leptons to pass the loose and tight selection criteria were measured

by the tt̄H group in samples of Z/γ∗ → ee and Z/γ∗ → µµ events. They are param-

eterised as a function of the lepton pT and η, separately for electrons and muons. In a

first step, the efficiency for leptons to pass the loose pre-selection is measured. Then, the

conditional probability for loose leptons to also pass the tight selection is measured. In

each step, the ratio of the efficiency measured in data divided by the efficiency in the MC

simulation yields a scale factor:

ρ(pT, η) =
ǫdata(pT, η)

ǫMC(pT, η)
. (5.2)
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Figure 5.4: Comparison of the performance of several prompt lepton identification algorithms, for
electrons (left) and muons (right). The BDT-based lepton MVA algorithm is used in this analysis, and
includes the electron MVA ID discriminant as input variable. The veto, loose, medium and tight working
points of the cut-based approach are indicated for electrons; its tight working point is indicated for
muons. The y and x axes represent the identification efficiency for prompt leptons and the misidenti-
fication rate for NPLs respectively, in the simulation. Only leptons passing the loose requirements are

considered. Figures produced by S. Sanchez Cruz.

The scale factors related to the loose selection are applied both to loose and fakeable

leptons. Finally, simulated events are reweighted by the product of all scale factors for

each selected lepton:

ρ =
leptons

∏
j

e f f .

∏
i

ρi(p
j
T, η j). (5.3)

5.3.2 Jets and b-tagging

Selection

This analysis uses jets reconstructed with the anti-kT algorithm (∆R = 0.4). Selected

jets must satisfy pT > 25 GeV and |η| < 5.0. Large-η jets are considered due to the

expected presence of a forward jet in the tHq final state. For the purpose of match-

ing jets to leptons, a lower threshold pT > 15 GeV is used. Jets are required to satisfy

officially-recommended tight identification criteria, listed in Table 5.6. Selected jets must

be separated from any fakeable lepton and hadronic τ candidate by ∆R > 0.4.

To mitigate the noise issue already mentioned in Chapter 4, jets found in the calorime-

ter transition region 2.7 < |η| < 3.0 with pT < 60 GeV are rejected. This veto criterion

was found to significantly improve the data-to-MC agreement, while retaining most sig-

nal events.
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Table 5.6: Recommended selection criteria applied to jets. They are related to the multiplicities and
energy fractions of neutral and charged constituents of the jets.

Variable |η| ≤ 2.4 2.4 < |η| ≤ 2.7 2.7 < |η| ≤ 3.0 |η| > 3.0
Neutral hadron fraction < 0.90 < 0.90 – > 0.02

Neutral EM fraction < 0.90 < 0.90 0.02 < x < 0.99 < 0.90
Number of constituents > 1 > 1 – –

Number of neutral particles – – > 2 > 10
Charged hadron fraction > 0 – – –

Charged multiplicity > 0 – – –

B-tagging

Jets originating from a b quark are tagged using the DeepCSV algorithm [185]. This

algorithm achieves significantly better performance than previous algorithms like CSVv2

(see Fig. 2.16), which was used in the tZq analysis. While using the same input variables,

the DeepCSV algorithm is based on a deep neural network (DNN) and takes advantage

of important advances in this field.

Thanks to this newer algorithm and the upgrade of the CMS pixel detector during the

2016–2017 shutdown, an improvement of about 10–15% is obtained with respect to the

b-tagging efficiency of the 2016 analysis presented in Chapter 4, for a similar misidenti-

fication rate. This is comparable to the b-tagging performance achieved by ATLAS [283].

Since then, the newer DeepJet algorithm has been developed, which further improves

the b-tagging efficiency by about 5–10% [284].

Jets are considered as b-tagged jets if they satisfy the medium working point (WP) of

the algorithm and have |η| < 2.4, or as light jets if they fail the loose WP. These working

points correspond to misidentification probabilities of 1% and 10% respectively.

Corrections

Differences in the b-tagging performance between data and simulation are corrected

by applying per-jet weights to simulated events, depending on the jet pT, η, flavour (from

MC truth) and score of the b-tagging discriminant. The per-event weight corresponds to

the product of all per-jet weights, including those of the jets matched to leptons.

Moreover, corrections are applied to simulated events to mitigate the so-called L1

trigger prefiring issue in the 2017 dataset, following official recommandations. This issue,

not accounted for in the MC simulation, notably resulted in a lower efficiency for events

containing forward jets depositing a significant amount of energy in the ECAL region

2 < |η| < 3.

5.4 Event selection

The figure 5.5 shows Feynman diagrams for tHq production in the 3ℓ and 2ℓSS final

states. In both cases, the distinctive signature for the signal consists in isolated leptons

mostly from W boson decays, missing energy arising from the undetected neutrino(s),
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• The leading and sub-leading tight leptons must have pT above 25 and 15 GeV re-

spectively;

• The tight leptons must satisfy tight charge criteria.

Depending on the flavours of the tight leptons, the 2ℓSS channel is further split into

the µµ and µe channels. The dielectron channel is neglected due to its low sensitivity,

and the 3ℓ channel is not split due to its lower statistics.

5.5 Control regions

Control regions (CRs) are defined with selections similar to the signal regions, but with

some criteria modified in order to enhance the contributions from specific background

processes. They are used to inspect the data-to-MC agreement for the main backgrounds,

and the modeling of the input variables used in the MVA. The CRs are defined as follows:

• tt̄Z CR: This region is enriched in tt̄Z events. It differs from the 3ℓ SR by the

requirement for events to contain an OSSF lepton pair within 10 GeV around the

Z boson mass. In addition, events must contain ≥ 2 jets within |η| < 2.4, among

which ≥ 2 jets are tagged with the loose WP of the b-tagging algorithm or ≥ 1 is

tagged with the medium WP;

• WZ CR: This region is enriched in WZ+jets events. It differs from the 3ℓ SR by the

requirement for events to contain an OSSF lepton pair within 10 GeV around the

Z boson mass. In addition, events must contain ≥ 2 jets within |η| < 2.4, among

which ≤ 1 jets is tagged with the loose WP of the b-tagging algorithm and none is

tagged with the medium WP;

• Same-sign dilepton CR: This region differs from the 2ℓSS SR by vetoing events

containing a light jet beyond |η| > 2, to enhance the contribution from the tt̄ back-

ground. To blind the signal region of the tt̄H search, events with ≥ 4 central jets are

also rejected.

A summary of the main differences between the signal and control regions is given in

Table 5.7. Data-to-MC comparison for different variables are shown in each CR in Fig. 5.5.

5.6 Data-driven estimation of the reducible
backgrounds

This section describes the data-driven procedures for the estimation of the nonprompt

and charge misidentification reducible backgrounds. Both these contributions are esti-

mated based on the so-called "ABCD method", which relies on the application of appro-

priately chosen per-event weights, as described below. The design of these procedures

and the parameterisation of the event weights were carried out by the tt̄H group. I used

these weights to estimate the reducible backgrounds in the specific regions of this analy-

sis.
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Table 5.7: Summary of the different requirements between signal and control regions.

Region Description
2ℓSS SR 2 same-sign leptons

≥ 1 b-jet, ≥ 1 light jet
3ℓ SR 3 leptons

≥ 1 b-jet, ≥ 1 light jet
|mℓℓ − mZ| > 15 GeV

tt̄Z CR 3 leptons
≥ 2 central jets, ≥ 2 loose b-tagged jets or ≥ 1 medium b-tagged jet

|mℓℓ − mZ| < 10 GeV
WZ CR 3 leptons

≥ 1 central jet, ≤ 1 loose b-tagged jet and no medium b-tagged jet
|mℓℓ − mZ| < 10 GeV

2ℓSS CR 2 same-sign leptons
≥ 1 b-jet, ≥ 1 light jet

≤ 4 jets, no light jet with |η| > 2

5.6.1 Nonprompt background

The basic principle of the ABCD method is illustrated in Fig. 5.7. It relies on the def-

inition of 4 regions in the 2-dimensional plane spanned by orthogonal variables: the

application region (AR) A, the signal region B, and the measurement regions (MR) C and D.

The variables must be chosen such that the AR and MR are enriched in the background

of interest.

Then, the number of events NB due to this background in the SR can be estimated

by measuring a given "transfer factor", which relates the yields of this background in the

regions C and D, and extrapolating it to the AR: NB = NA × (ND/NC). This data-driven

method has the advantage that, while the AR and SR are analysis-dependent, the transfer

factors measured in the MR can be used in many different analyses. There is a separate

application region defined for each signal and control region.

In the present case, the transfer factor of interest corresponds to the probability for

NPLs to be misidentified as tight leptons, commonly referred to as fake rate (FR). It is

measured in a sample enriched in QCD multijet events, which are required to contain

exactly 1 fakeable lepton and at least 1 jet separated by ∆R> 0.7. The FR is measured

separately for electrons and muons in bins of pT and η. For each bin, the FR is calculated

from the number Npass of multijet events whose fakeable lepton satisfies the tight criteria,

and the number N f ail of remaining multijet events:

FR(pT, η, flavour) =
Npass

Npass + N f ail
. (5.4)

The number of multijet events Npass and N f ail are inferred by performing a maximum

likelihood fit to the data with several simulated templates (QCD multijet, Z+jets, W+jets,
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between both processes (there are more light jet misidentifications in QCD multijet, and

more heavy-flavour hadron decays in tt̄). In addition, a closure test is performed in

which the NPL sample obtained with the default data-driven procedure is compared to

a NPL sample taken directly from the MC simulation (tt̄ sample).

5.6.2 Charge misidentification background

The charge misidentification probability was found to be negligible for muons and

does not impact the 3ℓ channel, hence this background is only considered in the µe chan-

nel. It mostly comprises events from the tt̄ and DY+jets processes containing a pair of

opposite-sign leptons, but in which the charge of 1 lepton is misidentified.

The charge misidentification background is also estimated with an ABCD method.

The probability for an electron to have its charge mismeasured, or "flipped", is deter-

mined in a sample of Z/γ∗ → ee data events containing exactly 2 tight leptons. All pairs

of leptons with an invariant mass close to the Z boson mass are assumed to originate

from its decay, independently of their charges.

The "flip rate" is measured in bins of pT and η from a maximum likelihood fit to sev-

eral simulated templates. This allows predicting the rates of the Z/γ∗ → ee and back-

ground processes. Finally, the flip rates are defined as: r = NSS/(NSS + NOS), where NSS

is the number of DY events containing 2 same-sign leptons, and NOS is the number of DY

events containing 2 opposite-sign leptons. As it is not possible to know which electron

has its charge misidentified, the flip rates are parameterised based on the 2 electrons in

the event.

5.7 Multivariate analysis

Multivariate (MVA) techniques are used to design a discriminating variable in each

channel. These variables are the ones which are ultimately fitted to the data to extract

the signal. Two BDT classifiers are trained both in the 2ℓSS and 3ℓ channels to separate

the signal from the 2 major backgrounds: the tt̄W and tt̄Z processes, referred to as the

tt̄V background, and the tt̄ process in association with NPLs. The 4 BDTs are correspond-

ingly labelled BDT-tt̄V-2ℓSS , BDT-tt̄-2ℓSS , BDT-tt̄V-3ℓ and BDT-tt̄-3ℓ . They are trained

with the TMVA package [237], using dedicated leading-order simulated samples with

higher statistics. In the 2ℓSS SR, the same BDTs are used in the µµ and µe channels.

The descriptions of the input variables are given in Table 5.8. Most input variables are

related to the kinematics and angular distances of final state particles. Several of them

exploit the forward light jet expected in the tHq process, which is a unique and most

valuable feature for its discrimination.

Although the design of the BDTs is directly inspired from the previous analysis, I per-

formed optimization studies regarding their hyperparameters and input variables to im-

prove their performance. For instance, I added 2 variables in the BDTs in the 2ℓSS chan-

nel with respect to the 2016 analysis. The first variable corresponds to the sum of the pT of
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Table 5.8: Description of the input variables used in the BDTs. The MEM-related variables are only
used for the training of the BDT-tt̄V-3ℓ . The 12th and 13th variables are only used in the 2ℓSS channel.

Variable Description
1 Number of jets having pT > 25 GeV and |η| < 2.4
2 Maximum |η| of any light jet with pT > 25 GeV
3 pT of the most forward light jet
4 Sum of leptons’ charges
5 Number of light jets with |η| >1.0
6 ∆η of most forward light jet and hardest b-tagged jet (loose WP)

7 ∆η of most forward light jet and 2nd hardest b-tagged jet (loose WP)
(set to -1 in events with only 1 b-tagged jet)

8 ∆η between the most forward light jet and closest lepton
9 ∆φ between the 2 hardest leptons
10 Minimum ∆R between any two leptons
11 pT of sub-leading lepton
12 Hadronic Top Tagger
13 Total sum of pT of all selected jets
14 Log-likelihood of MEM weights under the 3 hypotheses
15 Log of MEM weight under tHq hypothesis
16 Log of MEM weight under tt̄W hypothesis
17 Log of MEM weight under tt̄Z hypothesis

all the jets selected in an event. The second corresponds to the score of the "Hadronic

Top Tagger" discriminant developped by the tt̄H group [273]; it is a BDT-based algo-

rithm designed to identify hadronic top quark decays, and is especially useful against

the tt̄ background.

In addition, I included 4 variables obtained with the matrix element method (MEM)

described in Sec. 4.7.4. These variables are included in the BDT-tt̄V-3ℓ only, as motivated

by dedicated studies showing the largest improvement for this BDT. Moreover, the MEM

is not much efficient against the tt̄ background, and the large statistics in the 2ℓSS channel

prevented the use of this very CPU-intensive technique. Logarithms of the MEM weights

computed under the tHq, tt̄Z and tt̄W hypotheses are included as input variables of the

BDT, as well as their log-likelihood ratio (see Table 5.8).

The figure 5.8 (a) illustrates the gains in performance due to the addition of all these

variables. The figure 5.8 (b) compares the ROC curves of the 4 final BDTs. The responses

of all BDTs to the signal and backgrounds are presented in Fig. 5.9; they show no clear

sign of overtraining.

I also investigated deep neural network (DNN) alternatives for the MVA, and imple-

mented different DNN architectures using both the TMVA and Keras [285] libraries. A

performance comparable to that of the BDTs was achieved. Due to time constraints and

the interest for other studies (MEM variables, etc.), a DNN-based MVA was not retained.

153



Chapter 5. Search for tH(q) production at
√

s =13 TeV

(a) (b)

Figure 5.8: (a) Comparison of ROC curves for the BDT-tt̄V-3ℓ and BDT-tt̄V-2ℓSS , before and after
including input variables from the MEM and from the optimization. (b) Comparison of the ROC
curves of the 4 final BDTs. The areas under curves (AUCs) correspond to the integrals under the ROC

curves and are to be maximised.

Figure 5.9: Normalized outputs of the BDT-tt̄V-2ℓSS (top left), BDT-tt̄-2ℓSS (top right), BDT-tt̄V-
3ℓ (bottom left) and BDT-tt̄-3ℓ (bottom right), for the simulated signal (blue) and backgrounds (red).
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5.8 Systematic uncertainties

Various sources of systematic uncertainty are considered, which impact both the event

yields and the shapes of the final observables included in the fit. The sources of uncer-

tainty can be grouped as follows:

Experimental uncertainties

• Luminosity: An uncertainty of 2.3% on the integrated luminosity of the 2017

dataset is propagated as a normalization-only uncertainty to all predicted yields [286].

• Pileup: The central value of the pp inelastic cross section used to simulate pileup

events is varied by ±4.6% as recommended. This impacts both the shapes of the

distributions, and the phase space acceptance.

• Trigger efficiency: The scale factors correcting for differences in trigger efficiency

between data and simulation are varied within their uncertainties, listed in Ta-

ble 5.2.

• Lepton identification efficiency: The scale factors correcting for differences in the

probabilities for electrons and muons to pass the loose selection criteria are varied

within their uncertainties (statistical uncertainty of the DY sample used to derive

the SFs). This affects both the shapes and normalizations. The uncertainty on the

probability for loose electrons to be reconstructed as tight electrons was determined

to be 3% for electrons with pT > 25 GeV and 5% for electrons with pT < 25 GeV.

The corresponding value for muons is 2%; in the 3ℓ channel, an average per-event

value of 3 % is used.

• B-tagging efficiency: Eight independent variations by ±1σ are considered for the

scale factors related to b-tagging and mistagging efficiencies (see Sec. 4.8). These

uncertainties are provided by CMS as a function of the jet pT , η and flavour. They

affect both the shapes and normalizations.

• Jet energy scale: The JES scale factors are varied within their uncertainties, and

the changes are propagated to all kinematic quantities. These uncertainties are

provided by CMS as a function of the jet pT and η. They affect both the shapes and

normalizations.

• L1 prefiring probability: The officially-recommended per-event weights applied

to simulated events to account for this effect are provided with uncertainties by the

CMS e-γ working group. They affect both the shapes and normalizations.

• Forward jet modeling: In order to further improve the modeling of forward jets,

data-to-simulation scale factors are derived in a dedicated control region enriched

in the tt̄ process, as a function of the η of the jet. Simulated events are then weighted
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with these scale factors to obtain an alternative distribution. The difference be-

tween the default and the variation is then treated as a systematic uncertainty re-

lated to forward jets. The opposite variation is obtained from the "mirror" distribu-

tion of the alternative shape with respect to the default. This step was carried out

by the other PhD working on the tH analysis.

Theory uncertainties

• PDF, αs, scale (cross section normalization): Normalization-only uncertainties are

applied to the predicted yields of the tt̄H , tt̄W , tt̄Z , tHq, tHW and tt̄WW processes,

to account for uncertainties related to the PDF, αs, and missing higher orders on the

NLO theory calculations [287]. The input uncertainties on the PDF and scale are of

the order of 1–4% and 10% respectively.

• PDF, αs, scale (shape and acceptance): Uncertainties on the PDF, αs, and Q2 scale

affect the shape and acceptance of the distributions used for signal extraction. Part

of this effect is assessed by varying the renormalization scale µR and factoriza-

tion scale µF between 1/2 and 2 (with the constraint 1/2 < µR/µF < 2), and

taking the enveloppe of the difference between the nominal shape and the varied

shapes. The resulting shape is then fitted linearly. This procedure was used in

the main tt̄H analysis [273]. I performed dedicated studies in the context of the

present analysis, to ensure that the overall effect is indeed small and mostly cap-

tured by this procedure. Figure 5.10 shows the nominal distributions of the 4 BDTs

which are combined to extract the signal, as well as the varied shapes correspond-

ing to shifted values of µR and µF. This study confirmed that neglecting higher

orders indeed has, to a good approximation, a linear impact on the shape of the ob-

servables, and that the acceptance effect is of the order of 0.5% on the total yields.

Additionally, I investigated the impact of the choice of PDF set on the acceptance

by comparing different PDF sets and estimating their average impacts on the to-

tal yields. The following PDF sets were compared: NNPDF31_nnlo_hessian_pdfas,

NNPDF30_nlo_nf_4_pdfa, CT14nnlo and PDF4LHC15_nnlo_100i_pdfas (descriptions

can be found in Ref. [288]). The impacts on the acceptance were found to range

between 0.2-0.7%.

Background estimation

• Irreducible backgrounds: The normalization uncertainties are taken to be 30% for

the diboson backgrounds (WZ, ZZ), 50% for rare SM processes, 5% for the tZq

process, and 30% for the photon conversion background.

• NPL background: Several sources of uncertainty are attached to the NPL back-

ground to account for statistical uncertainties in the measurement and applica-

tion regions, the substraction of the prompt MC contribution, and from the closure

tests described in Sec. 5.6.1. The input uncertainty on the yield of this background

amounts to about 30%.
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Figure 5.10: Comparison of the nominal BDT distributions with distributions corresponding to varia-
tions of the renormalization and factorization scales. This is shown for the BDT-tt̄ (left) and BDT-tt̄V
(right), in the 2ℓSS (top) and 3ℓ (bottom) signal regions. Larger fluctuations in the outermost bins can

be attributed to statistical fluctuations.

5.9 Signal extraction

5.9.1 Upper limits

In case the signal process has a small cross section below experimental sensitivity, or

may not exist, it is common to quote an upper limit on the signal cross section at 95%

CL [24, 261]. Using the test statistic defined in Eq. 4.6, it is possible to compute p-values

pµ for all values µ of the signal strength, under the signal plus background hypothesis,

and to reject those that have pµ ≤ 0.05. The impact of statistical fluctuations in the data

on upper limits is usually assessed by quoting ±1σ and ±2σ ranges for the expected

limit, obtained by replacing the median of the test statistic by its value varied accordingly.

However, in case the number of observed events fluctuates substantially below the

expectation of the background-only hypothesis, or if the analysis’ sensitivity to a given

hypothesis is low, the resulting upper value on the signal strength may be anomalously

low. This can happen for instance if the signal cross section is small, if the backgrounds

are too dominant, or if the experimental resolution is not sufficient, resulting in almost

identical distributions of the test statistic under both the null and alternative hypotheses.
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In order to adress this issue, the CLs method [289–291] was designed at the LEP, and

then its usage slightly evolved at the Tevatron and later at the LHC. This method was

used at the LEP and at the Tevatron to set limits on the mass of the Higgs boson [292,

293], and is the standard test statistic to set limits at the LHC (in the asymptotic limit,

see Sec. 4.9). It alters the threshold for rejecting a model (or excluding a value of µ) by

defining:

CLs ≡
ps+b

1 − pb
, (5.5)

where ps+b is the p-value of the test statistic computed under the signal plus background

hypothesis, and pb is its p-value computed under the background-only hypothesis (see

Eq. 4.7). The largest value of µ which can not be excluded at the desired significance level

represents the CLs upper limit.

Since the denominator is always lower or equal to unity, the CLs criterion is more

conservative than the usual requirement ps+b ≤ 0.05. This can be quantitatively un-

derstood from Fig. 5.11: in case the experiment does not have sufficient sensitivity to

discriminate 2 competing hypotheses, like in the sub-figure (c), a small value of ps+b is

counter-balanced by a small value of 1 − pb, which prevents the exclusion of the signal

plus background hypothesis.

5.9.2 Binning optimization

The responses from the 2 BDTs trained against the tt̄V and tt̄ backgrounds yield a two-

dimensional (2D) discriminant. A bin mapping is defined in order to transform this initial

2D distribution into the final 1D distribution used to extract the signal. As the analysis’

performance partly depends on the bin mapping, the sizes and boundaries of the bins in

the 2D plane are optimized based on the expected significance.

I performed this optimization in the 3ℓ channel, wherein MEM variables are included.

First, the x and y axes are divided into 3 bins, which represents a total of 4 free param-

eters corresponding to free bin boundaries. Then, the bin boundaries are varied inde-

pendently by steps (∼ 500 configurations tested). For each configuration, distributions

are reproduced including all systematic uncertainties, and the one yielding the highest

expected significance is retained. Finally, the bins are slightly fine-tuned and ranked by

increasing signal-to-background ratio.

A similar procedure was followed to define the bin mapping in the 2ℓSS channel. The

final bin mappings used in the 2ℓSS and 3ℓ channels are sketched in Fig. 5.12. Eight and

ten bins are used for the 2D→1D mapping in the 2ℓSS and 3ℓ channels respectively.

5.9.3 Extraction

The tHq, tHW and tt̄H processes are all treated as signals, since they are all sensitive to

the κt parameter. A common signal strength modifier is let floating in the fit. Simulated

tHq, tHW, and tt̄H signal events are reweighted with per-event weights which reflect the

impacts of the couplings on kinematic distributions. A total of 51 values of the κt and
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Figure 5.11: Probability density functions of the test statistic −2 ln(Q) for the LEP-wide combination,
corresponding to different test masses mH of the Higgs boson, for the background and signal plus
background hypotheses. The observed values of the corresponding test statistic are indicated by the
vertical lines. The light shaded areas, 1 − CLb, measure the confidence for the background hypoth-
esis, and the dark shaded areas, CLs+b, the confidence for the signal plus background hypothesis.
Accounting for 1−CLb prevents the exclusion of a hypothesis in cases where the experiment does not

have sufficient sensitivity, like in Fig. (c). Taken from Ref. [292].
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which corresponds to a scan of the κt parameter, independently of the signal strength.

5.10 Results

After applying the event selection on the dataset, 193 events are observed in the

3ℓ channel, 352 in the µµ channel, and 668 in the µe channel. Data-to-simulation com-

parisons for the BDT-based discriminants are shown in Fig. 5.13, before and after the

maximum likelihood fit used to extract the results.

For the SM scenario (κt = κV = 1), the observed (expected) 95% CL upper limit on the

combined tH + tt̄H signal strength is r < 2.87 (r < 1.11), which translates into an upper

limit on the combined tH + tt̄H production cross section times branching ratio of 0.52 pb.

The observed (expected) best fit signal strength is µobs
SM = 1.60+0.70

−0.64 (µ
exp
SM = 1+0.62

−0.58), cor-

responding to a significance of 2.7σ (1.7σ) for the signal under the background-only hy-

pothesis. In comparison, the 2016 analysis found an observed (expected) significance of

2.7σ (1.5σ), and an observed upper limit of 0.56 pb. The search for tt̄H in final states with

electrons, muons and hadronically-decaying τ leptons found an observed (expected) sig-

nificance of 1.7σ (2.9σ) in the 2017 dataset.

For the ITC scenario (κt = −κV = −1), the observed (expected) 95% CL upper limit on

the combined tH + tt̄H signal strength is r < 1.81 (r < 0.67) which translates into an up-

per limit on the combined tH + tt̄H production cross section times branching ratio of 0.80

pb. The observed (expected) best fit signal strength is µobs
ITC = 0.97+0.44

−0.41 (µ
exp
ITC = 1+0.41

−0.38),

corresponding to a significance of 2.5σ (2.8σ) for the signal under the background-only

hypothesis. In comparison, the 2016 analysis found an observed (expected) significance

of 1.7σ (2.5σ), and an observed upper limit of 0.64 pb.

For both scenarios, the observation is in agreement with the SM prediction within the

uncertainties.

The post-fit central values and uncertainties of all the nuisance parameters included in

the MLE are shown in Fig. 5.14, both for the SM and ITC scenarios. For both scenarios, the

sensitivity of the analysis is predominantly limited by systematic uncertainties affecting

the normalizations of the main background components (NPL background estimation,

scale uncertainties on the tt̄W and tt̄Z cross sections), as well as uncertainties related to

the JES and to trigger and lepton identification efficiencies. No large deviation from the

pre-fit values of the nuisance parameters is observed.

The result of the likelihood ratio scan as a function of the κt parameter is shown in

Fig. 5.15 (left), both for the data and for an Asimov dataset wherein tH and tt̄H are set to

their SM expectations. The expected performance for a SM-like signal is to favour κt = 1

over κt = −1 by about 1.5σ, and to exclude values outside the range of about [-1.1, 1.6]

at 95% CL. The data favour a positive value of κt by about 1.5σ, and exclude values of

κt outside the ranges of about [-1.4, -0.7] and [0.7, 1.9] at 95 % CL. The local maximum
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Figure 5.13: Pre-fit (left) and post-fit (right) data-to-prediction comparisons for the BDT-based dis-
criminants in the 3ℓ (top), µµ (centre) and µe (bottom) channels. The signal kinematics correspond to

the ITC scenario, and the normalizations of the tH processes are scaled up by a factor 10.
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analysis are mostly overlapping with one another. A tt̄W control region which is fitted

in the tt̄H search also overlaps with the 2ℓSS signal region of the present analysis. Af-

ter quantifying these overlaps, I proposed and compared several options to make all the

regions orthogonal, based on the maximisation of the expected significance. As a result,

I defined a baseline categorisation, which will be used as a benchmark to compare the

performance of more involved MVA-based categorisations for the final combination.

This Run 2 legacy analysis will have an unprecedented sensitivity to the relative sign

of the top quark Yukawa, and is expected to rule out a large range of values of κt without

relying on any assumption regarding new physics.

5.12 Adapting the analysis to search for new physics via
FCNC

This section presents a re-adaptation of the search for tH described above, in order to

search for flavour-changing neutral current (FCNC) interactions. This analysis uses the

same ingredients (objects, samples, systematic uncertainties, etc.) and follows the same

strategy (MVA, background estimation, signal extraction) as the tH analysis described

above.

I took in charge the entire analysis up to the final results. After briefly introducing

the context of this search in Sec. 5.12.1, the differences with the main tH analysis are

highlighted in Sec. 5.12.2. Finally, the results are presented and discussed in Sec. 5.12.3.

5.12.1 Introduction and theoretical model

Context and motivations

As already mentioned in Sec. 1.4.2, FCNC interactions are forbidden at tree level in the

SM due to the GIM mechanism, and only arise via higher-order loops with strongly sup-

pressed cross sections. This results for instance in very small predicted [294] branching

ratios for FCNC interactions tqH involving the top quark, the Higgs boson and a light

quark (q = u, c). These branching ratios are of the order of B(t → Hu) ∼ 10−17 and

B(t → Hc) ∼ 10−15 (see Table 1.2).

Although this corresponds to cross sections well below any experimental sensitivity

which may be reached in the foreseeable future, several BSM scenarios predict signifi-

cant enhancements of these branching ratios, up to B(t → Hq) ∼ 10−5 − 10−3. Examples

of such BSM scenarios are the minimal supersymmetric SM (MSSM) [295], two-Higgs-

doublet models (2HDM) [296–298], SUSY models with R-parity violation (RPV) [299–

301], or models with warped extra dimensions (RS) [302]. While the description of these

models goes well beyond the scope of this work, a direct consequence is that any ev-

idence of a FCNC process would constitute an indication of new physics. Therefore,

top-Higgs FCNC processes, hereinafter referred to as tH-FCNC, are a sensitive probe for

new physics at the LHC.
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H → γγ and H → WW∗ + τlepτ̄lep + ZZ∗, based on the 2015 + 2016 dataset correspond-

ing to an integrated luminosity of 36.1 fb−1. The current best observed (expected) 95%

CL upper limits are B(t → Hu) = 0.12% (0.083%), and B(t → Hc) = 0.11% (0.083%).

The corresponding values from the analysis [309] targeting the 2ℓSS and 3ℓ multi-

lepton final states are B(t → Hu) = 0.19% (0.15%) and B(t → Hc) = 0.16% (0.15%). It is

noteworthy that the ATLAS analyses only consider the TT mode, taking advantage from

the fact that its cross section increases much more than that of the ST mode when increas-

ing
√

s from 8 TeV to 13 TeV. However, the ST mode can still significantly contribute to

the total cross section of the FCNC-Hut signal, with a relative contribution of about 20%.

Like the main tH analysis, this search targets both the 2ℓSS and 3ℓ final states (elec-

trons or muons, with a contribution from τ leptons), and the Higgs boson decay modes

H → WW∗, ττ̄, ZZ∗. It uses the dataset collected in 2017 by CMS corresponding to an

integrated luminosity of 41.5 fb−1.

Signal simulation

The signal is simulated at leading order with MADGRAPH5_aMC@NLO. It is simu-

lated separately for the FCNC-Hut and FCNC-Hct signals, and in the ST and TT modes.

Additional partons are added to the initial LO hard process for the TT mode. In the case

of the ST mode, no additional partons are included, as this would lead to interferences

with TT diagrams.

Top quarks are forced to decay leptonically, and Higgs bosons are forced to decay as

H → WW∗, ττ̄, ZZ∗. A small caveat is the absence of top quark decays to τ leptons in

the samples. Hence τ leptons are not considered in this analysis, and the corresponding

branching ratio is not accounted for in the cross section calculation. The input cross sec-

tions of the FCNC signal samples are listed in Table 5.9. Following the convention used in

the ATLAS combination, they are calculated for an arbitrary branching ratio B(t → Hq) =

1%. The background samples are the same as the ones listed in Table 5.3, and the NPL

and charge misidentification backgrounds are estimated as was described in Sec. 5.6.

Table 5.9: Input cross sections for the signal samples, corresponding to an arbitrary branching ratio
for the anomalous tqH coupling of 1%. Relative proportion are indicated for the FCNC-Hut and

FCNC-Hct signals, and for the ST and TT modes.

σt (pb) σtt̄ (pb) σt+tt̄ (pb)

FCNC-Hut 0.33 (23 %) 1.09 (77 %) 1.42

FCNC-Hct 0.046 (4 %) 1.09 (96 %) 1.14
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5.12.2 Differences with the main analysis

Object and event selections

The objects used in this search are the same as in the main tH analysis (see Sec. 5.3),

except that only central jets with |η| < 2.4 are considered. Indeed, contrary to the tHq

process, the tH-FCNC processes are not expected to feature a recoiling jet at large pseu-

dorapidity.

The event selection is the same as in the main tH analysis (see Sec. 5.4), except for a few

changes. The jet multiplicity requirements are chosen based on the exact numbers of jets

expected in the ST and TT modes. To increase the acceptance of signal events containing

initial- or final-state radiations, the presence of up to 1 additional jet is considered.

The modifications are the following:

• 2ℓSS channel

– Events must contain either 2, 3 or 4 jets in total, among which exactly 1 b-

tagged jet;

– The 2ℓSS dielectron channel (ee) is included in this analysis. The dielectron

invariant mass must satisfy |mee − mZ| > 10 GeV.

• 3ℓ channel

– Events must contain either 1, 2 or 3 jets in total, among which exactly 1 b-

tagged jet;

– Events are rejected if they contain an OSSF pair of loose leptons having an

invariant mass within 10 GeV around the Z boson mass (as in the tt̄H search,

while the threshold was optimized to 15 GeV in the tH analysis).

In addition to the data-to-prediction comparisons shown in Fig. 5.6 in the tt̄Z and WZ

control regions, comparisons are shown in Fig. 5.19 in a "Z control region" enriched in

these 2 backgrounds. This CR is defined by simply reverting the Z boson veto in the 3ℓ SR

selection (|mℓℓ − mZ| < 10 GeV). The data and simulation are in very good agreement.

Multivariate analysis

Although the strategy for signal discrimination is the same as in the main tH analy-

sis, the 4 BDTs (against the tt̄V and tt̄ backgrounds, in the 2ℓSS and 3ℓ channels) were

completely re-optimized.

Different input variables were selected to train each BDT, based on their separation

power between the signal and background processes in each channel. All input variables

are listed and described in Table 5.10. The same input variables are used to discriminate

the FCNC-Hut and FCNC-Hct signals, but the BDT training is done separately for each

signal.
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Figure 5.19: Pre-fit data-to-prediction comparison of input variables in the Z control region.

Figure 5.20: Comparison of the ROC curves of the 4 final BDTs trained with the FCNC-Hut (left) and
FCNC-Hct (right) signals.
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Table 5.10: Input variables of the 4 BDTs used for signal extraction. A cross indicates whether a
variable is used in a given training or not.

Description tt̄ − 2ℓSS tt̄ − 3ℓ tt̄V − 2ℓSS tt̄V − 3ℓ
TOTAL 11 12 13 14

Number of selected jets x x x x
Trilepton (or dilepton) invariant mass x x x x
Top quark mass x x
Ratio between the pT of the trailing lep-
ton and its closest jet

x x

η of the most forward lepton x
ℓW asymmetry (q(ℓW) · |η(ℓW)|) x
Minimum ∆R between the leading lep-
ton and any jet

x x

Minimum ∆R between the subleading
lepton and any jet

x x

Transverse mass of the leading lepton x x x
Minimum ∆R between selected leptons x x x x
pT of the most forward jet x x
∆R between the b-tagged jet and recoil
jet

x

pT of the leading lepton x x
pT of the subleading lepton x x
pT of the trailing lepton x x
Invariant mass of the OSSF lepton pair
closest to the Z peak

x x

∆φ between the 2 leptons forming the
hardest OS pair

x

Hadronic Top Tagger x x
Maximum ∆R between any 2 jets x
Sum of the lepton’s charges x
W boson transverse mass x

✓✓ET x x
pT of the leading jet x x
pT of the subleading jet x x x
pT of the subsubleading jet x
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Figure 5.21: Normalized outputs of the BDT-tt̄V-2ℓSS (top left), BDT-tt̄-2ℓSS (top right), BDT-tt̄V-
3ℓ (bottom left) and BDT-tt̄-3ℓ (bottom right), for the FCNC-Hut signal (blue) and the backgrounds

(red).

ROC curves illustrating the performance of all BDTs are shown in Fig. 5.20. The re-

sponses of the BDTs to the FCNC-Hut signal and the backgrounds are presented in

Fig. 5.21, and show no sign of overtraining.

As part of the optimization studies, it was tried to split the signal regions based on

the jet multiplicities of events, into ST-enriched and TT-enriched sub-regions. Dedicated

BDTs were trained with the corresponding signal in each sub-region, and the input vari-

ables were optimized separately.

Although this may be an interesting option to investigate further as part of a future

analysis, as some gain of performance could be observed in the ROC curves, the limited

improvement of ∼ 5% on the expected limits did not motivate the implementation of

this change as part of this work.
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Signal extraction

The 2D→1D bin mapping of the BDT discriminants used for signal extraction in the

2ℓSS and 3ℓ channels are optimized with the procedure described in Sec. 5.9.2.

Upper limits are set on the branching ratios B(t → Hq) using the CLs method. The

signals are probed independently from one another; therefore, when searching for the

FCNC-Hut (FCNC-Hct) signal, the branching ratio of the FCNC-Hct (FCNC-Hut) signal

is assumed to be null.

Systematic uncertainties

The systematic uncertainties included as nuisance parameters in the maximum likeli-

hood fit are the same as in the main tH analysis, except that:

• The uncertainty on the normalization of the tZq background is conservatively in-

creased to 15% (instead of the 5% uncertainty related to the theoretical calculation);

• All systematic uncertainties related to closure tests of the fake rate method (see

Sec. 5.6), impacting the shape and yield of the NPL background, are conservatively

doubled with respect to what is used in the tH analysis. This accounts for the

fact that such closure tests were not performed in the specific signal regions of the

present analysis.

5.12.3 Results and discussion

Results

After applying the event selection on the dataset, 179 events are observed in the

3ℓ channel, 201 in the µµ channel, 400 in the µe channel, and 156 in the ee channel.

Data-to-simulation comparisons for the BDT-based discriminants are shown in Fig. 5.22,

before and after the maximum likelihood fit used to extract the results for the FCNC-Hut

signal. Since the data disfavour the presence of the signal, it can be seen on the post-fit

figures that its cross section is set to 0.

The observed 95% CL upper limits are B(t → Hu) < 0.072% and B(t → Hc) <

0.085%. The corresponding expected 95% CL upper limits are B(t → Hu) < 0.086% and

B(t → Hc) < 0.11%. As expected, the tuH coupling is better constrained, mostly due to

the enhanced sensitivity in the ST mode.

The post-fit central values and uncertainties of all the nuisance parameters included in

the MLE are shown in Fig. 5.23 for both signals. The data favour a small, negative value

of the best fit signal strength for both signals, compatible with 0.

The sensitivity of the analysis is predominantly limited by uncertainties related to the

NPL background estimation. The figure 5.24 compares the best fit signal strengths ob-

served in individual channels and their combination. The highest sensitivity is achieved

in the µe channel.
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Figure 5.22: Pre-fit (left) and post-fit (right) data-to-prediction comparisons for the BDT-based dis-
criminants in the 3ℓ (1st row), µµ (2nd row), µe (3rd row) and ee (4th row) channels. Only the FCNC-Hut

signal is considered.
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Figure 5.24: Comparison of the signal strengths and their uncertainties obtained in the individual
channels and their combination, for the FCNC-Hut (left) and FCNC-Hct (right) signals.

Discussion

This analysis sets the most stringent upper limits to date on the Hqu and Hqc FCNC

interactions. The figure 5.25 compares the observed and expected 95% CL upper limits

in the individual channels and their combination.

Figure 5.25: 95 % CL upper limits on B(t → Hu) (left) and B(t → Hc) (right) for the individual
channels and their combination. Observed limits (solid lines) are compared to the expected limits
under the background-only hypothesis (dotted lines) and the corresponding ±1σ and ±2σ intervals.

A cross check study was performed to better understand how this analysis compares

with the ATLAS analysis [309] in multilepton final states, which uses a similar over-

all strategy. The 2ℓSS and 3ℓ event selections described in the ATLAS paper were re-

produced, and BDTs were re-trained in these regions. The luminosity was reduced
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to 36.1 fb−1, and only the TT mode was considered. This results in an expected limit

B(t → Hu) < 0.15% for the FCNC-Hut signal, very compatible with the ATLAS limit

B(t → Hu) < 0.16%. The comparison was only performed for this signal.

However, when comparing yields with the ATLAS analysis, significant differences

are found for some processes. Most strikingly, the present analysis seems to be much less

contaminated by the NPL background, by about a factor 3. Although better performance

can be expected in the present analysis due to the use of the state-of-the-art lepton MVA

algorithm to select leptons, further discussions between ATLAS and CMS analysts may

be needed in the future to better understand this potentially detector-related difference.

The procedure for the estimation of the NPL background was extensively verified in

the tt̄H and tH analyses. Prior to unblinding the present analysis, the data were com-

pared to the predictions in the most background-like bins of the BDTs trained against the

tt̄ background. These bins are expected to receive a sizeable contribution from the NPL

background, and this cross check confirmed that it is indeed well modelled.

This analysis represent a first step towards the upcoming combination of the 2016, 2017

and 2018 datasets to set limits on the tH-FCNC process. Efforts have been dedicated

to setting up a general framework in view of this combination, and these promising

results are a strong incentive to intensify work in that direction. CMS colleagues will

participate in this combination using the same framework as the present analysis. The

planned combination with other CMS analyses targeting different decay modes of the

Higgs boson is expected to further improve these upper limits, up to the point where it

may be possible to start ruling out the predictions of some BSM scenarios (see Fig. 5.17).
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Summary

This thesis presents four analyses based on data collected by the CMS experiment dur-

ing the Run 2 of the Large Hadron Collider (LHC) at a centre-of-mass energy
√

s = 13

TeV. The record energy and high luminosity achieved at the LHC allow for the study

of very rare processes, such as the ones at the core of this work, namely the associated

production of a single top quark and a Z boson or a Higgs boson (tZq and tH).

The study of these processes is well-motivated, as they provide unique insights on

important SM parameters in the top quark and Higgs boson sectors, most notably re-

garding the couplings of the top quark to the Z and Higgs bosons. They are also sensi-

tive to the possible existence of several processes of new physics, like flavour changing

neutral currents (FCNCs), and hence can be used to probe scenarios beyond the standard

model (BSM) which aim to address the shortcomings of the SM.

On the other hand, the excellent performance of the LHC machine requires to operate

the detectors under harsh conditions. I worked on a study aimed at monitoring the

ageing of the sensors of the CMS strip tracker under irradiation, as their properties are

expected to be altered in the long-run.

I performed the major part or entirety of these analyses, which gave me the opportu-

nity to work on various aspects of a high-energy physics analysis, from the processing

of the data up to the final results. As the tZq and tH analyses target rare signals in the

presence of much larger backgrounds, a particular emphasis was put on the design of the

event selections and the multivariate analyses (MVA) in order to improve the signal ex-

traction. Moreover, an important effort was dedicated to the study and estimation of the

challenging nonprompt lepton (NPL) background, which requires the use of data-driven

techniques.
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Chapter 3 described a study aimed at monitoring the ageing of the silicon strip tracker,

using dedicated data collected during frequent bias voltage scans.

It was shown how the study of observables such as the charge or width of the clusters

created by ionising particles in a silicon sensor, as a function of the bias voltage applied

to the sensor, can be exploited to infer its full depletion voltage VFD. The full depletion

voltage is one of the main parameters of a silicon sensor, and impacts its performance.

This parameter is expected to decrease with irradiation, until the point where the sensor

"type-inverts" and VFD increases again, potentially degrading the performance of the

sensor. Although the ageing of the tracker was anticipated and its sensors were designed

to be sufficiently radiation-hard to cope with the LHC environment, it is important to

constantly ensure that the situation is under control and to improve our understanding

of the complex phenomena at play.

I took in charge this analysis during the 3 years of my PhD, and mostly focused on

improving the method used to extract the value of VFD from the data. This resulted

in a robust algorithm which allowed extending the analysis from the tracker barrels to

the endcaps, and more generally it improved the reliability of the results. The overall

agreement with the simulation is satisfying, and several results were officially approved

by CMS.

Chapter 4 describes a search for the tZq process, which I took in charge from the event

selection up to the final results. It targets events in the trilepton final state, either electrons

or muons, and uses the dataset collected in 2016 corresponding to an integrated luminos-

ity of 36.1 fb−1. This process is sensitive to the top-Z and WWZ couplings. Moreover,

the precise measurement of its cross section could reveal the presence of new physics,

such as vector-like quarks or FCNC interactions. The tZq process is also important to

characterize because it represents an irreducible background to other important searches

(tt̄Z, tH, etc.).

The design of this study was substantially improved with respect to the previous

Run 1 analysis, and many options were investigated to improve the sensitivity to this

rare signal. Most notably, extensive studies were carried out to refine the modeling of

the NPL background, which represents the main factor limiting the sensitivity of this

analysis. Dedicated optimization studies led to a MVA achieving good performance,

based on boosted decision trees (BDTs) trained to recognize the specific features of signal

events. Furthermore, variables obtained with the matrix element method (MEM) were

included in the BDTs, and significantly improved their performance.

The signal was extracted by performing a binned maximum likelihood estimation

(MLE), simultaneously in the signal region and in control regions enriched in the major

tt̄Z , WZ+jets and NPL backgrounds, in order to better constrain their normalizations

directly from the data. This resulted in an observed cross section for the tZq process of

σ(pp → tℓ+ℓ−q) = 123+33
−31 (stat) +29

−23 (syst) fb, where ℓ stands either for electrons, muons,

or τ leptons. This is in agreement with the SM prediction. The observed (expected)

significance is 3.7σ (3.1σ), corresponding to the first statistical evidence for the existence

of the tZq process. These results got published in the journal Physics Letter B [271], and
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were presented at conferences. Other analyses at CMS are continuing this work, and the

tZq process was recently observed for the first time.

Chapter 5 describes a search for the tH process, which is the only process sensitive

at leading-order at the same time to the magnitude of the top-Higgs coupling modifier

κt, and to its sign relative to the vector boson-Higgs coupling modifier κV . Depending

on whether the single top quark is produced via the t-channel or the tW-channel, the

process is denoted tHq or tHW respectively. This analysis is designed to have maximal

sensitivity to the tHq process because of its larger cross section and to exploit its distinc-

tive kinematic features. However, the tHq, tHW and tt̄H processes are all considered as

signals for the extraction of results, as all these processes are sensitive to the value of κt.

Within the SM (κt = κV = 1), a negative interference term arising in the leading

order diagrams of the tHq and tHW processes gives them small cross sections, below the

current sensitivity of CMS. However, in case the relative sign or phase between κt and

κV would differ from the SM predictions, these interferences may become constructive.

In particular, in the inverted top coupling (ITC) scenario corresponding to κt = −κV =

−1, the cross sections of these processes are expected to increase tenfold, well within

reach of the current sensitivity. Thus this study is primarily aimed at better constraining

the possible values of the top-Higgs coupling, and to set an upper limit on tH production.

I implemented the entire analysis. As was made clear in Chapter 5, a few steps were

performed together with another PhD colleague also performing the tH analysis, so that

we issued a common set of final results. I dedicated an important effort to the synchro-

nization of my framework with that used by the group searching for the tt̄H process,

also used by the other PhD. This analysis targets events in the trilepton and same-sign

dilepton final states (3ℓ and 2ℓSS , where ℓ stands either for electron or muon), and the

Higgs boson decays to WW∗, ττ̄ and ZZ∗. It is based on the dataset collected in 2017

corresponding to an integrated luminosity of 41.5 fb−1.

This analysis follows closely the search for tt̄H in multilepton final states based on the

same dataset. Most notably, it follows a similar overall strategy, takes advantage of the

state-of-the-art lepton MVA algorithm developed by the tt̄H group to identify prompt

leptons, and the estimation of the reducible backgrounds is done in a similar way.

I optimized the MVA by including additional discriminating input variables in the

BDT training, some obtained from the MEM, and studied the influence of the binning of

the discriminants on the final results. I investigated sources of systematic related to the

theory predictions of the cross sections. I also carried out studies in view of the upcoming

combination with the search for the tt̄H process.

The signal is extracted from a binned MLE to BDT discriminants in 3 signal regions.

For the SM scenario, the observed 95% CL upper limit on the combined tH + tt̄H cross

section is 0.52 pb, corresponding to 2.87 times the prediction. For the ITC scenario, the

observed 95% CL upper limit on the combined tH + tt̄H cross section is 0.80 pb, corre-

sponding to 1.81 times the prediction. These limits account for the relevant branching

ratio H → WW∗ + ττ̄+ZZ∗.
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Moreover, a likelihood scan is performed as a function of κt, assuming κV = 1, re-

sulting in the exclusion at 95% CL of values of κt outside the ranges of about [-1.4, -0.7]

and [0.7, 1.9], with the data favouring a positive value of κt by about 1.5σ. Likewise, a

likelihood scan as a function of the CP-violating parameter cos(α) indicates that the data

favour a purely CP-even coupling of the Higgs boson to the top quark over a purely CP-

odd coupling by about 2σ. Upper limits on the production cross section of the tH process

alone are also derived as a function of the κt and cos(α) parameters.

In addition, I re-adapted the tH analysis in order to search for top-Higgs FCNC inter-

actions. Although such interactions are strongly suppressed within the SM, several BSM

scenarios predict significant enhancements of their branching ratios B(t → Hq) (q=u,c).

This analysis also targets the 3ℓ and 2ℓSS final states, with adjusted event selections. The

MVA was entirely re-optimized to search for these signals.

The observed 95% CL upper limits are B(t → Hu) < 0.072% and B(t → Hc) <

0.085%, which outperform the current best limits on these branching ratios.

These tH and tH-FCNC analyses were reviewed and approved in the context of thesis

endorsements carried out by the CMS Higgs and Top groups respectively.

Outlook

It has been a decade since the LHC delivered its first collisions, marking the begin-

ning of a new era in high-energy collider physics. The outstanding performance of this

record-breaking machine, which delivered more than its target goal of 150 fb−1, and its

versatility in terms of energy and beam configuration, established the great reach of the

LHC physics programme. Likewise, the excellent performance and availability of all de-

tectors lived up to the expectations, and already allowed setting several milestones in the

field.

The Run 1 data-taking period (2009–2013) led to the landmark discovery of the Higgs

boson by ATLAS and CMS, and saw the publication of new results in many diverse areas.

Over the course of Run 2 (2015–2018), the experiments collected data at an ever-faster

rate, produced at the tremendous centre-of-mass energy
√

s = 13 TeV which notably

enhanced the production cross sections of processes involving the Higgs boson or the

top quark. The measurements of the properties of these 2 particles were significantly re-

fined, and the use of state-of-the-art analysis techniques allowed establishing for the first

time their coupling at tree-level. Overall, the results obtained at the LHC have further

validated the predictions of the SM up to unprecedented energy scales.

The ongoing long shutdown (LS2) period will be used to upgrade the entire injection

complex delivering bunches to the LHC. This will give physicists the opportunity to

perform "legacy" analyses based on the entire Run 2 dataset, with the aim of making the

most out of the collected data and leaving no stone unturned. LHC collisions will resume

at
√

s = 14 TeV in late 2021, for a Run 3 at an instantaneous luminosity of ∼ 2–3 · 1034

cm−2s−1. This will increase the integrated luminosity of the full LHC dataset to ∼ 300

fb−1.
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The first bias voltage scans taken durin Run 3 will be particularly interesting to study,

as they may soon confirm that parts of the strip tracker have reached type-inversion. This

will also depend on the magnitude of annealing during the shutdown period. As the full

depletion voltages of the silicon sensors start increasing again, the analysis presented in

Chapter 3 will progressively regain sensitivity, and the trend of VFD could be compared

to the simulation over a wider range of fluence.

The current shutdown also paves the way towards the planned "Phase-II upgrade"

(2024-2026), which will mark the beginning of the High-Luminosity LHC (HL-LHC,

2026–2037) [89]. The HL-LHC will collide protons at
√

s = 14 TeV with an instantaneous

luminosity at least five times greater than that of the LHC, and is expected to deliver an

integrated luminosity of ∼ 3000 fb−1.

To this end, among other improvements, new magnets made of a superconducting

niobium-tin (Nb3Sn) compound will be installed, some already during LS2. This tech-

nology can withstand higher electrical currents, thus generating stronger magnetic fields

to better focus the beams. Additionally, crab cavities will be used to enlarge the overlap

area between the colliding bunches, thus increasing the luminosity.

Furthermore, the detectors will be upgraded to cope with the higher irradiation, and

most of all to keep on providing precise measurements despite an average pileup rate of

140–200 (compared to 40 currently). Notably, the CMS tracker will be replaced and will

cover an extended pseudorapidity range up to |η| ≃ 4 with increased granularity. The

trigger system will be improved, new GEM chambers will be included into the muon sys-

tem, time-of-flight detectors will be added into the calorimeters to reject pileup events,

etc.

Combined with improvements in the theoretical understanding and in extraction

techniques, these upgrades are expected to benefit many precision measurements [310,

311], e.g. in the Higgs boson and electroweak sectors. Following CERN’s primary mis-

sion, the HL-LHC will thus expand our knowledge at the electroweak scale, while push-

ing back the limits of cutting-edge technologies.

The tenfold increase of the available statistics at the HL-LHC will also significantly

benefit single top quark measurements. Based on the tZq cross section measurement

presented in Chapter 4, a phenomenological study [312] assessed the current sensitivity

of this process to the relevant EFT operators using a simplified procedure. While it con-

cludes that the current sensitivity on the inclusive tZq cross section is not yet sufficient to

probe these operators beyond existing limits set by other processes, a prospective study

motivates the precise differential measurement of the tZq cross section, as the effects of

EFT operators are significantly amplified e.g. in the tail of the top quark pT distribution.

Using the full HL-LHC dataset, such a measurement may achieve a precision suf-

ficient to constrain these operators beyond existing limits, thus providing valuable in-

sights on BSM scenarios. Another goal of the HL-LHC upgrade is to set more stringent

bounds on (or find evidence of) WWZ anomalous gauge coupling and FCNC interac-

tions [310]. This motivates the further study of the tZq process since it is sensitive to
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these effects, and because it is an irreducible background for processes where these ef-

fects can be looked for.

As mentioned in Chapter 5, the upcoming Run 2 legacy combination of the tH and

tt̄H analyses will feature an unprecedented sensitivity to the top quark Yukawa coupling

without making any assumption on new physics, and could rule out a large range of

values for κt. Moreover, prospective studies [313] show that the increase of the available

statistics at the end of Run 3 may lead to the exclusion of negative values of κt at more

than 99% CL, and at more than 5σ with the full HL-LHC dataset, assuming there is no

new physics in the data. Otherwise, these datasets may provide evidence for a negative

value of κt.

Projections for the upper limit on the tHq production rate suggest that this process

could be observed at HL-LHC, and motivate a precise simultaneous measurement with

the tt̄H cross section in order to get optimal sensitivity. Moreover, the sensitivity to

κt may further improve by performing a combined analysis including other processes.

For instance, upper limits on the top quark Yukawa were recently obtained by a CMS

differential measurement of the tt̄ cross section [314].

The tHW process has a cross section about 5 times smaller than that of tHq in the SM,

and is also expected to become accessible at HL-LHC depending on the improvements

achieved regarding systematic uncertainties and signal extraction techniques.

Another interesting rare process is four-top quark production. This mechanism is

sensitive to various BSM scenarios predicting significant enhancements of its cross sec-

tion, and has the highest sensitivity to the four-top-quark EFT operator [310]. This pro-

duction mode represents another powerful probe of the top Yukawa coupling, without

making assumptions on the Higgs boson decays. At
√

s = 14 TeV, this process has a cross

section σ(pp → tt̄tt̄) ∼ 15 fb comparable to that of tHW. A prospective study [315] car-

ried out by ATLAS suggests that the observation of this complex process could already

be achieved using only 300 fb−1 of HL-LHC data.

Finally, searches for FCNC interactions involving the top quark are also expected to

yield exciting results in the foreseeable future. The promising results obtained as part

of this work represent a first step towards the upcoming combination of Run 2 legacy

analyses targeting several decay modes of the Higgs boson, which will push further the

current best limits or could potentially lead to a discovery.

Prospective studies [316] foresee that a sensitivity of the order of B(t → Hq) <

O(10−4) could be achieved with the full HL-LHC dataset, which would be sufficient

to exclude some BSM scenarios like the 2HDM or extra-dimensions models.
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Résumé

Ce manuscript présente quatre analyses basées sur les données collectées

par l’expérience CMS durant le Run 2 du Grand Collisionneur de Hadrons

(LHC) à une énergie dans le centre de masse
√

s = 13 TeV. L’énergie record

et la haute luminosité atteintes au LHC permettent d’étudier des processus

extrêmement rares tels que ceux qui sont au centre de ce travail de thèse, à

savoir la production associée d’un quark top solitaire et d’un boson Z ou un

boson de Higgs (tZq et tH).

Plusieurs raisons justifient l’étude de ces processus. Premièrement, cela

permet d’obtenir des informations sur des paramètres importants du model

standard (SM) qui sont liés au quark top et au boson de Higgs, et en premier

lieu les couplages du quark top au boson Z et au boson de Higgs. Ces proces-

sus sont également sensibles à l’éventuelle existence de plusieurs processus

de nouvelle physique, tels que les changements de saveur par courant neutre

(FCNC) ; ils peuvent donc être utilisés pour sonder différents scénarios "au-

delà du modèle standard" (BSM) qui visent à pallier les lacunes du SM et à le

dépasser.
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D’autre part, les remarquables performances du LHC nécessitent de faire

fonctionner les détecteurs dans des conditions extrêmes. J’ai notamment tra-

vaillé sur une étude visant à surveiller le vieillissement avec l’irradiation des

capteurs du trajectographe à pistes de silicium, car il est attendu que leurs

propriétés s’altèrent au cours du temps.

J’ai réalisé la majeure partie ou l’intégralité de ces analyses, ce qui m’a

donné l’opportunité de travailler sur différents aspects propres aux analyses

de physique des hautes énergies, depuis le traitement des données jusqu’aux

résultats finaux. Etant donné que les analyses tZq et tH recherchent des sig-

naux rares en présence de bruits de fond largement plus conséquents, l’accent

a été mis sur la définition de la sélection des évènements et l’analyse multivar-

iée (MVA) afin d’améliorer l’extraction du signal. De plus, un effort important

a été consacré à l’étude et l’estimation des bruits de fond contenant un lepton

nonprompt (NPL) directement à partir des données.

Le Chapitre 3 décrit une étude visant à surveiller l’évolution du vieillisse-

ment du trajectographe à pistes de CMS, à partir de données collectées régulière-

ment au cours de balayages en tension.

Il a été montré que des observables telles que la charge ou l’épaisseur des

clusters générés par le passage de particules ionisantes dans un capteur de sili-

cium, en fonction de la tension appliquée au capteur, peuvent être exploitées

pour déterminer la tension de déplétion complète VFD. La tension de déplétion

complète est l’un des principaux paramètres d’un capteur de silicium, et peut

influer sur ses performances. Il est attendu que ce paramètre diminue pro-

gressivement avec l’irradiation, jusqu’au phénomène "d’inversion de type"

(type inversion, VFD = 0) à partir duquel VFD commence à augmenter, ce

qui pourrait potentiellement dégrader les performances des capteurs. Bien

que le vieillissement du trajectographe ait été anticipé avant sa construction et

que ses capteurs soit conçus pour être suffisamment résistants à l’irradiation

pour fonctionner dans l’environnement du LHC, il est primordial de constam-

ment s’assurer que cette évolution est sous contrôle, et d’améliorer notre com-

préhension des phénomènes complexes qui entrent en jeu.
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J’ai pris en charge cette analyse pendant les 3 années de ma thèse, et me

suis particulièrement concentré sur l’amélioration de la méthode utilisée pour

extraire la valeur de VFD à partir des données. Ce travail a donné lieu à un

algorithme robuste qui a permis d’étendre l’analyse à l’ensemble du sous-

détecteurs, notamment aux couches externes pour lesquelles moins de don-

nées sont collectées, et qui a permis d’améliorer la précision des résultats. De

manière générale l’accord avec la simulation est satisfaisant, et plusieurs résul-

tats ont été officiellement approuvés par la collaboration CMS.

Le Chapitre 4 décrit une recherche de la production associée d’un quark top

et d’un boson Z (tZq), que j’ai prise en charge depuis la sélection des évène-

ments jusqu’aux résultats finaux. Les états finaux recherchés contiennent 3

leptons, électrons ou muons. Les données utilisées ont été collectées en 2016

et correspondent à une luminosité intégrée de 36.1 fb−1. Ce processus est sen-

sible à la valeur du couplage top-Z et du couplage trilinéaire WWZ. De plus,

la mesure précise de la section efficace de tZq pourrait révéler la présence de

nouvelle physique, tels que des vector-like quarks ou des interactions FCNC.

Un intérêt supplémentaire à l’étude de ce processus est qu’il constitue un bruit

de fond irréductible pour d’autres analyses (tt̄Z, tH, etc.).

La conception de cette étude a été significativement améliorée par rapport

à une analyse précédente utilisant les données du Run 1, et de nombreuses

options ont été considérées afin d’améliorer la sensibilité à ce signal rare. En

particulier, l’accent a été mis sur la fiabilité et la robustesse de la modélisation

du bruit de fond NPL, qui représente le principal facteur limitant pour la sensi-

bilité de cette analyse. Diverses études d’optimisation ont permis de mettre en

place une MVA performante, basée sur des arbres de décision boostés (BDTs)

entraînés pour distinguer les caractéristiques propres aux évènements de sig-

nal. De plus, des variables obtenues avec la méthode des éléments de matrice

(MEM) ont été inclues dans les BDTs, et ont significativement amélioré leurs

performances.

Le signal est extrait via une estimation du maximum de vraisemblance bin-

née (MLE), simultanément dans la région de signal et dans 2 régions de con-

trôle enrichies dans les bruits de fond tt̄Z , WZ+jets et NPL, afin de mieux con-

traindre leurs normalisations respectives directement à partir des données. La
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section efficace observée pour le processus tZq est σ(pp → tℓ+ℓ−q) = 123+33
−31

(stat) +29
−23 (syst) fb, où ℓ désigne un électron, muon ou τ. Ce résultat est en

accord avec la prédiction du SM aux incertitudes près. La significance observée

(attendue) est 3.7σ (3.1σ), ce qui correspond à la première évidence (au sens

statistique du terme) de l’existence du processus tZq. Ces résultats ont été pub-

liés dans le journal Physics Letter B, et présentés lors de conférences. D’autres

analyses de CMS poursuivent ce travail, et le processus tZq a récemment été

observé pour la première fois.

Le Chapitre 5 décrit une recherche de la production associée d’un quark top

et d’un boson de Higgs (tH), qui est le seul processus sensible à l’ordre dom-

inant à la fois à la magnitude du modificateur de couplage top-Higgs, noté

κt, ainsi qu’à son signe relatif par rapport au modificateur κV du couplage des

bosons vecteurs au boson de Higgs. Selon que le top quark solitaire est produit

via le canal t ou tW, ce processus est noté tHq ou tHW respectivement. Cette

analyse est optimisée pour avoir une sensibilité maximale au processus tHq,

car il possède une section efficace plus importante ainsi que des propriétés

cinématiques caractéristiques. Cependant, les processus tHq, tHW et tt̄H sont

tous considérés comme des signaux lors de l’extraction des résultats, du fait

qu’ils soient tous sensible à l’ordre dominant à la valeur de κt.

Dans le SM (κt = κV = 1), les processus tHq et tHW ont de faibles sections

efficaces, ce qui est en partie dû à un terme d’interférence négative qui apparaît

dans leurs diagrammes à l’ordre dominant. Cependant, dans le cas où le signe

relatif ou la phase entre κt et κV seraient différents des prédictions du SM, cette

interférence pourrait devenir constructive. En particulier, dans le scénario de

couplage inversé du quark top (ITC) correspondant à κt = −κV = −1, les sec-

tions efficaces de ces processus augmentent d’un ordre de grandeur ; ces pro-

cessus pourraient alors être mis en évidence avec la sensibilité actuelle. Ainsi

cette étude vise en premier lieu à mieux contraindre les valeurs possibles du

couplage top-Higgs, et à placer une limite supérieure sur la section efficace de

tH.

J’ai implémenté et réalisé l’intégralité de l’analyse. Une partie de mon tra-

vail a également consisté à synchroniser mon cadre de travail avec celui utilisé
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par le groupe recherchant le processus tt̄H ainsi que par une collègue doc-

torante qui a également realisé l’analyse tH, afin que nous produisions des

résultats en commun. Cette analyse recherche des évènements dans les états

finaux trileptonique et dileptonique de même signe (3ℓ et 2ℓSS , où ℓ désigne

un électron ou muon), et où le boson de Higgs se désintègre en WW∗, ττ̄ ou

ZZ∗. Elle est basée sur les données collectées en 2017, ce qui correspond à une

luminosité intégrée de 41.5 fb−1.

La conception de cette analyse suit de près celle de la recherche de tt̄H dans

des états finaux multileptoniques qui est basée sur les mêmes données. En par-

ticulier, cette analyse utilise la même stragégie générale, bénéficie de l’algorithme

"lepton MVA" développé par le groupe tt̄H pour identifier les leptons "prompt",

et l’estimation des bruits de fond réductibles utilise la même procédure.

J’ai optimisé la MVA en incluant de nouvelles variables d’entrée discrimi-

nantes dans l’entraînement des BDTs, dont certaines obtenues avec la MEM,

et ai étudié l’influence du "binning" des discriminants sur le résultat final. J’ai

étudié des sources d’incertitude systématique liées aux prédictions théoriques

des sections efficaces. J’ai également réalisé des études préliminaires en vue

de la combinaison à venir avec la recherche du processus tt̄H.

Le signal est extrait via un MLE binné des réponses des BDTs dans 3 ré-

gions de signal. Pour le scénario du SM, la limite supérieure observée à 95%

CL sur la section efficace combinée tH + tt̄H est 0.52 pb, ce qui correspond à

2.87 fois la valeur prédite. Pour le scénario ITC, la limite supérieure observée

à 95% CL sur la section efficace combinée tH + tt̄H est 0.80 pb, ce qui corre-

spond à 1.81 fois la valeur prédite. Ces limites prennent en compte le rapport

d’embranchement H → WW∗ + ττ̄+ZZ∗.

De plus, un balayage de la fonction du maximum de vraisemblance a été

réalisé en fonction de κt, en supposant κV = 1, ce qui permet d’exclure à 95%

CL les valeurs de κt en-dehors des intervalles [-1.4, -0.7] et [0.7, 1.9]. Les don-

nées favorisent une valeur positive de κt par environ 1.5σ. De même, un bal-

ayage de la fonction du maximum de vraisemblance en fonction du paramètre

α, lié à une possible violation de la symmétrie CP, indique que les données

favorisent le scénario d’un boson de Higgs purement scalaire plutôt que le

scénario d’un boson de Higgs complètement pseudo-scalaire par environ 2σ.

Des limites supérieures sur la section efficace de production du seul processus
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tH sont également obtenues en fonction de κt et de cos(α). Ces résultats ont

été accepté par le groupe Higgs de CMS dans le cadre de cette thèse.

Par ailleurs, j’ai ré-adapté l’analyse tH dans le but de rechercher des inter-

actions FCNC mettant en jeu le quark top et le boson de Higgs. Bien que de

ce type d’interactions soit très fortement supprimé dans le SM, plusieurs scé-

narios BSM leur prédisent des rapports d’embranchement B(t → Hq) (q=u,c)

bien supérieurs. Cette analyse cible également les états finaux 3ℓ et 2ℓSS, et

utilise des sélections d’évènement dédiées. Pour rechercher ces signaux, la

MVA a été entièrement ré-optimisée.

Les limites supérieures observées à 95% CL sont B(t → Hu) < 0.072% et

B(t → Hc) < 0.085%, et surpassent les meilleures limites actuelles sur ces

rapports d’embranchement. Ces résultats ont été accepté par le groupe Top de

CMS dans le cadre de cette thèse.

Perspectives

Plus d’une décennie s’est écoulée depuis les premières collisions produites

au LHC, qui marquèrent le début d’une nouvelle ère pour la physique des

hautes énergies sur collisionneur. L’excellente performance de cette machine

qui accumule les superlatifs, et qui a d’ores et déjà produit plus que l’objectif

initial de 150 fb−1, ainsi que sa versatilité en termes d’énergie et de configura-

tions de faisceaux, ont assuré la grande étendue du programme de physique

du LHC. De même, les excellentes performances et disponibilités des dé-

tecteurs ont été à la mesure des attentes, et ont déjà permis de réaliser de

grandes avancées dans le champ de la physique des particules.

La période de prise de données Run 1 (2009–2013) a permis la découverte

historique du boson de Higgs par les collaborations ATLAS et CMS, ainsi que

la publication de nombreux résultats dans différents domaines. Durant le Run

2 (2015–2018), les expériences ont collecté à un rythme encore plus rapide des

données générées à l’énergie inégalée de
√

s = 13 TeV, qui a notamment con-

duit à des sections efficaces de production plus élevées du boson de Higgs

et du quark top. Les mesures des propriétés de ces deux particules ont été

significativement améliorées, et l’utilisation de techniques d’analyse de pointe

ont permis d’établir leur couplage à l’ordre dominant avec certitude pour la
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première fois. Plus généralement, les résultats obtenus au LHC ont permis de

confirmer les prédictions du SM à des échelles de précision et d’énergie sans

précédent.

La période d’arrêt prolongé en cours (LS2) sera mise à profit pour améliorer

le complexe d’injection qui fournit les paquets de protons au LHC. Ce délai

permettra aux physiciens de réaliser des analyses basées sur l’intégralité des

données collectées durant le Run 2, avec l’objectif d’extraire un maximum

d’informations de ces données et de rechercher dans le plus de directions pos-

sible. Les collisions redémarreront au LHC à
√

s = 14 TeV vers fin 2021, pour

un Run 3 à une luminosité instantanée de ∼ 2–3 · 1034 cm−2s−1. La luminosité

intégrée totale du LHC devrait alors atteindre ∼ 300 fb−1.

Les premiers balayages en tension du Run 3 seront particulièrement intéres-

sants à étudier, car ils pourraient bientôt confirmer que des parties du trajec-

tographe à pistes de CMS ont atteint l’inversion de type. Cela dépendra égale-

ment de la magnitude du phénomène de "recuit" (annealing) durant la période

d’arrêt. A partir de ce stade, à mesure que la tension de déplétion complète

des capteurs en silicium augmentera, l’analyse présentée dans le Chapitre 3

regagnera progressivement sa sensibilité, et l’évolution de VFD pourra être

comparée à la simulation sur une plus grande échelle de fluence.

La période d’arrêt en cours préfigure également la période d’"amélioration

Phase-2" (Phase-2 Upgrade, 2024–2026), qui marquera le début du LHC Haute-

Luminosité (HL-LHC, 2026–2037) [89]. Le HL-LHC collisionera des protons à√
s = 14 TeV à une luminosité instantanée au moins 5 fois plus élevée qu’au

LHC, et devrait délivrer une luminosité intégrée totale de ∼ 3000 fb−1.

A cette fin, entre autres améliorations, de nouveaux aimants constitués d’un

alliage superconducteur niobium-étain (Nb3Sn) seront installés, certains déjà

durant le LS2. Cette technologie peut supporter de plus forts courants élec-

triques, générant ainsi des champs magnétiques plus puissants pour mieux fo-

caliser les faisceaux. De plus, des cavités en crabe seront utilisées pour accroître

la surface de recouvrement des paquets de protons qui entrent en collisions,

augmentant ainsi la luminosité.
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Par ailleurs, les détecteurs seront améliorés pour fonctionner à de plus

hauts niveaux d’irradiation, et surtout pour pouvoir continuer à fournir des

mesures précises malgré un taux d’empilement moyen de 140–200 (comparé

à envrion 40 actuellement). Notamment, le trajectographe de CMS sera rem-

placé et couvrira une gamme plus étendue en pseudorapidité jusqu’à |η| ≃ 4,

avec une granularité plus élevée. Le système de déclenchement sera amélioré,

de nouvelles chambres GEM seront inclues dans le détecteur à muons, des dé-

tecteurs à temps de vol seront ajoutés dans les calorimètres pour rejeter les

évènements d’empilement, etc.

En combinaison avec des améliorations sur les plans de la compréhension

théorique et des techniques d’extraction du signal, il est prévu que ces amélio-

rations profitent significativement à de nombreuses mesures de précision [310,

311], par exemple dans les secteurs électrofaible et du boson de Higgs. Respec-

tant la mission principale du CERN, le HL-LHC étendra donc notre savoir à

l’échelle électrofaible, tout en repoussant les limites de technologies de pointe.

Le décuplement du volume de données disponible au HL-LHC profitera

également aux mesures liées au quark top solitaire. A partir de la mesure de

section efficace de tZq présentée dans le Chapitre 4, une étude phénoménologi-

que [312] a estimé la sensibilité actuelle de ce processus à certains opérateurs

EFT en utilisant une procédure simplifiée. Bien que cette étude conclue que la

sensibilité d’une mesure inclusive de la section efficace de tZq ne soit actuelle-

ment pas suffisante pour sonder ces opérateurs au-delà des limites existentes

obtenues via d’autres processus, une étude prospective incite à réaliser des

mesures différentielles précises de la section efficace de tZq ; en effet, par ex-

emple dans la queue de distribution du pT du quark top, les effets de certains

opérateurs EFT se trouvent significativement amplifiés.

En utilisant le jeu de données complet du HL-LHC, une telle mesure pour-

rait atteindre une précision suffisante pour contraindre ces opérateurs au-delà

des limites actuelles, fournissant ainsi des informations précieuses sur des scé-

narios BSM. Un autre but du HL-LHC est de contraindre plus fortement (ou à

l’inverse de mettre en évidence) l’existence d’un couplage de gauge anormal

WWZ ainsi que les interactions FCNCs [310]. Ceci incite à étudier plus avant
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le processus tZq, étant donné qu’il est sensible à ces effets, et parce qu’il con-

stitue un bruit de fond irréductible pour d’autres processus dans lesquels ces

effets peuvent être recherchés.

Comme cela a été mentionné dans le Chapitre 5, la combinaison à venir des

données de l’ensemble du Run 2 pour les analyses tH et ttH atteindra une

sensibilité sans précédent au couplage de Yukawa du quark top, sans qu’il

soit nécessaire de formuler des hypothèses concernant la nouvelle physique,

et pourrait permettre d’exclure une vaste gamme de valeurs de κt. De plus, des

études prospectives [313] montrent que l’accroissement du volume de données

disponible à la fin du Run 3 pourrait mener à l’exclusion de valeurs négatives

de κt à plus de 99% CL, et à plus de 5σ avec l’intégralité des données du HL-

LHC (en supposant l’absence de nouvelle physique dans les données). Dans le

cas contraire, ces données pourraient fournir la preuve d’une valeur négative

de κt.

Des projections concernants la limite supérieure placée sur le taux de pro-

duction de tHq suggèrent que ce processus pourrait être observé au HL-LHC,

et incitent à réaliser une mesure simultanée avec la section efficace de tt̄H afin

d’atteindre une sensibilité optimale. De plus, la sensibilité à κt pourrait être en-

core améliorée en réalisant une analyse combinée incluant d’autres processus.

Par exemple, une limite supérieure sur le couplage de Yukawa du quark top

a été récemment obtenue par une mesure différentielle par CMS de la section

efficace de tt̄ [314].

Le processus tHW a une section efficace environ 5 fois plus faible que celle

de tHq dans le SM, et devrait également devenir accessible au HL-LHC, en

fonction des améliorations réalisées concernant les incertitudes systématiques

et les techniques d’extraction du signal.

Un autre processus rare particulèrement intéressant est la production de

quatre quarks top. Ce mécanisme est sensible à différents scénarios BSM qui

prédisent des accroissement importants de sa section efficace, et a la meilleure

sensibilité à l’opérateur EFT qui correspond à un couplage entre quatre quarks

top [310]. Ce mode de production représente une autre sonde puissante du

couplage de Yukawa du quark top, sans faire aucun hypothèse sur les désinté-

grations du boson de Higgs. A
√

s = 14 TeV, ce processus a une section efficace
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σ(pp → tt̄tt̄) ∼ 15 fb comparable à celle de tHW. Une étude prospective [315]

réalisée par ATLAS suggère que l’observation de ce processus complexe pour-

rait déjà avoir lieu en utilisant seulement 300 fb−1 de données du HL-LHC.

Finalement, les recherches d’interactions FCNC faisant intervenir le quark

top devraient également fournir des résultats excitants dans un futur rela-

tivement proche. Les résultats prometteurs obtenus dans le cadre de ce tra-

vail représentent une première étape vers la combinaison à venir des analyses

basées sur l’intégralité du Run 2 ciblant différents canaux de désintégration du

boson de Higgs, ce qui repoussera les meilleures limites actuelles ou pourrait

potentiellement mener à une découverte.

Des études prospectives [316] prédisent qu’une sensibilité de l’ordre de

B(t → Hq) < O(10−4) pourrait être atteinte avec le jeu de données entier

du HL-LHC, ce qui serait suffisant pour exclure certains scénarios BSM tels

que 2HDM ou des modèles à dimensions supplémentaires (extra-dimensions

models).
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