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Abstract

Encoding information on the electron spin degree of freedom is seriously considered as a way to take over the actual microelectronic technology. In this context, controlling the spin state of a system is of crucial importance. Spin dynamics in semiconductors has therefore become an active research field. In this work, we use three different optical techniques to study two different spin systems.

Excitons are bosonic quasi-particles which were predicted to form quantum collective states. Such phenomena being governed by the excitonic fine structure, understanding the excitons spin dynamics is essential to their comprehensive study. In this work, indirect excitons in GaAs/(AlGa)As asymmetric coupled quantum wells are studied by two different methods: time and polarisation resolved photoluminescence and pump-probe spectroscopy. Optimal conditions have been identified to obtain long lifetime and spin relaxation time which have been found to reach $\tau_r = 15\,\text{ns}$ and $\tau_s = 5\,\text{ns}$ respectively in photoluminescence. Spin coherence of this system have also been studied with a particular pump-probe setup with a very low repetition rate. In this case, the spin relaxation time reaches 25 ns.

Beside these two widely used optically methods, spin noise spectroscopy has more recently emerged as a very interesting tool. It provides information on spin dynamics without perturbing it, via spontaneous spin fluctuations. They are detected optically as fluctuations of the polarisation state of the off-resonant laser beam. Until this work, this technique was limited to temporal spin dynamics. Here, we present a setup allowing for study both spatial and temporal spin dynamics. As a first application we studied electron gas in $n$-doped CdTe thin layers. In this material, the spin dynamics is expected to present similarity with the much better known GaAs. We actually observe the precession of electrons in the randomly fluctuating nuclear field which has already been reported in GaAs. It allowed for the determination of the nuclear field at saturation in CdTe $B_S = 0.11\,\text{T}$.

Simultaneous measurements of both spin relaxation time and spin diffusion coefficient by spatio-temporal spin noise spectroscopy are performed in different experimental conditions. Their variation as a function of the electron correlation time on a donor site can be interpreted in term of a competition between the hyperfine interaction and the anisotropic exchange interaction. In the long correlation time regime - when the hyperfine interaction dominates - a transition from inhomogeneous to homogeneous broadening is observed. This transition is confirmed by a modification of the shape
of spin noise spectra. However, this model matches the experimental data only if we consider an active donor concentration reduced by several orders of magnitudes with respect to the nominal values. This is a strong clue that our knowledge of spin relaxation in GaAs can not be directly transposed to CdTe.
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Introduction

The last few years have witnessed a slowdown in the evolution of the classical electronic devices performances [1]. The microelectronic industry does not follow the Moore’s law anymore and has increasingly focused on the needs of the IoT market segment. Additionally, the research for new technologies going beyond actual limitations is still in progress.

In this context, quantum features - such as superposition or entanglement - acquire technological interest in several application fields. They include long-distance quantum communication [2, 3], quantum sensors [4], quantum imaging [5, 6] and quantum computing and are based on various material systems. Quantum simulations are for instance performed in cold atom systems [7], in trapped ion systems [8] and in polariton condensates [9]. Solid state quantum bits - of which integration in consumer devices should be easier - are also implemented. Major industrial actors bet for example on superconducting Josephson junctions [10]. Electron and nuclear spins in semiconductors are also seriously considered [11–13] since they enable the compatibility with current semiconductor-based technologies.

One of the major issue that limits the implementation of a system with a large number of q-bits is the decoherence. A lot of fundamental studies and work on material are still to be done to achieve the quantum supremacy. In such circumstances, we address in this manuscript spin coherence of conduction electrons in two systems: electron gas in n-CdTe thin layers and indirect excitons in GaAs/(AlGa)As quantum wells.

Studies of indirect excitons (IX) spin dynamics were initiated soon after the claim of their macroscopic coherence [14–16]. Since then, many works dealt with spin diffusion [17, 18], spin relaxation [19–21] and polarisation pattern formation [22, 23]. The role of their spin properties in their condensation has also been pointed out in [24]. This work predicts that the IX ground state is optically inactive and, therefore, that an IX Bose-Einstein condensate should be dark. It has been experimentally confirmed in several works [25–27]. Photoluminescence is therefore not suited to study the IX
condensation. Knowing this, a pump-probe based methodology has been proposed to access to their spin and population dynamics [28]. Up to now, the experimental proof-of-concept of this suggestion has only been realised in a symmetric coupled quantum wells structure [29] that does not allow for the discernment of dark and bright excitons. In this regard, the first part of this work provides the study of an asymmetric CQW structure.

Furthermore, the study of the electron spin relaxation in semiconductors is still an active research field. Various spin relaxation mechanisms exist and compete, depending on the characteristics of the studied system. In $n$-GaAs, the electron spin relaxation is now well understood on a wide range of doping densities [30, 31]. The interplay between spin relaxation and spin diffusion is also understood [32]. Despite strong similarities between the two materials, the electron spin relaxation is much less known in $n$-CdTe. Here, we investigate electron spin dynamics using spin noise spectroscopy (SNS). Initially performed in atomic vapors [33, 34], this optical method has known major technical advances making it a powerful tool for spin dynamics in semiconductors [35, 36]. Since then, improving its abilities - including the possibility to address both spatial and temporal spin correlations - has received an ongoing attention. The second part of this work is dedicated to the study of the electron spin dynamics in $n$-CdTe with an innovative SNS-setup which can address spatio-temporal spin correlations.

The following of this manuscript is organised in five chapters. The first one is dedicated to introducing the basic physics underlying our discussion. Its first section is dedicated to optical spin orientation, spin relaxation mechanisms and optical tools for spin dynamics studies. The second section introduces spin noise spectroscopy (SNS), underlying its potential abilities. Its last section is devoted to excitons, introducing their proprieties and presenting the motivations of this work. The second and the third chapters discuss original results obtained in SNS. Both the study of electron spin relaxation and spin diffusion in $n$-CdTe and the experimental development of a setup providing access to spatial correlation are covered. The fourth chapter is dedicated to optical spectroscopy of IX in biased asymmetric CQW. It includes original results obtained by photoluminescence (PL) and pump-probe spectroscopy. Although non-conclusive in terms of dark state detection, they allow for the comparison of lifetime and spin relaxation time measured in PL and in time-resolved Kerr rotation. Then, a concluding chapter closes the manuscript bringing to light further opportunities.
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Chapter 1

Main physical principles

The first chapter of this manuscript is dedicated to setting the scene of this work. The first part introduces the physics of spin systems in semiconductors. The following three key points are discussed: creation of a polarised carriers population, spin dynamics of such a population and optically detection of this polarisation. The second part is devoted to spin noise spectroscopy. Basic principles and historical development are first considered in order to highlight its major asset, its actual limitations and above all its potential improvement. Finally, the last part deals with exciton physics with a particular attention paid to the observation of their collective states.

1.1 Spin physics in semiconductors

The studies of the spin physics in semiconductors (SC) relies largely on concepts and methods deployed in the studies of atomic vapors and in magnetic resonance. The principles of optical orientation has been first developped in the fifties and the sixties, particularly by Kastler and Brossel. Then, it has been transposed into semiconductors by Lampel in 1968 [1] and by Parsons in 1969 [2]. Since then, this field has known a huge success and generates an ongoing interest fifty years later. Of course, non optical techniques - such as transport or magnetic resonance method - have also been developed in order to study spin system and their dynamics in semiconductors. Because of the content of this work, this section provides a non exhaustive introduction to spin physics in semiconductors through the assumed narrow prism of optical method applied to zinc-blende structure semiconductors, such as many of III-V and II-VI.

Naturally, all the content of this section can be found in the two famous books [3] and [4] but also in great reviews such as [5–7], which all have been a source of inspiration
Main physical principles

1.1.1 Optical orientation

In semiconductors, the angular momentum conservation has an important direct consequence: photo-generated carriers can be polarised by light. Indeed, the angular momentum of the incident photon (±1 depending on the helicity of the light) is shared between the created electron and hole. This distribution obeys the selection rules imposed by the band structure.

Band structure of cubic zinc-blende semiconductors

In cubic zinc-blende semiconductors, such as GaAs or CdTe which are of interest in this work, the band structure presents a direct gap and we will focus on the Γ-point. In \( k = 0 \), the dispersion relation is parabolic. The conduction band is two-fold degenerated due to the spin of electrons \( S_\text{e}^z = \pm 1/2 \) (the orbital angular momentum is \( L = 0 \)). Because its orbital momentum is \( L = 1 \), the valence band is not described by the spin \( S_\text{e} \) anymore but by the total angular momentum \( J = S_\text{e} + L \). The \( J = 3/2 \) band is four-fold degenerated while the \( J = 1/2 \) is two-fold degenerated. They are separated by an energy \( \Delta_{SO} \) due to spin-orbit coupling. This situation is depicted in figure 1.1(a).

![Figure 1.1](image)

Figure 1.1: Schematic band structure of a cubic Zinc blende semiconductor close to the center of the Brillouin zone. Conduction band and valence band are separated by \( E_g \). The valence band is composed of light hole band, heavy hole band and split-off band. While in bulk SC light and heavy hole bands are degenerated at \( k = 0 \), in quantum wells, the degeneracy is removed. In both cases, the split-off band is shifted by \( \Delta_{SO} \)
Selection rules in cubic zinc-blende semiconductors

The selection rules for light absorption (the light energy is above the gap \( E > E_g \)) reflects the conservation of the angular momentum. For light circularly polarised along the \( z \)-axis, this leads to the variation \( \Delta J^z = \pm 1 \) where \( J^z \) is the \( z \)-component of \( J \). Allowed transitions are summarized in Fig. 1.2 with their respective probabilities. Transitions involving heavy holes (hh) are three times higher than transitions from light holes (lh).

\[
\begin{align*}
S'_e &= -1/2 \\
S'_e &= +1/2 \\
J'_e &= -3/2 \\
J'_e &= +3/2 \\
S'_e &= -1/2 \quad \text{lh} \\
S'_e &= +1/2 \quad \text{lh} \\
J'_e &= -1/2 \quad \text{lh} \\
J'_e &= +1/2 \quad \text{lh} \\
J'_e &= -3/2 \quad \text{hh} \\
J'_e &= +3/2 \quad \text{hh} \\
\end{align*}
\]

(a) Selection rules in bulk SC

(b) Selection rules in quantum well

Figure 1.2: Selection rules at \( k = 0 \) for both \( \sigma^+ \) (solid lines) and \( \sigma^- \) (dotted lines) excitation in cubic zinc-blende semiconductors. Relative probabilities of each transition is represented by circles.

Let’s define the degree of electron spin polarisation \( \rho_e \) by:

\[
\rho_e = \frac{n^e_\uparrow - n^e_\downarrow}{n^e_\uparrow + n^e_\downarrow}
\]

(1.1)

where \( n^e_\uparrow \) and \( n^e_\downarrow \) are the respective populations of electron with spin \( S^e_z = +1/2 \) and \( S^e_z = -1/2 \).

The maximal reachable degree of electron spin polarisation depends on the excitation energy \( E_{\text{exc}} \). Indeed, if \( E_{\text{exc}} > E_g + \Delta_{SO} \), transitions can involve the split-off band. Probabilities of transitions involving this band are two times higher than probabilities of transitions involving light holes. All transitions are involved and under \( \sigma^+ \) excitation, we obtain:

\[
\rho_e = \frac{1 + 2 - 3}{1 + 2 + 3} = 0
\]

(1.2)

which means that no polarisation is possible.

In contrast, if \( E_g + \Delta_{SO} > E_{\text{exc}} > E_g \), only transitions from light and heavy holes are involved in the population of \( n^e_\uparrow \) and \( n^e_\downarrow \). In case of \( \sigma^+ \) incident light, it leads to a polarisation of 50%:

\[
\rho_e = \frac{1 - 3}{1 + 3} = -0.5
\]

(1.3)
Here, the sign is due to the fact that a $\sigma^+$ polarisation increases the $n_\downarrow$ population.

In quantum wells (QW), the degeneracy of heavy and light holes band vanishes. The difference of the confinement potential for each sort of holes introduces a splitting energy $\Delta_{\text{conf}}$ between the two corresponding bands (see figure 1.1(b)). In this case, it is possible to reach a maximal degree of spin polarisation of 100% by selective excitation on heavy hole band. In this case, $E_g + \Delta_{\text{conf}} > E_{\text{exc}} > E_g$ and the degree of electron polarisation is:

$$\rho_e = \frac{0 - 3}{0 + 3} = -1$$

(1.4)

A similar reasoning is also valid for holes. However, semiconductors are either n-doped or p-doped and photo-generated carriers will recombine with majority carriers (see section 1.1.3).

Considerations developed in this section bring us to a central question in spin physics: after its creation, what happens to a non-equilibrium spin population? Of course, it comes back to its thermodynamic equilibrium but how does it take place? The next section will introduce the main mechanisms allowing this relaxation.

### 1.1.2 Spin dynamics

An arbitrary spin state $|S\rangle$ can be described by its spherical coordinates onto a Bloch sphere. For a given quantization axis, the North and South poles of this sphere correspond to the "up" and "down" eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$. Polar $\theta$ and azimuthal $\Phi$ angles characterise the state $|S\rangle$ as a combination of the two eigenstates:

$$|S\rangle = \cos(\frac{\theta}{2}) |\uparrow\rangle + e^{i\Phi} \sin(\frac{\theta}{2}) |\downarrow\rangle$$

(1.5)

If the two eigenstates are split (for instance in the presence of a magnetic field which defines the quantization axis), the spin will precess. That means $\theta$ remains constant while $\Phi$ linearly increases with time. This time evolution is characterised by the spin splitting between the two eigenstates $\hbar \omega_L = \mu_B gB$ and defines the Larmor frequency of the precession.

In this current form, the time evolution of the spin state does not take into account any interaction with the environment and provides for a precession for an indefinitely time. However, spin states are never isolated and different interactions lead to the decay of the average spin $S$. This decay is described by the following phenomenological Bloch
Figure 1.3: Larmor precession of an arbitrary spin state visualised on the Bloch sphere. The magnetic field is vertical. The two eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$ are respectively at North and South pole and two other remarkable states are shown to browse the Bloch sphere.

Equations:

\[
\begin{align*}
\frac{dS_x}{dt} &= \gamma (\vec{S} \wedge \vec{B})_x - \frac{1}{T_2} S_x \\
\frac{dS_y}{dt} &= \gamma (\vec{S} \wedge \vec{B})_y - \frac{1}{T_2} S_y \\
\frac{dS_z}{dt} &= \gamma (\vec{S} \wedge \vec{B})_z - \frac{1}{T_1} (S_z - S_{eq})
\end{align*}
\]

where $\gamma = \mu_B g / \hbar$ is the gyromagnetic ratio and $S_{eq}$ is the equilibrium value of the average spin, oriented along the magnetic field (here along the $z$-axis). Here, the spin relaxation occurs with two different characteristic times $T_1$ and $T_2$ corresponding to the longitudinal and the transverse spin relaxation respectively.

In this framework, the spin relaxation time $T_1$ corresponds to the thermalisation with the lattice (the spin system reaches its thermal equilibrium population and transfers energy to the lattice) and is also called the spin-lattice relaxation time. $T_2$ is the coherence time after which the phase of the precession of the transverse spin component is lost.

In what follows, unless otherwise noted, we will consider $T_1 \approx T_2$ (this assumption is true for low magnetic fields) and we will talk about the spin relaxation time $\tau_s$. 
Origin of spin relaxation

A wide variety of spin interactions could take place in semiconductors: spin-orbit interaction, hyperfine interaction (if some nuclei hold a spin), electron-hole or electron-electron exchange interactions, s-d or p-d exchange interactions with magnetic impurities or interactions with phonons. Each of them could provide a relaxation channel for the spin system. In the end, the polarisation of the spin population decays to zero with a characteristic time $\tau_s$ referred to as the spin relaxation time.

Spin relaxation mechanisms can be understood as the result of a fluctuating effective magnetic field. For moving spin carriers, fluctuations originate from scattering events (with phonons, impurities or between carriers) while for localised spin carriers, they are due to fluctuations of the environment. It is customary to use the classical random walk framework [8] and to describe this randomly fluctuating field using two parameters: its correlation time $\tau_c$ and the rms value of the spin precession frequency $\Omega$. The former is the characteristic time during which the field remains unchanged. The latter depends on the amplitude of the effective field. In such a fluctuating field, the spin observes a precession at $\Omega$ around one direction. After a typical time $\tau_c$, the effective field changes randomly: the axis of the spin precession and its frequency change as well.

Depending on the value of these two parameters, relaxation phenomena act differently. We could envisage two distinct cases corresponding to two limit values of $\delta\phi = \Omega\tau_c$ which is the angle of rotation performed during $\tau_c$.

If $\Omega\tau_c \ll 1$, the interruption of the spin precession occurs so frequently that $\delta\phi$ is small. During a time $t$, in other words after $t/\tau_c$ steps, the total squared precession angle is $(\Omega\tau_c)^2 \times t/\tau_c$. Defining the spin relaxation time $\tau_s$ as the time after which this squared angle is of the order of 1 [8], we obtain:

$$\frac{1}{\tau_s} \sim \Omega^2\tau_c$$ (1.9)

This situation is referred to as « motional narrowing » because a short correlation time leads to a long spin relaxation time [9].

In the opposite limit case, if $\Omega\tau_c \gg 1$, the spin can achieve one (or more) entire precession around each value of the effective field. During $\tau_c$, the projection of the spin on the random field is conserved but its transverse projection is lost. The projection of the spin on its initial direction decreases at each step. This process recurs and the initial direction is destroyed [10]. In this case, the angle $\delta\phi$ no longer
Figure 1.4: Precession of a spin (blue arrows) in a randomly fluctuating field (yellow arrows). Here, the field is $k$-dependent and its changes are due to any scattering event leading to a variation of both its orientation and its amplitude. Two different cases corresponding to two different ratios between the correlation time of the field $\tau_c$ and the precession period are represented. In case (a) (top panel), the spin only realises very weak rotations which are averaged due to the short $\tau_c$ time. The final orientation is similar to the initial orientation (see bold arrows). This situation is referred as to motional narrowing regime. In case (b) (bottom panel), the spin can realise a valuable fraction of a complete rotation and the initial orientation is lost.

depends on $\tau_c$ which leads to:

$$\tau_s \sim \tau_c$$  \hspace{1cm} (1.10)

Depending on the system of interest, different spin relaxation mechanism - such as Elliot-Yafet [11], Bir-Aronov-Pikus [12, 13], Dyakonov-Perel [14] - could dominate the spin relaxation. Some of them have been pointed out for decades while other have been understood more recently [15]. In what follows, most relevant for further discussions mechanisms are introduced.

Main relaxation mechanisms

Dyakonov-Perel mechanism  In SC crystals with no inversion symmetry, the spin-orbit coupling leads to a splitting of the energy bands:

$$E_{k,\uparrow} = E_{-k,\downarrow} \neq E_{k,\downarrow}$$  \hspace{1cm} (1.11)
This splitting could have two origins. In non-centrosymmetric semiconductors (such as III-V or II-VI), the Bulk Inversion Asymmetry (BIA) leads to such a lack of symmetry. This splitting is known as the Dresselhaus splitting. This lack of symmetry could also come from Structure Inversion Asymmetry (SIA) - asymmetry of the confining potential due to heterostructure or electrical field - and it is known as Rashba-Sheka splitting. In 2D systems, the BIA term depends on the growth direction. Both the BIA and the SIA contributions could be involved and the relaxation is usually anisotropic, that means spin relaxation depends on the relative orientation of the spin and the growth axis.

Therefore, an additional $k$-dependent term in the electron hamiltonian appears in the form of:

$$H_{SO} = \hbar \Omega_{SO}(k) \mathbf{S}_e$$  \hfill (1.12)

Since this effective field depends on $k$, it changes randomly for each collision event and its correlation time is the momentum relaxation time $\tau_P$ (due to impurities, phonon, or electron-electron interaction).

Usually, the characteristic parameters of the field lead to the situation of motional narrowing and the spin relaxation time is described by:

$$\frac{1}{\tau_s^{DP}} \sim \Omega_{SO}^2 \tau_c$$  \hfill (1.13)

**Hyperfine interaction with nuclear spin system** In material with non-zero spin nuclei, magnetic interaction may couple the electronic spin system (ESS) and the nuclear spin system (NSS). This Fermi contact interaction is known as hyperfine interaction (HI) and can be expressed as [4]:

$$H_{HI} = A \mathbf{I} \cdot \mathbf{S}_e$$  \hfill (1.14)

where $\mathbf{I}$ and $\mathbf{S}_e$ are the nuclear and the electron spin. The hyperfine constant $A$ being dependant on the square of the electron wave function at the nucleus location, this interaction will have a major play for localised or confined electrons.

A polarisation of the ESS may lead to a polarisation of the NSS. In this case, electrons undergo an effective magnetic field from the NSS which is called the Overhauser field. This field acts in turn on the dynamic of the ESS: electron spins precess in this random nuclear field providing a channel spin relaxation. The nuclear spin also experiences the effective magnetic field of electrons which is called the Knight field.
Two different origins of the electron spin relaxation due to the HI can be considered. For localised electrons with long correlation time, fluctuations of the Overhauser field lead to spin relaxation.

Inversely, if electrons hop from one nuclear site to another with a typical correlation time shorter than their precession period, the precession of nuclear spins can be considered as frozen. The spin relaxation occurs therefore in the motional narrowing and the spin relaxation time is given by [16]:

\[
\frac{1}{\tau_s^{HF}} \sim \Omega_N^2 \tau_c
\]

where \( \tau_c \) is the typical amount of time the electron spends on a nuclear site and \( \Omega_N \) is the precession frequency in the Overhauser field.

**Anisotropic exchange interaction** In semiconductors, the spin-orbit interaction gives rise to an anisotropic part in the exchange interaction hamiltonian. This antisymmetric part is called the Dzyaloshinskii-Moriya and is well known for magnetic ions. Kavokin pointed out this interaction will provide a relaxation mechanism for pair of localised electrons [17]. When a spin tunnels from one donor site to another, it undergoes a finite rotation \( \theta_{AEI} \) which contributes to relaxation. Hopping of electrons also leads to a similar relaxation [18], [19]. Finally, the spin relaxation time is:

\[
\tau_s^{AEI} \sim \Omega_{AEI}^2 \tau_c
\]

where \( \Omega_{AEI}^2 = \frac{3}{2} \frac{1}{\theta_{AEI}} \) and \( \theta_{AEI} \) is the rotation angle of the spin due to hopping between donors.

**Competition between different mechanisms**

The electron spin relaxation in n-doped GaAs at low temperature can be explained on the whole range of doping densities with these three different mechanisms.

Dzhioev *et al.* [20] have performed systematic experimental study of spin relaxation for different doping levels. Spin relaxation time are obtained by Hanle depolarisation of photoluminescence (see section 1.1.3) obtained in this work are shown in figure 1.5. At low doping density, electrons are localised and the hyperfine interaction is the predominant channel of relaxation. At high doping level, this is the Dyakonov-Perel which dominates. Dzhioev *et al.* have also shown that the anisotropic interaction prevails in an intermediate doping level which corresponds to the end of the insulator regime. Whatever the predominant relaxation mechanism, the spin relaxation time
Figure 1.5: Spin relaxation time for different doping levels. Solid lines show expected values for hyperfine interaction (left region, low densities), anisotropic exchange interaction (intermediate densities) and Dyakonov-Perel (right region, metallic regime). Figure taken from [20].

is given by:

\[ \frac{1}{\tau_s} = \frac{1}{\tau_s^{SO}} + \frac{1}{\tau_s^{HF}} + \frac{1}{\tau_s^{AE}} \]

This work was a milestone in the comprehension of spin dynamics in n-GaAs which is now well understood. More recent works address both optical measurements of spin relaxation time and transport measurement [21, 22] providing a deeper understanding of electron spin dynamics in n-GaAs, connecting spin relaxation and spatial dynamics of electrons.

* * *

The next section is dedicated to the optical tools allowing to monitor the spin dynamics in semiconductors, that means to measure spin relaxation time or g-factor in different conditions.

1.1.3 Optical way to access spin dynamics

From the beginning of spin physics studies (in atomic vapors), optical orientation based techniques have been widely used to understand the spin dynamics. Historically, first methods relied on continuous excitation. Then, in the 1990’s, time-resolved
measurements - provided by the recent arrival of ultrafast pulses excitation - allowed to directly observe the spin dynamics. This section intends to introduce the working principle of these techniques in order to bring to light the opportunities they offer and to understand their limitations. The first part will deal with polar-resolved photoluminescence measurements and the second one will deal with dispersive measurements based on the Faraday rotation.

**Polarisation of the photoluminescence**

Photo-generated carriers have finite lifetime and recombine after a typical recombination time $\tau_r$. This recombination is accompanied by the emission of a photon. The angular momentum being conserved during the process, a spin polarisation gives rise to a polarised photoluminescence. Thus, measuring the polarisation of the photoluminescence (PL) provides a direct access to spin polarisation in a system. Here, we define the degree of polarisation of the photoluminescence $P_c$ by:

$$P_c = \frac{I_{\sigma^+} - I_{\sigma^-}}{I_{\sigma^+} + I_{\sigma^-}}$$

(1.17)

where $I_{\sigma^+}$ and $I_{\sigma^-}$ are respectively the intensity of the $\sigma^+$ and $\sigma^-$ component of the photoluminescence.

**Continuous wave measurement** Let’s consider the ideal case of a $\sigma^+$ excitation of a bulk SC at an energy somewhere above the band gap but below $E_g + \Delta_{SO}$. Thus, we deal with heavy and light holes only and the created - the maximum reachable - electron spin polarisation is $\rho_e = -0.5$. If each created carrier recombines with its co-created partner, the emitted light will be fully polarised $\sigma^+$. However, during the holes and electrons lifetime their spin relax and the PL polarisation is affected. In many cases - and more specifically in systems we study in this work - hole spin relaxation occurs very fast [23]. In what follows we therefore consider the recombination of a polarised electron population with non polarised holes. We will derive the expected polarisation of the spectrally integrated PL in the absence and in the presence of electron spin relaxation.

The created electron spin polarisation $\rho_e = -0.5$ means that one half of the electron population have a spin $S^e_z = -1/2$ and one half is unpolarised. Thus, we can denote the two subpopulation of spins $S^e_z = +1/2$ and $S^e_z = -1/2$ by $n^e_+ = 0.25$ $n^e$ and $n^e_+ = 0.75$ $n^e$ where $n^e$ is the total density of created electrons.
Following the selection rules (see figure 1.2), the total emitted photons \( n_\sigma \) are given by:

\[
n_\sigma = \frac{1}{4} \left( \frac{1}{4} n_{\sigma^+} + \frac{3}{4} n_{\sigma^-} \right) + \frac{3}{4} \left( \frac{3}{4} n_{\sigma^+} + \frac{1}{4} n_{\sigma^-} \right) = \frac{10}{16} n_{\sigma^+} + \frac{6}{16} n_{\sigma^-} \tag{1.18}
\]

where the first term corresponds to the emitted photons due to \( S_e^z = +1/2 \) electrons and the second term corresponds to the emitted photons due to \( S_e^z = -1/2 \) electrons. Here \( n_{\sigma^\pm} \) denotes the \( \sigma^\pm \) polarised photons.

In the linear regime, the intensity of the two circular components of the emitted light being proportional to \( n_{\sigma^\pm} \), we obtain:

\[
\mathcal{P}^\text{max}_c = \frac{I_{\sigma^+} - I_{\sigma^-}}{I_{\sigma^+} + I_{\sigma^-}} = \frac{10 - 6}{10 + 6} = 0.25 \tag{1.19}
\]

which is the highest reachable value of PL polarisation in this case (excitation energy lower than \( E_g + \Delta_{SO} \), bulk SC and instantaneous hole spin relaxation).

Up to now, we have been considering that all the free carriers are photocreated. \( n \)-doped semiconductors are also interesting. In this case, the ratio of photocreated carriers and resident carriers \( \zeta \) is given by the power of the excitation energy. Following the same reasoning gives directly a degree of PL polarisation of:

\[
\mathcal{P}^\text{max}_c = 0.25 \frac{\zeta}{1 + \zeta} \tag{1.20}
\]

Electron spin relaxation strongly affect the measured PL polarisation. If the recombination time is much lower than the spin relaxation time, the PL polarisation remains \( \mathcal{P}^\text{max}_c \). In the opposite limit case, if electron spin relaxation is much faster than recombination, the PL polarisation will be null. The competition between the two phenomena leads to a PL polarisation given by:

\[
\mathcal{P}_c = \frac{\mathcal{P}^\text{max}_c}{1 + \tau_r/\tau_s} \tag{1.21}
\]

Thus, measuring the PL polarisation under continuous excitation provides the ratio \( \tau_r/\tau_s \) and the extraction of \( \tau_s \) requires the knowledge of \( \tau_r \).

In n-doped semiconductors, the ratio of photocreated carriers and resident carriers \( \zeta \) is not always easy to evaluate. It is therefore necessary to perform measurement at different excitation power \( P_{\text{exc}} \) in order to extract the linear dependence of \( \mathcal{P}_c \) with \( P_{\text{exc}} \) (\( \mathcal{P}^\text{max}_c \propto P_{\text{exc}} \)). However, this implies to assume that both \( \tau_r \) and \( \tau_s \) do not vary with \( P_{\text{exc}} \).

The next paragraph describes a way to unravel \( \tau_r \) and \( \tau_s \) using a transverse magnetic
Hanle effect The precession of the average electron spin density $\mathbf{S}$ in the presence of a transverse magnetic field $\mathbf{B}$ is described by the following equation:

$$\frac{d\mathbf{S}}{dt} = \gamma (\mathbf{S} \wedge \mathbf{B}) - \frac{\mathbf{S}}{\tau_s} - \frac{\mathbf{S}}{\tau_r} + \frac{\mathbf{S}_0}{\tau_r}$$

(1.22)

which includes the precession, the spin relaxation, the recombination and the photogeneration. Here, $\mathbf{S}_0 = S_0 \mathbf{e}_z$ is the initial average electron spin density (without relaxation) and is along the optical axis which is now fixed along the $z$-axis and $\gamma = \mu_B g/\hbar$ is the gyromagnetic ratio.

In the absence of magnetic field, this differential equation leads to a steady state with null $x$ and $y$-components and a non null $z$-component described by:

$$S_z(B = 0) = \frac{S_0}{1 + \tau_r/\tau_s}$$

(1.23)

which matches with equation 1.21.

In the presence of a transverse magnetic field with respect to the optical axis, the equation 1.22 leads to an equilibrium state along the $z$-axis described by:

$$S_z(B) = \frac{1}{1 + (\gamma B \tau^*)^2} S_z(B = 0)$$

(1.24)

where it is convenient to define

$$\frac{1}{\tau^*} = \frac{1}{\tau_s} + \frac{1}{\tau_r}$$

(1.25)

Figure 1.6 shows the Lorentzian evolution of $S_z$ with the intensity of a transverse magnetic field. It is also applicable to the degree of electron spin polarisation and to the degree of polarisation of the photoluminescence. Such a variation is characterised by two parameters: its height and its width. Thus, Hanle measurement allows to unravel both $\tau_s$ and $\tau_r$.

Time-resolved measurement The arrival of ultrafast pulses laser has allowed to follow carriers spin dynamics directly in time domain. Indeed, the synchronisation between laser pulses and a streak camera enables to monitor the decay of the photoluminescence. Such a time-resolved photoluminescence may be polar-resolved providing not only $\tau_r$ but also $\tau_s$.

This technique does not require any application of a magnetic field. However, the
Figure 1.6: Spin projection along the optical axis for different transverse magnetic field. The curve has a Lorentzian shape characterised by two parameters: its width and its intensity from which one can extract both recombination time $\tau_r$ and spin relaxation time $\tau_s$. This evolution applies to polarisation of the photoluminescence or to the Faraday rotation (see section 1.1.3).

Time resolution allows the direct observation of the precession mentioned in equation 1.22 and study spin dynamics under magnetic field is of great interest.

Being created, a spin polarisation leads to a magnetisation of the crystal. The effect of this magnetisation on an incident light is also a widely used method to study the spin dynamics.

**Dispersive measurements**

The contribution of an optical transition to the dielectric response function is given by:

$$\epsilon_{\text{res}}(\omega) \propto \frac{1}{\omega^2 - \omega_0^2 - i\Gamma \omega}$$

where $\omega_0$ is the resonance frequency of the transition and $\Gamma$ describes its broadening. In the case of a spin-selective transition (see section 1.1.1), an imbalance in the spin subpopulations leads to different amplitude of this contribution - and accordingly to a difference between the complex refractive index ($n = \sqrt{\epsilon}$) - for the two circular polarisations. Close to the resonance, the complex refractive index for the two circular polarisations can be written as follows:

$$n_\pm(\omega) = n'_\pm(\omega) - in''_\pm(\omega)$$

where $n'$ and $n''$ denote respectively the real and the imaginary part of $n$ corresponding to the refractive index and the absorption. Here, indexes $\pm$ denote the two circular polarisations.
Figure 1.7: Refractive index (blue lines) and absorption coefficient (red lines) for the two different circular polarisations (denoted respectively by solid and dashed lines). We can see that $\Delta n'(\omega)$ decays slower than $\Delta n''(\omega)$ when the detuning increase.

Figure 1.7 shows the two parts of the complex refractive index for the two circular polarisations in the case of a spin dependent transition. These differences of amplitude for both $n'$ and $n''$ offer an opportunity to probe the spin system.

Let’s consider an incident wave propagating along the $z$-axis and linearly polarised along the $x$-axis. At a given incident frequency $\omega$, the difference of refractive index $\Delta n'(\omega) = n'_+(\omega) - n'_-(\omega)$ leads to a phase difference between its two circularly polarised components. In this manner, the linearly polarised incident wave undergoes a rotation of its polarisation plane which is known as the Faraday rotation (FR). This rotation is given by:

$$\theta_{FR}(\omega) = \pi l / \lambda \Delta n'(\omega)$$

where $l$ is the length travelled and $\lambda$ is the laser wavelength.

The difference of absorption $\Delta n''(\omega) = n''_+(\omega) - n''_-(\omega)$ is also detectable through an amplitude difference of the two circular components. In this case, the incident beam acquires an induced ellipticity revealing the spin subpopulations.

From figure 1.7 we directly see that the absorption effect is stronger that the dispersive effect at low detuning, while the situation is reversed for higher detuning. It is important to note that this understanding of dispersive measurement remains true provided that we have a negligible Zeeman splitting of the transition energies regarding the linewidth of the transition (here we have made the assumption that...
Finally, it is important to note that an equivalent effect occurs in reflection. It is called the magneto-optic Kerr effect and allows to study non-transparent samples. Once again, the effect of a transverse magnetic field provides a way to access spin relaxation time by Hanle effect.

**Pump-probe technique** It is also possible to optically generate a polarised spin system and then to detect the induced Faraday (or ellipticity) effect. The idea consists in using a circularly polarised laser beam as a pump and on probing the spin subpopulations unbalance with a weaker linearly polarised laser beam. Introducing a delay between the pump and the probe provides a direct access to the spin dynamics of the system. Such a pump-probe technique relies on non linear optics and the pump have to be resonant with an optical transition. The probe however can both have the same energy than the pump or be detuned from the pump providing a spectroscopic method.

In the presence of an external magnetic field, this method provides precious informations about the dynamics of a spin system. Depending on the orientation of the field, we can consider two configurations.

In the Faraday configuration, the applied magnetic field is along the optical axis and therefore. In this case, we expect a monotonous decay of the longitudinal component of the magnetisation governed by $T_1$ (see section 1.1.2).

In the Voigt configuration, the applied field is perpendicular to the optical axis. Here, we can monitor the precession of the magnetisation and its relaxation governed by $T_2$.

The situation requires our attention. The experimentally observed value of this decay has two different contributions, a homogeneous one and an inhomogeneous one. The inhomogeneous contribution $T_2^{inh}$ is due to spatial and/or temporal variation of precession frequencies and is given by:

$$T_2^{inh} = \frac{\hbar}{\Delta g \mu_B B}$$  \hspace{1cm} (1.29)

where $\Delta g$ is the spread of the $g$-factor and is due to $g$-factor inhomogeneities. This $g$-factor spread implies slightly different Larmor frequencies. Interference between each of these oscillations is less and less constructive (see figure 1.8) leading to a measured decay $T_2^*$ (called dephasing time) lower than the homogeneous value $T_2$:

$$\frac{1}{T_2^*} = \frac{1}{T_2} + \frac{1}{T_2^{inh}}$$  \hspace{1cm} (1.30)
Figure 1.8: Evidence of the effect of a spread of $g$-factor on the measured decay time. Normalised signals from three different spin carriers with the same coherence time $T_2$ but slightly different arbitrary $g$-factors are shown in blue (solid, dashed and dotted lines). At the beginning, they are in phase but they become progressively more and more dephased. Normalised total signal for a large number of spin carriers with the same decoherence time but a normally distributed random $g$-factor around an arbitrary mean value is represented in red solid line. Their respective envelope are shown in black. We clearly observe a much faster decay for the total signal due to destructive interference between the different contributions.

These two last equations describe a linear dependence between $\frac{1}{T_2^*}$ and the magnetic field. Therefore, the two contributions can be unravelled: varying $B$ allows one to extract $T_2$ from the intercept and $\Delta g$ from the slope. The inhomogeneous contribution being reversible, it can be removed by spin echo techniques [24] or by spin mode locking [25].

Finally, Faraday rotation can also encode the stochastic spontaneous fluctuation of a spin system. This is the the basic principle of spin noise spectroscopy which is introduced in the next section.

*   *

*   *

All the optical techniques introduced in this section rely on optical orientation, that is on carrying out the electron spin system out of equilibrium and observe its relaxation. The perturbation due to excitation light or to the presence of magnetic
field might be avoided thanks to the spin noise spectroscopy which plays a central role in this work. The next section will introduce this powerful technique.

1.2 Spin noise spectroscopy

Despite appearances, noise is not just a source of annoyance in measurements. Quite the contrary, it is a great source of informations on the studied system. Indeed, it is well known that a system in its equilibrium state experiences fluctuations which are directly linked to its dynamics. This relation between spontaneous fluctuations around the equilibrium state and the way the system relaxes from non equilibrium to equilibrium state is described by the so-called fluctuation-dissipation theorem [26–28]. This principle has been used in a wide range of different fields in physics [29]: diffusion and Brownian motion, light absorption and thermal radiation or even the stiffness of a spring. Practically speaking, it provides a non-perturbative access to the dynamics of many different systems. A famous example is the Johnson-Nyquist noise [30, 31] allowing the measurement of the electrical resistance of a sample without any application of current.

Application of this principle to spin systems and their magnetisation fluctuation has led to the emergence of a technique known as spin noise spectroscopy. In the last fifteen years, this method has known a rapid development due to its broad range of applications including in semiconductors.

The first paragraph of this section will introduce the basics of spin noise spectroscopy. Then, the second one will present the evolution of this technique through two closely related questions: the historical experimental development of spin noise setup and the successively reached physical spin systems. Finally, we will interrogate one non-used potentiality of this subtle technique.

1.2.1 Principles

This paragraph is devoted to introducing the working principles of spin noise spectroscopy (SNS). A simple way to explain how it works starts from the Faraday rotation and is the topic of the first part of this paragraph. However, another point of view allows one to understand the full range of possibilities offered by spin noise spectroscopy. This perspective is addressed in the second part of this paragraph.
Spontaneous fluctuations of a spin system detected via Faraday rotation

Let’s consider a paramagnetic system, with a population of $N$ non-interacting spin carriers such as electrons. At thermal equilibrium and in the absence of magnetic field, the two subpopulations corresponding to the two spin states $n_↑$ and $n_↓$ are equal and the spin polarisation $\rho_e = \frac{n_↑ - n_↓}{n_↑ + n_↓}$ is null. Because $N$ has a finite value, this is true on average in time but the standard deviation of these populations leads to a standard deviation of $\rho_e$.

The basic idea of spin noise spectroscopy is the following: thanks to the Faraday rotation (see section 1.1.3), spontaneous spin fluctuations can be detected through the fluctuations of the polarisation plane of a laser beam. Indeed, the instantaneous non-zero spin polarisation leads to a circular birefringence coming from the difference in the absorption of $\sigma_+$ and $\sigma_-$ circularly polarised light. For a linearly polarised light beam, this birefringence results in a rotation of its polarisation plane known as Faraday rotation. This rotation being proportional to $\rho_e$, stochastic fluctuations of the spin system can be detected via the fluctuations of the polarisation plane of a linearly polarised laser beam passing across the studied sample.

All the information about the dynamics of the system is therefore contained in its auto-correlation function $g(t)$ which is defined as:

$$g(t) = \langle S_z(t)S_z(0) \rangle$$

where $S_z(t)$ is the projection of the instantaneous average spin along the optical axis (here, the $z$-axis).

The Wiener-Khintchine theorem links the auto-correlation and the noise power spectrum $C_{SN}(\omega)$ as follows:

$$C_{SN}(\omega) = 2 \int_0^\infty \cos(\omega t)g(t)dt$$

Technically, the basic setup consists in probing the sample with a linearly polarised laser beam and in analysing the polarisation of the transmitted beam (see figure 1.9). Intensity fluctuations of its cross-polarised component contains both the spin fluctuations and the laser intensity fluctuations. This undesirable noise affecting equally the two polarisation components, they are separated with a polarised beam splitter and sent to a balanced detector. This optical bridge converts the polarisation fluctuation into intensity fluctuation and removes the laser intensity noise. Finally, the electrical signal is frequency analysed in order to obtain its power spectrum. It
Main physical principles

Figure 1.9: Basic spin noise spectroscopy setup. A linearly polarised laser beam passes through the sample and undergoes a very small instantaneous Faraday rotation \( \theta_F(t) \) which is proportional to \( S_z(t) \), the stochastic magnetisation of the sample along the optical axis. This rotation is detected with an optical bridge which consists in a polarised beam splitter (PBS) and two photodetectors (PD). Then, the electrical signal is analysed in frequency domain.

is then normalised in order to remove other noise sources coming from the detection/digitalisation scheme.

Depending on the orientation of the magnetic field, we can consider two configurations (see section 1.1.3) which lead to different shapes of the spin noise power spectrum.

In the Faraday configuration, the magnetic field being along the optical axis, the \( S_z(t) \) component decays exponentially with a relaxation time \( T_1 \). It therefore leads to:

\[
g(t) \propto e^{-t/T_1} \tag{1.33}
\]

and the resulting noise power spectrum is given by:

\[
C_{SN}(\omega) \propto \frac{1}{\omega^2 + \frac{1}{T_1^2}} \tag{1.34}
\]

which is a zero-centred Lorentzian peak whose width is inversely proportional to the longitudinal time \( T_1 \).

In the Voigt configuration, the magnetic field being transverse to the optical axis, the \( S_z(t) \) component also decays exponentially but with a relaxation time \( T_2 \). In this case, the precession of the magnetisation yields to a modulation of this decay at the Larmor frequency \( \omega_L \). It leads to:

\[
g(t) \propto \cos(\omega_L t)e^{-t/T_2} \tag{1.35}
\]
and the noise power spectrum is given by:

\[ C_{SN}(\omega) \propto \frac{1}{(\omega - \omega_L)^2 + \frac{1}{T_2^2}} + \frac{1}{(\omega + \omega_L)^2 + \frac{1}{T_2^2}} \]  

(1.36)

which corresponds to two Lorentzian peaks spread on both side of the frequency domain, centred on the Larmor frequency (which can be far away from zero at high magnetic field) and for which the width is inversely proportional to the transverse time \( T_2 \).

It is important to note that while we detect only positive frequencies, we have to pay attention to the low magnetic field case: if the width of the peak is comparable to the Larmor frequency, the negative peak goes beyond the negative side and the two peaks overlap.

![Figure 1.10: Origin of the spin noise signal for Faraday (left panels) and Voigt (right panels) configurations. Upper panels show time-fluctuations of the z-projection of the spin average. Middle panels shows corresponding autocorrelation functions. Lower panels shows corresponding power spectrum.](image)

In Voigt configuration, as it has been pointed out in section 1.1.3, measurements are sensitive to disorder or any reasons leading to slightly different precession frequencies.
such as g-factor or magnetic field inhomogeneity due to nuclear field for example. The electron spin experiences a fluctuating effective magnetic field as it moves through the sample. Depending whether the correlation time of this effective field is long or short compared to their precession period in this field, the spin resonance line will be homogeneously broadened or not. Homogeneous broadening leads to a Lorentzian line with a width providing the $T_2$ time while the inhomogeneous case leads to a Gaussian line with a width providing $T_2^*$. In the case of a tilted magnetic field, the noise power spectrum consists in three peaks (one zero centred and two centred on $\pm \omega_L$).

Finally, from the position and the width of these peaks, we obtain precious informations about the spin dynamics in the studied system such as $T_1$ and $T_2$ times or the Landé $g$-factor from the value of the Larmor frequency (see figure 1.10).

The definition of the correlator function in equation 1.31, directly leads us to consider some other informations contained in spontaneous fluctuations. Indeed, we can consider cross-correlations between two spin systems [32, 33] or higher order correlators [34, 35] for example. These powerful tools have been used in several works which gives a sense to the possibilities offered by the spin noise spectroscopy.

An other consideration offers new perspectives to improve these possibilities. It relies on the intimate link between Faraday rotation and spin-flip Raman scattering which is introduced in what follows.

**Relation with spin-flip Raman scattering**

This paragraph intends to elucidate the reason to see the Faraday rotation as a direct consequence of the scattering of the probe light by the sample.

A material media receiving an electromagnetic wave re-emits this wave in all the directions. This is due to the fluctuations of the dielectric permittivity which lead to an induced polarisation. This induced polarisation emits in turn the scattered field. This phenomenon is governed by the propagation equation of the electric field of an electromagnetic wave:

$$\Delta \vec{E} = \mu_0 \frac{\partial^2 \vec{D}}{\partial t^2}$$

where $\vec{D} = \varepsilon_0 \varepsilon_r \vec{E} = \varepsilon_0 \vec{E} + \vec{P}$ is the electric displacement where $\varepsilon_r$ is the relative electric permittivity and $\vec{P}$ is the electric polarisation.

Considering the incident wave implies a modification $\delta \varepsilon_r$ of the relative electric
permittivity we can write \( \epsilon_r = \tilde{\epsilon}_r + \delta \epsilon_r \).

The total electric displacement is

\[
\vec{D}^{\text{tot}} = \vec{D}_i + \vec{D}_s = \epsilon_0 \epsilon_r (\vec{E}_i + \vec{E}_s) = \epsilon_0 \tilde{\epsilon}_r \vec{E}_i + \epsilon_0 \delta \epsilon_r \vec{E}_i + \epsilon_0 \tilde{\epsilon}_r \vec{E}_s + \epsilon_0 \delta \epsilon_r \vec{E}_s \quad (1.38)
\]

where indexes \( i \) and \( s \) denote respectively the incident and the scattered electric field. The last term can be neglected and we can identify the electric displacement related to the scattered field \( \vec{D}_s = \epsilon_0 \delta \epsilon_r \vec{E}_i + \epsilon_0 \tilde{\epsilon}_r \vec{E}_s \). Thus, equation 1.37 for the scattered field is:

\[
\Delta \vec{E}_s - \frac{\epsilon_r}{c^2} \frac{\partial^2 \vec{E}_s}{\partial t^2} = \frac{\delta \epsilon_r}{c^2} \frac{\partial^2 \vec{E}_i}{\partial t^2} \quad (1.39)
\]

The left hand term is the free propagation of \( \vec{E}_s \) and the right hand term corresponds to the source term.

Different contributions to \( \delta \epsilon_r \) leads to both Rayleigh, Brillouin and Raman scattering. Rayleigh and Brillouin scattering have the same frequency \( \nu_i \) than the incident field while the Raman scattering contribution have two frequencies \( \nu_i \pm \nu_R \) where \( \nu_R \) is the frequency modulation of the dielectric permittivity. In conventional Raman scattering, this frequency corresponds to phonons but Raman scattering is also sensitive to spin waves.

In the case of a gyrotropic media undergoing a magnetisation \( \vec{M} \), the relative electric permittivity \( \epsilon_r \) is a second rank tensor because the electric polarisation is given by [36]:

\[
\vec{P} = \epsilon_0 \chi_e \vec{E} + i \vec{E} \wedge \vec{G} \vec{M} \quad (1.40)
\]

where \( \chi_e = \epsilon_r - 1 \) is the electric susceptibility and \( \vec{G} \) is a second rank tensor. Here, we can associate the precession of spins to a modulation of the magnetisation at the Larmor frequency. This is the origin of the so called spin-flip Raman scattering (SFRS).

Finally, we can link the SFRS to the Faraday rotation considering the two following situations (see figure 1.2.1). Let’s first consider an incident wave linearly polarised along the \( x \)-axis \( \vec{E}_i = E_0 e^{-i\omega t} \hat{e}_x \), and a magnetic field \( \vec{H} \) along the \( x \)-axis. The \( z \)-axis is the optical axis and we consider an isotropic medium in which \( \vec{G} \).
becomes a scalar. Then, the induced electric polarisation is given by:

\[
\vec{P} = iG \begin{pmatrix} E_0 e^{(-i\omega t)} & 0 & M_// \\ 0 & M_\perp \cos(\omega_L t) & \\ 0 & M_\perp \sin(\omega_L t) & \end{pmatrix} \wedge \begin{pmatrix} 0 \\ \frac{1}{2} E_0 M_\perp (e^{-i(\omega+\omega_L)t} - e^{-i(\omega-\omega_L)t}) \\ \frac{i}{2} E_0 M_\perp (e^{-i(\omega+\omega_L)t} + e^{-i(\omega-\omega_L)t}) \end{pmatrix}
\]

(1.41)

where the magnetisation \( \vec{M} \) is divided in two parts: \( M_// \) is directed along the magnetic field and \( M_\perp \) is the rotating orthogonal projection of \( \vec{M} \). Stokes and anti-Stokes contribution of the SFRS correspond to the \( y \) component (cross polarised with respect to \( \vec{E}_i \)).

Let’s now consider an incident wave linearly polarised along the \( x \)-axis \( \vec{E}_i = E_0 e^{-i\omega t} \vec{e}_x \), and a magnetic field \( \vec{H} \) along the optical \( z \)-axis. The induced electric polarisation is given by:

\[
\vec{P} = iG \begin{pmatrix} E_0 e^{-i\omega t} & 0 & M_\perp \cos(\omega_L t) \\ 0 & M_\perp \sin(\omega_L t) & \\ 0 & M_// \end{pmatrix} \wedge \begin{pmatrix} 0 \\ -E_0 M_// e^{-i\omega t} \\ E_0 M_\perp \sin(\omega_L t) e^{-i\omega t} \end{pmatrix}
\]

(1.42)

Here, the \( y \) component is cross polarised with respect to \( \vec{E}_i \) and has the same frequency. It corresponds to the forward Rayleigh scattering and is the origin of the so called Faraday rotation.

Thus, the intimate link between Faraday rotation and SFRS, highlighted in [37–39], becomes clear. This understanding offers an opportunity to have two interpretations of the signal origin in SNS. The Faraday rotation fluctuation can also be understood as interferences of the incident wave and the fluctuating scattered one. This has been pointed out from the very beginning of the SN by Gorbovitsky and Perel [40] as early as 1983. However, while SNS differs from SFRS only by the order of arrangement of the spectrum analyzer and photodetector [41], SNS presents some advantages compared to SFRS. It has actually demonstrated the ability to probe the inner structure of a resonance [42, 43] and the aptitude to be spatially resolved, the signal increasing with the inverse of the probed volum [44]. The deep understanding of this link have given rise to different extensions of the basic SNS setup (see chapter 3).

\*\*\*

The following paragraph will introduce the state of the art of SNS in order to figure out both the importance of practical aspects in SNS and the major role played by this not so new interpretation in the past and present development of SNS.
1.2.2 State of the art

During the last fifteen years, SNS has evolved very quickly and its applications are more and more abundant. This development is driven by the necessity to enhance the sensitivity and the bandwidth of this powerful technique in order to reach new physical systems. Thus, technical evolution of SNS and its applications are particularly connected.

Technical evolution

First Faraday rotation noise measurement  The first measurement of spin noise (SN) has been realised in 1981 [45]. In this work, Aleksandrov and Zapasskii have recorded the magnetic resonance of sodium vapor in the noise spectrum of its transverse magnetisation. While these fluctuations was already reached through the Faraday rotation (using a balance polarimeter), the noise was recorded for only one
frequency (which was adjusted to enhance the signal) and it was the magnetic field which varied in order to observe the resonance.

**Rise of spin noise spectroscopy**  An important milestone has been achieved by Crooker *et al.* in 2004 [46]. In this work, the signal from the balanced detector is directly sent to a sweeping spectrum analyser, providing the observation of noise spectrum in a wide range of frequencies. In 2007, Römer *et al.* [47] reported the use of fast Fourier transformation analyser. While sweeping spectrum analyser accesses to a very restricted frequencies range at a time, FFT analyser performs the high rate digitalisation of the signal and provides a real time FFT calculation on the full frequencies range. In the same way a Fourier transform spectrometer records all wavelengths at the same time while a scanning monochromator selects only one wavelength, an FFT analyser offers a substantial time saving, hence a significant gain of sensitivity.

**Improvement of the bandwidth**  Because of the characteristics of low-noise balanced detectors and acquisition cards, the SNS is usually restricted to low frequencies. An extended SNS setup has been proposed in [48] taking advantage of pulsed-laser to improve the bandwidth. A first implementation of such a broadband setup have been performed in [49] where a stroboscopic method is implemented, allowing measurements centred at more than 3.5 GHz in a range of 70 MHz. In this work, Müller *et al.* also argue the possibility to reach the THz range with a 1 GHz detectable line width. This method has also been implemented in [50] with two phase-locked lasers with a bandwidth of 60 GHz. Finally, an other method have been implemented in [51]. In this work, the scanning temporal ultrafast delay [52] allows one to reach a bandwidth of several tenth of GHz but with a poor spectral resolution.

**Homo/heterodyning**  In 2016, Cronenberger and Scalbert [53] have implemented a cw-laser based SNS setup using optical heterodyning. A continuous laser beam (with a frequency $f_0$) is split into a probe and an auxiliary beam which can possibly have a stable relative phase. This auxiliary beam is sent through a Mach-Zender electro-optic modulator (EOM) in order to create two new frequency components at $f_0 \pm f$ where $f$ is the frequency of the EOM. Then, it is sent to an actively stabilised Fabry-Perot, allowing the selection of the central peak (homodyne configuration) or one of the two satellite peaks (heterodyne configuration). After all these modifications, the resulting beam acts as a local oscillator (LO). It is finally recombined with the light from the sample and they interfere onto the detector.
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This setup not only improves the bandwidth up to several GHz but also presents precious technical advantages. First of all, shifting the signal to \( f \) allows the elimination of low frequency noise and thus the observation of the signal at very low frequencies. Furthermore, the signal-to-noise ratio of the detector is usually better at not so low incident light power. Because the LO does not pass through the sample, this limitation can be overcome by increasing the power ratio between LO and probe in favour of the LO.

Finally, this work highlighted the fact that conventional SNS corresponds to the interference of the scattered light (from Rayleigh diffusion) with the incident light, as it has been seen in paragraph 1.2.1. It allows one to understand that the second interfering field is not required to pass through the sample. The conventional configuration is therefore renamed self-homodyne configuration to distinguish it from homodyne (LO with the same frequency but not passing through the sample) or heterodyne (LO with a different frequency and not passing through the sample) configurations. The homodyne configuration has been used in recent works \[54, 55\] in order to increase the sensitivity of SNS.

**Further abilities of SNS** Eventually, trickier setup have promoted SNS beyond the usual opportunities offered by linear optics. Changing the wavelength of the probe allows one to obtain insights about the intrinsic structure of an inhomogeneous broadened transition \[42\]. Higher order correlator has also been under investigation in several works \[34, 56\].

Two beams arrangement have been also proposed and implemented. Using two different probes with two slightly different wavelengths allows one to determine the homogeneous width of a transition \[43\]. In the case of a multi species spin system, this also provides the determination of spin cross-correlation between different spin systems \[32\]. Finally, introducing a spatial distance between two beams at the same energy has been suggested to provide information about spin transport \[57\]. An other approach had also been proposed: a two beams arrangement with different incident angles, thus different wave vectors, should offer an access to spatial fluctuations \[58, 59\]. However, until the beginning of this work, no implementation of such a setup have been demonstrated.

**Applications of SNS: from atomic vapors to semiconductors**

Thanks to this variety of setup, application of SNS have covered an increasingly wide domain. SN has been firstly investigated in atomic vapors such as Sodium \[45\] or Rubidium and Potassium \[46\]. The first success of applying SNS in semiconductors
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stems from the work of Oestreich et al. [60] in which electron spins are studied in bulk GaAs. Progressively, SNS has been applied in low dimensional systems such as quantum wells [61] or quantum dots [62]. Fluctuations of a single hole have even been detected in reference [63]. SN has also been used to probe paramagnetic impurities such as manganese ions embedded in CdTe [64], polariton [65, 66] and effective fields such as Stark optic [67] or Overhauser field [68, 69].

1.2.3 Further extension of SNS

Conservation of the total momentum in the Raman scattering process allows us to probe excitations of the medium with a given wave vector by selecting the wave vector of the scattered light. Considering the link between Faraday Rotation and SFRS leads naturally to the following question: how can we reach such precious informations with SNS?

Of course it implies to proceed to the interference of the incident light with scattered light out of the optical axis. This seems to be difficult because interferences are possible only at the same wave vector. However, using a local oscillator (deployed for instance in hetero/homodyning setup) should allow generating such interferences.

This idea has been pursued by Kozlov et al. and it has been understood that a SNS setup sensitive to the wave vector will probe not only temporal correlation but also spatial correlation of the spin system [58, 59]. Hence, the generalised susceptibility and thus the diffusion of the spin system are reachable. It has also been predicted that the diffusion will broaden the SNS signal. However, no experimental realisation of such a setup has ever been reported and was a distant goal in our team at the beginning of this work.

A further idea strengthened our motivation to elaborate more on this analogy between SFRS and SNS: Raman scattering offers a particular configuration which provides precious informations about the two subpopulations of a spin system. It consists in detecting light orthogonally scattered with respect to the optical axis. Depending on the magnetic field configuration, Stokes and anti-Stokes peak intensities will reveal the distribution between two different subpopulations in the spin system.

An important part of this work is devoted to study indirect exciton and it has been showed that only non linear optical methods will be able to unravel the behaviour of their dark and bright states. Then, it is only natural, albeit lofty, to consider
the use of spin noise spectroscopy for their study. The next - and last - part of this introductory chapter is therefore devoted to exciton physics.

1.3 Excitons and their collective states

The last section of this introduction is devoted to excitons. We discuss their ability to form collective states. Their essential features are introduced in order to lay out the origin of these states and main issues in their observation. Then, the historical background and the state-of-the-art is provided. Finally, we focus on dipolar excitons in GaAs coupled quantum-wells, highlighting the encountered issues and the proposed solutions.

1.3.1 Theoretical background about excitons

Generalities

In a semiconductor, the absorption of a photon whose energy is above the band-gap is accompanied by the creation of an electron-hole pair: an electron from the valence band is promoted to the conduction band and leaves a lack called a hole. This hole is a quasi-particle characterised by its effective mass and a positive elementary charge \( e \). Electrical charges of these two photo-created particles being opposite, the electron and the hole attract each other and may form a hydrogen-like bound state called an exciton which could be characterised by a Bohr radius and a binding energy [70, 71]. Depending on their size, two types of excitons can be distinguished: Frenkel excitons have a small Bohr radius with respect to lattice constant whereas Wannier excitons have a Bohr radius much higher than the lattice constant. In inorganic semiconductors, excitons are typically Wannier-excitons. It is convenient to describe exciton as a quasi-particle characterised by its effective mass \( M \), its wave vector \( \vec{K} \) and its reduced mass \( \mu_X \) being defined as follows:

\[
M = m_e + m_h \\
\vec{K} = \vec{k}_e + \vec{k}_h \\
\mu_X = \frac{m_em_h}{m_e + m_h}
\]

where \( m_e, m_h, \vec{k}_e \) and \( \vec{k}_h \) are the respective effective mass and the wave vector of the electron and the hole forming the exciton. It can be shown that the exciton energy can be expressed as:

\[
E_X = E_g + \frac{\hbar^2 K^2}{2M} - E_b
\]
The two former terms represent the band-gap energy and the kinetic energy of the electron-hole pair. The latter, $E_b$, is the exciton binding energy, usually denoted $E_b = \frac{Ry^*}{n^2}$ (where $n$ is an integer greater than or equal to one) in reference to the hydrogen atom textbook case. The difference with the hydrogen atom - the mass and the dielectric background - leads to the following expression:

$$Ry^* = \frac{\hbar^2}{2\mu_X a_0^2}$$

(1.47)

Here again, the reference to the hydrogen atom is resounding, allowing the definition of the exciton Bohr radius $a_0$ defined by:

$$a_0 = \frac{\epsilon_b \hbar^2}{\epsilon^2 \mu_X}$$

(1.48)

An exciton could be seen as an elementary electrical excitation of the semiconductor. Because the semiconductor must return in its ground state, exciton has - in contrast with the hydrogen atom - a finite lifetime.

**Effect of confinement** In quantum wells, the confinement strongly affects the energy of exciton. Both the electron and the hole acquire a confinement energy $E_c$ defined by:

$$E_{e,h}^c = \frac{\hbar^2 n^2 \pi^2}{2m_{e,h} L^2}$$

(1.49)

where $L$ is the width of the well and $m_{e,h}$ is the effective mass of the involved particle. Confinement also lifts the degeneracy between light and heavy holes. The energy of hh-based exciton is lower than lh-based excitons.

The binding energy is also affected by the confinement. In the ideal 2D limit case of an infinite barrier of zero thickness, this term tends to $E_b \to \frac{Ry^*}{(n-\frac{1}{2})^2}$ leading to the enhancement of the binding energy by up a factor four for $n = 1$.

In other cases, the calculation of confined exciton energies is more complicated, especially under an electrical field. An accurate calculation of the ground and excited states in coupled quantum wells is presented in [72].

**Life cycle of excitons** The life cycle of an exciton consists in three stages. First, it is created by an electrical or optical excitation by promoting an electron from the valence band to the conduction band. In this work, it is a result of the absorption of a photon either resonant or not. Depending on its kinetic energy, the exciton can be localised or mobile. In the second case, its motion is straight-lined and punctuated by scattering events (collision with phonons, impurities, free carriers or
between excitons). Non-elastic scattering allows for the dissipation of the exciton energy which can reach its lowest energy state. Finally, the electron and the hole recombine. In high quality samples, non-radiative recombination can be neglected and the recombination is accompanied by a photon emission. This whirlwind life is very short, and is characterised by the exciton lifetime which strongly depends on the overlap of the electron and the hole wavefunctions. In GaAs quantum wells, this time is in the order of tens of ps [73, 74], much shorter than in bulk GaAs [75].

**Spin properties**

Spin properties of exciton depends on its constituents. hh-excitons being composed of an electron with \( S^z_e = \pm 1/2 \) and a hole with \( S^z_h = \pm 3/2 \), their fine structure presents four states with \( S^z_e = \pm 1 \) or \( S^z_{\text{exc}} = \pm 2 \). Due to the conservation of the angular momentum, in dipolar approximation, only excitons with \( S^z_{\text{exc}} = \pm 1 \) can interact with photons, thus are optically active. They are referred to as bright excitons while excitons with \( S^z_{\text{exc}} = \pm 2 \) are referred to as dark excitons.

Figure 1.12 presents different pathways for the exciton to change its spin.

![Figure 1.12: The four different exciton states (denoted \( S^z_{\text{exc}} \)). Notations \(| \pm 1/2 > , \ | \pm 3/2 > \) spell out the spin state of the electron and the hole in each cases. The different spin relaxation mechanisms within an exciton are represented by double arrows. Radiative recombination of bright states is represented by blue arrows.](image)

The spin-state of the exciton may change either due to a spin flip of the electron, a spin flip of the hole or a spin flip of the exciton as a whole, that means a simultaneous spin flip of both the electron and the hole. Each of these mechanisms is characterised by a time denoted as \( \tau^e_s \), \( \tau^h_s \) and \( \tau^{\text{exc}}_s \) respectively.

The spin flip of the electron changes the exciton spin from \( S^z_{\text{exc}} = \pm 1 \) states to
$S_{\text{exc}}^z = \pm 2$ states (and vice versa) while the spin flip of the hole changes the exciton spin from $S_{\text{exc}}^z = \pm 1$ to $S_{\text{exc}}^z = \mp 2$ (and vice versa). These mechanisms are discussed in section 1.1.2.

A spin flip of the whole exciton could also occur, between the two bright states. Here, the fluctuating effective magnetic field originates from the long range exchange interaction between the electron and the hole. This field depends on the wave vector $\vec{K}$ of the exciton center of mass. As in the case of DP, these fluctuations give rise to a spin relaxation mechanism of the type of motional narrowing. Thus, the spin relaxation time is given by:

$$\frac{1}{\tau_{\text{exc}}} \sim \Omega_{LT}^2 \tau_c$$

(1.50)

where the correlation time of the field $\tau_c$ is the scattering time and $\Omega_{LT}$ is the precession angular frequency in the effective field (see below). This mechanism was discovered by Maille, Andrada e Silva and Sham and has been theoretically and experimentally studied in [76] and [73].

The exchange interaction energy is difficult to calculate and contains two contributions denoted as direct and exchange integral and given by:

$$D_{1,2} = \int \phi_i(r_e, r_h) \frac{e^2}{\epsilon_b |r_e - r_h|} \phi_2(r_e, r_h) dr_e dr_h$$

(1.51)

$$E_{1,2} = \int \phi_i(r_e, r_h) \frac{e^2}{\epsilon_b |r_e - r_h|} \phi_2(r_h, r_e) dr_e dr_h$$

(1.52)

where $\epsilon_b$ is the dielectric constant and $\phi_i$ $i = 1, 2$ is the exciton wave function in a state $i$ (given by the wave vector, the electron and hole masses, the relative position of electron and hole) and $r_e, r_h$ are the position of electron and hole. Calculation of these integrals have been performed in [76]. The result can be represented as the sum of two contributions corresponding to a short range and a long range term. The short range term introduces a splitting $\Delta_0$ between bright and dark states. It does not depend on $\vec{K}$.

The long range term results in a splitting between two exciton states referred to as longitudinal and transverse states. These states correspond respectively to component of $\vec{K}$ which is parallel and perpendicular to the electric dipole of the exciton. Thus, this splitting $\Delta_{LT}$ depends on the wave vector of the exciton and we have:

$$\Omega_{LT}(\vec{K}) = \Delta_{LT}(\vec{K})/\hbar$$

(1.53)

When the exchange interaction is strong [77, 78], this is the whole exciton spin which precesses and the Maille, Andrada e Silva and Sham mechanism dominate over individual electron or hole relaxation. In the opposite case ($\tau_{\text{exc}} \gg \tau_e, \tau_h$), electron
and hole spins precess independently. Holes undergo very fast DP relaxation so that the longest time is $\tau_e$ which is governed either by spin-orbit or hyperfine interaction. This will be in particular the case for indirect excitons (see section 1.3.1) for which the overlap of electron and hole is weak and thus, the relaxation channel provided by the Maille, Andrada e Silva and Sham mechanism is wiped out.

**Bosonic nature of exciton and collective states**

As we have seen in the previous paragraph, the total angular momentum of excitons has an integer value. Thus, excitons are composite bosons and are expected to demonstrate collective states including the so-called Bose-Einstein condensation [79]. This paragraph will briefly introduce this quantum state of matter and then specifies its main features in the cases of excitons and spatially indirect excitons (IX).

**Bose-Einstein condensation**  
Particles with an integer spin are bosons and obey the Bose-Einstein statistics which gives the probability for a particle to have an energy $E$ at a given temperature $T$. This statistics is described as:

$$f_{BE}(E, T) = \frac{1}{\exp(\frac{E - \mu}{k_B T}) - 1}$$  \hspace{1cm} (1.54)

where $\mu$ is the chemical potential and $k_B$ is the Boltzmann constant. This quantity allows one to link the number of bosons in the system $N$ to the density of states $g(E)$ that is $g(E)dE$ is the number of state with an energy between $E$ and $E + dE$. This relation can be written as:

$$N = \int_0^\infty g(E)f_{BE}(E)dE$$  \hspace{1cm} (1.55)

Here, $E - \mu$ has to be positive or null to ensure the positivity of the probability. Considering the 3D case ($g(E) \propto V\sqrt(E)$ where $V$ is the volume of the system) and low temperatures ($\mu$ tends to 0), this integral leads to:

$$N \propto V\left(\frac{mk_B T}{2\pi\hbar^2}\right)^{3/2}$$  \hspace{1cm} (1.56)

which matches a critical density $n_c = N/V$ to a fixed value $T$. If more particles are present, they have to be in the ground state: this is the Bose-Einstein condensation (BEC). The repartition of particles is not described by the Bose-Einstein statistics.
Figure 1.13: Qualitative approach of Bose-Einstein condensation. Above $T_C$ (left panel), the de Broglie wavelength is shorter than typical inter-particle distance while it is longer below $T_C$. In this situation (left panel), the whole assembly of particles experiences a collective state and could be described by a unique wave function.

Anymore and we can write:

$$ N = N_0 + \int_0^\infty g(E) f_{BE}(E) dE $$  \hspace{1cm} (1.57)

where $N_0$ is the number of particles which are in the lowest energy state independently to the Bose-Einstein statistics.

Conversely, at a fixed value of $N$, there is a critical temperature $T_C$ under which the condensation occurs. From equation 1.56 it comes:

$$ T_C \propto \frac{2\pi \hbar^2}{mk_B n_C^2/3} $$  \hspace{1cm} (1.58)

A more qualitative approach leading to this result consists in comparing the thermal wavelength of bosons and their typical separation (see figure 1.13). The Bose-Einstein condensation occurs when these two characteristic distances are comparable: wavefunctions of particles see each other, the system of bosons in ground state has a unique wavefunction and exhibits a collective state characterised by a long-range spatial coherence. At a fixed temperature $T$, the thermal de Broglie wavelength is

$$ \lambda_T \propto \frac{\hbar}{\sqrt{mk_BT}} $$  \hspace{1cm} (1.59)

In the 3D case, at a density of particles $n$, the typical interparticle distance is given by $n^{-1/3}$. Equalising the two distances and extracting $T_C$, we obtain, in accordance with equation 1.58:

$$ T_C \propto \frac{\hbar^2}{mk_B n_C^{2/3}} $$  \hspace{1cm} (1.60)

Such a collective state has been predicted by Einstein in 1925 after the work of Bose and should be distinguished from the situation where all particles follow the Bose-Einstein statistics and are in the ground state due to a very low temperature,
much lower than $T_C$.

**Features of an excitons BEC** The first experimental observations of a Bose-Einstein condensate have been realised in cold alkali atom gases since 1995 leading to the 2001 Nobel prize which was shared by Ketterle [80, 81], Cornell and Wieman [82, 83]. Due to the atomic mass and to the gases densities (Rubidium gas at $\approx 10^{11}\text{cm}^{-3}$ and Sodium gas at $\approx 10^{14}\text{cm}^{-3}$ in [82] and [80] respectively), the BEC occurs at ultra-low temperatures (20 nK and 2 $\mu$K respectively) which imply the use of very complex experimental techniques (such as optical cooling, optical evaporation and magneto-optical trapping of cold atoms).

In 1968, Keldysh and Kozlov have suggested that excitons, as bosonic quasi-particle, may also exhibit Bose-Einstein condensation [79]. Because of their effective mass (six order of magnitude lower than typical atom mass) and their size (densities of $\approx 10^{10}\text{cm}^{-3}$ are reasonably accessible), the critical temperature is expected to be in the order of a few Kelvin which is much easier reachable with cryogenic techniques. Nevertheless, the pursuit of the observation of an exciton Bose-Einstein condensate has been full of surprises. Indeed, several conditions must be fulfilled to allow for the formation of such a condensate.

First of all, excitons being optically generated, they are hot and have to thermalise with the lattice to actually reach the cryogenic temperature. This thermalisation occurs on the time scale of ns which is more than excitons lifetime and excitons can not cool down under $T_C$.

The second consideration which is worth our attention is the validity of the assumption of the bosonic nature of excitons: being composite bosons, the bosonic behaviour of exciton is guaranteed as long as the fundamentally fermionic nature of its constituents does not come into play. A coarse analysis leads to considering the following criterion: the interparticle distance has to be longer than their Bohr radius. This is an upper limit for the density and thus for the quantum degeneracy temperature.

Finally, the spin structure of excitons plays a crucial role. As mentioned in section 1.3.1, excitons have four spin states among which two are dark and two are bright. The role of the energy splitting $\Delta_0$ between dark and bright states on exciton BEC has been highlighted recently [84, 85]: dark states being the lowest in energy, such a condensate should be characterised by an optical inactivity making its observation difficult. Experimental observation of the darkening of excitons have actually been reported [86, 87].
Dipolar indirect excitons

Different systems have been investigated in the context of high exciton lifetimes. Dipolar forbidden transition para-excitons in bulk CuO$_2$ for instance are expected to have a high $T_C$ (cryogenic temperature $\approx 2$ K at high density $n \approx 10^{17}$ cm$^{-3}$) and a low radiative recombination rate [88, 89]. However, these densities have not been reached due to exciton Auger recombination [90–92]. Excitons in indirect gap semiconductor have also been considered. However, the lowest in energy excited state in such material - such as Si or Ge - is not excitonic but is an electron-hole liquid [93]. More recently, it have been suggested to increase the exciton lifetime suppressing their recombination [94]. This can be achieved in a quantum well embedded into an photonic cavity.

In this work, we focus on an other way to increase the lifetime of excitons. As early as 1976, it have been suggested to spatially separate their two constituents, the electron and the hole [95]. This results in a decrease of the overlap of their wavefunctions and therefore in an increase of the exciton lifetime [96–100]. Such excitons are referred to as dipolar excitons or spatially indirect excitons. One should make the difference with excitons indirect in $k$-space for which the optical channel of recombination is frozen because the hole and the electron have different wave vector.

This separation may be provided in a wide biased quantum well or in biased coupled quantum wells structure. In the latter case, the electric field pushes electrons and holes to be confined in different quantum wells. The lifetime can be enhanced by several orders of magnitude allowing the thermalisation of excitons with the lattice [100]. This separation implies also a permanent dipole moment aligned in the growth direction.

For dipolar excitons in quantum wells, the quantum degeneracy temperature differs from the 3D case. In 2D systems, this temperature is given by [101]:

$$T_{2D}^C = 2\pi \hbar^2 n / M$$

(1.61)

where $n$ is the density of excitons and $M$ is their mass. It is therefore important to reach a sufficient density (in coupled QWs GaAs, this temperature is about 3 K for a density of $10^{10}$ cm$^{-2}$).

However, indirect excitons repeal each other due to their permanent dipolar moment. For a given $T_C$, the critical density for condensation can therefore be reached provided
a confinement of excitons in the plane of the wells. This in plane confinement of indirect excitons may be achieved using an electrostatic trap: if the top-electrode providing the bias of the coupled quantum wells (CQW) structure is localised in space, indirect excitons could exist only in this region [102]. This electric dipole moment prevents also the formation of biexcitons that could otherwise form the ground state of the system [103–105]. As a result, it is possible to study exciton condensation and ignore biexciton formation up to the destruction of excitons and the formation of electron-hole plasma at high carrier densities (Mott transition) [106–109].

Finally, a very important property of IX is their very long spin relaxation time. Indeed, because of the reduced overlap of electron and hole, the exchange interaction is drastically decreased and the associated Maille, Andrade e Silva and Sham mechanism is warded off [73, 76]. This allows very rich phenomena including long-range spin currents and spin textures [96, 100, 110]. Such pattern formation suggests the possibility of ballistic transport in the exciton gases on a micron-scale [111, 112].

This section has designed indirect excitons as a very promising system to study various collective states and spin phenomena. It has also evidenced challenges facing the community, including the optical inactivity of the lower in energy states. The next section introduces possible directions to overcome this problem.

1.3.2 How to detect dark states?

Knowing the dark nature of indirect excitons in their ground state [86, 87, 98, 110, 113, 114], the question of their detection plays a crucial role in the study of excitonic condensates. Linear optics methods, such as photoluminescence, have been widely used to study indirect excitons allowing the observation of many of their quantum properties [97]. Nevertheless, the direct observation of a dark indirect excitons condensate seems to be impractical. A macroscopic condensation of indirect exciton in their dark ground state would result in a variation of the PL intensity. However, so much different potential causes of this variation should occur and will be hard to unravel.

Combescot et al. [84, 85, 98] have highlighted a coupling between the two subpopulations of dark and bright excitons under certain specific density conditions. Taking advantage of this coupling, an experimental evidence of such a "grey" condensate has been provided via the detection of the coherence of its bright component [87, 98]. Nevertheless, the detection of dark excitonic BEC in the regime where there is
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no coupling between dark and bright states is impossible via photoluminescence experiments, preventing the exploration of the phase diagram of the excitonic states.

Non linear optics as a probe of IX

To circumvent this issue, an alternative approach based on non-linear optics has been proposed in [115] to address dark states. In quantum wells, resonant optical pumping of direct exciton (DX) transition with circularly polarised light and delayed detection of the induced dispersive response is widely used to study density and spin dynamics of electrons, holes and excitons [116–119]. In reflection geometry, a modification of the intensity (photodinduced reflectivity) or a rotation of the polarisation plane (Kerr rotation) of the reflected linearly polarised probe are measured (see section 1.1.3). The intensity of the signal is sharply resonant and proportional to the square of the oscillator strength of the probed transition. Thus, such pump-probe methods are a priori not suited for the study of IX which have low oscillator strength. In [115], Nalitov et al. have suggested a subtle way to reach IX through the DX transition despite their vanishing oscillator strength. This method should also provide a differentiation between dark and bright state in adequate CQW structure.

Let’s consider the biased CQW represented in figure 1.14. Electron and hole are confined in different wells and we can denote the two DX transitions as DX_e and DX_h. The suggested approach relies on the coupling between DX and IX. This coupling originates from the sharing of the electrons population between IX and DX_e and the sharing of the holes population between IX and DX_h. Because this coupling is spin dependent (see below), this method requires the electronic spin coherence conservation during tunnelling which is a reasonable assumption for thin GaAs barrier [120].

In such a structure, the amplitude reflection coefficient r depends on the amplitude reflection coefficient of the QW r_{QW} which is given by:

$$r_{QW}(\omega) = \frac{i \Gamma_0}{\omega_0 - \omega - i(\Gamma_0 + \Gamma)}$$

(1.62)

where $\Gamma_0$ is the radiative decay rate, $\Gamma$ the non-radiative broadening and $\omega_0$ is the frequency of the exciton transition. Due to spin-dependent Coulomb interaction or scattering process between IX and DX, the IX population can alter either $\Gamma$, $\Gamma_0$ or $\omega_0$ of a DX transition.

These modifications are spin-dependent and modification of the amplitude reflection
Figure 1.14: Different exciton states in a biased CQW structure. There are four different direct states in each QW and four indirect states with electron in one well and hole in the other well. These four states correspond to two bright and two dark states (see section 1.3.1). Here, indirect states with both electron and hole in the less favourable well are not represented.

The coefficient $r$ of the sample (which depends on $r_{QW}$) can be expressed as:

$$
\delta r^\pm = \frac{\partial r}{\partial \omega_0} \delta \omega^\pm_0 + \frac{\partial r}{\partial \Gamma_0} \delta \Gamma^\pm_0 + \frac{\partial r}{\partial \Gamma} \delta \Gamma^\pm 
$$

(1.63)

where $\pm$ denotes the circular polarisation. For a linearly polarised normal incident wave $\vec{E}_i = E_0 e^{i(kz-\omega t)} \vec{e}_z$, the reflected beam can be written in the basis of two circularly polarised states $\vec{e}_\pm = \frac{\vec{e}_x \pm i \vec{e}_y}{\sqrt{2}}$:

$$
\vec{E}_r = E_0 \frac{1}{\sqrt{2}} [(r + \delta_r^+) \vec{e}_+ + (r + \delta_r^-) \vec{e}_-] 
$$

(1.64)

Thus, photo-induced reflectivity and Kerr rotation signals are given by:

$$
\delta R_i = |r|^2 \Re \{ \frac{\delta r^+ + \delta r^-}{r} \} \quad \text{and} \quad \delta \theta_i = -\Im \{ \frac{\delta r^+ - \delta r^-}{2r} \} 
$$

(1.65)

and can be probed at each direct transitions. Indeed, the interaction between DX and IX being controlled by the density and spin of the shared electron or hole, the
contributions of the signal are different for the two DX transitions. The situation is depicted in figure 1.14 and table 1.1 summarises the possible interactions. For example, the +1 DX$_{h}$ state shares its hole with the +1 IX state. This is indicated by a check mark on the third line and the fourth column. Assuming that the

\[
\begin{array}{cccc}
\text{IX} \uparrow\uparrow (+2) & \text{DX}_e \downarrow\uparrow (+1) & \checkmark & \checkmark \\
\text{IX} \downarrow\uparrow (+1) & \checkmark & \checkmark & \\
\text{IX} \uparrow\downarrow (-1) & \checkmark & & \\
\text{IX} \downarrow\downarrow (-2) & \checkmark & & \\
\end{array}
\]

Table 1.1: Interaction between four indirect exciton states and all the bright direct exciton states. Check marks identify situations for which one of the indirect exciton states shares one particle with one of the bright exciton states.

\[\delta\omega_0\] contribution is the main source of non linearity, Nalitov et al, have expressed the signal obtained from both DX$_i$ resonances ($i = e, h$) in Kerr rotation ($\delta\theta_i$) and in photo-induced reflectivity ($\delta R_i$) as a function of the different IX subpopulation densities. It is shown that polarisation of bright and dark states are related to the Kerr rotation detected on electron and hole QW:

\[n_1^+ - n_1^- \sim \delta\theta_e + \delta\theta_h\] (1.66)
\[n_2^+ - n_2^- \sim \delta\theta_e - \delta\theta_h\] (1.67)

and the total IX density is related to the photo-induced reflectivity:

\[n_1^+ + n_1^- + n_2^+ + n_2^- \sim \delta R_e \sim \delta R_h\] (1.68)

Dark and bright subpopulations densities can therefore be unravelled performing both photoreflectivity and photoluminescence. Their respective spin polarisation can be obtained separately provided non degenerate DX transitions, that means from different width QW for instance.

Proof-of-concept of this promising method have been achieved by Andreakou et al. [121]. In this work, lifetime of DX and IX are addressed. Spin relaxation time of IX, DX and also free electrons are detected on a wide range of electric field. However, the studied CQW was symmetric and dark and bright states were not distinguished.

* * *

* *
This section has introduced indirect excitons in CQW as an exciting, albeit difficult, playground for the study of quantum states. Main features of the expected BEC - including its optical inactivity - has been highlighted. In this context, a specific structure has been proposed as providing a solution to reach dynamics of dark IX states.

1.4 Summary

This chapter has introduced the background concepts used in this thesis:

- spin dynamics in semiconductors (optical orientation of spin carriers in semiconductors and spin relaxation)
- optical technics used to address spin dynamics: photoluminescence, pump-probe and spin noise spectroscopy

A special emphasis is given on specific features of indirect excitons and on spin noise spectroscopy which will be discussed in what follows.
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This chapter is dedicated to the study of spin dynamics in $n$-CdTe thin layers via SNS. The first section will introduce the scientific context underlying our approach. The unexpected observation of the electron precession in the nuclear field is presented and discussed in the second section. Finally, we provide a first attempt to explain this observation.

2.1 Context

Electron spin relaxation at low temperature is considered to be well understood in $n$-GaAs on the whole range of doping densities [1–3]. Below the metal-to-insulator
transition, two spin relaxation mechanisms compete. The spin precession of the electrons localized on donors in the random local nuclear fields [4], and the spin rotation which occurs as the spin jumps between donors in presence of anisotropic exchange interaction [5]. At the other end of the doping range, in the metallic regime, spin-orbit interaction reigns and electron spin relaxation is due to the Dyakonov-Perel mechanism. At the metal-to-insulator transition, interplay between spin relaxation and spin transport has also been studied providing a complete understanding of the full dynamics of electron spins [6].

CdTe is a model II-VI material with a zinc-blende crystal structure and is expected to demonstrate similar behaviour to GaAs. However, spin physics in CdTe has been less studied and it is of great interest to check if our knowledge in GaAs could be transposed in CdTe.

In contrast to GaAs, nuclear field in CdTe is much lower because not all isotopes carry an angular momentum [7]. Moreover, their angular momentum is $\frac{1}{2}$ that means there is no quadrupolar effect which is interesting for optical pumping.

Until the beginning of this work, no investigation on CdTe by SNS has been reported. An old-established collaboration between our team and Hervé Boukari from Nano-Physique et Semi-Conducteurs team at Institut Néel in Grenoble provided a good opportunity to start a study of high quality n-doped CdTe layers.

2.1.1 Samples

We initially defined a set of six samples for systematic measurements of spin noise and to explore the effect of doping density on the satellite line (see section 2.2.2) already observed in old samples (see table 3.1). This set includes five Al:CdTe thin layers (13.3 $\mu$m) with different doping densities and a thinner one (500 nm) planned for doping characterisation via Hall measurement. The width of these five samples is a compromise between the optimal width and the growth time, the SN signal increasing linearly with the sample width until the Rayleigh length. In our configuration, this length is of the order of 30$\mu$m which corresponds to an unwise growth time. All these layers have been grown on a 350 nm CdTe(100) substrate. Given the Al effusion temperature, we can expect different doping densities from $10^{15}$ to $10^{19}$ cm$^{-3}$ covering the full range from insulator to metallic regime. Tab 2.1.1 summarises the characteristics of these samples.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Thickness</th>
<th>T(Al) °C</th>
<th>Expected doping density (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3403</td>
<td>13.3 µm</td>
<td>750</td>
<td>1.35×10$^{19}$</td>
</tr>
<tr>
<td>M3404</td>
<td>13.3 µm</td>
<td>690</td>
<td>2×10$^{18}$</td>
</tr>
<tr>
<td>M3405</td>
<td>13.3 µm</td>
<td>630</td>
<td>3×10$^{17}$</td>
</tr>
<tr>
<td>M3406</td>
<td>13.3 µm</td>
<td>580</td>
<td>~10$^{16}$</td>
</tr>
<tr>
<td>M3407</td>
<td>13.3 µm</td>
<td>520</td>
<td>~10$^{15}$</td>
</tr>
<tr>
<td>M3408</td>
<td>500 nm</td>
<td>630</td>
<td>For check</td>
</tr>
</tbody>
</table>

**2.1.2 Experimental setup**

At the wavelength used for spin noise detection, these samples are not transparent. That means that we had to work in backscattering configuration. Moreover, a particular attention has been paid to what happens at low frequencies. We then used a setup allowing optical heterodyning providing a better sensitivity at low probe power.

**Optical setup of SNS in heterodyne and backscattering configuration**

Figure 2.1 depicts the setup we used. First of all, the beam from a tunable continuous wave (CW) laser (we used a single-mode external cavity diode laser) is split by a polarisation beam splitter to provide both the probe and the local oscillator. A half-wave plate is set between the laser and the PBS to control their relative intensities.

![Figure 2.1: Schematics of the backscattering heterodyne spin noise setup.](image-url)
The transmitted beam (with horizontal linear polarisation) is used as the probe and passes through a spatial filter made of two objectives and a pin hole. It is then focused with a long working distance Mitutoyo objective and sent to the sample which is in a cold-finger optical cryostat. The signal originates from the vertical linearly polarised component of the back-scattered light. This light is collected by the same objective and also passes through the Babinet-Soleil which is used to compensate the birefringence of the sample. A polarised beam splitter is introduced on the probe path: it does not affect the probe but it selects the vertically polarised component of the light. Then, the signal beam is sent to the amplified photodiode. The vertically polarised beam from the first PBS is used as the local oscillator. For heterodyne measurements, a fiber coupled electro-optic intensity modulator is used to modulate the laser beam. This results in the apparition of two satellites peaks at $\nu_0 \pm \Delta \nu$ in the LO spectrum where $\nu_0$ is the CW laser frequency and $\Delta \nu$ is the EOM frequency. Here we work at $\Delta \nu = 500$ MHz. The LO passes through an active Fabry-Perot (FP) resonator in order to filter out one of the satellite peak and the tiny peak centred on $\nu_0$. A beam splitter picks a weak part of the LO which is sent to a photodiode for active stabilisation of the FP on the satellite peak. Finally, the LO and the signal beam are recombined by a beam splitter and focused onto the Avalanche photodiode (APD) where they interfere. A switchable beam splitter is introduced in their path and then sends them to a camera in order to check their superposition which is guaranteed by fluctuations of intensity due to their interferences.

**Suppression of additional noise**

Resulting noise spectra contain not only spin noise but also noise from other sources such as photon noise or electronic noise. These undesired noises do not depend on the applied magnetic field. They can be removed by subtracting two measurements performed at different transverse fields (the corresponding difference of Larmor frequencies should be greater than the width of the peak). In this case, the obtained signal normalised to the photon noise - divided by the frequency response of the detector - is flat and contains two peaks of opposite sign.

In homodyne or heterodyne configuration, the spin noise signal exists only if the LO and the scattered light have the same polarisation. Thus, changing the polarisation of the back scattered light allows to remove the spin noise and to isolate other noises. Modulation of the polarisation of the back scattered light is provided by the liquid crystal compensator (LCC) after the PBS 3 and spin noise is extracted subtracting two consecutive spectra.
2.2 Spin dynamics in CdTe by SNS

In this section, we report the observation of the electron precession in the randomly fluctuating nuclear field in the thinner layer (sample M3408). Because of its Al effusion temperature, its doping density is expected to be near to the metal to insulator transition.

2.2.1 Characterisation of the sample

Both the evolution of the signal with the probe wavelength and the reflectivity spectrum for M3408 are shown in Figure 2.2. The inflexion point in the reflectivity spectrum is attributed to the free exciton. The bound to donor exciton $D_0^X$ is expected to be 3 meV below in CdTe.

Figure 2.2 indicates that the SNS signal is resonant with the $D_0^X$ transition. We can also notice that the width of the peak increases strongly at the resonance (see inset). In these conditions ($P_{\text{probe}} = 0.73$ mW and probe focused on the sample), the probe clearly disturbs the system via carriers creation or heating for instance. We should work at lower power or off resonance in order to minimize this undesired
perturbation.

2.2.2 Evidence of hyperfine spin-splitting of electrons in zero magnetic field

Observation of a spin-splitting in zero field

As detailed in section 1.2.1, there could be two contributions in a SN spectrum: one comes from the projection of the spin fluctuation in the direction of the applied field, the second one comes from the projection of the spin fluctuation in transverse direction with respect to the applied field.

The longitudinal fluctuation decays with a characteristic time given by the longitudinal spin relaxation time $T_1$ and its contribution to the SN spectrum is a zero-centred peak whose width is given by $FWHM = 1/\pi T_1$. The transverse fluctuation decays with a characteristic time given by the transverse spin relaxation time $T_2$ and is also modulated at the Larmor frequency $\nu_L$, leading to a peak centred on $\nu_L$ whose width is given by $FWHM = 1/\pi T_2$. In heterodyne configuration, the former is centred on the LO frequency $\nu_{LO}$ and the latter is split at $\nu_{LO} \pm \nu_L$.

![Spin noise spectrum measured at zero magnetic field (blue dots, log scale). The red solid curve is the fit with the sum of one lorentzian and two maxwellian distributions. The lorentzian line is centered on 500 MHz because of optical heterodyning. Experimental conditions: $T = 5.5$ K and $P_{probe} = 150 \mu W$](image)

The first striking observation is the presence, at low power and low temperature, of two satellite peaks in absence of applied transverse magnetic field. Figure 2.3
depicts this unexpected structure. These two peaks being near to the $\nu_{LO}$ peak, they correspond to a very weak Larmor frequency and thus a weak magnetic field. Using a three-axis coil does not allow to compensate this field in any direction. This indicates that spin carriers experience an effective random magnetic field. Conversely, applying a transverse magnetic field gradually shifts these peaks at higher Larmor frequencies as expected.

Figure 2.4: Left panel: Evolution of the SN spectrum with transverse magnetic field (blue dots). Red solid lines shows fits with one lorentzian and two gaussian distributions. Right panel: Extracted Larmor frequencies (blue rings) and expected linear dependance (red solid line). The splitting at $B = 0$ T is $\delta_e = 29$ MHz. Experimental conditions: $T = 5.5$ K and $P_{probe} = 150 \mu$W

Left panel of figure 2.4 shows the evolution of SN spectra with increasing applied transverse magnetic field. Varying $\nu_{L}$, we can fit these spectra with a Lorentzian centred on $\nu_{LO}$ and two Gaussian centred on $\nu_{LO} \pm \nu_{L}$. Right panel of figure 2.4 shows $\nu_{L}$ versus the applied transverse magnetic field. This evolution deviates from its expected linear behaviour at low magnetic field. At $B = 0$ T, the splitting is approximately 29 MHz which corresponds to a field of 1.2 mT.

Modelisation of SN spectra

Such a structure has already been observed in SN spectra in GaAs [8] and has been attributed to the precession of localised electrons in the quasi-static random nuclear field [9, 10]. This experienced field is the result of randomly distributed Overhauser fields of nuclei covered by localised electrons around their donor site.
We can consider two different limit cases, depending on the correlation time of electrons on their donor site $\tau_c$ and the spin precession frequency $\delta_e$ in this field.

If $\tau_c \delta_e \gg 1$, electrons precess in the static fields of nuclear fluctuations and the SN spectrum contains two contributions: one at $\nu = 0$ corresponding to the electron spin projection along nuclear fields and one centred on $\delta_e$ corresponding to the precession. Their respective shapes are described in [9]. The peak centred on 0 has a Lorentzian shape while the peak centred on $\delta_e$ has a Maxwellian shape.

In the other case, if $\tau_c \delta_e \ll 1$, electrons do not precess and the static fields of nuclear fluctuations are dynamically averaged. Thus, the SN spectrum contains only one contribution centred on 0.

Of course, intermediate values of $\tau_c$ could be taken into account. In [10], M. Glazov provides a model which takes into account the interplay between hopping of the electrons among donors and precession in the frozen local nuclear fluctuation.

Figure 2.5 depicts the system: electrons precess in the quasi-static random field on their donor site and hop from one donor site to an other with a hopping rate $W_0$ independent of $i$ and $j$. Figure taken in [10].

Finally, spin relaxation due to other mechanisms (neither hyperfine interaction nor hopping) is supposed to be described by the spin relaxation rate $\nu_s$. Thus, the three main parameters of this model are $\delta_e$, $W_0$ and $\nu_s$. 

$$\tau_c = W_0^{-1}$$ (2.1)
This model covers the transition between the two limit regimes which are given by the following equations. The \( \tau_c \delta_e \ll 1 \) limit case is given by:

\[
S(\nu) = A \frac{\Gamma}{\pi (\nu^2 + \Gamma^2)} \quad \text{with} \quad \Gamma = \frac{\delta_e^2}{W_0} + \nu_s
\]

which is the expression of a motional narrowing regime for the spin relaxation due to hyperfine interaction.

The two contributions of the \( \tau_c \delta_e \gg 1 \) limit case are given by:

\[
S_M(\nu) = \frac{2AM}{\sqrt{\pi} \delta_e^3} \nu^2 \exp\left(-\frac{\nu^2}{\delta_e^2}\right)
\]

\[
S_L(\nu) = A_L \frac{\gamma_e}{\pi (\nu^2 + \gamma_e^2)} \quad \text{with} \quad \gamma_e = \nu_s + \frac{2}{3} W_0
\]

for the peaks corresponding respectively to the precession and to the longitudinal contribution. The effective longitudinal relaxation time \( T_1 = \gamma_e^{-1} \) is limited either by the hopping - because different donors have different nuclear field orientations - or by other relaxation mechanisms.

The two peaks structure in figure 2.3 is very well described by this model. We found \( W_0 = 2\pi \times 3.3 \) MHz, \( \delta_e = 2\pi \times 29 \) MHz and \( \nu_s = 0 \) MHz, hence the two peaks structure can also be approximated by the limit case \( \tau_c \delta_e \gg 1 \), with the ratio \( A_L/A_M = 0.57 \) close to the expected 1/2 theoretical value [10]. However, the model taking into account the hopping between donors reproduces better the shape of dip between the Lorentz and Maxwell lines. Note also that only the value of \( \gamma_e \) is strongly constrained by the width of the Lorentz line, while the values of \( \nu_s \) and \( W_0 \) are more loosely defined.

### Determination of the nuclear field at saturation

The observed precession frequency in the quasi-static nuclear field \( \delta_e \) provides interesting informations about the environment experienced by electrons. We can consider the randomly distributed magnitude and direction of this field are described by a Gaussian density probability distribution given by [11]:

\[
W(B_N) = \frac{1}{\pi^{3/2} \Delta_B^3} \exp\left(-\frac{B_N^2}{\Delta_B^2}\right)
\]
where $\Delta_B$ is the dispersion of the nuclear hyperfine field distribution given by [4]:

$$\Delta_B^2 = \frac{16J(J+1)}{3N(g_e\mu_B)^2} \sum_\alpha A_\alpha^2 \rho_\alpha, \quad (2.6)$$

where $g_e$ is the electron g-factor, $\mu_B$ is the Bohr magneton, $N = 64\pi a_B^3/v_0$ is the effective number of nuclei within the Bohr radius of the donor, $a_B$ is the donor Bohr radius, $v_0$ is the volume of the (non-primitive) unit cell, $I$ is the nuclei spin, $A_\alpha$ is the hyperfine constant for the isotope $\alpha$ (given for the non-primitive unit cell), and $\rho_\alpha$ is the correspondent isotopic abundance. The hyperfine constant is given by

$$A_\alpha = \frac{2}{3} g_0 \mu_0 \mu_\alpha |\psi_\alpha(0)|^2 / I, \quad (2.7)$$

where $\mu_\alpha$ are the nuclear magnetic moments, and $|\psi_\alpha(0)|^2$ are the electronic densities at the positions of the nuclei.

The precession frequency in the quasi-static nuclear field $\delta_e$ and the dispersion of the nuclear hyperfine field distribution are linked as:

$$2\pi \hbar \delta_e = g_e \mu_B \Delta_B \quad (2.8)$$

It leads to:

$$\delta_e = \frac{1}{2\pi} \sqrt{\frac{I(I+1)}{12\pi a_B^3} v_0 \sum_\alpha A_\alpha^2 \rho_\alpha}, \quad (2.9)$$

All parameters entering Eqs. (2.9-2.7) are known (see Table 2.1), except $|\psi_{Te}(0)|^2$ that we treat as a fitting parameter in order to reproduce $\delta_e = 2\pi \times 29 \pm 1$MHz. It allows for the determination of the hyperfine constant for Te.

| $\alpha$ | $\mu_\alpha$ (in nuclear magneton) | $\rho_\alpha$ | $|\psi_\alpha(0)|^2$ (m$^{-3}$) | $A_\alpha$ (µeV) |
| --- | --- | --- | --- | --- |
| $^{111}$Cd | -0.59 | 0.12 | $5.3 \times 10^{31}$ | -31 |
| $^{115}$Cd | -0.62 | 0.12 | $5.3 \times 10^{31}$ | -32 |
| $^{125}$Te | -0.888 | 0.08 | $14.5 \times 10^{31}$ | -96 |

Table 2.1: Parameters used for the calculation of $\delta_e$, with $a_B = 5.2$nm, and $g_e = -1.65$. The bold values are extracted from our results.

As a by-product we deduce the nuclear field at saturation $B_S = I \sum_\alpha A_\alpha \rho_\alpha / (g_e \mu_B) \simeq 0.094$ T. It is interesting to note that although $B_S$ is about 50 times larger in GaAs than in CdTe, $\delta_e$ has almost the same value [8]. This is a consequence of the combined effect of smaller Bohr radius, and larger electron g-factor in CdTe compared to GaAs.
2.2.3 Evolution of the two-peaks structure with experimental conditions

The observation of the electron spin precession in the local quasi-static nuclear fields is quite surprising for a large donor concentration. In order to observe this effect, the electron spin correlation time at a given donor site must actually be longer than the Larmor period in the nuclear field. In other words $\delta_e > W_0$, which corresponds to $\tau_c > 30$ ns. This long correlation time is not expected at this doping level due to rapid spin exchange between neighbouring donors [1]. Thus, the assumption of a correlation time limited by the hopping is not supposed to be valid. In what follows, we therefore focus on what may govern the correlation time.

Influence of the probe power on $W_0$

Increasing the probe power broadens the central peak and the structure is less and less resolved. At high probe power, the presence of the satellite peaks is indicated by a slight distortion of the lorentzian shape of the central peak. Figure 2.6 depicts the evolution of SN spectra with the probe power.

Figure 2.6: Left panel: Evolution of the SN with excitation power at $B = 0$ T (blue dots). Spectra are vertically shifted for clarity. Fit of the data with Glazov’s model are shown in red solid lines. $\delta_e$ and $\nu_s$ are fixed and only $W_0$ varies. Experimental conditions: $T = 5.5$ K. Right panel: Evolution of extracted $W_0$ with $P_{laser}$ (blue circles, log scale). Red dashed line has a slope of 0.6 to compare the power evolution of $W_0$ with $P_{laser}$.

This evolution is very well described by the model which takes into account both the
Spin noise spectroscopy in CdTe hyperfine interaction and the hopping. The only varying parameter is the hopping rate. Its increase with the probe power may be due to the laser heating and follows a power dependence \( W_0 \propto P_{\text{probe}}^{0.6} \).

**Influence of the temperature on \( W_0 \)**

Increasing the temperature also broadens the central peak. Left panel of figure 2.7 depicts the evolution of SN spectra with temperature for \( P_{\text{probe}} = 5 \mu W \).

![SN spectra with temperature](image)

**Figure 2.7:** Left panel: Evolution of the SN with temperature at \( B = 0 \) T and low power excitation (blue dots). Spectra are vertically shifted for clarity. In these conditions, satellite peaks are indistinguishable and data are fit with a Lorentzian (red solid lines). \( W_0 \) is extracted from the width of the peak, considering \( W_0 = 2/3\gamma_e \) (from equation 2.4 with \( \nu_s = 0 \)). Experimental conditions: \( P_{\text{laser}} = 5 \mu W \). Right panel: Evolution of extracted \( W_0 \) with temperature (blue circles, log scale). Red dashed line is a fit with the VRH model from equation 2.10 corresponding to \( N_D = 10^{17} \) cm\(^{-3} \), \( a = 250 \) nm and \( T_0 = 270 \) K. For the fit, \( T \) has been offseted by 2 K which is not surprising for a cold-finger cryostat.

At this very low probe power, the two-peaks structure is not visible because satellites are much broader than the zero-frequency line and therefore have a much weaker amplitude. The linewidth of the central peak is determined by the relaxation of the spin component in the direction of the local nuclear field. At the lowest temperature, we obtained the spin relaxation time \( \tau = (2\pi\gamma_e)^{-1} = 0.8 \) \( \mu \)s.
**Interpretation in the framework of the VRH model**

Due to its small thickness, our layer is presumably largely depleted. This can inhibit the spin exchange mechanism. The spin correlation time in this case could be limited by the hopping of the electron from an occupied donor to an unoccupied one. This situation is, in principle, described by the variable range hopping mechanism.

Assuming the linewidth is limited by $W_0 (\nu_s = 0)$, we can follow the evolution of the hopping rate with the temperature. In the variable range hopping model, $\tau_{\text{hop}} = W_0^{-1}$ can be estimated from the optimal hopping distance $R_{\text{opt}}$ and from the diffusion coefficient $D_{\text{hop}}$ by using $\tau_{\text{hop}} = R_{\text{opt}}^2 / 6D_{\text{hop}}$. A lower bound for $D_{\text{hop}}$ can be estimated by using the Einstein relation $D_{\text{hop}} = k_B T \sigma_{\text{hop}} / N_D e^2$, where $\sigma_{\text{hop}}$ is the hopping conductivity, and one assumes that the maximum carrier density given by $N_D$ participates to the conductivity. Using the Mott formula for the conductivity one finds

\[
\tau_{\text{hop}}^{-1} = \frac{\nu_H}{9\pi a^3 N_D} \left( \frac{T}{T_0} \right) e^{-\left( T_0 / T \right)^{1/4}}
\]

(2.10)

where $a$ is the localization length and $\nu_H$ is the characteristic frequency of longitudinal optical phonon. Far from the Mott transition $a$ tends towards the effective Bohr radius of the donor, while close to the MIT $a$ diverges due to the weakening of the carriers localization.

The right panel of figure 2.7 displays the experimentally measured hopping rate $W_0$ fitted to equation 2.10. The main unknowns are $T_0$, and $a$, which vary rapidly with $N_D$ close to the MIT (other parameters are $\nu_H = 5$THz, and $N_D \sim 10^{17} \text{cm}^{-3}$).

The best fit yields the combination of parameters $a = 250 \text{ nm}$ and $T_0 = 270 \text{ K}$, which agrees reasonably well with the values determined by conductivity and magnetotransport experiments [12]. However, the obtained localization length is not compatible with the observation of the nuclear field.

### 2.3 Conclusion

In the end, we observed spin noise in CdTe for the first time. At low temperature and low excitation power, we measured longitudinal electron spin relaxation time up to $T_1 = 0.8 \mu s$ which is not an absolute limit since longer relaxation time up to $\approx 1 \text{ ms}$ have been measured in CdTe at lower doping density, and lower temperatures [13]. We have also been able to report the observation of the electron precession in the random nuclear field. We obtained spin relaxation time $\tau_s = 1/\delta_s \approx 5.5 \text{ ns}$ which correspond to the precession in a quasi-frozen nuclear field. In their work, Merkulov et al. have also predicted a second time scale for the spin relaxation due to the slow
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precession of the nuclei in the knight field of electrons [4]. This longer time \( \tau_{s,N} \) can be estimated as \( \tau_{s,N} \approx \sqrt{N\tau_s} = 4 \mu s \) which is comparable to the measured \( T_1 \) time.

However, the observation of this precession in the random nuclear field is quite intriguing and the signal is attributed to localised electrons with long correlation time. This is in direct contradiction with our expectations. An analogy with the observation of such an effective field in GaAs leads us to consider two different contributions to the conduction [6]. A first channel comes from creation of filament via percolation. This leads to a metallic conduction characterised by a high diffusion coefficient. The second conduction channel comes from the hopping between donors and is characterised by a small diffusion coefficient.

![CdTe Al W₀ I II](image)

Figure 2.8: Two different conduction channels. I: electrons have a metallic behaviour in randomly arranged conducting filaments. II: electrons hop from one donor to another and have a weaker diffusion coefficient.

This interesting idea implicates that signal comes only from localised electrons. Therefore, the following question remains an outstanding issue: why metallic electrons do not contribute to the signal?

At this stage of our analysis, this issue echoes another question. We actually knew that SNS should be able to probe spatial spin dynamics and that spin diffusion is expected to affect the signal in a particular configuration [14, 15] which implies to probe SN at non-zero wave vectors. Besides, if this assumption is confirmed, our backscattering configuration seems to correspond to the more sensitive configuration.
It clearly appears that a complete understanding of the link between the spatial spin dynamics and spin noise spectra is necessary. We therefore focus our efforts to make it clear. The next chapter is dedicated to the experimental development of a wave vector sensitive spin noise setup, the demonstration of our abilities to reach both spatial and temporal spin correlations and to a deeper study of SN in $n$-CdTe.
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This chapter is dedicated to the experimental development of a q-sensitive spin noise setup enabling to reach both spatial and temporal spin correlations. The first section reminds the scientific context in which we pursued this objective, the physical principles on which this idea relies and our general motivation. Then, the technical implementation of such a setup is introduced and the setup is validated with proof-of-concept measurement of spin diffusion in n-CdTe. Finally, we come back to the investigation of the spin dynamics in n-CdTe thin layers with this brand new tools.
3.1 Scientific context and motivations

The experimental development of a \( q \)-sensitive SNS setup presented in this chapter comes after a long process which finds its source in the very stimulating scientific context surrounding the research about spin noise spectroscopy. This first section is dedicated to set the scene of this process.

Context

As discussed in section 1.2.1, there are two possible interpretations of the origin of the SN signal, the spin Faraday rotation and the spin flip Raman scattering being two sides of the same coin \([1–3]\).

The spin Faraday rotation being proportional to the average spin density below the spot, all spatial information is usually lost. Some experimental works have considered spatial spin dynamics in the interpretation of SN measurements \([4, 5]\), but a direct access to spatial information via SN has only been theoretically investigated. In 2013, Pershin \emph{et al.} have proposed a two-beams setup providing spin transport information through the correlations between SN probed at different space locations \([6]\) but no experimental implementation have been realised since then.

The SFRS vision opens up great opportunities to access spatial information. In SFRS, information carried by the scattered light actually depends on its wave vector and this should be transposable to SNS.

In this regard, a two-beams configuration has recently been proposed to introduce a wave vector difference \( q \) between the probe and the LO \([7, 8]\). In this proposal, the \( q \)-selectivity is provided by means of a slight tilt between the probe beam and an LO passing through the sample. Thus, interferences are only allowed between the LO and the \( q \)-component of the scattered light.

This work predicts a broadening of the SN with increasing \( q \) in presence of spin diffusion. Indeed, the complete picture of the spatio-temporal spin dynamics is given by the Bloch-Torrey equation \([9, 10]\):

\[
\frac{\partial \vec{S}}{\partial t} = \vec{S} \wedge \vec{\omega}_L - \gamma_s \vec{S} + D_s \Delta \vec{S} 
\]  

(3.1)

and we can express the generalised spin susceptibility as

\[
\chi(\omega, q) \propto \frac{1}{2\pi(\omega - \omega_L) + i(\gamma_s + D_s q^2)} 
\]  

(3.2)
Because the fluctuation-dissipation theorem ensures the $\omega$ and $q$ dependent spin noise is proportional to the imaginary part of the generalised spin susceptibility $\chi(\omega, q)$, we can expect a broadening of the SN with $q$:

$$\gamma(q) = \gamma_s + D_s q^2$$  \hfill (3.3)

where $\gamma$ is the width of the SN measured at a wave vector difference $q$ between the probe beam and the LO.

**Emergence of the idea**

From the very beginning of spin noise spectroscopy, the origin of the signal has been understood as the interference between the incident and the scattered fields [11]. Such interferences could occur in the sample and then be imaged onto the detector. They can also occur directly onto the detector. In this case, an LO is sent directly to the detector to interfere with the scattered light. This distinguishes the self-homodyne and the homodyne detection and provides very interesting opportunities. Optical properties of the LO can actually be changed. For instance, its power can be adjusted to exceed the noise equivalent power of the detector [12–14]. Its wavelength as well can be modified providing optical heterodyning and thus improving the bandwidth of the setup [12]. Here we propose to take advantage of this configuration to modify the wave vector of the LO onto the detector. This should allow for a wave vector selectivity in the interference with the scattered light.

**Motivations**

This very recent investigation on spatial information via SNS had strongly impacted our scientific approach. On the one hand, we usually work in backscattering configuration so the problem of diffusion may occur in its most glaring face: this configuration seems to correspond to the highest value of $q$, thus the largest broadening due to spin diffusion. However, there are still no clues of this broadening in any of our measurements.

On the other hand, our intriguing results on CdTe have led us to consider the influence of diffusion on the SN signal. As a matter of fact, a broadening due to diffusion could explain why we detect only localised electrons and not free electrons with high diffusion coefficient.

With this in mind, we also modified our setup to perform measurements in forward geometry and received three new samples. They differ from other samples by their width but especially by their substrate. They are grown onto a Cd$_{0.96}$Zn$_{0.04}$Te sub-
strate which is transparent at working wavelength (see table 3.1).

Besides these immediate considerations, two more distant motivations encourage us to follow this direction. First, it is an old goal in our team to perform SNS measurement with light scattered at ninety degrees. In analogy with SFRS, it is actually expected to allow for reaching independently the two spin subpopulations. However, a potential broadening proportional to $q^2$ does not augur well.

Then, the possibility of detecting spatial correlations is quite interesting for the study of collective states. The observation of spin noise of indirect excitons and even more detection of their potential condensation (which are also in the scope of this work) should be a remarkable breakthrough. Spatial spin correlations in 2DEG have also been predicted [15], especially in the regime of persistent spin helix, and could be studied with our technique.

* * *

It was only natural to focus our research on the detection of SN at non-zero wave vector. It should allow us to better understand what we measured, to check the influence of the diffusion on SN and to considerably extend the opportunities of SNS. The next section is dedicated to the experimental development of a $q$-sensitive SNS setup allowing such a scientific investigation.

### 3.2 Implementation of a spatio-temporal SNS setup

#### 3.2.1 Setup

The experimental development presented here has required a remarkable versatility which led us to modify the setup used in the last chapter.

The first significant modification consists in adding the possibility to perform spin noise measurements in transmission geometry. We therefore added a second collection objective on the other side of the cryostat. The two objectives are identical (long working distance Mitutoyo objectives with NA=0.28). The two different paths merge at the PBS2 providing the preservation of the detection scheme when switching from one configuration to the other. The linear polarisation of the scattered light being vertical, the forward scattered light must pass through a $\lambda/2$ plate to get across the PBS2. The LCM1 is positioned just after the PBS2. It allows for adjusting the polarisation of the scattered light: the LO being vertically polarised, the LCM1 is used in forward scattering while it is not in backward scattering. It is also used to modulate the polarisation which provides an alternative to remove the background
The second modification concerns the path of the LO. We disabled the possibility to change its frequency. We are therefore restricted to the (self-)homodyne detection. The LO is picked from the initial laser beam at the PBS1. It goes through a prism which determines its position $\rho_0$ providing the $q$-selectivity.

Finally, an active phase stabilisation has been introduced to control the relative phase $\phi$ between the LO and the probe. It consists in a regulation scheme controlling a piezo-actuator on which the prism is mounted. This abilities to tune $\phi$ will be necessary to test our understanding of how the setup operates.

Figure 3.1: Schematics of our modified spin noise setup. Both backward and forward scattered light can be collected. The wave vector of the LO is controlled through the position of the prism. The position of this prism controls also its relative phase with respect to the probe which is actively stabilised.

The LO and the scattered light are then recombined at the beam splitter BS (which reflects 10% of the incident light) and are focused on the detector by the imaging lens L3. An important feature of this setup is that the beam paths of the LO and the probe are adjusted to cancel the quadratic phase shifts due to the propagation. In this configuration, undesirable background noise can be removed either by measuring the noise spectra at two different magnetic fields, or by changing the polarisation of the scattered light with LCM1.
3.2.2 Optical transfer function of the setup

Using this setup, we performed preliminary spin noise measurements varying the position \( \rho_0 \) of the LO. Contrary to our initial expectations, the signal does not differ only by its width but its integrated intensity also decreases when the LO is shifted (see figure 3.3). Different potential causes could explain this behaviour. We have considered for instance a wave-front distortion or interferences into the detector. Among them, we first incriminated the optical response of our setup and decided to characterise it.

We temporarily introduced a mirror in the path of the LO and the scattered light to redirect them to a CCD. This enables us to observe the evolution of their interference patterns. Figure 3.2 displays such interference pattern for different offsets up to \( \rho_0 = 5.3 \) mm and their corresponding spatially integrated intensity. We still observe a very good contrast even at the highest offset which indicates that there is no unwanted wavefront distortions induced by the setup or the sample itself.

![Interference patterns for different offsets \( \rho_0 \) recorded with a CCD camera and their spatially integrated intensity.](image)

A more quantitative approach consists in using the APD to measure the variation of the amplitude of these interferences with \( \rho_0 \). To do this, we use a probe beam as broad as the objective aperture and we translate the narrow LO. The detector follows the LO movement. The relative phase \( \phi \) is modulated in order to observe the intensity of the oscillations of the interference. We then measure the amplitude of these oscillations.

Figure 3.3 shows the variation of the measured amplitude with \( \rho_0 \). Contrary to the evolution of the SN signal, we observe a flat response on a wide range of \( \rho_0 \). The abrupt cut-off around \( \rho_0 = 5.5 \) mm is due to the objective aperture. The edges of this function are smoothed due to the LO finite size. The dashed line represents an ideal coherent optical transfer function on a finite \( \rho_0 \)-range (corresponding to the objective aperture) convolved with a simplistic beam shape (uniform disk of 2.4 mm
Figure 3.3: Normalised integrated SN signal (red line) and amplitude of the interferences between the LO and the probe beam (blue line) for different LO positions. The dashed line represents a rectangular function convolved with the finite size of the beam.

This observation definitively exonerates the quality of the setup. The decrease of the integrated spin noise power with $q$ is actually intrinsically linked with the limited spatial resolution of our optical setup which is considered in the next section.

### 3.2.3 How spatial correlations can be detected by SNS

In what follows, we clarify the origin of the SN signal and demonstrate that we can probe the Fourier component of the scattered light. It allows for a more thoughtful consideration of what modifies the SN signal when we change $\rho_0$.

**Imaging of the scattered light onto the detector**

Let’s consider the following situation: the scattered light is collected by a short focal length objective and sent to the detector where it is focused by a longer focal length imaging lens. This field comes from the interaction between the probe field $E_0$ and spin fluctuations which are described by the spatially dependent gyrotropy $G$. It can be expressed as:

$$E_s(\mathbf{r}) = E_0(\mathbf{r})G(\mathbf{r})$$

where $\mathbf{r}$ determines the position in the sample plane. We now follow the evolution of this field from the sample to the detector. In the image focal plane of the collection
objective, the scattered field is the Fourier transform of \( E_s(\mathbf{r}) \):

\[
\hat{E}_s(\mathbf{\rho}) = \int E_0(\mathbf{r}) G(\mathbf{r}) e^{i \frac{k}{2} r \cdot \mathbf{\rho}} d^2 \mathbf{r}
\]

where \( k \) is the wave number of this field, \( f \) is the focal length of the objective and \( \mathbf{\rho} \) is the position in the image focal plane of the objective.

The propagation of the collimated scattered field from the objective image focal plane to the object focal plane of the imaging lens is governed by the Fresnel propagator. There, the field is:

\[
\hat{E}_s^d(\mathbf{\rho'}) = (\hat{E}_s \otimes \hat{H}_d)(\mathbf{\rho'}) = \int \hat{H}_d(\mathbf{\rho'} - \mathbf{\rho}) \hat{E}_s(\mathbf{\rho}) d^2 \mathbf{\rho}
\]

where \( \mathbf{\rho'} \) is the position in the object focal plane of the imaging lens. \( \hat{H}_d(\mathbf{\rho}) \) is the Fresnel propagator over the distance \( d \) between the two focal planes and is given by:

\[
\hat{H}_d(\mathbf{\rho}) = \frac{e^{ikd}}{i\lambda d} e^{i \frac{k}{2\lambda} \rho^2}
\]

Finally, the scattered field onto the detector - in the image focal plane of the imaging lens - is given by the Fourier transform of this field:

\[
\mathcal{E}(\mathbf{r'}) = \int (\hat{E}_s \otimes \hat{H}_d)(\mathbf{\rho'}) e^{i \frac{k}{2} \mathbf{\rho'} \cdot \mathbf{r'}} d^2 \mathbf{\rho'} = H_d(\mathbf{r'}) E_s(\mathbf{r'})
\]

where \( \mathbf{r'} \) is the position in the image focal plane of the imaging lens that means onto the detector. Here, \( f' \) is the focal length of the imaging lens and \( H_d(\mathbf{r'}) \) is given by:

\[
H_d(\mathbf{r'}) = \int \hat{H}_d(\mathbf{\rho}) e^{i \frac{k}{2} \mathbf{\rho} \cdot \mathbf{r'}} d^2 \mathbf{\rho} = -e^{ikd} e^{i \frac{k}{2\lambda} |\mathbf{r'}|^2}
\]

The spatial distribution of the field from the sample is therefore imaged onto the detector with a magnification \( -f'/f \) and an additional radial phase due to the propagation.

### Origin of the spin noise signal

Before the mixing of the LO and the scattered field in the beam splitter, the LO beam can be adjusted in order to have the same radial phase at the object focal plane of the lens. This situation could be guaranteed by obtaining a flat interference pattern (one can use a CCD for instance). It can therefore be expressed as the
scattered light in equation 3.6:

$$\hat{E}^d_{LO}(\rho') = (\hat{E}_{LO} \otimes \hat{H}_d)(\rho') = \int \hat{H}_d(\rho' - \rho)\hat{E}_{LO}(\rho)d^2\rho \quad (3.10)$$

and the same reasoning gives its expression onto the detector:

$$\mathcal{E}_{LO}(r') = H_d(r')E_{LO}(-\frac{f}{f'}, r') \quad (3.11)$$

Finally, the total light intensity is spatially integrated by the detector which delivers an electrical signal:

$$I_D = \int \left( |\mathcal{E}_s(r')|^2 + |\mathcal{E}_{LO}(r')|^2 + 2\Re\{\mathcal{E}_s(r')\mathcal{E}_{LO}^*(r')\} \right) d^2r' \quad (3.12)$$

The first term is negligible and the informative signal $S_D$ comes from the third term:

$$S_D = \Re\{\int \mathcal{E}_s(r')\mathcal{E}_{LO}^*(r') d^2r'\} = (\frac{f}{f'})^2\Re\{\int E_0(r)E_{LO}^*(r)G(r)d^2r\} \quad (3.13)$$

Here, we precisely understand how powerful the use of LO really is: everything happens as if the LO interacts with the sample. If $E_0(r)$ and $E_{LO}(r)$ are identical, the measured spin noise corresponds to the homodyne detection. If the $r$-dependence of the LO amplitude is sharper than the one of $E_0(r)$, it is possible to use the LO as a spatial probe of spin fluctuations. But what we are concerned with here is the access to Fourier components of these spin fluctuations.
**LO as a wave vector selector**

Let’s now consider an LO with the same phase and amplitude as the incident beam (for instance they can be picked from the same laser beam and have the same propagation length). It is possible to introduce a spatial offset between the LO and the scattered light:

$$\hat{E}^d_{LO}(\rho') = \hat{E}^d_{LO}(\rho' - \rho_0)$$  \hspace{1cm} (3.14)

We can follow the same reasoning as earlier and finally obtain:

$$E_{LO}(r') = H_d(r') E_{LO}(-f' \hat{f} r') e^{-i k \rho_0 \cdot \hat{f} r'} \hspace{1cm} (3.15)$$

for the LO field in the detector field and the expression of the signal from the detector:

$$S_D = (f f')^2 \Re \{ \int I_0(r) G(r) e^{-i qr} d^2 r \} \hspace{1cm} (3.16)$$

where \( q = \frac{k}{\hat{f}} \rho_0 \). It is important to note that \( S_D \) varies because of the time dependence of \( G \) which is our interest.

We now focus on the correlation function of the measured signal \( C_D(\tau) = \langle S_D(t)S_D(t + \tau) \rangle \).

$$C_D(\tau) = \langle (\frac{f}{f'})^2 \int I_0(r) G(r, t) \cos(qr) d^2 r \times (\frac{f}{f'})^2 \int I_0(r') G(r', t + \tau) \cos(qr') d^2 r' \rangle$$ \hspace{1cm} (3.17)

Rearranging the terms and performing the average only on time dependent terms, we obtain:

$$C_D(\tau) = (\frac{f}{f'})^4 \int I_0(r) \cos(qr) \int I_0(r') \cos(qr') \langle G(r, t) G(r', t + \tau) \rangle d^2 r d^2 r'$$ \hspace{1cm} (3.18)

If we note \( K(r, \tau) = \langle G(r', t') G(r' + r, t' + \tau) \rangle \) the correlation function of the gyro-tropy, the last equation becomes:

$$C_D(\tau) \propto \int I_0(r) \cos(qr) \left[ \int I_0(r') \cos(qr') K(r - r', \tau) d^2 r' \right] d^2 r$$ \hspace{1cm} (3.19)

The bracketed integrals is the Fourier transform of the product \( I_0(r') K(r' - r) \) thus it is proportionnal to the convolution product of the Fourier transform of \( I_0(r') \) and \( K(r' - r) \), denoted respectively as \( \hat{I}_0(q') \) and \( \cos(q, r) \hat{K}(q') \), taken for \( q' = q \). The factor \( \cos(qr) \) appears due to the translation of \( \hat{K}(r') \) by the vector \( r \). We thus
have:

\[ C_D(\tau) \propto \int I_0(r) \cos(qr) \left[ \int \hat{I}_0(q') \cos((q - q')r) \hat{K}(q - q', \tau) d^2q' \right] d^2r \tag{3.20} \]

or equivalently:

\[ C_D(\tau) \propto \int I_0(r) \cos(qr) \left[ \int \hat{I}_0(q - q') \cos(q'r) \hat{K}(q', \tau) d^2q' \right] d^2r \tag{3.21} \]

Inverting the integrals in real and reciprocal spaces, one gets:

\[ C_D(\tau) \propto \int \hat{K}(q', \tau) \hat{I}_0(q - q') \left[ \int \hat{I}_0(r) \cos(q'r) \cos((q - q')r) d^2r \right] d^2q' \tag{3.22} \]

\[ \propto \int \hat{K}(q', \tau) \hat{I}_0(q - q') \left[ \int \hat{I}_0(r) \cos((q + q')r) \cos((q - q')r) d^2r \right] d^2q' \tag{3.23} \]

\[ \propto \int \hat{K}(q', \tau) \hat{I}_0(q - q') \left[ \hat{I}_0(q - q') + \hat{I}_0(q + q') \right] d^2q' \tag{3.24} \]

Developing this equation, it comes:

\[ C_D(\tau) \propto \int \hat{K}(q', \tau) \hat{I}_0^2(q - q') d^2q' + \int \hat{K}(q', \tau) \hat{I}_0(q - q') \hat{I}_0(q + q') d^2q' \tag{3.25} \]

which we can factorise by \((\hat{K} \otimes \hat{I}_0^2)(q, \tau)\) and express as:

\[ C_D(\tau) = (\hat{K} \otimes \hat{I}_0^2)(q, \tau)(1 + V_r(q)) \tag{3.26} \]

where

\[ V_r(q) = \frac{\int \hat{K}(q', \tau) \hat{I}_0(q - q') \hat{I}_0(q + q') d^2q'}{\int \hat{K}(q', \tau) \hat{I}_0^2(q - q') d^2q'} \tag{3.27} \]

For gaussian beams \(\hat{I}_0(q - q')\hat{I}_0(q + q')\) becomes \(\hat{I}_0^2(q')\hat{I}_0^2(q)\) and we can express \(C_D(\tau)\) as:

\[ C_D(\tau) = (\hat{K} \otimes \hat{I}_0^2)(q, \tau) + \hat{I}_0^2(q)(\hat{K} \otimes \hat{I}_0^2)(0, \tau) \tag{3.28} \]

This notation allows for the identification of two contributions. The first one is \(q\)-dependent and contains all the information we are interested in. Excluding the \(\hat{I}_0^2(q)\), the second term corresponds to \(q = 0\) and is non null as long as the LO and the probe overlap. Thus it could inform on the shape of the beam.

It is also interesting to consider an arbitrary phase \(\phi\) between the LO and the probe. In this case, the second term in equations 3.26 and 3.28 are affected by a factor \(\cos(2\phi)\). It provides the opportunity to remove this \(q = 0\) contribution if we stabilise the relative phase at \(\phi = \pi/4\) or if we average at 0 this term with a randomly fluctuating phase.
Inclusion of the optical transfer function of the setup

An ultimate step is needed to completely understand the evolution of the measured spin noise signal when the wave vector varies. We need to take into account the finite size of the lens performing the Fourier transformations of the scattered light. Because of their respective size, we will only take into account the collection objective. It is common to use the pupil function \( \hat{P}(\rho) \) to describe this effect and to multiply it with the field in the image focal plane of the objective \( \hat{E}_s(q) \).

This modifies the expression of the scattered field onto the detector:

\[
\mathcal{E}_s(r') = H_d(r') (E_s \otimes P)(-\frac{f}{f'} r')
\]

with

\[
\hat{P}(\rho) = \int P(r) e^{i\frac{\pi}{2}\rho r} d^2r
\]

The field onto the detector is therefore the convolution of the scattered field from the sample and the point spread function \( P(r) \).

Following the same reasoning than earlier, equation 3.26 remains valid if we replace \( \hat{K}(\rho) \) with \( \hat{\kappa}(\rho) \) which is the Fourier transform of \( \kappa(r - r') = \langle GG \rangle \otimes [PP] \).

\[
C_D(\tau) = (\hat{\kappa} \otimes \hat{I}_0^2)(q, \tau)(1 + cos(2\phi)V_q(q))
\]

This equation is the general expression of the measured signal when we take into account the finite resolution of the imaging setup via the OTF.

With the benefit of hindsight, we understand that \( \hat{\kappa}(q, \tau) \) is the product between \( \hat{K}(q, \tau) \) and the optical transfer function (OTF) of the setup \( h(q) \):

\[
\hat{\kappa}(q, \tau) = \hat{K}(q, \tau) h(q)
\]

This explains the observed difference evidenced in figure 3.3 between the \( q \)-dependence of the integrated SN signal and the \( q \)-dependence of the intensity of the interference. A well known result of Fourier optics actually specifies that \( h(q) \) is different for a coherent or incoherent illumination. This is because, in the case of coherent illumination (blue line figure 3.3), it is the field falling onto the detector which is the convolution of the scattered field and the point spread function (PSF). On the contrary, under incoherent illumination, it is the intensity which is the convolution of the intensity of the scattered field and - this time - of the square modulus of the PSF. In this case, the \( q \)-dependence of the integrated SN signal is modulated by this
incoherent OTF (red line in figure 3.3).

**Spatio-temporal SN in a nutshell**

Let’s summarise the main results of this calculation and illustrate the different contributions we identified. Figure 3.5 depicts the evolution of the expected $q$-dependence of the integrated SN signal during our reasoning.

![Figure 3.5: Different contributions to the $q$-dependence of the integrated SN signal. (a): A naive forecast. (b): The coherent term adds up to the SN signal. (c): Both the coherent and the incoherent terms are weighted by the OTF. (d) The OTF takes into account the wave vector cut-off (see section 3.2.4). Colors differentiate three relative phase values.](image)

First, equation 3.28 evidenced the presence of two contributions in the detected signal: an incoherent one and a coherent one. The former contains the spin spatial information while the latter could inform about the spatial shape of the beams. This second term is also weighted by a $\phi$-dependent modulation (figure 3.5 (b)).

Here, the situation is given by:

$$C_D(\tau) = (\hat{K} \otimes \hat{I}_0^2)(\mathbf{q}, \tau) + \cos(2\phi)\hat{I}_0^2(q)(\hat{K} \otimes \hat{I}_0^2)(\mathbf{0}, \tau)$$  \hspace{1cm} (3.33)

The optical transfer function $h(q)$ is then taken into account, modifying the flat $q$-dependence of both coherent and incoherent terms. The concrete influence of this OTF is highlighted in figure 3.5 (c) and can be described as follows:

$$C_D(\tau) = ((h\hat{K}) \otimes \hat{I}_0^2)(\mathbf{q}, \tau) + \cos(2\phi)\hat{I}_0^2(q)((h\hat{K}) \otimes \hat{I}_0^2)(\mathbf{0}, \tau)$$  \hspace{1cm} (3.34)

Finally, a more technical issue presented in the next section leads to a modification of the OTF which becomes $h'(q)$(see figure 3.5 (d)). The situation is now described by:

$$C_D(\tau) = ((h'\hat{K}) \otimes \hat{I}_0^2)(\mathbf{q}, \tau) + \cos(2\phi)\hat{I}_0^2(q)((h'\hat{K}) \otimes \hat{I}_0^2)(\mathbf{0}, \tau)$$  \hspace{1cm} (3.35)
3.2.4 Validation and characterisation of the setup

We now confront our comprehension to the experimental measurement. As we have seen in the last section, probing the spatial spin correlation through the \( q \)-selectivity does not only affect the width of the SN spectra but it also modifies its intensity. This modulation of the SN signal is due to the optical transfer function of the setup and can include many information. Here we perform different tests in order to validate our comprehension and to characterise our setup. Depending if phase stabilisation is required, we work on two different samples: the M3408 studied in the previous chapter or the M3460. The latter allows for transmission geometry (SN is detected 10 meV below the resonance, see figure 3.6) which is better suited to control the relative phase \( \phi \).

![Reflectivity and transmission spectra](image)

Figure 3.6: Reflectivity and transmission (in semi-logarithmic scale) spectra measured on sample B. The free exciton resonance is marked as X. The laser wavelength which was used for spin noise experiments is also shown.

Evolution of the integrated SN signal

First of all, we test the first term of equation 3.31 comparing the \( q \)-dependent integrated SN and the estimated optical transfer function convolved with \( \hat{I}_0(q) \). SN spectra are measured on sample M3408 under transverse magnetic field and for different \( q \). We average to 0 the second term in equation 3.31 by leaving the relative phase free, hence random. We also match the phase of the LO and the scattered light. Figure 3.7 depicts the obtained SN spectra.

Calculation of the optical transfer function is performed under some assumptions.
Figure 3.7: Waterfall plot of the SN spectra for different $q$. Both the SN spectrum at $q = 0$ and the $q$-dependence of the integrated signal are also shown. Experimental conditions: $T = 5.2$ K, $P_{\text{laser}} = 1$ mW, reflection geometry, sample M3408.

First, we consider there is no spatial correlations. That means $K(r) = \delta(r)$ and $\hat{K}(q)$ is constant. Hence the first term of equation 3.31 becomes:

$$\langle \hat{\kappa} \otimes \hat{I}_0 \rangle(q) = \langle (\hat{K} \times h) \otimes \hat{I}_0 \rangle(q) \propto \langle h \otimes \hat{I}_0 \rangle(q) \ (3.36)$$

Then, the spatial distribution of the field is taken as $\hat{I}_0(q) = e^{-q^2/Q^2}$ where $Q = 355000$ m$^{-1}$ is determined from the LO spot measured with a CCD and the optical transfer function is taken as:

$$h(q) = \frac{2}{\pi} \left[ \arccos \left( \frac{q}{q_c} \right) - \frac{q}{q_c} \left( 1 - \frac{q^2}{q_c^2} \right)^{1/2} \right] \ (3.37)$$

which is the convolution of the circular aperture (the pupil function) of the objective with itself. Here, $q_c = \frac{2\pi D}{\lambda f}$ is the cut-off frequency of the pupil, $f$ is the focal length of the objective and $D$ is the diameter of the objective.

Finally we can calculate the $\langle h \otimes \hat{I}_0^2 \rangle(q)$ term the integrated signal is expected to follow. Figure 3.8 compares the measured integrated SN signal variation with the calculated one for two different objective apertures. As it stands, our model (dashed lines) describes very well the behaviour at low values of $q$. The observed abrupt decay is due to the maximum $\rho_0$ allowed by the finite size of the objective. Because the illuminating beam is centred on the objective, the maximum $\rho_0$ is the diameter...
aperture divided by 2. This cut-off effect is taken into account by multiplying \( h(q) \) with the corresponding heavyside function. Corresponding calculated optical transfer functions fit very well all the measured points in the two cases.

**Sensitivity to spatial correlations**

The calculation presented in the last paragraph has been performed under the assumption that there is no spatial correlation. This assumption is relevant in our system of electron in CdTe layers. However, it is interesting to characterise the sensitivity of our setup to spatial correlations.

Let’s consider spatial correlations of the form of \( K(r) = e^{-|r|/\xi} \) and calculate the corresponding variation of the integrated signal.

Figure 3.9 allows the comparison of the calculated evolution of the integrated SN signal for different correlation lengths. Spatial correlations exacerbate the decreases of the SN signal with \( q \) but smooth the cut-off effect. It enables one to identify their presence. A spatial correlation characterised by a length equals to the inverse of \( q_c \) the wave vector cut-off of the objective, \( q_c^{-1} = \frac{\lambda}{2\pi D} = 0.313 \, \mu\text{m} \) can be identified. On the contrary, a spatial correlation characterised by half of this value can not be resolved with this setup.
**Figure 3.9:** Comparison of the calculated $q$-dependence of the integrated spin noise signal in the absence (solid line) of spatial correlations and in the presence of spatial correlations for different correlation lengths (dashed and dotted lines). Symbols are measured data from figure 3.8.

**φ-dependence of the $q = 0$ term**

Let’s come back to equation 3.31. Controlling the relative phase $\phi$ and monitoring the variation of the integrated SN signal provides a test of its second term. Here, the phase stabilisation is required. We therefore use sample M3460. At a fixed $q$, varying $\phi$ leads to oscillations of the integrated SN signal. Such oscillations are shown in figure 3.10. They are characterised by a mean value and an amplitude which are respectively given by the first and the second term of equation 3.31. Both of them are $q$ dependent. Their mean values have already been verified in the last paragraph. Here, we focus on their normalised amplitude $V_\phi(q)$ which correspond to their observed amplitudes divided by their mean values (see equation 3.31).

Figure 3.10 shows also the $q$ dependence of the normalised integrated SN signal for particular $\phi$. Here, normalised means divided by $(k \otimes \hat{I}_0^2)(q, \tau)$, the prefactor of equation 3.31. It therefore represents the measured values of $1 + \cos(2\phi)V_\tau(q)$ for particular $\phi$. Solid lines are calculated from equation 3.31 and show a very satisfying match reflecting our strong comprehension of what happens at non null $q$. It is noteworthy that $V_\phi(q)$ inform on the shape of $I_0(r)$. 
Experimental development of q-sensitive SNS

Figure 3.10: Left panel: integrated SN signal versus $\phi$ for different $q$ (symbols). Data are vertically shifted. Dotted lines represent the corresponding $\cos(2\phi)$ fits. Right panel: normalised integrated SN signal versus $q$ for different $\phi$ (symbols). Wide solid lines are calculated from equation 3.31. Thin dotted lines are calculated under the assumption of large spot. In this case, we can approximate equation 3.31 as $C_D(\tau)/\hat{\kappa}(q, \tau) = 1 + \cos(2\phi)\hat{I}_0^2(2q)/\hat{I}_0^2(0)$ Experimental conditions: $T = 4.1$ K, $P_{\text{laser}} = 1.1$ mW, transmission geometry, sample M3460.

Broadening of the SN spectra

At this stage, we can consider the issue of the $q$ dependence of the integrated SN signal is a settled matter. Nevertheless, the $q$ dependence of the measured width remains unclear. In what follows we demonstrate how our comprehension of the setup explains the observed variation of the width of the signal. Figure 3.11 shows SN spectra on sample M3460 under a transverse magnetic field and for different $q$. We observe lorentzian peaks centred on the corresponding Larmor frequency. Here, the coherent term is removed. The inset denotes the measured FWHM as a function of $q$. We notice that the FWHM first increases quadratically and then levels off. Let’s try to explain this behaviour.

Here we expect no spatial correlation but only spin diffusion characterised by a diffusion coefficient $D_s$. In this situation, the spin correlator is given by:

$$\hat{K}(q, \tau) = e^{-q^2D_s\tau}$$  \hspace{1cm} (3.38)

We first consider an ideal OTF $h(q) = 1$ and take $I_0^2(q) = e^{-q^2/Q^2}$. It leads to:

$$C_D(\tau) = \frac{2}{2 + Q^2D_s\tau} e^{-q^2D_s\tau(\frac{2}{2+Q^2D_s\tau})}$$  \hspace{1cm} (3.39)
Implementation of a spatio-temporal SNS setup

The inset shows the FWHM (symbols) deduced from Lorentzian fits to the noise spectra. Solid lines show the calculated FWHM($q$) taking into account the time of flight dynamics (black), the wave vector resolution (red) and the wave vector cutoff (blue). Experimental conditions: $T = 4.1$ K, $P_{\text{laser}} = 1.1$ mW, transmission geometry, sample M3460.

Here, we can understand that the measured width undergoes two different effects. Due to the finite size of the spot, spins leaving the probed area do not contribute anymore. This appears as a relaxation and leads to a broadening of the SN spectrum. This is the first effect. It comes from the prefactor of the previous equation and does not depend on $q$. Thus, it adds an offset to the quadratic $q$ dependence of the measured width. From numerical simulations, this offset can be approximated by $\pi Q^2 D_s/9$. If we denote the real spin relaxation rate as $\gamma^*_s$, the measured relaxation rate is therefore given by:

$$\gamma(q) = \gamma^*_s + \frac{\pi}{9} Q^2 D_s + D_s q^2$$

which still has a quadratic dependence. The black curve in the inset of figure 3.11 displays such a quadratic fit of the obtained widths for small $q$. In these conditions, the $Q^2 D_s$ offset term remains weak and the determination of $\gamma^*_s$ is not affected.

The wave vector resolution is the origin of the second effect. It is $q$-dependent and appears in the argument of the exponential in equation 3.39. The measured $D_s q^2$ broadening is actually averaged on the wave vector distribution of the LO and hence, is smoothed. Such an effect has been calculated and is shown by the red solid line (inset of figure 3.11).

A non-ideal OTF could amplify this effect favouring low $q$ contributions over high $q$.
contributions. Here, however, the typical width of \( h(q) \) is about \( 2 \times 10^6 \text{ m}^{-1} \) which is much more than \( Q \). \( h(q) \) is therefore seen relatively flat by the LO. To be convinced of this, we can roughly model the OTF with a gaussian \( h(q) = e^{-q^2/\beta^2} \). It does not correspond to figure 3.8 but it provides an analytical expression for \( C_D(\tau) \):

\[
C_D(\tau) = \frac{2 + \frac{Q^2}{\beta^2}}{2 + \frac{Q^2}{\beta^2} + Q^2 D_s \tau} e^{-2q^2\left(\frac{D_s \tau + \frac{1}{\beta^2}}{2 + \frac{Q^2}{\beta^2} + Q^2 D_s \tau}\right)}
\]  (3.41)

Considering \( Q^2/\beta^2 \ll 2 \), this equation reduces to equation 3.39 and in doing so, persuades us the OTF dynamics is flat enough to have no noticeable effect.

Finally, the stabilisation at high \( q \) can be understood considering the wave vector cut-off \( q_c \) due to the objective aperture and the wave vector distribution of the LO. Indeed, when the LO beam approaches \( q_c \), the high \( q \) components can not interfere with the scattered field anymore because its corresponding high \( q \) components have been stopped by the objective. Therefore, the measured width becomes \( q \) independent. This behaviour can be reproduced multiplying \( C_D(\tau) \) with two appropriate error functions (blue solid line in the inset of figure 3.11).

\[
* * *
\]

We finally can rely on a robust implementation of a \( q \)-sensitive SNS setup. In addition to spin relaxation rate, we are also able to optically study spin diffusion as in the transient spin grating technique [16, 17], without necessarily perturb the spin system. It is important to note that using a LO enables to maintain constant the illumination conditions of the sample. In the next section, we come back to electrons gas in CdTe whose spatio-temporal dynamics is now addressed.

### 3.3 Spatio-temporal spin dynamics in CdTe

Let’s first establish an overall picture of the situation. We have studied electron spin dynamics via SNS in \( n \)-CdTe thin layers in backscattering configuration and have observed a two-peak structure due to the precession of electrons in the randomly fluctuating nuclear magnetic field. This structure appears in old samples but also in some recent ones and for different doping levels. In addition, we have implemented a \( q \)-sensitive SNS which gives access to spin diffusion coefficient. On this occasion, we have received newer samples with transparent substrate allowing for transmission configuration measurements. Satellite line have also been observed in one of this new
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Table 3.1 summarises this situation and gives the main characteristics of the samples.

<table>
<thead>
<tr>
<th>sample</th>
<th>( n_D ) ((\text{cm}^{-3}))</th>
<th>thickness ((\mu\text{m}))</th>
<th>substrate</th>
<th>satellite</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1409</td>
<td>( 6 \times 10^{18} )</td>
<td>0.58</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M896</td>
<td>( 6 \times 10^{16} )</td>
<td>0.6</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M1371</td>
<td>( 6 \times 10^{15} )</td>
<td>0.52</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M1559</td>
<td>( 3 \times 10^{16} )</td>
<td>2.5</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>yes (B+F)</td>
</tr>
<tr>
<td>M3405</td>
<td>( 3 \times 10^{17} )</td>
<td>13.3</td>
<td>( \text{CdTe} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M3406</td>
<td>( \sim 10^{16} )</td>
<td>13.3</td>
<td>( \text{CdTe} )</td>
<td>no (2.6 mW)</td>
</tr>
<tr>
<td>M3407</td>
<td>( \sim 10^{15} )</td>
<td>13.3</td>
<td>( \text{CdTe} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M3408</td>
<td>( 2 \times 10^{17} )</td>
<td>0.5</td>
<td>( \text{CdTe} )</td>
<td>yes (B)</td>
</tr>
<tr>
<td>M3416</td>
<td>( \sim 10^{17} )</td>
<td>13.5</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>no (B+F)</td>
</tr>
<tr>
<td>M3459</td>
<td>( 10^{17} )</td>
<td>10</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>no (F)</td>
</tr>
<tr>
<td>M3460</td>
<td>( 2 \times 10^{16} )</td>
<td>10</td>
<td>( \text{Cd}<em>{0.96}\text{Zn}</em>{0.04}\text{Te} )</td>
<td>yes (F)</td>
</tr>
</tbody>
</table>

Table 3.1: Main characteristics of the studied samples. The last column indicates if the satellite has been detected, and for which configuration (B for backscattering, F for forward scattering).

All samples are Al-doped CdTe layers grown on top of a CdTe buffer layer, and a (100) CdTe or \( \text{Cd}_{0.96}\text{Zn}_{0.04}\text{Te} \) substrate.

The four first samples are old samples in which the satellite line has been first observed. The substrate of sample M1559 has been mechanically polished to allow for measurements in forward scattering configuration. Note that in these samples, SIMS measurements revealed the presence of Zn in the doped CdTe layers (probably up to 2% in sample M1371 revealed by a shift of the excitonic resonance of about 20 meV). In the case of sample M1559 clusters of Al were also detected.

The other samples are new samples grown specifically for the study of the two-peak structure. The donor density has been estimated from Hall measurements on the metallic sample M1409, which served as a reference for the determination of the concentration of the other samples by SIMS. The three last samples have been grown on mechanically polished \( \text{Cd}_{0.96}\text{Zn}_{0.04}\text{Te} \) substrates for measurements of spin noise in forward scattering. The last column of the Table indicates whether the satellite line has been detected or not.

The satellite line has been observed in most of the studied samples, including insulating samples with density below the Mott transition (about \( 1.2 \times 10^{17} \text{ cm}^{-3} \) in CdTe), samples close to the Mott transition, and even one metallic sample.

The satellite could be observed both in reflection and transmission geometry (samples
M1559 and M3460). In sample M3406 the satellite could not be observed, but a relatively high probe power (2.6 mW) was required to detect the spin noise in this sample. At this high excitation power, we did not observe the satellite in any sample.

### 3.3.1 Temperature and power dependence

**Influence on the SN shape**

Increasing the temperature and/or the probe power modifies the spin noise spectrum. At \( B = 0 \) T, the satellite peak disappears progressively and merges with the central peak whose width increases. Such a temperature dependence is shown in figure 3.12 for two different excitation powers. We can see that increasing the power acts as increasing the temperature. It should indicate a laser heating.

![Figure 3.12](image)

*Figure 3.12: Influence of temperature and power on the two peaks structure of spin noise spectra at \( B = 0 \) T. Experimental conditions: sample M3408, homodyne configuration, \( q = 0 \). Colored solid lines correspond to fit with the Glazov’s model (see chapter 2)*

Under transverse magnetic field, increasing the temperature or the probe power changes the lineshape of the SN spectra. At low temperature and for a low excitation power, the SN spectrum is gaussian. At higher temperature or higher probe power, SN spectra become lorentzian. They are also broader. Such a transition is illustrated in figure 3.13 which depicts one SN spectrum of each
shape and evidences the broadening. It will be discussed below, in the light of the knowledge of the spin diffusion coefficient.

![Figure 3.13: Examples of spin noise spectra measured in the regime of long and short correlation time on sample M3408.](image)

**Influence on the spin dynamics**

Spin diffusion can be extracted from the SNS width dependence on \( q \). We now focus on spin noise spectra detected on sample M3408 in backward, homodyne and \( q \)-sensitive configuration under a transverse magnetic field. Other noise sources are removed modulating the magnetic field between 0 and either 22 or 24.4 mT. Spectra are therefore flat and contain two peaks of opposite signs and centered on corresponding Larmor frequencies. These peaks are fit with a gaussian or a lorentzian distribution depending on the experimental conditions.

![Figure 3.14: Examples of spin noise spectra measured in the regime of long and short correlation time on sample M3408.](image)

Figure 3.14 displays the measured transverse spin relaxation rate \( \gamma_2 \) dependence on \( q \) at different temperatures. As expected, \( \gamma_2 \) varies quadratically with \( q \) at high enough temperatures:

\[
\gamma_2(q) = \gamma_s + D_s q^2
\]

At low temperatures, the dependence is flat on the whole accessible range of wave vectors and the spin diffusion coefficient can not be extracted. Fitting these measurements provides both the spin diffusion coefficient and the spin relaxation time. From extracted values of \( D_s \) and \( \gamma_s \), we have checked that the \( \pi Q^2 D_s/9 \) term never exceed 5% of the measured \( \gamma_s \) (here \( Q \approx 425000 \text{m}^{-1} \)).
From origin project M3408-homodyne29janv19.

Figure 3.14: Measured spin relaxation rate versus $q$ for a series of temperature (open symbols), and quadratic fits (continuous lines) from which the spin relaxation rates and spin diffusion coefficients are deduced. Experimental conditions: $P_{\text{laser}} = 500 \mu\text{W}$, sample M3408.

Figure 3.15: Linear power dependence of $\gamma_s$ and $D_s$ for sample M3408 and M3460.

We have also checked the power dependence of the spin dynamics characteristic parameters. Both $\gamma_s$ and $D_s$ increase linearly with the probe power. The slope changes for different focusing but the $y$-intercept is the same, confirming the possibility to determine the unperturbed values by extrapolation to zero incident power. The previously presented extracted parameters have not been obtained with this extrapolation procedure. However, they may be close to the unperturbed values because the probe was not extremely focused.
Identification of two different regimes

The observation of both the two-peak structure and the broadening due to spin diffusion coefficient are not possible simultaneously in all conditions. At low temperatures - and not too high power - the satellite line is clearly visible while the quadratic broadening due to spin diffusion is negligible. At high temperature, the spin diffusion coefficient can be easily extracted but the two-peak structure vanishes. The transition corresponds more or less to the previously identified transition from an inhomogeneous to an homogeneous broadening. It leads us to interpret this transition as the evidence of two different regimes characterised by the product of the correlation time of the effective random fields acting on the electrons and the precession frequency. Here, the correlation time corresponds to the electron spin correlation time on a given donor site $\tau_c$.

In the long correlation time regime, that means when $W_0 \ll \delta_e$ or in equivalent term $\tau_c \gg 1/\delta_e \approx 5.5 \text{ ns}$, we can observe the two-peak structure in zero-field. The spin diffusion constant is smaller than 0.5 cm$^2$/s. In a transverse magnetic fields larger than the local nuclear field, the SN spectrum is gaussian and its FWHM tends to about 40 MHz for long $\tau_c$.

On the contrary in the short correlation time regime, when $W_0 \gg \delta_e$, the two-peak structure disappears, the line becomes lorentzian, and the spin diffusion coefficient is higher.

3.3.2 Spatio-temporal spin dynamics in CdTe

Overview

Let’s try to synthesise all our measurements in such a way they are comparable. For this purpose we suggest to study the spin dynamics as a function of the correlation time which governs the transition between the two identified regimes.

We focus on samples for which the two-peak structure has been detected. For these samples, $\tau_c = W_0^{-1}$ is extracted from the fit of the SN spectra at $B = 0$ with the Glazov’s model (see section 2.2.2). Corresponding $\gamma_s$ are obtained under a transverse magnetic field in identical experimental conditions. The experimental points which correspond to the long correlation time regime can therefore be placed on figure 3.16 (open symbols).

For sample M3408 we have also measured the spin diffusion coefficient and reported the corresponding values on figure 3.16 (closed triangles). We can see that $D_s$ is inversely proportional to $\tau_c$. This behaviour is expected if the diffusion is due to spin
Figure 3.16: Comparison between measured (symbols) and calculated (lines) $\gamma_s$ and $D_s$ versus $\tau_c$. The black lines are the calculated spin relaxation rates for different donor concentrations for CdTe (dotted, dashed-dotted), and for GaAs (dashed). The solid brown line is the calculated spin diffusion constant $D_s$. The open, colored symbols are the measured spin relaxation rates for different samples, and the closed triangles are the measured spin diffusion coefficients for sample M3408. The black filled squares are taken from literature [18, 19] and correspond to GaAs.

exchange between donors and if the correlation time is limited by this mechanisms ($\tau_c = \tau_{hop}$). In this case, in the model of diffusion due to hopping the diffusion constant is actually given by:

$$D_s = \frac{r_c^2}{6\tau_c} \quad (3.43)$$

where $r_c$ is the characteristic distance between interacting donors.

In the short correlation time regime, the satellite line is no longer visible and the extraction of $\tau_c$ is not possible. Assuming the $\tau_c^{-1}$ dependence of $D_s$ remains valid in this regime, we are able to place the three last experimental points (the three leftmost red circles).

Results on GaAs from the literature [18, 19] are shown in closed black squares. In these works, $\tau_c$ is extracted from either the longitudinal field dependence of the
polarisation of the PL [19] or from transport measurement [18]. All these experimental points are compared to theoretical calculations presented in the next paragraph.

**Calculation of \( \gamma_s \) as a function of \( \tau_c \)**

In what follows, we model the evolution of the spin relaxation time with the spin correlation time taking into account the two mechanisms which govern the spin relaxation of localised electrons. They are respectively due to the hyperfine interaction [19] and to the anisotropic exchange interaction between donors [20]. In this context the spin relaxation is driven by hopping of the localized electron from an occupied to an unoccupied donor, or by hopping of the spin alone by exchange between two occupied donors. We ignore the Dyakonov-Perel relaxation mechanism for delocalised electrons, because it is hardly compatible with the long spin correlation times we are dealing with.

The spin relaxation rate for the AEI is given by

\[
\gamma_{\text{AEI}} = \frac{2}{3} \frac{\theta^2}{\tau_{\text{hop}}},
\]

where \( \tau_{\text{hop}} \) is the hopping time, and

\[
\theta = \frac{\gamma_D}{E_b a_B^2} \left( 0.323 + 0.436r + 0.014r^2 \right)
\]

is the rotation angle of the spin due to hopping between donors [19, 20]. Here \( \gamma_D \) is the Dresselhaus coefficient, \( E_b \) the donor binding energy, \( a_B \) the Bohr radius, and \( r = r_c/a_B \). \( r_c \) is the characteristic distance between interacting donors and is given by \( r_c = \beta n_d^{-1/3} \), with 0.54 \( \leq \beta \leq 0.8 \).

The spin relaxation rate due to hyperfine interaction is given by

\[
\gamma_{\text{HI}} = \frac{2}{3} \langle \omega_0^2 \rangle \tau_c = \frac{2}{3} \delta_e^2 \tau_c
\]

in the motional narrowing regime where the spin correlation time \( \tau_c \ll \delta_e^{-1} \). In the opposite case the line is inhomogeneously broadened by the distribution of nuclear fields and the spin relaxation rate, defined as the FWHM divided by \( \pi \), is given by:

\[
\gamma_s = \sqrt{\log(2)} \delta_e
\]
We are therefore able to calculate the resulting spin relaxation time as a function of $\tau_c$. The needed parameters are $E_b$, $a_B$, $\gamma_D$ and $\delta_e$. Their respective values for CdTe and GaAs are listed on table 3.2. We also need $r_c$ which depends on the doping level. We will vary this parameters in order to exhibit the influence of the doping level on the spin relaxation evolution.

<table>
<thead>
<tr>
<th></th>
<th>GaAs</th>
<th>CdTe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_b$ (meV)</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$a_B$ (nm)</td>
<td>10</td>
<td>5.2</td>
</tr>
<tr>
<td>$\gamma_D$ ($\mu$eVÅ$^3$)</td>
<td>19</td>
<td>12$^*$</td>
</tr>
<tr>
<td>$\delta_e$ (MHz)</td>
<td>$2\pi \times 29$</td>
<td>$2\pi \times 29$</td>
</tr>
</tbody>
</table>

Table 3.2: GaAs and CdTe parameters used in the calculation of $\gamma_s$ as a function of $\tau_c$. The star indicates this value comes from our fit.

Here, $\gamma_D$ in CdTe is determined from our experimental measurements. Equations 3.44 and 3.43 actually link the Dresselhaus coefficient to $D_s$ and $\gamma_s$ as follows:

$$\gamma_D^2 \propto \frac{\gamma_s}{D_s}$$

We can therefore extract $\gamma_D$ from the experimental points where the AEI predomines. The obtained value $\gamma_D = 12 \mu$eVÅ$^3$ falls in the range of published values for CdTe [21–23].

Calculations of the spin relaxation time in CdTe for two doping levels $n_d = 10^{14}$ cm$^{-3}$ (dotted curve) and $n_d = 10^{13}$ cm$^{-3}$ (dashed-dotted curve) are shown in figure 3.16. The last curve - the dashed one - corresponds to calculations for GaAs at $n_d = 5 \times 10^{14}$ cm$^{-3}$. In the long correlation regime, this line merges with those calculated for CdTe because the same $\delta_e$ has been observed in GaAs and in CdTe.

Discussion

From these calculations, we can distinguish three different spin relaxation regimes. For $\tau_c < 10^{-9}$ s$^{-1}$ the relaxation is dominated by the AEI, thus $\gamma_s$ and $\tau_c$ are inversely proportional. For $\tau_c > 10^{-9}$ s$^{-1}$ the relaxation is dominated by the HI, in the motional narrowing regime up to $5 \times 10^{-9}$ s$^{-1}$. For $\tau_c > 5 \times 10^{-9}$ s$^{-1}$ one enters in the regime of pure spin dephasing where the broadening is constant.

Increasing the doping level shifts the transition between the AEI and the HI relaxation regimes to smaller $\tau_c$. 

...
In the long correlation time regime, the calculated value $\gamma_s = \sqrt{\log(2)} \delta_e$ is about 40 MHz and fits very well with the experimental points. The similarity between GaAs and CdTe is striking.

In the short correlation time regime however, spin relaxation in CdTe and in GaAs behave differently. In GaAs the regime of dynamic averaging of the random nuclear fields is evidenced by the decrease of $\gamma_s$ with $\tau_c$. This is not the case in CdTe where $\gamma_s$ increases as $\tau_c$ decreases. But here shorter $\tau_c$ are reached on the same sample by increasing the temperature, while in GaAs the measurements were all performed at low temperatures and $\tau_c$ is mainly correlated to the doping level. It is plausible that in this case some other spin relaxation mechanism comes into play.

It is also remarkable that for $n_d = 10^{13}$ cm$^{-3}$ one obtains a good agreement between theory and experiment, simultaneously for $\gamma_s$ and $D_s$ without additional fitting parameters.

Finally, we compare our results with the literature. To date the most systematic study of electron spin relaxation in n-doped CdTe has been performed by time-resolved Kerr rotation experiments [24]. In this work, the longest spin relaxation time was found to be $\simeq 2.5$ ns for $n_d \simeq 5 \times 10^{16}$ cm$^{-3}$. This relaxation time sharply decreases at lower concentrations to reach about 40 ps for $n_d < 10^{16}$ cm$^{-3}$. This behaviour seems hardly compatible with the well understood spin relaxation mechanisms established for GaAs.

Our results differ considerably from those obtained in [24], since we measured longer spin relaxation times $\sim 6 - 7$ ns for a broad range of doping level and that this relaxation seems to be due to HI only.

### 3.4 Conclusion

In conclusion we demonstrated a spin noise setup providing direct access to both spatial and temporal spin correlations. This promising setup allowed us to measure spin noise spectra for many different $n$-doped CdTe samples and to detect rather systematically a satellite line in the zero-field spectra due to the local nuclear fields. The existence of this satellites implies long spin correlation times $\tau_c > 6$ ns, even for large doping levels, which is quite surprising and not understood. Simultaneous determination of $\gamma_s$ and $D_s$ has allowed us to compare spin relaxation in CdTe and GaAs and to point out their unexpected difference. Probably a complete understanding of electron spin relaxation mechanisms in CdTe will require a joint
study of spin relaxation and transport properties similar to what has been done for GaAs [25].
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This chapter is dedicated to the study of the spin and population dynamics of indirect excitons (IX). In the first section, the motivations and the objectives of this work are presented. Section 4.2 introduces the sample and section 4.3 is a description of the setup used for PL. Sections 4.4 and 4.5 present photoluminescence measurements which offer a good understanding of the dynamics of the system. The main results of these two sections were published in [1]. Finally, section 4.6 is dedicated to pump-probe spectroscopy of IX in coupled asymmetric GaAs/AlGaAs QW. Summary and perspectives of this work are presented in section 4.7.
4.1 Context and objectives

We have discussed in section 1.3 the potential of IX for studies of collective quantum states (BEC) in semiconductors. Among various solutions to create high-density excitonic fluids (we should speak about fluids because excitons are interacting particles), we have chosen IX or dipolar excitons in CQW. Such excitons have been addressed since 1978 mainly in GaAs/AlGaAs structures with typically characterised by well width between 8 and 16 nm, a thin barrier of 4 nm and a Al concentration around 30% [2–7].

Cold and dense IX gases - that means under 1 K for \( n \approx 10^{10} \text{ cm}^{-2} \) that is below \( T_c \approx 3 \text{ K} \) - have been realised in such structures. The reported experimental findings include spontaneous transport into spatially modulated state [8, 9], spontaneous coherence and condensation [10–12], long-range spin currents and textures [13–15], formation of dark [16] and bright [17] excionic liquids, as well as superfluidity [18, 19]. The majority of these experiments relies on in plane-confinement of IX to create high IX densities. The most promising solution is that of electrostatic traps [20]. However, the important issue related to the studies of IX condensation is due to the darkening of its emission.

![Figure 4.1: Basic idea of the spectroscopy of dark IX. Selective excitation on two different QW leads to two different signals, allowing discrimination between exciton subsystems (energy split \( \approx 25 \text{ meV} \)). Spectral filtering of the wide in energy femtosecond laser pulses (blue line) provides two laser pulses selectively resonant (\( \approx 1.5 \text{ meV width} \)) with each QW (red and yellow lines).](image)

The dark nature of the lowest in energy IX states was pointed out by Combescot et al. in [21] and confirmed experimentally [9, 18, 22]. It was shown that the photolu-
minescence is not a suitable method to look for exciton BEC, at least in the regime where dark states are not mixed with the bright ones [12, 23].

The objective of this work is to explore the non linear technics proposed in [24] to study IX in CQWs. Proof-of-concept of this method has been provided in [6] in a symmetric CQW structure. It was therefore impossible to address dark states independently from bright states (see section 1.3.2). Thus, an asymmetric CQW structure has been designed by François Dubin in INSP and by Aristide Lemaître in C2N. Such a structure enables to address selectively the two different direct transitions (see figure 4.1) and therefore to reach spin polarisation and density of bright and dark IXs.

* * *

The main motivation of this work on IX was to study asymmetric CQW structures specially designed in order to enable selective resonant excitation on the two different wells. Unfortunately, the objective of studying dark IX has not been achieved, pump probe signal having been obtained in only one resonance. Nevertheless, we were able to characterise the structure, to demonstrate the presence of IX and to measure their lifetime and spin relaxation time both by photoluminescence and pump-probe spectroscopy. The following sections present our work, starting by a description of our sample in the next section.

4.2 Sample

Structure

The structure of the studied sample is shown in figure 4.2. The active region consists in a pair of GaAs quantum wells. The well where electron is confined under electrical field is 8 nm wide as in previously studied samples [2, 6, 25, 26]. The other well is larger (12 nm) in order to lift the degeneracy of the two direct transitions. They are separated by a 4 nm Al\textsubscript{0.33}Ga\textsubscript{0.67}As barrier just like typically studied samples [2–7, 25, 26] in order to allows for the electron spin tunnelling [27]. This active region is placed 150 nm above an n-doped GaAs layer serving as ground electrode. The relative position of the CQW with respect to the electrodes is chosen to obtain a homogeneous field [20]. The electrical insulation of CQWs with respect to the sample holder is provided by a super-lattice grown between n-GaAs and undoped 800 nm-thick GaAs layer which acts as a barrier for leakage currents. The bottom electrode is realised etching the structure at the edge down to the 200 nm
Figure 4.2: Left panel: schematic description of the heterostructure. Right top panel: schematic 3D view of the sample and its electrode which provide both the electrostatic trap and electrical connections (top). On top of the structure are the top electrode and the electrostatic trap. A simplistic spatial evolution of the corresponding in plane potential seen by IX is shown in black. The green column shows the electrical contact with the bottom electrode. Right middle and bottom panels: evolution of the band diagram of the structure with the applied voltage.
doped GaAs layer and depositing Ge/In contacts. Disc-shaped semi-transparent electrodes have been deposited by optical lithography on the surface of the heterostructure. 200 nm-thick gold electrodes deposited on top ensure reliable electrical contact and the possibility to solder Al wire bond. Many identical sets of patterns have been realised. Each set of pattern consists in five discs of different diameters from 5 to 100 µm (see figure 4.3). In this work, we focus only on two of these traps denoted 1 and 2 of 100 µm. Note that symmetric CQW identical in terms of structure and fabrication have been addressed in [2].

Figure 4.3: Left panel: picture of the sample after bonding. The yellow thin area on the left is the contact to the bottom electrode. Yellow squares are the top electrodes. Al bonding wire are soldered on different traps and also on the bottom electrode. Middle and right panels: Top view of the sample before bonding (microscopy) showing few designed patterns (middle panel) and one pattern with traps (right panel). Grey areas correspond to thick electrode and light blue areas correspond to semi transparent electrode (light blue disks are electrostatic traps)

**Electrical characterisation**

At the interface between semi-transparent electrodes and GaAs top layer, a Schottky junction forms. As a result, even in the absence of external bias, the built-in electric field is present (see figure 4.2). Application of a positive bias results in a strong leakage current - that can even damage the device - and it is probably impossible to redress the built-in field.

Figure 4.4 shows the electrical characteristics of the studied trap (trap 1, see below) under resonant excitation for different laser powers. The right panel displays the photocurrent, defined as the difference of current with laser ON and OFF. It appears an important contribution due to light excitation even at low excitation power ($P_{\text{laser}} = 120 \, \mu\text{W}$).
Interband transitions in asymmetric CQW

Since the photoluminescence energies depend on the applied gate voltage and the resulting total electric field, we estimate the built-in electric field by comparing the experimentally measured transition energies with the simple numerical calculations described below.

Applying an electric field across the sample tilts the energy bands of the structure by introducing a $z$-dependent term in the electron and hole Hamiltonians: $H_V = \pm eFz$. Electrons and holes tunnel in opposite directions. Quantum confined Stark effect modifies their energy levels. Increasing the electric field, the excitonic ground state changes from direct to indirect exciton (see figure 4.2). If we neglect interaction between electrons and holes, both their discrete energy levels and their envelope wave function can be obtained resolving the following Schrödinger equation:

$$ -\frac{\hbar^2}{z} \frac{\partial}{\partial z} \frac{1}{m_{e,h}} \frac{\partial}{\partial z} \Psi_{e,h}(z) + V_{e,h}(z)\Psi_{e,h}(z) = E_{e,h}\Psi_{e,h}(z) \quad (4.1) $$

where $m_i$, $\Psi_i$ and $E_i$ are respectively the effective mass, the potential, the wave function and the energy for electrons ($i = e$) and holes ($i = h$). Here, the potential $V_i = H_{C_i} + H_{V_i}$ is due to the confinement potential $H_C$ (see figure 4.2) and the applied electric field $H_V$.

Solving equation 4.1 numerically (matlab code provided by François Chiaruttini), one can determine the possible electron-hole transitions in this structure.
The evolution of several of the lowest electron-hole transition energies as a function of the electric field along the growth axis is shown in figure 4.5. Five cases are considered: two single QW (SQW) corresponding to the QW of our structure (8 and 12 nm), two symmetric CQW with the same width than SQW (8-4-8 nm and 12-4-12 nm respectively) and our asymmetric CQW structure (12-4-8 nm). In SQW, the transitions do not vary much with the electrical field. The lowest in energy transition in the thinner SQW has an higher energy than the first excited transition of the wide SQW. They are attributed to DX transitions. They exist also in the corresponding symmetric CQW and both of them exist in the asymmetric CQW (yellow and orange solid lines).

In symmetric CQW structures, these direct transitions are still present but they are degenerate because the two wells are identical. The electric field lifts this degeneracy. These interwell transition energies correspond to the IX states and shift linearly with
the electric field.
In the asymmetric CQW, the direct transitions of both 8 nm and 12 nm SQW are present. They are denoted as \( DX_N \) and \( DX_W \) respectively. Indexes denote the energies of excited states. Here, the electric field mixes the excited states and the observed indirect transitions (red solid lines) are different from the symmetric CQW.

\[
* \quad * 
\]

In what follows, we compare the calculated transition energies with the experimental data from photoluminescence and excitation of the photoluminescence (PLE) in order to identify the excitonic transitions.

## 4.3 Photoluminescence Setup

The used setup allows us to make both time-integrated and time-resolved measurements. The sample is placed in the variable temperature insert of a He flow cryostat allowing measurements at 2 K and at variable gate voltage. To do so, the sample mount and holder of the magneto-optical cryostat have been modified to provide electrical connection. The sample is also mounted on a socket for semiconductor devices (see figure 4.6). The bonding has been realised in the Montpellier University clean-room by Christophe Roblin.

![Figure 4.6: Left: picture of the sample mounted on the socket with 14 contacts. We can see the bonding wires. They provide the electrical contact for top electrode of 13 traps and one contact with the bottom electrode. Right: picture of the sample at the end of the electrified mount and holder.](image)

Excitons in the CQWs are created by optical excitation (with different power, wavelength, polarisation, with either pulsed or continuous wave (cw) excitation). The cw excitation is provided by tunable Ti-Sapphire laser (Spectra-Physics T3900). The pulsed excitation is provided by an ultrafast Ti:Sapphire oscillator (Spectra-Physics Tsunami).
The laser beam passes through the spatial filter and its polarisation state is tailored, with a half (for linearly polarised excitation) or quarter (for circularly polarised excitation) waveplate. Then, it is focused on a 20 µm spot in the center of the electrostatic trap. The spot position on the surface is monitored by the web camera (see figure 4.8). The PL collected by the same lens passes through the NPBS, and then it is focused on the 50 µm-wide slit of the spectrometer. The spectrally resolved signal is analysed by cooled CCD camera.

For time-resolved measurements, both the excitation and the detection are modified. The ultrafast Ti:Sapphire laser delivers 100 fs pulses at 82 MHz frequency which are sent to a 4f dispersion line. This spectral filtering ensures a narrow energy band excitation. The resulting pulse duration is about 1 ps, and the spectral width is 1.5 meV (which is well below the 25 meV splitting between the $DX_W$ and the $DX_N$ transitions see figure 4.1). We use a home-build pulse picker to reduce laser repetition rate down to 20 MHz in order to avoid exciton accumulation between pulses. For the detection, the signal is analysed by the streak camera which is synchronised with the pulse picker.
4.4 Continuous wave measurements

The first paragraph of this section will describe the setup we used to perform PL measurement. Then, results are presented and discussed in order to understand the studied system.

4.4.1 Identification of optical transitions

The identification of the optical transitions relies upon the comparison between the excitation of the photoluminescence spectra and simulations (see section 4.2). PLE measurements in Trap 2 for two different values of $V_G$ are shown in figure 4.9. They are performed at 2 K. The $x$-axis correspond to the detection and the $y$-axis corresponds to the excitation energies. When the detection energy corresponds to the excitation energy, we observe a sharp peak due to the laser. We observe a broad band and several narrow peaks.

Figure 4.9: PLE spectra in Trap 2. Intensity is color-encoded in logarithm scale. Right panel: $V_G = -1$ V, left panel: $V_G = 0$ V. Experimental conditions: $P_{exc} = 40 \mu W$ and $T = 2$ K.
The ≈ 20 meV-broad emission line present in the two figures can be attributed to the emission of the $n^+$ layer. In both cases, we observe a two-peaks structure emitting at ≈ 1.541 eV. The intense line emitting at 1.538 eV at $V_G = 0$ V disappears at $V_G = -1$ V and a weaker and broader line appears at 1.52 eV at $V_G = -1$ V. Finally, a weak peak emits at 1.538 eV under negative bias. We also distinguish four resonant excitation energies easily identifiable on the two-peaks structure at 1.541 eV.

Figure 4.10: Variation of PL spectra with applied voltage in Trap 1 (left panel) and Trap 2 (right panel). Experimental conditions: excitation is resonant with the narrow well ($E_{\text{exc}} = 1.568$ eV) $P_{\text{exc}} \approx 10 \mu W$ and $T = 2$ K.

Photoluminescence spectra in Trap 1 and Trap 2 at applied bias $V_G$ from 0 to -1.5 V are shown in figure 4.10. Measurement are performed at 2 K for an excitation at $E_{\text{exc}} = 1.568$ eV (which corresponds to the DX$_W$ transition, see below) with a power $P_{\text{exc}} \approx 10 \mu W$.

It appears that the two traps do not show the same behaviour. First, the line at $E_? = 1.542$ eV detected in Trap 2 is not present in Trap 1. This line, denoted as '?' in figure 4.10 and figure 4.11, does not shift when the voltage is applied, and its intensity remains constant.

The second point is that the bias induced shift of the IX emission is not identical in the two traps. Dashed lines on top of the color maps show the position of the IX energy as a function of $V_G$ estimated from electric field dependence of the electron-hole transition energies (see figure 4.5). While for Trap 1 (at least for $V_G < -0.5$ V) IX energy shifts faster than expected, in Trap 2 the behaviour is opposite. This means that for a given value of $V_G$ the electric field may not be exactly the same in the two traps. Note also, that the change in the slope of energy as a function of the gate voltage and jump in the IX energy observed at ≈ −0.3 V is apparently related to
the level crossing between DX\textsubscript{W} and IX levels that can be seen in figure 4.5. From comparison between the calculated levels we conclude that range of the electric fields accessible between 0 and 1.5 V lies between 25 and 40 kV/cm.

PLE spectra from figure 4.9 combined with corresponding PL spectra from figure 4.10 allow for the identification of the observed transitions. For convenience, representative PL and PLE spectra for \( V_G = -1 \) V and \( V_G = 0 \) are shown in figure 4.11.

Figure 4.11: PLE (a, c) and PL (b, d) measurements in Trap 2 at \( V_G = 0 \) (c, d) and \( V_G = -1 \) V (a, b). Arrows indicate PLE detection (a, c) and PL excitation (b, d) energies. In (b) dashed line shows \( V_G = 0 \) PL spectrum for comparison with \( V_G = -1 \) V. Open circles indicate the optical resonances corresponding to excited states indicated in panel (e).

They enable us to identify of the two DX resonances, DX\textsubscript{W} at 1.538 eV and DX\textsubscript{N} at 1.565 eV which are separated by \( \approx 25 \) meV, as expected from the solution of Schrödinger equation. Additional peaks in PLE can be attributed to the direct transition involving light hole in the narrow QW (lh DX\textsubscript{N} at \( E = 1.583 \) eV), and to the two indirect transitions at lower energies. They are shown by circles in figure 4.11.

The PLE spectrum detected at DX\textsubscript{N} energy (blue line) demonstrates that DX\textsubscript{N} is resonantly excited when the DX transition involving the light hole in the same QW is pumped.

The PLE spectrum detected at the energy of the non-identified resonance \( E_? = 1.542 \) eV (black line) presents peaks as the spectrum detected at IX energy (green line), suggesting that it originates from the CQWs as well.

PL spectra are picked from figure 4.10 and are normalised to the '?' peak intensity. Similarly to the PL spectra measured in Trap 1, one can clearly distinguish three features: DX\textsubscript{W} emission at \( V_G = 0 \), IX emission at \( V_G = -1 \) V, and the broad emission line that can be attributed to the emission of the \( n^+ \) layer. The latter
emission complicates the analysis of the IX spectrum under CW excitation, while it can be separated in time-resolved experiments due to long lifetime of IXs.

4.4.2 Polarisation of the photoluminescence

At that point, we have identified the IX transition and we know how it shifts with $V_G$. Therefore we now have to define the conditions whereby the polarisation of the PL is optimal. To do this, we excite the Trap 1 with circularly polarised light and resolve the co-circular and the counter-circular polarisation of the PL for $V_G$ from zero to $-2$ V. Figure 4.12 shows the polarisation rate of the PL.

The $DX_W$ is strongly polarised (up to 35%) and displays a minimum at voltage corresponding to the appearance of the IX transition. Polarisation of IX transition is weaker (in the order of 5%) and does not vary much with $V_G$. Once again, the $n^+$ layer is an inconvenience. Indeed, this low polarisation rate can be imputed to the intensity ratio between the IX transition (which is low because of the low IX oscillator strength) and the $n^+$ layer. In this configuration we are not able to observe any variation of the polarisation with the applied voltage.

In conclusion, we successfully identified the main resonances and observed the transition from a DX ground state to an IX ground state applying $V_G$. We have also faced technical issues. The presence of an emission from the $n^+$ layer makes it difficult to study the IX emission. Indeed, the oscillator strength of the IX transition
is such that its PL emission is weak and, as we see in figure 4.10, the more indirect excitons are, the weaker the PL intensity is. Moreover, the polarisation of the emission from the IX is very weak. It can be imputed to the \( n^+ \) layer. Indeed, its emission could not be polarised and is added to the emission from the IX, decreasing the total polarisation.

The IX energy dependence on the gate voltage is not the same in trap 1 and 2 and even in a given trap, each scan of \( V_G \) could give not identical slope. This could be attributed to a carrier trapping. It results in the electrostatic environment which vary at each scan of the gate voltage and at each scan of the temperature.

The problem of \( n^+ \) layer could be circumvented in time-resolved measurements because the emission from the \( n^+ \) layer should not have a long lifetime. The following section is dedicated to time resolved measurements which enable studying the density and spin dynamics of IX.

4.5 Time resolved photoluminescence

Being able to identify the IX emission is PL spectra, we now perform time-resolved photo-luminescence (TRPL). Unfortunately, the emission of \( n^+ \) layer keeps us unable to determine the optimal gate voltage corresponding to the highest polarisation rate. Thus, we will study the evolution of TRPL spectra with \( V_G \). In what follows, all measurements have been performed in Trap 1.

4.5.1 Results

Identification of the signal due to IX. We compare the TRPL of the DX\(_{W}\) \((V_G = 0V)\) transition and the IX \((V_G = -0.9V)\) transition in Trap 1. Color-encoded TRPL spectra are shown in figure 4.13 in logarithmic scale ((a) and (b)). We used a linearly polarised excitation resonant with DX\(_N\) (power is \( P_{\text{exc}} = 7\mu W \)) with picosecond laser pulses.

At \( V_G = 0 \) (figure 4.13(a)), there is no long-living signal. We therefore use the streak in a short time range (0 to 5 ns) in order to have a sufficient resolution. We observe two contributions. The first one is intense and localised around 1.537 eV. It is therefore attributed to the DX\(_W\) transition (see figure 4.11). The second one is broader and weaker. Its energy range corresponds to the emission of the substrate. At \( V_G = -0.9 \) V (figure 4.13(b)), there is a broad emission during \( \approx 1 \) ns and a
Figure 4.13: Time-resolved PL spectra at $V_G = 0$ V (a) and $V_G = -0.9$ V (b) in Trap 1. PL intensity is represented in logarithmic scale. Respective spectrally integrated PL are shown beside ((c) and (d)). Their color correspond to the color of the window used for spectral integration which are represented with dashed lines in (a) and (b). Experimental conditions: $P_{exc} = 7 \mu$W, $E_{exc}$ is resonant with DX$_N$, $T = 2$ K

much thinner one which persists for more than 40 ns. Three horizontal lines appear. They correspond to the incomplete suppression by the pulse picker of the laser pulses delivered at 82 MHz. We have checked that the resulting perturbation of the system is weak enough to not be important for the hereafter analysis.

Spectrally integrated spectra are shown beside (figure 4.13(c) and (d)). Integration windows are shown in dashed lines. At $V_G = -0.9$ V, the red dashed line corresponds to a wide window around the IX emission but also includes the $n^+$ layer emission, as we have seen at $V_G = 0$ V. At $V_G = 0$ V, we use the same window (red dashed line) to study the decay of the $n^+$ layer emission. The blue window corresponds to the DX$_W$ emission. At $V_G = 0$ V, decays are exponential. It appears that the DX$_W$ emission is not only shorter than the IX but also shorter than the $n^+$ layer emission. Radiative times extracted from exponential fits (dashed lines in figure 4.13(c)) are actually $\tau_{n^+}(V_G = 0) = 0.36$ ns and $\tau_{DXW}(V_G = 0) = 0.2$ ns. At $V_G = -0.9$ V, the decay is bi-exponential. The short contribution attributed to the $n^+$ layer. The much longer
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one which is attributed to the IX emission. From bi-exponential fit (dashed lines in figure 4.13(d)), we extract $\tau_{n^+}(V_G = -0.9) = 0.58$ ns and $\tau_{IX}(V_G = -0.9) = 11.7$ ns. Values of $\tau_{n^+}$ obtained at $V_G = 0$ and $V_G = -0.9$ V are similar.

**Evolution of IX lifetime with electrical field** We now study the evolution of the IX emission line with $V_G$. Figure 4.14 shows color-encoded images of TRPL spectra (in logarithmic scale) at four different gate voltages, from $-0.7$ V to $-1.5$ V. Excitation conditions are identical to those of figure 4.13.

![Figure 4.14: Time-resolved PL spectra for different values of $V_G$ in Trap 1. PL intensity is represented in logarithmic scale. Corresponding time integrated PL spectra on the whole time-range (black lines) and for delays higher than 40 ns (red lines) are superimposed onto TRPL images. Red dashed lines correspond to spectral integration windows used for the fits. Experimental conditions: $P_{exc} = 7 \, \mu W$, $E_{exc}$ is resonant with $DX_N$, $T = 2$ K](image)

As we have seen in figure 4.13, a long-living spectrally narrow emission replaces at long delay the very broad and intense emission of the first ns. The former is attributed to the IX and the latter is attributed to the n$^+$ layer.

We now focus on evolution of the IX emission with $V_G$. The energy of the IX long-living contribution shifts with $V_G$. We can also notice a variation of the lifetime with $V_G$.

A qualitative analysis of the evolution of this lifetime with $V_G$ require a spectral integration of the PL spectra. In order to perform such an analysis, we chose to
integrate the spectrum over a spectral window centred on the maximum of the time integrated PL spectra obtained for delays longer than 40 ns. The width of this window is determined by the full width at half maximum of the same time integrated PL spectra. These windows are shown on top of the TRPL images by red dashed lines. Note however that the long-living component is slightly red-shifted as a function of time. This is presumably due to the decrease of IX density and will be discussed below.

The resulting integrated PL intensity decays are shown in figure 4.15.

Figure 4.15: Spectrally-integrated TRPL spectra for different values of $V_G$ in Trap 1 (blue solid lines). The PL intensity is represented in logarithmic scale and data are shifted vertically. Corresponding bi-exponential fit are shown in red dashed lines. Insets show the decay times extracted from fits (short time (a) and long time (b)). $P_{exc} = 7 \, \mu W$, $E_{exc}$ is resonant with DX$_N$, $T = 2$ K

The data are shifted vertically, and the spurious peaks at 12, 24 and 36 ns are filtered out for the sake of the presentation clarity. On top of the data the results of the fitting to the bi-exponential decay are shown (dashed lines). The resulting decay times are summarised in inset.

Because IX and $n^+$ are spectrally superposed, the shortest decay time $\tau_S$ in inset (a) is expected to be a mixture of the lifetime of the photo-carriers in the substrate and in the QW, and thus increases with $V_G$ [28]. The longest decay time, which increases in the studied range of $V_G$ from roughly 10–20 ns (inset (b)), can be identified as the lifetime of IXs. This time is expected to be controlled by the gate voltage-dependent coupling between DX and IX states. Indeed, the energy splitting between IX and DX (DX$_{1V}$ in our case) decreases linearly when increasing $V_G$. The lifetime of IX has been shown to depend quadratically on the energy difference between DX and
IX [6, 29]. Such dependence recalculated in terms of \( V_G \) is shown in inset (b) by the solid line. One can see that it does not match perfectly the experimental data, which exhibit rather sublinear dependence on \( V_G \). Note also that the lifetime we measure is shorter than expected from the measurements on similar samples [2, 6]. This suggests that some additional mechanisms we could not identify in this work are involved in the IX recombination dynamics.

**Estimation of the exciton density** Due to the spatial separation and the electrical charge of their constituents, IX are aligned electrical dipoles. Interactions between such dipoles screen the electric field along the \( z \)-direction leading to a blueshift of the IX emission at high densities. The relation between this blueshift and the IX density could be quite complex due to exciton-exciton interaction. We limit ourselves here to the simplest model of non-interacting IXs [30].

The slight time variation of the center of the IX emission seen in figure 4.14, can be attributed to this phenomenon. Excitons recombine progressively, their density - and thus their energy - decreases.

![Image of IX PL spectra](image)

Figure 4.16: IX PL spectra integrated over successive 5 ns windows at \( V_G = -0.9 \) V. Spectra are extracted from figure 4.14 and smoothed. Black dashed line is a guide for the eye.

Figure 4.16 shows successive time-integrated PL spectra every 5 ns from the first 5 ns to the end of the time range (50 ns). The energy corresponding to the maximum of the PL spectra decreases and finally stabilises (see black dashed line). The corresponding energy shift is about 1.5 meV from which we can evaluate the exciton density.

In the simplest - the plate capacitor - approximation, the energy blueshift and the exciton density are proportional \( E_{bs} = u_0 n_x \) and the ratio is given by [31]:

\[
    u_0 = \frac{e^2d}{\varepsilon_0\varepsilon_b}
\]  

(4.2)
where $d$ is the distance between the electron and the hole, and $\epsilon_b$ is the background relative permittivity.

In our sample, $d = 14$ nm (taking the centre of the two QW), $\epsilon_b = 12.9$ in GaAs and we can determine $u_0 \approx 1.9 \times 10^{-10}$ meV/cm$^2$. The energy shift 1.5 meV therefore corresponds to a density of $7.6 \times 10^9$ cm$^{-2}$.

For this density, the corresponding quantum degeneracy temperature is $\approx 2$ K. Darkenning of the IX emisison have already been reported at pumped Helium temperatures. Moreover, the plate capacitor approximation may underestimate the IX density up to a factor 10 [32, 33]. Thus, in principle we can deal here with some collective excitonic effects.

**IX spin dynamics**  In order to study IX spin relaxation we use circularly polarised excitation and analyse the decay of the emission in co- and counter-circular polarisation using variable quarter wave plate. Laser energy is resonant with DX$_N$ transition, so that spin polarised electrons and holes are created in the narrow quantum well. In the absence of the external electric field, optically created spin polarisation of DX disappears in tens of picoseconds. Indeed, due to exchange interaction between electron and hole, exciton momentum scattering constitutes an efficient channel for the spin relaxation (Maialle-Andrada e Silva-Sham mechanism) [34, 35]. In the presence of the reverse bias, electrons tunnel to the wide quantum well and form IXs. The tunnelling (typically on the picosecond time scale) is even faster than DX spin relaxation, therefore spin polarisation can be at least partially conserved in this process [36]. While the spin polarisation of holes is lost on the same scale as the electron tunnelling time, spin relaxation of IXs is much slower than that of DXs, and limited by the electron spin relaxation [3, 6, 7, 37, 38]. This is the result of the spatial separation of the electron and the hole within IX. Assuming infinitely fast hole spin relaxation, one finds that spin relaxation time of the electron within IX $\tau_e$ is equal to decay time of the PL polarisation $\tau_p$ that can be measured experimentally [3, 7, 34].

The spectrally integrated intensity of PL for two opposite helicities ($I_+$ and $I_-$) is shown in figure 4.17 (a) for $V_G = -0.9$ V and $T = 2$ K. One can see that, at short delays, the emission intensity is not polarised. This is because the signal is dominated by the emission of the $n^+$ layer. The intensity difference between the two polarisations becomes clearly visible only after roughly 5 ns, when the $n^+$ contribution disappears. Subsequently, it fades away at longer delays. Figure 4.17 (b) shows the circular polarisation degree, $P = \frac{I_+ - I_-}{I_+ + I_-}$, extracted from these measurements. The presence of the unpolarised emission from the $n^+$ layer masks the IX polarisation degree and its decay during several nanoseconds following the excitation. The initial
Figure 4.17: (a) Spectrally integrated, polarisation and time-resolved PL measured under \(\sigma^+\) excitation in the same conditions as in figure 4.15, \(V_G = -0.9\) V, \(T = 2\) K. (b) Circular polarisation degree of PL extracted from (a) are shown by open circles. Solid line is the exponential decay fit to the data. The initial build-up of polarisation results from the faster decay of the unpolarised emission from the \(n^+\) layer, as compared to polarised emission of the IXs.

build-up of polarisation results from the faster decay of the unpolarised emission from the \(n^+\) layer, as compared to polarised emission of IXs. Thus, exponential fit of the decaying part of the data allows for the determination of not only the decay time \(\tau_p\) - and hence \(\tau_s\) - but also of the initial degree of polarisation of the IX emission \(\rho_c(t = 0)\). This fit is shown by solid line in figure 4.17 (b) and yields \(\rho_c(t = 0) = 0.3\) and \(\tau_p = 5\) ns. The decay of the PL polarisation degree is just the spin lifetime for the IX, \(\tau_p = \tau_s\).

4.5.2 Discussion and conclusions

Let us compare IX spin lifetime, \(\tau_s\), measured in this work with the results from the literature. The data are summarised in Table 4.1. Only the data on GaAs/AlGaAs CQWs at 2 K are considered, all the results are obtained under resonant circularly polarized excitation of the DX, at low excitation densities, where excitons are presumably localised. Note, however, that the localization degree can only be determined in CW experiments with spatial resolution.

One can see from Table 4.1 that the dispersion of the measured spin lifetime is huge, and the measured values do not show any clear correlation neither with the excitation type (CW versus pulsed) nor with the dipole moment of the IXs. The value \(\tau_p = 5\) ns measured in this work is among the shortest spin lifetimes measured. The reasons for that are difficult to identify. Nevertheless, the sample seems to be suitable for considering the implementation of the pump-probe experiments suggested in reference [24] and presented in section 4.1. Because the experimental conditions
Table 4.1: Summary of the data from the literature. Only GaAs/AlGaAs CQWs are considered, \(d\) stands for the separation between the QW centres, \(\tau_s\) is measured IX spin relaxation time. The last two columns indicate the type of experiment used to extract \(\tau_s\): either from space, or from time-resolved measurements (laser pulse duration is indicated in later case), either using PL or pump-probe spectroscopy.

<table>
<thead>
<tr>
<th>source</th>
<th>(d) (nm)</th>
<th>(\tau_s) (ns)</th>
<th>pulse duration</th>
<th>PL/pump-probe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beian et al. [2]</td>
<td>12</td>
<td>18</td>
<td>50 ns</td>
<td>PL</td>
</tr>
<tr>
<td>Leonard et al. [3]</td>
<td>12</td>
<td>10</td>
<td>CW</td>
<td>PL</td>
</tr>
<tr>
<td>Violante et al. [4]</td>
<td>19.5</td>
<td>6</td>
<td>CW</td>
<td>PL</td>
</tr>
<tr>
<td>Kowalik-Seidl et al. [5]</td>
<td>12</td>
<td>&gt; 80</td>
<td>400 ns</td>
<td>PL</td>
</tr>
<tr>
<td>Andreakou et al. [6]</td>
<td>12</td>
<td>9</td>
<td>1 ps</td>
<td>pump-probe</td>
</tr>
<tr>
<td>Finkelstein et al. [7]</td>
<td>16</td>
<td>22</td>
<td>CW</td>
<td>PL</td>
</tr>
<tr>
<td>This work</td>
<td>14</td>
<td>5</td>
<td>1 ps</td>
<td>PL</td>
</tr>
</tbody>
</table>

chosen in this work are very similar to the ones used in reference [6], we expected to get new insights into the dark exciton spin and population dynamics using this asymmetric CQW sample.

* * *

The next section is dedicated to the study of spin dynamics in Trap 1 with pump-probe spectroscopy and provides complementary information.

## 4.6 Spin dynamics in ACQW by pump-probe spectroscopy

This section deals with to the study of spin dynamics in Trap 1 by pump-probe spectroscopy. All these measurements have been performed at Dortmund university in the E2 team under the supervision of Vasilii Belykh.

The main goal of these experiments was to detect independently the signal from the two different transitions (wide and narrow QW) in order to reach dynamics of dark IX (see section 1.3.2). Unfortunately, we could not obtained any signal for an excitation resonant with the narrow well. Nevertheless, we measured density and spin dynamics in order to compare with the results obtained in TRPL. We also studied the spin coherence under magnetic field.

### 4.6.1 Setup

Pump-probe spectroscopy is a two-beams method. As its name indicates, it modifies a system with the pump and probe its state afterwards through a modification of
the probe feature. When the intensity of the reflection of the probe is considered, the method is referred to as time-resolved photo-induced reflectivity (TRPR). When it is the rotation of the polarisation plane of a linearly polarised probe which is considered, the method is referred to as time-resolved Kerr-effect (TRKR). The varying delay between the two beams is typically controlled using a mechanical delay line. This actually provides a high time-resolution for macroscopic displacements. Because of the light celerity, a variation of one nm corresponds to a resolution of 3 ps. The resulting drawback is the maximum accessible delay. At this celerity, three meters are required to introduce a 10 ns delay and the delay is usually limited by a reasonable length of the delay line. In the previous work on symmetric CQW structure [6] for instance, the maximum accessible delay was 4.5 ns.

Figure 4.18: Pump-probe setup. Ultrafast pulses are split into pump and probe. EOM and AOM are synchronised in order to control the differential delay in term of $T_R = 13$ ns (period between two pulses). The delay line allows for a fine setting of the delay. Circular polarisation of the pump is modulated by the PEM. The probe is circularly polarised. The detection scheme is not represented here. For our sample we worked in reflection geometry. Thus, the reflected light was collected and analysed using lock-in detection. Figure taken from [39]

We performed both TRPR and TRKR with an extended pump-probe setup proposed by Belykh et al. [39]. This setup enables to study submicrosecond spin dynamics with a picosecond resolution. A sketch of this setup is shown in figure 4.18. Here, the delay range between the pump and the probe is extended by sampling one of the probe pulses with an acousto optic modulator (AOM). It enables one to insert a non-limited coarse but well controlled (that means equal to a certain number of pulse delay) delay between the two pulses. Then, a mechanical delay line allows for an additional delay up to 12 ns in order to explore the dynamics at short delays. The challenge lies in the synchronisation between the probe and the pump. The excitation is provided by a Ti:sapphire laser which delivers 2 ps pulses at a rate of $f_r = 76$ MHz. The laser beam is split into pump and probe. It is important to note that pump and probe have the same energy so that spectral analysis - as in
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- is not possible. The probe is sent through an AOM in order to select a single pulse with a controlled $\Delta t = n/f_r$ delay with the pump (here $n$ is an integer). The pump beam passes through a mechanical delay line and its polarisation is modulated between $\sigma^+$ and $\sigma^-$ by a photoelastic modulator (modulation frequency is 84 kHz) in order to perform lock-in detection. It also avoids an eventual nuclear polarisation [40].

Disabling the AOM and the EOM makes it possible to perform pump-probe spectroscopy in the standard configuration, that means settling for the delay line as the only delay between pump and probe. A predominant particularity of this setup is that the AOM is not able to sample more than one pulse out of 40. That means $n \leq 40$.

Thus, the repetition rate of the pump is bound to be either equal to the repetition rate of the laser (standard configuration) or 40 times lower (extended configuration).

4.6.2 Results

Photoluminescence under continuous excitation The experimental configuration being different from our work in Montpellier (different cryostat thus different electrical connection and different cooling condition), we first measured the photoluminescence of our sample for an excitation expected to be resonant with the direct transition in the narrow well ($E_{\text{exc}} = 1.565$ eV) and at low power ($P_{\text{exc}} = 10 \mu$W).

Figure 4.19: Variation of the PL spectra with the applied voltage in Trap 1 (log scale). The dashed-dotted white line corresponds to the excitation energy for the pump-probe experiments discussed below. Experimental conditions: $E_{\text{exc}} = 1.565$ eV, $P_{\text{exc}} = 10 \mu$W and $T=6K$.

In figure 4.19, we observe two lines. The first one corresponds to an energy
$E \approx 1.545$ eV and does not vary with $V_G$. The second line shifts from $E \approx 1.541$ eV at $V_G = +1$ V to less than $E \approx 1.515$ eV at $V_G < -3$ V. In comparison to what we observed in Montpellier, we attributed this second line to the IX transition. Here, we note that the transition from direct to an indirect transition occurs at positive $V_G$. Finally, the energy of the direct exciton in the wide well seems to emit a slightly higher (1.541 eV rather than 1.538 eV).

Spin coherence We first realised preliminary measurements in standard configuration (without the AOM). We thus performed TRKR measurements in Voigt configuration varying the gate voltage from $-3.5$ V to $+1$ V. Transverse magnetic field ranges from 50 mT to 1 T. Excitation energy has been adjusted in order to optimise the signal, corresponding to the direct transition in the wide well. Typical set of data corresponding to three representative values of $V_G$ are shown in figure 4.20 for different applied magnetic field.

![Figure 4.20: Typical TRKR series (blue symbols) and corresponding fits (red solid lines) for $V_G = -0.2$, -0.9, -1.3 V (left, middle and right panel). Experimental conditions: $T = 6$ K, $P_{\text{pump}} = 60 \mu$W, $P_{\text{probe}} = 30 \mu$W, $E_{\text{laser}} = 1.541$ eV](image_url)

Strong peak at $\Delta t = 0$ ns is the coherent artefact [41] and is not taken into account for the understanding of the system. The signal is presented in arbitrary units. It could correspond to electrical signal from the lock-in amplifier or Kerr rotation angle. For each value of $V_G$, TRKR scans for different magnetic fields are shifted for convenience.

In figure 4.20, we observe damped oscillations (blue markers) reflecting the precession of electron spins in the plane perpendicular to the applied magnetic field and the spin decoherence characterised by the $T_2^*$ time (spin relaxation and dephasing, see section 1.1.3). Most of data can be fit with exponentially damped cosines function...
The frequency of oscillations is given by the Zeeman splitting $\hbar \omega_L = \mu_B g B$ where $g$ is the Landé $g$-factor and $\mu_B = e/2m$ is the Bohr magneton. It therefore becomes shorter when the magnetic field increases.

Spin dephasing affects the coherence time more severely at high magnetic fields. We therefore observe longer decay times at lower magnetic field (three first (bottom) lines for all $V_G$). The spin relaxation time also increases with $|V_G|$ (see middle and right panels). We can even observe oscillations at negative delays corresponding to a signal subsisting more than 13 ns for low magnetic fields and high gate voltages. For highest $V_G$ and highest magnetic fields, we also observe beats which are strong clue of the presence of two different contributions (see right panel). In these case, data are fitted with two independent damped oscillations (two last (top) red solid lines in right panel).

For each fit, we can extract the Larmor frequency $\hbar \omega_L$ and the decay time $T_2^*$. Figure 4.21 shows the magnetic field dependence of $T_2^*$ and $\omega_L$. For highest $V_G$ and highest magnetic fields, we also observe beats which are strong clue of the presence of two different contributions (see right panel). In these case, data are fitted with two independent damped oscillations (two last (top) red solid lines in right panel).

\[ \frac{1}{T_2^*} = \frac{1}{T_2} + \frac{\Delta g \mu_B}{\hbar} B \] (4.3)

where $T_2$ is the spin dephasing time and $\Delta g$ is the spread of $g$-factor. A linear fit of the field dependence of $T_2^*$ provides $\Delta g$ from the slope and the inverse of the $T_2$
time from the extrapolated $y$-intercept.

Finally, fitting the full set of data provides the $g$-factor, the $T_2$ time and the $g$-spread for all the values of $V_G$. Their variations with $V_G$ are shown in figure 4.22. Variation $T_2$ with $V_G$ has a peak shape and we observe promising long spin dephasing times up to 25 ns for intermediate $V_G \approx -0.9$ V. Due to the repetition rate of the laser (12 ns), IX accumulate at high $V_G$. Such an accumulation could explain the decrease of $T_2$.

![Graphs showing extracted parameters from fits of the whole serie.](image)

Figure 4.22: Extracted parameters from fits of the whole serie ($B = 0.05$, 0.125, 0.25, 0.5 and 1 T and $V_G$ from $-3.5$ to 1 V). For $V_G < -1$ V, two distinct contributions are discernable for $B = 0.5$, 1 T. Thus, we can extract a couple of parameters which are differentiated using solid and dashed lines.

This maximum corresponds also to the onset of two distinct contributions which manifest themselves in beats. These two contributions have slightly different $g$-factors but comparable $T_2$ time. The second contribution could come from electrons not bound to an exciton. Their apparition could correspond to electrically injected electrons, for sufficiently high $V_G$. The presence of free electrons could also explain the decrease of the $T_2$ time. Their very long spin relaxation time - comparable to the spin relaxation time of bound to exciton electrons - is in contradiction with the results presented in [6]. This should indicate a difference of injected electrons density. It should finally be noticed that a similar non-monotonous behaviour has been reported in [2].

**Density and spin dynamics using the extended setup** We then studied lifetime and spin relaxation time with the extended setup. Because the AOM leads to a
drastic diminution of the signal, only a few conditions have been surveyed. Figure 4.23 shows TRPR measurements for different gate voltages. Here, we do not apply any magnetic field. The same data are shown in logarithmic scale and in linear scale.

We observe a bi-exponential decay with time. The slow component corresponds to very long lifetimes (the signal persisting after 60 ns) that should be related to IX. Thus, we focus on high delays and fit the tail of curves (red dashed lines) in order to extract measured long decay times.

Figure 4.23: Photorelectivity measurements (blue dots) in log scale to check the slope of fits (left panel) and in linear scale to check the zero at negative delays (right panel). Data are shifted for convenience. Experimental conditions: $T = 2$ K, $P_{pump} = 1$ µW, $P_{probe} = 5$ µW, $E_{laser} = 1.541$ eV, extended setup.

TRKR signal under low magnetic field is shown in figure 4.24. These measurements have not been performed on the same day than previously presented experiments. The electrical behaviour of the structure changing with successive heating and cooling, we first performed measurements in identical experimental conditions but in the standard configuration (by switching on-off the AOM). It allows for the determination of the position of the $T_2$ peak with $V_G$. Here, it turns out that the peak occurs for $V_G = -0.6$ V rather than $V_G = -0.9$.

Single damped oscillation fits are shown in red solid lines. Extracted frequencies correspond to the same $g$-factor but the extended setup enables us to observe the very slow precession in a 5 mT transverse magnetic field. Negative delays correspond to very long times (more than 500 ns) because the AOM releases one pulse out of 40. From the two points at $V_G = -0.6$ V and $T = 6$ K we could extrapolate the value of $T_2 = 25.6$ ns.
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.24.png}
\caption{Kerr signal as a function of time (blue dots) and corresponding fits (red solid lines). Data are shifted for visibility. Experimental conditions: $P_{\text{pump}} = 0.8 \ \mu W$, $P_{\text{probe}} = 1 \ \mu W$, $E_{\text{laser}} = 1.541 \ \text{eV}$, $V_G = -0.6 \ \text{V}$, $T = 6 \ \text{K}$, extended setup.}
\end{figure}

\section*{Discussion}

Although the ensemble of the performed measurements is not complete, let’s summarise the lifetimes and spin relaxation times obtained in pump-probe experiments and compare them with TRPL results. Figure 4.25 summarises all the extracted times present in logarithmic scale. It is important to note that the blue triangle (the only $T_2$ time obtained with extended setup) corresponds \textit{a priori} to a maximum in $V_G$ and should be compared with the maximum of green triangles. This is due to the uncontrolled electrical dependence of the sample and indicated in the figure with horizontal errorbars.

Three regimes can be identified: (i) in TRPL, our AOM picks one pulse out of four and the repetition rate is 82 MHz, successive pulses are thus separated by 48 ns; (ii) in standard pump-probe setup, two pulses are separated by 13.1 ns; (iii) in extended pump-probe setup, $40 \times 13.1 = 524 \ \text{ns}$ separate two successive laser pulses. In addition to these delays, excitation power and spot size were also different for each regime. In TRPL, we used $P_{\text{exc}} = 7 \ \mu W$ and a 20 $\mu m$ diameter spot while typical powers used in pump-probe spectroscopy were $P_{\text{exc}} = 60 \ \mu W$ and $P_{\text{exc}} \approx 1 \ \mu W$ in standard and extended configurations respectively and a 100 $\mu m$ diameter spot. For a laser energy of $E_{\text{laser}} \approx 1.55 \ \text{eV}$, these different regime can be
compared using the corresponding photon density per pulse. We respectively obtain $n_{exc}^{TRPL} = 6.8 \times 10^{11}$ cm$^{-2}$, $n_{exc}^{stand} = 6.3 \times 10^{10}$ cm$^{-2}$ and $n_{exc}^{extend} = 4.2 \times 10^{10}$ cm$^{-2}$ which are expressed in number of photon per square centimeter and per pulse.

The longest lifetimes are obtained in regime (iii) for which no accumulation can occur. In TRPL, the delay between laser pulses is approximately twice the longest lifetime obtained in TRPL (20 ns). However, negative delay PL indicate an accumulation regime which could explain why the obtained lifetimes are shorter in TRPL than in extended pump-probe photo-reflectivity. The excitation density is also higher and this may also be involved. Enhancing the delay between pulses and reducing the excitation power could enable to observe longer lifetimes.

Concerning the spin relaxation time, it seems that accumulation does not affect the $T_2$ time. Indeed, the maximum time obtained in regime (ii) is very close to the one observed in regime (iii). However, this does not explain why the spin relaxation time measured in polar resolved TRPL is shorter. It should be imputed to the fact that we have only one point ($V_G = -0.9$ V) which does not necessarily correspond to the maximum of $\tau_S(V)$.

Measurements under magnetic field have also provided access to the $g$-factor which
is found to be about $g = 0.26$. We interpret the origin of the signal in pump-probe measurements as coming from electrons - because holes and excitons are inaccessibles - which could be free or bound in an exciton. And yet, the obtained $g$-factor is higher than values reported in the literature for 8 nm GaAs/AlGaAs QW (our narrow QW) and correspond rather to what one would expect for 12 nm GaAs/AlGaAs QW (our wide QW) [27, 42, 43]. This surprising value might be explained by an overflow of the wavefunction of the electron out of the well due to the asymmetry. However, numerical simulation does not indicate any clue in this direction. We have also considered the influence of the Al concentration or the width of the wide well and none of these parameter can explain this value.

An other interesting point is the presence of two contributions in the signal. These contributions having very close $g$-factors, they are hard to unravel at least in the standard pump-probe configuration. At low magnetic fields, we are not able to conclude the presence of one or two contributions. However, they appears clearly for $|V_G|$ higher than the gate voltage of the peak of spin relaxation time. This could be imputed to the presence of electrically injected electrons. This could be confirmed by simultaneous electrical measurement during optical measurement.

4.7 Conclusion and perspectives

In conclusion, we have studied by PL and pump-probe spectroscopy the density and spin dynamics of IX at low temperatures in asymmetric CQWs with two distinct DX resonances that can be addressed independently. We have experienced the following technical issues. First, the IX emission is weak and the $n^+$-layer hinders both its emission and its polarisation. Then, the electrical behaviour of the structure is not reliable making it hard to analyse our data. Finally, our initial goal to probe independently the two direct resonances can not be reached in this structure. Here, we discuss their consequences and also propose potential solutions.

As we have seen, the $n^+$-layer emission have a lifetime about $\approx 1$ ns. Time-resolved measurements under pulsed excitation therefore enable to circumvent this issue. However, IX can only be studied after the first few ns. In addition to the weakness of their emission, this is a strong constraint because the typical observed decay times are longer but in the order of a few ns. Therefore, the IX signal has already strongly declined after the limitation period imposed by the $n^+$-layer emission. In concrete
terms, sufficient signal-to-noises ratio require minimal acquisition times of several minutes in PL.

Despite these experimental difficulties, we observed long lifetime (up to several tens of ns) and spin relaxation time about 5 ns in time-resolved PL and up to 25 ns in pump-probe spectroscopy. This difference evidences an other issue: when IX have a lifetime comparable or longer than the period between two laser pulses, we observe an accumulation regime which deteriorate both their lifetime and their spin relaxation time. This imposes us to slow down the repetition rate of the laser, at the expense of longer acquisition times making systematic measurement harder. Nonetheless, longer characteristic times should be obtained on this sample with adapted setups (the extended pump-probe for instance or a modified TRPL setup).

The uncontrolled electrical dependence of the IX transition has also been a major impediment in performing systematic measurements. The threshold voltage of both the emergence of long time (transition from DX to IX as the ground state) and of the maximum of the spin relaxation time changes from one set of measurement to an other. Successive heating and cooling are incriminated but other reasons - related to the sample or to the electrical setup as well - could exist.

Electrical connection implemented in our setup - from the top of the cryostat to the socket and from the socket to each trap - should therefore be characterised at low temperatures for high impedance samples.

It should also be considered to work on a more mature technology, providing samples with a well controlled electrical behaviour, hence a better reproducibility. An example of more reliable samples can be found in [18, 19, 44, 45].

On this occasion, it would also be advisable to invert the respective position of the wide and the narrow wells. Indeed, the electrical behaviour of an ACQW in which the electrons lie on the wide well rather than in the narrow well is expected to be simpler. While the respective confinement potential of such ACQW structures ideally differ only by the sign of the electric field, in practice, the Schottky junction prevents the application of a positive electric field, this explain why an other structure is required.

Because numerical simulations do not take into account the environment of the CQW, they allow for the comparison of the two situations by changing the sign of the electric field. Figure 4.26 shows such numerical simulations for the 12-4-8 structure at negative (left panel) and positive (right panel) electric fields. The IX formed with the electron in the wide well becomes the ground state at very lower - positive - field than the IX formed with the electron in the narrow well. This situation should be better suited for the study of IX because they appear at lower electric fields, hence at lower currents.
Finally, the absence of non-linear signal resonant with the narrow well raises the question of the possibility of probing dark states. In [24], the coupling of the IX and DX subpopulations is considered to be due to exchange interaction and to be identical for each resonance. Non-degenerate pump-probe spectroscopy of this structure should question this assumption. It would actually be rewarding to pump the DX$_W$ transition and to probe the DX$_N$ and vice-versa. Here again, the study of the two different structures - 8-4-12 and 12-4-8 nm - would also provide new indications to understand why only one transition can be probed.
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Conclusion

In this work, two different systems are investigated: electron gases in CdTe thin layers and indirect excitons in GaAs/(AlGa)As asymmetric CQW. Their common denominator is the optical study of spin dynamics which is much less known in CdTe than in GaAs.

Here, we provide the first SN-based study of electron spin dynamics in \( n \)-CdTe. It allows for the observation of the electron spin precession in the frozen random nuclear spin fluctuations at low temperatures. This precession manifests itself as a contribution in the SN spectra centred on a non-zero frequency, even in the absence of magnetic field. It allows for the determination of the nuclear field at saturation in CdTe which is found to be \( B_S = 0.094 \) T.

This observation is quite intriguing for samples with high nominal doping densities because it implies long correlation times \( \tau_c \) on a donor site. We have therefore developed an innovative SNS setup which offers the possibility of reaching both temporal and spatial correlations of a spin system. The basic idea of this setup consists in introducing a wave vector difference \( q \) between the probe and the local oscillator and in examining the resulting modification of the SN spectra. Here, we report on the first implementation of such a setup and provide the explicit formulation of the evolution of SN spectra with \( q \), taking into account the influence of the imaging system. We experimentally demonstrate the expected broadening of SN spectra with \( q \) and also clarify the dependence of the SN intensity on potential spatial spin correlations.

In CdTe thin layers, it enables us to measure simultaneously - that means in strictly similar conditions - the electron spin relaxation time and the electron spin diffusion coefficient, and thus to determine the corresponding correlation time \( \tau_c \). Varying the experimental conditions, we were able to explore a wide range of \( \tau_c \) and hence to observe different spin dynamics regimes. The evolution of the spin relaxation time as a function of \( \tau_c \) can be well described in terms of a competition between the hyperfine interaction and the anisotropic exchange interaction. However, it imposes
us to consider a doping density several order of magnitude lower than the nominal values of the studied samples. It therefore evidences that our knowledge of electron spin dynamics in GaAs can not be directly transposed to CdTe.

The first part of this thesis opens up two main perspectives. On the one hand, a systematic study of $n$-CdTe layers with different - and well controlled - doping levels should allow for a better comprehension of spin dynamics in CdTe. On the other hand, our brand new setup is expected to detect spatial correlations characterised by a correlation length longer than or equal to $0.3 \, \mu m$. Sufficient characteristic length can be found in different systems such as persistent spin helix for instance.

In the second part of this work, we carry out the first comparative study between time-resolved PL and pump-probe spectroscopy of indirect excitons in asymmetric CQW. Under appropriate electric fields, we obtained both long lifetimes and long spin relaxation times just as in symmetric structures. Nevertheless, the unreliability of the field-effect structure compromises a straightforward quantitative comparison. The shift of the IX emission actually depends on successive cooling and heating cycles of the sample. The gate voltage dependence of the measured times are therefore different for each set of experiments, making a direct comparison difficult. Despite very constraining experimental conditions, we have also evidenced the negative role of the IX accumulation and possibly of electrically injected carriers.

In addition, the studied structure was expected to give an access to spin and density dynamics of dark indirect excitons. This access should have been provided in pump-probe spectroscopy by probing independently each direct transition. However, we were only able to probe the wide well. This issue is still unexplained and could indicate that the DX-IX interactions taken into account in this method are more complicated than expected.

In this context, two complementary approaches can be explored to develop further this study. On the one hand, we could envisage better suited experimental setups. In TRPL, lower repetition rates are needed to avoid the IX accumulation. In pump-probe spectroscopy, the extended configuration serves very well its purpose and complementary experiments would be interesting. However, the impossibility to remove the degeneracy between the pump and the probe is restricting. Pumping a direct resonance and probing the other, or studying the evolution of the signal when the energy varies would provide precious information to understand why no signal has been obtained in the narrow well.

On the other hand, moving on a new technology of structure seems to be essential. Designs with double top electrodes (in and out the traps) may for instance enable a better controlled electric field. A reasonable repeatability would allow for a reliable
study of lifetime and spin relaxation time voltage-dependence, and therefore for the
determination of optimal conditions. On this occasion, it would be relevant to invert
the relative position of the wells. Indirect excitons would actually appear at lower
electric fields, hence in better experimental conditions.

Finally, a SN-based study of indirect excitons could be a more distant prospect
common to both aspect of this work. Spin relaxation time of several ns - as we have
measured here - are actually compatible with the spin noise spectroscopy. In this
case, the exciton spin system should be created by a linearly polarised pump, and
then, its spontaneous spin fluctuations should be probed.
Furthermore, IX systems are potentially well suited to take advantage of the new
possibility offered by our setup, that is the detection of spatial spin correlations. Of
course, these exciting perspectives will be practicable only if a strong control of the
electrical behaviour of the structure is achieved.
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