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Introduction

With the advent of gravitational wave astronomy a new chapter in physics has begun. Prior to this new era, gravitational laws were primarily tested in the weakly-gravitating, mildly relativistic regime of the Einstein equations. This early phase has enabled us to establish some firm grounds upon which gravitational theory must be built, culminating with the prediction and detection of gravitational waves. Our modern view of gravity as a dynamical spacetime phenomena started with Einstein’s general relativity, which is still today, after more than a century of reign, the leading theory for gravitation. Indeed, general relativity has successfully passed a wild variety of tests contributing to our confidence on it. On the one hand, both of its foundational principles, the Einstein equivalence principle and the principle of special relativity, have strong experimental grounds. On the other hand, general relativity’s predictions have been confirmed in the lab and in astrophysics within a broad range of phenomena. Yet, there are hints both coming from theory and observation that suggest that general relativity might not be the last word in gravitational theory.

In the first place, some inconsistencies appear when trying to apply general relativity in regimes where it has not been properly tested. When applying general relativity at cosmological scales (i.e., considering the low energy regime of the Einstein equations) we are forced to admit the existence of new matter fields which have not been found otherwise. Namely, there’s the controversial existence of a cosmological constant as well as the more accepted existence of dark matter. In the former case, there is a huge discrepancy between the estimated value coming from our knowledge of particle physics and the measured value (the cosmological constant problem) while for the latter there has been no direct detection ever. On the high energy regime, general relativity cannot avoid the appearance of mathematical singularities through gravitational collapse as stated by the well known singularity theorems.

Secondly, one could expect that a quantum theory of gravity should exist whose classical limit would lead to a metric theory, and particularly to general relativity. But this statement is far from being proved, and the classical limit of quantum gravity might turn to be another metric theory. Furthermore, general relativity is incompatible with quantum mechanics for it is a non-renormalizable theory. Moreover, even if general relativity turned out to be the correct theory of classical gravity there’s no best way to understand its strengths and weaknesses than comparing it to other metric theories of gravity.

Thirdly, from a purely logical point of view, what the foundational principles of gravitation can strictly assure us is that gravitational phenomena must be of geometrical character, yet not necessarily general relativity. Indeed, high energy physics suggests the existence of one and only one spin-2 field coupling in a Lorentz invariant way to matter, the metric,
which should therefore extend everywhere in the universe. Experiments show that this tensor field is the only field coupling directly to matter (this property is commonly referred to as the universal coupling of the metric). But in order to get from this experimental result to the theory of general relativity, we need to assume that the metric is the only existing gravitational field. Otherwise said, experiments suggest that classical gravitation belongs to a category of theories which we call metric theories of gravitation, and among these, general relativity is its favorite exponent. But this last conclusion is not yet thoroughly proved, and in particular the existence of other gravitational fields has not yet been totally ruled out.

One of the cornerstones of modern physics is Lorentz Invariance (LI), and it’s a fundamental part both of general relativity and the Standard Model of particle physics. Among the metric theories that break LI and still survive to experimental tests we find Einstein-æther theory and khronometric theory. One of the landmarks of these theories is the violation of the strong equivalence principle (SEP), which is the extension of the EEP to self-gravitating bodies. The importance of this statement comes from the fact that general relativity does satisfy SEP. Thus, as a theory satisfying the SEP, general relativity verifies the “principle of effacement”, allowing us to neglect the internal structure of gravitating objects while describing their orbital dynamics. Once SEP is given up however, the orbital dynamics of a binary system can depend upon internal structure of its components. As an example, the effective gravitational mass can be a function of the state of motion of the body (thus violating Lorentz Invariance), leading to modified dynamics. This change in the orbital dynamics would in turn lead to a modification of the gravitational wave flux. One of the most noticeable changes then is the apparition of dipolar radiation, which is absent in general relativity and detectable in principle by current gravitational wave detectors.

The leading corrections to the orbital dynamics of a self-gravitating object are encoded into the so-called sensitivities. This is precisely what we look for in this work in the particular case of the motion of binary black holes. As a consequence of the arguments previously developed, the sensitivities can be linked to modifications of the flux emitted, and most remarkably to the dipolar emission. Since dipolar emission can be constrained from gravitational wave signals, thus the theory can be constrained as well.

The structure of this thesis will be as follows.

— In chapter 1, we begin by giving a quick introduction to gravitational astronomy and how we use it to test gravitational theory.

— In chapter 2, we will discuss the role of Lorentz symmetry in nature, and in particular in gravity, and we will present the equations and general features of two Lorentz-violating theories: khronometric and Einstein-æther theory. We conclude that chapter by discussing black holes in these Lorentz-violating theories.

— In chapter 3, we show how we can link Lorentz-violations to dipolar emission. In order to do so, we will first show how the sensitivities naturally arise when violating the strong equivalence principle and we will given them a physical definition. Then we will show how the sensitivities can be obtained from a slowly moving solution and how they can be linked to dipolar radiation. The core results of this work are presented in the second part of chapter 4.

— Finally, a discussion on the consequences of this work will be presented as a conclusion in chapter 5.
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0.2 Notations

Constants and units.
We use units in which the speed of light $c$ is set to 1, although it will sometimes be explicitly written for power-counting purposes. The gravitational constant $G$ is always explicitly written.

Indices and metric signature.
Greek indices $\alpha, \beta, \ldots, \mu, \nu, \ldots$ take the values 0, 1, 2, 3 while the Latin indices $i, j, \ldots$ are used for spatial indices and take the values 1, 2, 3. The metric signature is $+, -, -, -$, so that the flat metric is $\eta_{\mu\nu} = \text{diag}(1, -1, -1, -1)$.

We adopt the Einstein convention for repeated indices, e.g., $A^{\mu\cdots\mu\cdots}$ stands for $\sum_{\mu=0,1,2,3} A^{\mu\cdots\mu\cdots}$, unless the contrary is explicitly stated. In the same way, $B^i_i$ and $B_{ii}$ both stand for $\sum_{i=1,2,3} B^i_i$, where the sum is carried over spatial indices, unless explicitly stated.

Figures were done using the python library matplotlib, unless explicit mention is given in the caption.
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{INTRODUCTION}
1 – Introduction to gravitational wave astronomy

This introductory chapter aims at giving a flavor of gravitational wave astronomy, its foundational principles, status and difficulties. We begin by recalling succinctly the principles and core equations of general relativity in section 1.1, and we then specialize them to the linearized regime in section 1.2. We show how we can find gravitational wave modes within linearized theory, and then describe the interaction between an idealized detector and a gravitational wave passing through in section 1.3. Next, we explain how to describe the energy carried by the gravitational degrees of freedom in section 1.4. Finally, we describe how these principles have been used to study gravitational theory in section 1.6. Of particular interest are gravitational wave interferometers which are described in 1.6.2. Indeed, the applicability of the results of this thesis is based upon the potential of the LIGO-Virgo detectors, as well as to the future LISA mission, to test the fundamental principles of gravitational theory. The following is based on the review articles and books [1, 2, 3, 4].

1.1 General relativity

In brief, general relativity states that the geometry of spacetime itself acquires a dynamical status as it is determined by the matter fields. From the spacetime metric $g$ one can construct the Riemann tensor $R$, given by

$$R^α_{βμν} = \partial_μ \Gamma^α_{νβ} - \partial_ν \Gamma^α_{μβ} + \Gamma^α_{μσ} \Gamma^σ_{νβ} - \Gamma^α_{νσ} \Gamma^σ_{μβ},$$

(1.1)

where the Christoffel symbols $Γ^α_{μν}$ are defined in terms of the metric and its derivatives as

$$Γ^α_{μν} = \frac{1}{2} g^{αλ} \left( \partial_μ g_{λν} + \partial_ν g_{μλ} - \partial_λ g_{μν} \right).$$

(1.2)

From the Riemann tensor we can construct the Ricci tensor as

$$R_{μν} = R^λ_{μλν},$$

(1.3)

and then the scalar curvature as

$$R = g^{μν} R_{μν}.$$  

(1.4)

Then the gravitational dynamics can be deduced from the action

$$S = \frac{1}{16πG} \int \text{d}^4x \sqrt{-g} \, R + S_{\text{matter}}[g, Ψ],$$

(1.5)
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where $S_{\text{matter}}$ is the action of the matter fields, which are collectively denoted by $\Psi$. Variation with respect to the metric $g$ leads to the Einstein field equations

$$G_{\mu\nu} = 8\pi G T_{\mu\nu},$$

(1.6)

where $G$ is the Einstein tensor

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu},$$

(1.7)

and the stress energy tensor $T$ is defined as

$$\delta S_{\text{matter}} = \frac{1}{2} \int d^4x \sqrt{-g} T^{\mu\nu} \delta g_{\mu\nu}.$$

(1.8)

From diffeomorphism invariance we deduce the Bianchi identity

$$\nabla_{\mu} G^{\mu\nu} = 0,$$

(1.9)

which, together with the Einstein equations implies

$$\nabla_{\mu} T^{\mu\nu} = 0.$$

(1.10)

1.2 Linearized theory

In 1916, one year after publishing his field equations, Einstein found that the theory predicted the existence of gravitational waves. Indeed, this can be readily seen by linearizing the Einstein equations; that is, by expanding the field equations around a flat background metric. Let us assume that, for the physical system of interest, it is possible to find a reference frame where we can express the metric as the sum of the Minkowski metric $\eta_{\mu\nu}$ and a perturbation $h_{\mu\nu}$ as

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu},$$

(1.11)

where the components of the perturbation $h_{\mu\nu}$ are such that $|h_{\mu\nu}| \ll 1$. We will assume that this relation holds in a sufficiently large region of spacetime. Since we work only up to linear order in the perturbation $h_{\mu\nu}$ and neglect higher orders, indices are raised or lowered using the flat metric $\eta_{\mu\nu}$. In order to describe the metric by equation (1.11), we are implicitly assuming that our coordinates are approximately Cartesian. Under an infinitesimal gauge transformation (i.e., an infinitesimal coordinate change)

$$x^\mu \to x'^\mu = x^\mu + \xi^\mu(x),$$

where $|\xi^\mu(x)| \ll |x^\mu|$, (1.12)

one has

$$h_{\mu\nu}(x) \to h'_{\mu\nu}(x') = h_{\mu\nu}(x) - (\partial_{\mu} \xi_{\nu} + \partial_{\nu} \xi_{\mu}).$$

(1.13)

Note that, since $|\xi^\mu(x)| \ll |x^\mu|$ implies $|\partial_{\mu} \xi_{\nu}| \ll 1$, then $|h_{\mu\nu}|$ is still much smaller than 1. Also, under a Lorentz transformation given by $x^\mu \to x'^\mu = \Lambda^\mu_\nu x^\nu$ we have, by definition, $\Lambda_{\mu}^{\mu} \Lambda_\nu^\sigma \eta_{\rho\sigma} = \eta_{\mu\nu}$, so the metric transforms as

$$g_{\mu\nu}(x) \to g'_{\mu\nu}(x') = \Lambda_{\mu}^{\rho} \Lambda_\nu^\sigma g_{\rho\sigma}(x) = \eta_{\mu\nu} + \Lambda_{\mu}^{\rho} \Lambda_\nu^\sigma h_{\rho\sigma}(x),$$

(1.14)
from which we deduce that $h_{\mu\nu}$ transforms as a tensor under Lorentz transformations (note that we must restrict boosts to those satisfying $|\Lambda^\mu_\rho \Lambda^\rho_\sigma h_{\rho\sigma}(x)| \ll 1$). It is clear as well that $h_{\mu\nu}$ is invariant under translations $x^\mu \to x^\mu + a^\mu$, where $a$ is a constant vector.

In the linearized regime, the Riemann tensor takes the form

$$R_{\mu\nu\rho\sigma} = \frac{1}{2} \left( \partial_\nu \partial_\rho h_{\mu\sigma} + \partial_\mu \partial_\sigma h_{\nu\rho} - \partial_\mu \partial_\rho h_{\nu\sigma} - \partial_\nu \partial_\sigma h_{\mu\rho} \right).$$

(1.15)

This expression is invariant under the gauge transformations (1.12). From the Riemann tensor we can find the Einstein equations in linearized theory in terms of $h_{\mu\nu}$ and its derivatives. To express them, it is convenient to define

$$\bar{h}_{\mu\nu} \equiv h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu},$$

(1.16)

where $h \equiv \eta^{\mu\nu} h_{\mu\nu}$. Note that from the definition (1.16) it follows that $\bar{h} \equiv \bar{h}_{\mu\nu} \eta^{\mu\nu} = -h$. Thus, we can invert the relation (1.16) and express $h_{\mu\nu}$ in terms of $\bar{h}_{\mu\nu}$ simply as $h_{\mu\nu} = \bar{h}_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu}$. In terms of $\bar{h}_{\mu\nu}$, the Einstein field equations become

$$\Box \bar{h}_{\mu\nu} + \eta_{\mu\nu} \partial^\rho \partial^\sigma \bar{h}_{\rho\sigma} - \partial^\rho \partial_\nu \bar{h}_{\mu\rho} - \partial^\rho \partial_\mu \bar{h}_{\nu\rho} = - \frac{16\pi G}{c^4} T_{\mu\nu},$$

(1.17)

where $\Box \equiv \partial_\mu \partial^\mu$ is the d’Alembert operator associated to the Minkowski metric $\eta_{\mu\nu}$. We can further simplify this expression by making use of the gauge freedom (1.12), so as to work in the Lorenz gauge defined by

$$\partial_\nu \bar{h}_{\mu\nu} = 0,$$

(1.18)

in which case the Einstein equations take the form

$$\Box \bar{h}_{\mu\nu} = - \frac{16\pi G}{c^4} T_{\mu\nu}.$$

(1.19)

This equation relates the perturbations of the background flat metric to the stress energy-momentum tensor of the source, and the wave-like character of the equation is visible from the d’Alembertian operator $\Box$.

It is readily seen from equation (1.19) and the Lorenz gauge (1.18) that in the linearized theory we have the energy-momentum conservation law

$$\partial_\mu T^{\mu\nu} = 0.$$

(1.20)

### 1.2.1 The TT-gauge

Outside the source, equations (1.18) and (1.19) reduce to

$$\Box \bar{h}_{\mu\nu} = 0; \quad \partial^\nu \bar{h}_{\mu\nu} = 0.$$

(1.21)

Solutions to this system can be expressed as a superposition of plane waves:

$$\bar{h}_{\mu\nu}(t, \vec{x}) = \text{Re} \int d^3 k A_{\mu\nu}(\vec{k}) e^{i(\vec{k} \cdot \vec{x} - \omega t)},$$

(1.22)
where the complex coefficients $A_{\mu\nu}(\vec{k})$ depend only on the wave-vector $\vec{k}$ and $\omega = |\vec{k}|$. The Lorenz gauge imposes the condition $k^\mu A_{\mu\nu} = 0$, for $k^\mu = (\omega, \vec{k})$. We observe that, outside the source, there still remains a residual gauge freedom given by

$$x^\mu \rightarrow x'^\mu = x^\mu + \xi^\mu \text{ with } \Box \xi^\mu = 0,$$  \hspace{1cm} (1.23)

as the new metric perturbation $\tilde{h}'_{\mu\nu}(x') = \tilde{h}_{\mu\nu}(x) - (\partial_\mu \xi_\nu + \partial_\nu \xi_\mu - \eta_{\mu\nu} \partial_\rho \xi^\rho)$ still satisfies the Lorenz gauge condition (1.18). We can make use of this residual gauge to impose further conditions on $\tilde{h}_{\mu\nu}$. A common choice is the transverse-traceless gauge, or “TT-gauge” for short.

The traceless condition is imposed by choosing $\xi^\mu$ such that the new trace $\tilde{h}'$ vanishes, that is, such that

$$\tilde{h}' = \tilde{h} + 2 \partial_\mu \xi^\mu = 0,$$  \hspace{1cm} (1.24)

that is,

$$\partial_\mu \xi^\mu = -\frac{1}{2} \tilde{h} = \frac{1}{2} h.$$  \hspace{1cm} (1.25)

Note that this condition is indeed compatible with $\Box \xi^\mu = 0$. In fact, we can set $\xi^\mu$ such that it satisfies the initial condition $\partial_\mu \xi^\mu = -\frac{1}{2} \tilde{h}$, then $\xi^\mu$ will be everywhere determined by the equation $\Box \xi^\mu = 0$. Then the evolution equations (1.21) imply that the quantity $\tilde{h}' = \tilde{h} + 2 \partial_\mu \xi^\mu$ satisfies the equation $\Box \tilde{h}' = 0$, with null initial conditions. We can therefore conclude that $\tilde{h}' = 0$ everywhere else. Thus, choosing some initial data for $\xi^\mu$ within a given Cauchy surface, such that (1.24) is satisfied, then the evolution equations ensure that equation (1.23) and (1.24) be satisfied at all points.

Dropping the primes, this condition implies that $\tilde{h}_{\mu\nu} = h_{\mu\nu}$, so we can drop the over bar of $h_{\mu\nu}$ as well. The transverse condition is achieved by choosing $\xi^i$ such that $h'^{0i} = 0$, that is, satisfying $\partial^0 \xi^i + \partial^i \xi^0 = -h'^{0i}$. The general solution to the equation $\Box \xi^\mu = 0$ can be written as

$$\xi^\mu(x) = \text{Re} \int d^3k \, C^\mu(\vec{k}) e^{i(\vec{k} \cdot \vec{x} - \omega t)}.$$  \hspace{1cm} (1.26)

The coefficients $A_{\mu\nu}(\vec{k})$ of equation (1.22) transform as

$$A'_{\mu\nu} = A_{\mu\nu} - 2i l_{(\mu} C_{\nu)} + i \eta_{\mu\nu} k^\alpha C_\alpha,$$  \hspace{1cm} (1.27)

where $l^\mu = (\omega, -\vec{k})$. Therefore the TT-conditions can be expressed in terms of $C^\mu(\vec{k})$ as

$$0 = \eta^{\mu\nu} A'_{\mu\nu} = \eta^{\mu\nu} A_{\mu\nu} + 2i k^\mu C_\mu,$$  \hspace{1cm} (1.28a)

$$0 = A'_{0\nu} = A_{0\nu} - i C_\nu k_0 - i C_0 k_\nu + i \delta_\nu^\alpha (k^\alpha C_\alpha),$$  \hspace{1cm} (1.28b)

for which an explicit solution can be given by

$$C_\mu = \frac{3 A_{\rho\sigma} k^\rho l^\sigma}{8i \omega^4} k_\mu + \frac{\eta^{\rho\sigma} A_{\rho\sigma} l_\mu}{4i \omega^4} + \frac{1}{2i \omega^2} A_{\mu\nu} l^\nu,$$  \hspace{1cm} (1.29)

In particular, the $\mu = 0$ component of the Lorenz gauge condition reads now

$$\partial^0 h_{00} + \partial^i h_{0i} = \partial^0 h_{00} = 0,$$  \hspace{1cm} (1.30)

which implies that $h_{00}$ becomes constant in time. For instance, $h_{00}$ can correspond to the static Newtonian potential of the source. Since we are interested in the variable part of the
1.3 Interaction of a gravitational wave with a detector

gravitational field, which as we will show is the only part carrying energy, we can set $h_{00}$ to zero for simplicity. Together with the transverse gauge condition this means that we can set $h_{\mu 0} = 0$. The spatial components of the Lorenz gauge now read

$$\partial^0 h_{i0} + \partial^j h_{ij} = \partial^i h_{ij} = 0. \quad (1.31)$$

Thus, the transverse-traceless gauge is defined by the conditions

$$h_{\mu 0} = 0; \quad h_{ii} = 0; \quad \partial^j h_{ij} = 0. \quad (1.32)$$

A plane-wave solution to the linearized equations can be described in the TT-gauge by

$$h_{ij}(x) = e_{ij}(k) e^{i \vec{k} \cdot \vec{x}},$$

where $k^\mu = (\omega, \vec{k})$ is the wave four-vector and $e_{ij}(k)$ is the amplitude associated with the mode $k$. Choosing the axis of propagation to be the $z$ axis, then we can write

$$h_{ij}(t, z) = \left( \begin{array}{ccc} h_+ & h_\times & 0 \\ h_\times & -h_+ & 0 \\ 0 & 0 & 0 \end{array} \right) \cos[\omega(t-z)], \quad (1.33)$$

or equivalently,

$$ds^2 = dt^2 - dx^2 - dy^2 - dz^2 + \left( dx^2 - dy^2 \right) h_+ \cos[\omega(t-z)] + 2h_\times \cos[\omega(t-z)] dx dy. \quad (1.34)$$

Any gravitational wave propagating in the direction given by the unitary vector $\hat{n}$ can thus be decomposed into a sum of plane waves in the TT-gauge :

$$h_{ij}(t, \tilde{x}) = \sum_{A=+,\times} e_{ij}^A(\hat{n}) \int_{-\infty}^{\infty} df \; \tilde{h}_A(f) e^{-2\pi if(t-\hat{n} \cdot x)}, \quad (1.35)$$

where $\tilde{h}_A(f)$ is the Fourier transform of the $A = +$ or $\times$ polarization mode, and $e_{ij}^A$ are polarization tensors defined as

$$e_{ij}^+(\hat{n}) = \hat{u}_i \hat{u}_j - \hat{v}_i \hat{v}_j, \quad e_{ij}^\times(\hat{n}) = \hat{u}_i \hat{v}_j - \hat{v}_i \hat{u}_j, \quad (1.36)$$

where $\hat{u}$ and $\hat{v}$ are unitary vectors such that $\hat{n}$, $\hat{u}$ and $\hat{v}$ form an orthonormal basis of the Euclidean space.

1.3 Interaction of a gravitational wave with a detector

In general, a gravitational wave passing through a detector will be composed of a superposition of different plane waves as given by equation (1.33). The linearized formalism is ideal to study the propagation of gravitational waves far away from the source and its interaction with a gravitational wave detector, since we can model the latter as an ensemble of test masses. By definition, a test mass is such that its contribution to the gravitational field is negligible. This assumption is reasonable for the mirrors at each end of an interferometer, as their binding gravitational energy is negligible. If we consider a test mass described by the worldline $x^\mu(\lambda)$, where $\lambda$ is an affine parameter, its motion is determined by the geodesic equation

$$\frac{d^2 x^\mu}{d\lambda^2} + \Gamma^\mu_{\alpha\beta}(x) \frac{dx^\alpha}{d\lambda} \frac{dx^\beta}{d\lambda} = 0. \quad (1.37)$$
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The geodesic equation can be derived from an action principle, with the point-particle action

\[ S_{\text{pp}} = -m \int d\tau, \quad (1.38) \]

where \( m \) and \( \tau \) are the particle’s mass and proper-time, respectively. Then, if we consider a test mass at rest at the time of arrival of the gravitational wave, \( \frac{dx^\mu}{d\lambda} \bigg|_{\lambda=0} = 0 \), it follows from equations (1.37) and (1.33) that \( \frac{d^2x^\mu}{d\lambda^2} \bigg|_{\lambda=0} = 0 \) as well, so that position of the test mass does not change as the gravitational wave passes by. However, the proper distance between two test masses (e.g., the two mirrors of a detector) does change due to the gravitational wave’s passage, as it can be seen from the metric (1.34). Indeed, if we consider two test masses located at the events \( (t, x_1, 0), 0) \) and \( (t, x_2, 0) \) respectively, so that their coordinate distance is simply given by \( L = x_2 - x_1 \), then the proper distance \( s \) between them is given by

\[ s^2 = \left(1 + h_+ \cos[\omega(t - z/c)]\right)L^2, \quad (1.39) \]

or equivalently, at first order in \( h_{\mu\nu} \), by

\[ s = \left(1 + \frac{1}{2}h_+ \cos[\omega(t - z/c)]\right)L. \quad (1.40) \]

In general, if the events are separated by the coordinate vector \( \vec{L} \), their proper distance is

\[ s = L + h_{ij} \frac{L_i L_j}{2L}. \quad (1.41) \]

so that if we have two test masses placed at each end of a detector, their proper distance evolves as

\[ \ddot{s} = \dot{h}_{ij} \frac{L_i L_j}{2L} + \mathcal{O}(\dot{h}^2). \quad (1.42) \]

Since it is the proper distance, rather than the coordinate distance, which determines the time of flight of the laser beams traveling between each end of the detector, the presence of a gravitational wave passing by can be determined by measuring the interference pattern (and its changes) of the two laser beams.

1.4 Energy of a gravitational wave

In general, the energy carried by gravitational waves is a subtle subject, since it depends on how we separate the gravitational field between a “background” and a “perturbation” part. In particular, since any form of energy contributes to curvature of spacetime, gravitational waves themselves should also be a source of spacetime curvature. However, the linearized framework excludes the possibility of gravitational waves curving the background flat spacetime, because the background metric is fixed to the Minkowski metric \( \eta_{\mu\nu} \). Thus, in order to study the energy carried by gravitational waves it is necessary to adopt a more general point of view where gravitational waves are perturbations over a dynamical curved background:

\[ g_{\mu\nu}(x) = \bar{g}_{\mu\nu}(x) + h_{\mu\nu}(x), \quad |h_{\mu\nu}| \ll 1, \quad (1.43) \]
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where $\bar{g}_{\mu\nu}$ describes the background metric, and the condition $|h_{\mu\nu}| \ll 1$ assumes that we adopt a coordinate system such that the typical order of the background metric is $|\bar{g}_{\mu\nu}| \sim 1$. From a fundamental point of view, there is no unambiguous way to do this. In particular, one could transfer any $x$ dependence from $\bar{g}_{\mu\nu}$ to $h_{\mu\nu}$ or vice versa. In many situations however, one can uniquely express the total metric as the sum of a background metric $\bar{g}_{\mu\nu}$ and a perturbation $h_{\mu\nu}$ if the physical system allows for a clear separation of scales. For instance, if the typical reduced wavelength $\bar{\lambda} \ll R_\oplus$ is much smaller than the characteristic background curvature radius $L$, then it is possible to find an intermediate length scale $L$ such that $\lambda \ll L \ll L$, and define

$\bar{g}_{\mu\nu} = \langle g_{\mu\nu} \rangle$,  
$h_{\mu\nu} = g_{\mu\nu} - \bar{g}_{\mu\nu}$,  

where $\langle \cdot \rangle$ represents an average over scales smaller than $L$. Thus, the small fluctuations corresponding to $h_{\mu\nu}$ have been “smoothed” over in order to produce the background metric $\bar{g}_{\mu\nu}$.

As we will see in section 1.6.2, the LIGO-Virgo interferometers are sensitive to gravitational waves of 10-100 Hz, corresponding to a reduced wavelength $\lambda \sim 50 - 500$ km, while the radius of the Earth is roughly $R_\oplus \simeq 6400$ km. Therefore the condition $\lambda \ll R_\oplus$ is not accurately fulfilled. Furthermore, the Earth’s Newtonian gravitational potential at the Earth’s surface is $|h_{00}| = 2GM_\oplus/R_\oplus^2 \sim 10^{-9}$ while the expected gravitational waves amplitudes are of the order $h \sim 10^{-21}$. This implies that any fluctuation up to $10^{-12}$ of the Earth’s potential is large compared to the gravitational waves. Thus, when considering the interaction between an Earth-based detector and a passing gravitational wave, it is the fact that the Earth’s background gravitational field is slowly varying in time when compared to the gravitational wave that allows us to separate the scales. In other words, the frequencies $f_B$ of the background gravitational field and the perturbation frequencies $f$ are such that $f_B \ll f$. Moreover, we can introduce an intermediate frequency $f^*$ such that $f_B \ll f^* \ll f$, allowing us to take averages over many cycles of the perturbation field, giving us an operational way to separate it from the background gravitational field. Thus, we can compute the background metric as $\bar{g} \equiv (g_{\mu\nu})$, where the $\langle \cdot \rangle$ stands for a spatial or temporal average, i.e., an average over many cycles. For definiteness we will discuss of a spatial average over many wavelengths.

Our goal now is to show how the perturbation propagates on the background metric and how its propagation affects the background metric. Using the decomposition given by equation (1.43), we can expand the Ricci tensor in powers of $h_{\mu\nu}$ as

$R_{\mu\nu} = \bar{R}_{\mu\nu} + R^{(1)}_{\mu\nu} + R^{(2)}_{\mu\nu} + O(h^3)$,  

where $\bar{R}_{\mu\nu}$ depends only on $\bar{g}_{\mu\nu}$, $R^{(1)}_{\mu\nu}$ is linear in $h_{\mu\nu}$ and $R^{(2)}_{\mu\nu}$ is quadratic in $h_{\mu\nu}$. The computation of these quantities in terms of $\bar{g}_{\mu\nu}$ and $h_{\mu\nu}$ is straightforward but tedious, we thus refer to [1, 2] for explicit expressions. Note that, by construction, $\bar{R}_{\mu\nu}$ only contains low modes of the order $\sim 4k$, where $k = 2\pi/L$ is the typical wave-vector of the background metric $\bar{g}_{\mu\nu}$. Also, $R^{(1)}_{\mu\nu}$ only contains high-modes because it is linear in $h_{\mu\nu}$. In contrast,

1. That is, $\lambda = \frac{\lambda}{2\pi}$. 
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$R^{(2)}_{\mu\nu}$ can contain both low and high-modes since it is quadratic $h_{\mu\nu}$, and we will therefore decompose it as $R^{(2)}_{\mu\nu} = \langle R^{(2)}_{\mu\nu} \rangle + (R^{(2)}_{\mu\nu} - \langle R^{(2)}_{\mu\nu} \rangle)$. The low-modes remain essentially unchanged when averaged so that they are included in the part $\langle R^{(2)}_{\mu\nu} \rangle$, and the remainder $(R^{(2)}_{\mu\nu} - \langle R^{(2)}_{\mu\nu} \rangle)$ contains thus the high modes of $R^{(2)}_{\mu\nu}$. Recasting the Einstein equations as

$$R_{\mu\nu} = 8\pi G \left( T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \right), \quad (1.46)$$

the above decomposition allow us to split the Einstein equations in a high-mode and a low-mode part. The low-mode part is obtained by taking the average of the field equations

$$\bar{R}_{\mu\nu} = -\langle R^{(2)}_{\mu\nu} \rangle + 8\pi G \left( T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \right), \quad (1.47)$$

and the high-mode part can be obtained by taking the difference,

$$R^{(1)}_{\mu\nu} = -(R^{(2)}_{\mu\nu} - \langle R^{(2)}_{\mu\nu} \rangle) + 8\pi G \left( T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} - \langle T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \rangle \right). \quad (1.48)$$

We can define an effective stress-energy tensor for matter $\bar{T}_{\mu\nu}$ such that

$$\bar{T}_{\mu\nu} - \frac{1}{2} \bar{T} g_{\mu\nu} = \left\langle T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \right\rangle, \quad (1.49)$$

where we introduced the trace $\bar{T} = \bar{g}_{\mu\nu} \bar{T}^{\mu\nu}$. Let us also define

$$t_{\mu\nu} = -\frac{1}{8\pi G} \left\langle R^{(2)}_{\mu\nu} - \frac{1}{2} R^{(2)} g_{\mu\nu} \right\rangle, \quad (1.50)$$

where $R^{(2)} = \bar{g}^{\mu\nu} R^{(2)}_{\mu\nu}$ is the trace of $R^{(2)}_{\mu\nu}$. Finally, introducing the trace $t = \bar{g}^{\mu\nu} t_{\mu\nu} = \frac{1}{8\pi G} \langle R^{(2)} \rangle$, we can express equation (1.47) as

$$\bar{R}_{\mu\nu} - \frac{1}{2} \bar{g}_{\mu\nu} \bar{R} = 8\pi G (\bar{T}_{\mu\nu} + t_{\mu\nu}), \quad (1.51)$$

which shows the contribution of the perturbation to the background curvature. In equations (1.47) and (1.51), the scale of variation of the left-hand side is

$$\bar{R}_{\mu\nu} \sim \partial^2 \bar{g}_{\mu\nu} \sim \frac{1}{L^2}. \quad (1.52)$$

Using the explicit form of $\langle R^{(2)}_{\mu\nu} \rangle$ one can show [2] that it varies on scales

$$\langle R^{(2)}_{\mu\nu} \rangle \sim (\partial h)^2 \sim \left( \frac{h}{\lambda} \right)^2. \quad (1.53)$$

Thus, in the case absence of matter fields the Einstein equations imply that

$$\frac{h}{\lambda} \sim \frac{L}{\hbar G}, \quad (1.54)$$

2. Here $\hbar$ denotes the Planck constant, so that $\hbar G$ has units of lengths squared.
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which determines the relative strength of the typical background Riemann tensor \( \sim 1/L^2 \) and the gravitational wave curvature \( t_{\mu\nu} \sim h^2/\lambda^2 \). In the presence of matter fields we will have

\[
\frac{h}{\lambda} \ll \frac{L}{\hbar G}, \quad (1.55)
\]

since now the gravitational waves are not the main source contributing to the background curvature.

Far away from the source, the stress-energy tensor of gravitational waves can be expressed in the TT-gauge and is found to be \([1, 2]\)

\[
t_{\mu\nu} = \frac{1}{32\pi G} \langle \partial^\mu h^{TT}_{\alpha\beta} \partial^\nu h^{\alpha\beta}_{TT} \rangle, \quad (1.56)
\]

where \( h_{ij}^{TT} \) is assumed to be expressed in the TT-gauge. Thus, in order to compute \( t_{\mu\nu} \) we need the Ricci tensor up to \( O(h^2) \), and in the end, the energy carried away from the source by the gravitational wave (and eventually transferred to a gravitational wave detector) can be expressed as

\[
t^{00} = \frac{c^2}{32\pi G} \langle \dot{h}^{TT}_{ij} \dot{h}^{ij}_{TT} \rangle, \quad (1.57)
\]

or equivalently, in terms of the plus and cross amplitudes as

\[
t^{00} = \frac{c^2}{16\pi G} \langle \dot{h}^2_+ + \dot{h}^2_\times \rangle. \quad (1.58)
\]
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Let us then consider the problem of the generation of gravitational waves by a source, i.e., let us solve equation (1.19) with \( T_{\mu\nu} \neq 0 \). Far away from the source, the solution with no-incoming radiation conditions in the TT-gauge, is given by

\[
h_{ij}(t, \vec{x}) = 4G \Lambda_{ij,kl}(\hat{n}) \int d^3x' \frac{1}{|\vec{x} - \vec{x}'|} T_{kl}(t - |\vec{x} - \vec{x}'|, \vec{x}'), \quad (1.59)
\]

where \( \hat{n} = \vec{x}/|\vec{x}| \), and \( \Lambda_{ij,kl} \) is the projector tensor

\[
\Lambda_{ij,kl}(\vec{n}) = P_{ik}P_{jl} - \frac{1}{2} P_{ij} P_{kl}, \quad (1.60)
\]

defined in terms of \( P_{ij}(\vec{n}) = \delta_{ij} - n_i n_j \). The integral in equation (1.59) corresponds simply to the convolution of the source with the retarded Green function for the wave equation (1.19). The projection into the TT-gauge is used in order to get rid of spurious gauge modes, but one must bear in mind that this is only possible in regions not containing matter fields.

Far away from the source, the field vector \( \vec{x} \) is much larger than the vector \( \vec{x}' \) parametrizing the source, therefore we can expand \( |\vec{x} - \vec{x}'| \) as

\[
|\vec{x} - \vec{x}'| \simeq r - \vec{x}' \cdot \hat{n} + O \left( \frac{d^2}{r} \right), \quad (1.61)
\]
where \( r = |\vec{x}| \) and \( d \) is the typical size of the source. Thus we can expand the source as

\[
T_{kl}(t - |\vec{x} - \vec{x}'|, \vec{x}') \simeq T_{kl}(t - r + \vec{x} \cdot \hat{n}, \vec{x}')
\]

\[
\simeq T_{kl}(t - r, \vec{x}') + x^i n^i \partial_0 T_{kl}(t - r, \vec{x}') + \ldots .
\]

(1.62)

The gravitational field generated by the source is assumed to be sufficiently weak so that the linearized approximation is justified. For a self-gravitating system, this condition also implies that the internal motions be small, and the typical orbital speed of the source \( v \) satisfies \( v \ll 1 \). Since every power \( x^m \) contributes with an order \( O(d^m) \) and each time derivative gives a factor \( O(\omega_S) \), where \( \omega_S \) is the typical frequency of the source satisfying \( \omega_S \sim v/d \), then we see that equation (1.62) is an expansion carried in powers of the source speed \( v \). Defining the momenta of the stress tensor \( T^{ij} \) as

\[
S^{ij}(t) = \int d^3 x \ T^{ij}(t, \vec{x}),
\]

(1.63)

\[
S^{ij,k}(t) = \int d^3 x \ T^{ij}(t, \vec{x}) x^k,
\]

(1.64)

\[
S^{ij,kl}(t) = \int d^3 x \ T^{ij}(t, \vec{x}) x^k x^l,
\]

(1.65)

and so on and so forth, then we can express (1.59) as

\[
h_{ij}(t, \vec{x}) = \frac{4G}{r} \Lambda_{ij,kl}(\hat{n}) \left[ S^{kl}(t - r, \vec{x}') + n_m \hat{\gamma}^{kl,m}(t - r, \vec{x}') + \frac{n_m n_p}{2} \hat{\gamma}^{kl,mn}(t - r, \vec{x}') + \ldots \right].
\]

(1.66)

We can now express the momenta of \( T^{ij} \) in terms of the momenta of \( T^{00} \) and \( T^{0i} \) using the conservation law \( \partial_\mu T^{\mu \nu} = 0 \). Indeed, we can define the momenta of the energy density \( T^{00} \) as

\[
M = \int d^3 x \ T^{00}(t, \vec{x}),
\]

(1.67)

\[
M^i = \int d^3 x \ T^{00}(t, \vec{x}) x^i,
\]

(1.68)

\[
M^{ij} = \int d^3 x \ T^{00}(t, \vec{x}) x^i x^j,
\]

(1.69)

and so on, as well as the momenta of the linear momentum \( T^{0i} \) as

\[
P^i = \int d^3 x \ T^{0i}(t, \vec{x}),
\]

(1.70)

\[
P^{i,j} = \int d^3 x \ T^{0i}(t, \vec{x}) x^j,
\]

(1.71)

\[
P^{i,jk} = \int d^3 x \ T^{0i}(t, \vec{x}) x^j x^k,
\]

(1.72)

and so on and so forth. Then the conservation law (1.20) allow us to find, after straightforward computations, that

\[
S^{ij} = \frac{1}{2} \dot{M}^{ij}
\]

(1.73)
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and similarly for the higher orders in (1.66). For instance, the next to leading order is given by

\[ \dot{\mathcal{S}}^{ij,k} = \frac{1}{6} \mathcal{M}_{ijk} + \frac{1}{3} \left( \ddot{\mathcal{P}}^{ij,k} + \ddot{\mathcal{P}}^{j,ik} - 2 \ddot{\mathcal{P}}^{k,ij} \right), \]  

(1.74)

so that we can express equation (1.66) in terms of the momenta of the energy density and the linear momentum.

In particular, the main contribution to gravitational radiation, in an expansion on \( v \), comes from the source’s quadrupole

\[ Q^{ij} \equiv \int d^3x \, \rho(t, \vec{x}) \left( x^i x^j - \frac{1}{3} r^2 \delta^{ij} \right), \]

(1.75)

where \( \rho(t, \vec{x}) = T^{00} \) is the source’s density and \( r = |\vec{x}| \). Indeed, the tensor \( M^{ij} \) can be decomposed into irreducible representations of the rotation group as

\[ M^{ij} = \left( M^{ij} - \frac{1}{3} \delta^{ij} M_{kk} \right) + \frac{1}{3} \delta^{ij} M_{kk} \]

(1.76)

and clearly the trace \( \frac{1}{3} \delta^{ij} M_{kk} \) will vanish as it contracts with the tensor \( \Lambda_{ij,kl} \). Thus, it is possible to show that at a distance \( r \) far away from the source the emitted gravitational field is, again in the TT-gauge, given by

\[ [h^{ij}(t, \vec{x})]_{\text{quad}} = \frac{2G}{r} \Lambda_{ij,kl}(\vec{n}) \dot{Q}_{kl}(t - r), \]

(1.77)

and higher-order multipoles contribute with higher powers of the small parameter \( v \). The power radiated that is associated to this moment is given by

\[ P_{\text{quad}} = \frac{G}{5} \langle \dot{Q}^{ij}, \dot{Q}^{ij} \rangle. \]

(1.78)

This formalism already allows us to understand that, due to the radiation of energy from the source there is some energy carried away by the gravitational modes, and therefore the orbital motion will shrink. To illustrate this point, let us consider a binary system composed of two masses \( m_1 \) and \( m_2 \), following a circular orbit of radius \( r_{12} \). Then, the energy of the binary system \( E_{\text{binary}} = E_{\text{kinetic}} + E_{\text{potential}} \) is given by

\[ E_{\text{binary}} = -\frac{G m_1 m_2}{2r_{12}}. \]

(1.79)

Since the radiated energy is being drawn from this energy, we have that \( \dot{E}_{\text{binary}} = -P_{\text{quad}} < 0 \), which implies \( r_{12} < 0 \), so that the orbital radius diminishes as well.

Let us stress that the fact that the leading contribution to gravitational radiation comes from a quadrupole moment, instead of a monopole or dipole moment, is due to the conservation of energy and momentum. Indeed, one can easily show that the energy-momentum conservation law (1.20) implies that

\[ \dot{M} = 0 \quad \text{and} \quad \dot{P}^i = 0. \]

(1.80)
In a more qualitative way, a spherically symmetric system such as a pulsating spherically symmetric star could not radiate since the gravitational potential far away from the source depends only on the star’s mass, and as such it will not be affected by the monopole pulsation. Thus, perturbations in the metric can not be propagated from a spherically symmetric source due to mass conservation. The same argument forbids monopole radiation in electromagnetism, since the “monopole” term is the electric charge and is protected by a conservation law. However, while in electromagnetism the leading radiation term is dipolar since there is no conservation law protecting the electric dipole, in our case the “gravitational dipole” is proportional to the linear momentum of the source. Thus, conservation of momentum forbids dipole radiation in general relativity in a similar fashion as to monopole radiation. This means, in particular, that any gravitational system which is symmetric with respect to a given axis will not be able to emit gravitational waves.

1.6 Gravitational wave astronomy

1.6.1 Binary pulsars

The first experimental confirmation of the existence of gravitational waves came with the discovery in 1974 of the first binary pulsar by Hulse and Taylor, PSR J1915+1606 [5], and the subsequent long term study of its properties, leading particularly to the measurement of the binary’s orbital decay [6]. This measurement has been found to be in excellent agreement with the prediction for the binary’s energy loss due to the emission of gravitational waves as computed by the quadrupole formalism of general relativity [6].

One of the key features of pulsars is that they can be used as extremely precise clocks [7]. In order to achieve this it is necessary to take into account the short-term variability of pulses, called the “weather” of the pulsar, and which can be treated as a noise in the source. Although the profile of each pulse within the same pulsar may wildly differ, the averaged profile of many pulses tends to remain very stable. Thus, using this averaged profile as a reference template so as to eliminate the effects of the weather of the pulsar, the time-of-arrival (TOA) of individual pulses can be computed from timing models. It is then observed that, if we average over several pulses, then the pulsar behaves as an accurate clock (see e.g., [7, 8] for details).

In the case of PSR J1915+1606, the orbital parameters of the binary system are nowadays very well known after more than 30 years of observation [6]. In particular, the pulsar was found to have a (spin) period close to 59 ms, but it has a periodic modulation due to the Doppler effect induced by its orbital motion. From this modulation it is possible to find, with good accuracy, an orbital period $P_b \sim 8$ hours, implying thus an orbital velocity of the order of $v \sim 10^{-3}c$.

At a Newtonian level, the binary’s binding energy $E_b$ can be defined as

$$E_b = -\frac{G\mu m}{2a} = -\frac{\mu}{2} (Gm)^{2/3} \left(\frac{P_b}{2\pi}\right)^{-2/3},$$

where $a$ is the semi-major axis, $\mu \equiv m_1 m_2 / m$ is the reduced mass and $m \equiv m_1 + m_2$ is
the total mass. In the second line we used the Kepler’s third law, \( \left( \frac{P_b}{2\pi} \right)^2 = \frac{a^3}{Gm} \). Then, the energy carried away by gravitational waves can be related to the rate of change of the gravitational binding energy through the balance law
\[
\dot{E}_b = -P_{\text{quad}} ,
\]
where \( P_{\text{quad}} \) is the gravitational wave flux given by (1.78), and can be thus computed from the measured properties of the binary. This energy loss can in turn be easily related to the rate of change of the orbital period \( P_b \), using equation (1.81), as
\[
\frac{\dot{P}_b}{P_b} = -\frac{3}{2} \frac{\dot{E}_b}{E_b} .
\]

The rate of change \( \dot{P}_b \) is one of the post-Keplerian parameters of the orbit [9]. These results remain correct when computing the energy loss within a post-Newtonian scheme, without invoking any energy-balance argument [10].

In the case of the Hulse-Taylor binary pulsar, the masses of the pulsar and its companion are found to be
\[ m_p = 1.4414(2) M_\odot \text{ and } m_c = 1.3867(2) M_\odot , \]
and thus the Keplerian semi-major axis is
\[ a \simeq 2.2 \times 10^9 m \simeq 3R_\odot , \]
where \( R_\odot \) is the solar radius. These masses can be computed from the advance rate of the periastron \( \langle \dot{\omega} \rangle \), averaged over one orbital period [10]. From the given masses and the relatively short distance by which they are separated, and from the fact that no eclipse is observed, it is believed that the pulsar’s companion is also a neutron star. This conclusion thus validates a model where the masses are taken to be point particles.

The evolution of the orbital period is then given by the formula [9, 10, 2]
\[
\frac{\dot{P}_b}{P_b} = -\frac{192\pi G^{5/3}}{5e^5} \frac{m_p m_c (m_p + m_c)^{-1/3}}{(1 - e^2)^{7/2}} \left( \frac{P_b}{2\pi} \right)^{-5/3} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) ,
\]
where \( e \simeq 0.61 \) is the eccentricity of the orbit. This is a consequence of equation (1.83). The comparison between this prediction and the actual rate of change of the binary’s orbital period \( \dot{P}_b \) measured is shown in figure 1.1.

More precisely, after taking into account for the relative motion between the Earth and the pulsar due to the Galaxy’s rotation, the ratio between the measured orbital period rate and the prediction of general relativity is [11]
\[
\frac{\dot{P}_b}{P_b} \text{measured} / \dot{P}_b \text{GR} = 1.0013(21) .
\]

This provides a first test of general relativity, and a proof of the emission of gravitational waves by the system. Let us recall that \( \dot{P}_b \) is a function of time, and that this given estimate corresponds to data released in 2004 by Weisberg and Taylor [6].

In general, the remarkable rotational stability of pulsars and the precision of timing models allow one to dig further into the physics of the system [12]. Indeed, even if a given pulsar were a perfectly stable periodic source, the times-of-arrival of its pulses would be modulated by several factors such as the motion of the Earth around the sun, the motion of the solar system in the Galaxy and other peculiar motion effects. Most importantly for us, pulsar timing allows us to measure some general-relativistic effects [12, 13, 14]. More precisely, the
modulations to the time-of-arrival of pulses coming from a pulsar can be decomposed as a sum of effects: the Roemer time delay due to the motion of the Earth in the solar system, the Shapiro time delay due to the effects of the gravitational field on the propagation of light, and the Einstein time delay due to the fact that the measurement concerns proper time instead of coordinate time (see e.g., [2]).

1.6.2 Gravitational wave interferometers

The main idea behind interferometric detectors is to exploit the great accuracy of interferometers at measuring changes of interfering patterns between its arms. Then, as it was pointed out in section 1.3, one can relate the time of flight shift to the amplitude of the gravitational wave $h_{ij}$ through equation (1.42). Although this idea is quite simple, the implementation of it took more than 40 years of preparation and a huge collaboration to realize it in practice.

It can be shown (see [2] for instance), that in order to detect gravitational waves at frequency $f_{gw}$, the optimal length $L$ of a Michelson interferometer is given by

$$L \simeq 750 \text{ km} \left( \frac{100 \text{ Hz}}{f_{gw}} \right). \quad (1.86)$$

In the case of Earth-based detectors such as the Laser Interferometer Gravitational-Wave
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Observatory (LIGO) and the Virgo interferometer, one is therefore forced to implement resonant Fabry-Perot cavities in each arm so as to reach an effective length of a few hundred km out of the 3-4 km of the actual instrument arms. This means that LIGO is optimized to detect signals around 100 Hz, and among possible sources in this frequency band we find stellar mass black hole binaries [15] and neutron star binaries [16], and more broadly stellar mass objects, for instance pulsars [17] and supernovae [18] at low redshift [19]. See [20] for prediction rates of compact binary coalescences. Among the main complexities of the LIGO-Virgo project, we can mention the mechanical stability of the mirrors reflecting the laser beams at each end, the implementation of the Fabry-Perot cavities, the vacuum pipe required for the cavities, and of course the problem of minimizing the noise coming from of a wild variety of sources. See [21] for more details on these technical issues. The general optical layout of the LIGO interferometers is represented in figure 1.2. Given this setup, the actual measured signal corresponds to \( h(t) = D^{ij}h_{ij}(t) \), where \( D^{ij} \) is a tensor characterizing the geometrical features of the detector.

On the 14th of September 2015 at 09:50:45 UTC, the LIGO-Virgo collaboration detected the first black hole binary merger in history [22], being thus the first direct detection both of gravitational waves and of the black holes that produced them. While Virgo was not online yet, both of LIGO’s observatories captured the signal in their data, and the significance of the detection is estimated to 5.1 sigma. The reconstructed waveform \( h(t) \) is shown in figure 1.3, and it corresponds to the coalescence of two black holes of masses \( 36^{+5}_{-4} M_\odot \) and \( 29^{+4}_{-5} M_\odot \), resulting in a final black hole of mass \( 62^{+4}_{-5} M_\odot \), radiating thus an energy equivalent to \( 3^{+0.5}_{-0.5} M_\odot \) [23]. This event being the first detection was remarkable, since at the time it was not widely expected to find black holes with such high masses [23, 24]. Since then, five more events have been found and released within the first two runs O1 and O2 of the LIGO-Virgo collaboration, so that our data for (stellar mass) black hole population as well as for formation models has significantly improved [25, 24]. Furthermore, since 2017 the Virgo interferometer joined LIGO in the search of gravitational wave signals, allowing for the first triple detection of a binary black hole merger (GW170814). The Virgo participation was also essential for the spatial localization of GW170817, leading to the first multi-messenger detection of a

**Figure 1.2** – Scheme of the optical layout for the LIGO interferometers. Figure extracted from [21].
neutron star - neutron star merger \cite{26}. Indeed, an associated Gamma Ray Burst (GRB) was observed by the Fermi Gamma-ray Burst Monitor, just 1.7s after GW170817 \cite{27}. This double detection allowed for further scrutiny in the electromagnetic sector, leading to the discovery of a kilonova and its host galaxy located at $40_{-14}^{+8}$ Mpc distance from us \cite{28}. The nearly coincident time of arrival of the two signals represents a strong constraint on modified theories of gravity. Indeed, this result implies that the gravitational (tensorial) modes propagate at the same speed as the photons, to within 1 part in $10^{15}$.

These detections have been possible thanks to a deep understanding of the nature of the expected signal, as well as of the functioning of the detectors, and more precisely of their noise spectra. If we model the detector signal $s(t)$ as composed by the sum of the gravitational wave signal $h(t)$ and some noise $n(t)$, as

$$s(t) = h(t) + n(t),$$

then the problem consists of distinguishing $h(t)$ from $n(t)$. The noise can be characterized by measuring the spectral noise sensitivity $S_n(f)$ as a function of the frequency $f$, which is shown in figure 1.4. As can be seen from figure 1.4, the detector has a peak of sensitivity around 100 Hz. At lower frequencies, the detector’s performance is limited by seismic and Newtonian noise, while at high frequencies the main limitation comes from the quantum shot noise of the lasers. Thus, the observations below 1-10 Hertz would be difficult for Earth-based detectors even if we could further increase the effective arm-length of the interferometers, as seismic and Newtonian noise will still be there.

The difficulty of gravitational wave detection comes from the fact that we expect to have $n(t) \gtrsim h(t)$, so that we must be able to extract an extraordinarily small strain amplitude, typically of the order of $h \sim 10^{-21}$, from a comparatively large noise background. In this context, digging out the gravitational wave signal requires detailed knowledge of the typical scales of variation of the noise $n(t)$ as well as the expected waveform for $h(t)$. More precisely, in order to extract the signal from the noise one can cross-correlate the output of the detector $s(t)$ with a bank of templates that predicts the form the signal according to the equations of general relativity. This match-filtering procedure \cite{29, 30, 31, 32} has the goal of finding a template with the largest correlation with the output of the detector. The methods employed to produce the templates depend on the particular source that one is aiming to detect \cite{33}. Thus, templates banks \cite{34} can be produced via post-Newtonian theory \cite{35}, numerical relativity (e.g. \cite{36, 37}) or a perturbation theory approach \cite{38} (e.g. the self-force
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Figure 1.4 – The average spectral noise sensitivity of the Advanced LIGO detectors measured in order to determine the significance of GW150914. The curve in red corresponds to Hanford and in blue to Livingston. Figure taken from [23].

formalism [39, 40]).

In the case of a space-based detector such as the Laser Interferometer Space Antenna (LISA), there would be no seismic noise limiting the frequency band from below. Moreover, in space one is allowed to use larger arms, and indeed the project intends to place its satellites at a distance of 2.5 million km, and connecting them by six laser links [41]. The LISA project builds upon the success of the LISA Pathfinder mission [42], and it is expected to be launched around $\sim 2030$ [41]. This would open a new window in the frequency range from $10^{-4}$ Hz up to $10^{-1}$ Hz, corresponding to the heaviest compact objects in the universe. In particular, supermassive black holes ranging from $10^4 - 10^5$ up to $10^7 M_\odot$ are expected to be present at the center of almost every massive galaxy in the local universe [43, 44, 45, 46], and therefore when two galaxies merge we expect their black holes to merge as well [47, 48, 49]. This merging would produce signal in the LISA band [41]. According to their masses they could be visible up to $z \sim 20$ [50], or even larger if they exist. The limitation here is due to astrophysics and not to the instrument. Otherwise said, supermassive black holes are not expected to exist above redshift $z \sim 20$ [50, 51], yet LISA has no intrinsic limitation to detect sources of a larger redshift. Another important source for LISA are galactic binaries, and in particular white dwarf binaries, for which around 10000 of them should be detectable in the galaxy alone [52, 53]. These compact binaries emit a continuous and nearly monochromatic gravitational wave signal. A few of them have already been observed in the electromagnetic band, and could be used as verification binaries [54, 55, 56]. We know that these will be detectable by LISA, but we expect many more to be visible. In fact, some $\sim 10^5$ binaries are expected to be individually resolved by LISA [57, 58]. In addition to these resolvable sources, we also expect to observe a background signal due to those of the white dwarf binaries which will not be resolved by LISA [52, 58].

A third type of source for LISA are extreme mass ratio inspirals (EMRIs) [59]. These are black holes binaries where one of the components is a supermassive black hole of mass of $10^5 - 10^6 M_\odot$ and the other is a stellar massive black hole of a mass of $\sim 10 - 10^2 M_\odot$. 
EMRIs evolve very slowly and they spend a large number of orbital cycles in the LISA band before merger \([60, 61]\), allowing for a great accuracy in the measurements. In fact, beside the standard binary parameters such as the mass and spin of its components, EMRIs could be used to measure higher multipoles of the supermassive black hole allowing thus for tests on deviations of the Kerr metric \([62]\). This provides a test for the no-hair theorem of general relativity, which states that all stationary black hole solutions to the Einstein equations (and the Maxwell equations of electromagnetism) can be completely characterized by their mass and angular momentum (and electric charge, if any) \([63, 64, 65]\). For more details on EMRIs, see e.g. \([40]\).

Finally, with this new gravitational wave observatory one would be able to study the early phases of inspiraling binaries much before their merger, entering the LISA frequency band months or even years before disappearing for a few weeks and reentering in the LIGO frequency band, so that a follow up could be set up between space-based and ground-based detectors \([66]\). More precisely, LIGO-Virgo binaries will spend some time in the LISA band before disappearing and entering the LIGO-Virgo band instead. Using the measurements from LISA one could predict the entry to the LIGO-Virgo band within 10 seconds \([67]\).

More interesting for this work though, is the possibility of constraining the dipole emission from LIGO-Virgo binary black holes through LISA \([68]\). Indeed, most extensions of general relativity, and particularly Lorentz violating gravity, predict the violation of the strong equivalence principle \([69, 70, 10]\). This effect is measured by a new parameter, called the sensitivity \(\sigma\), that depends on the structure of each body as well as of the gravitational theory. The physical explanation of the sensitivity will be explored in further detail in chapter 4. This deviation from the universality of free fall leads to a modification of the flux \(\dot{E}_{GW}\) emitted by Einstein’s quadrupole formula. The gravitational wave flux can be expanded in a post-Newtonian scheme as \([71, 72]\)

\[
\dot{E}_{GW} = \dot{E}_{GR} \left[ 1 + B \left( \frac{v}{c} \right)^{-2} + O(\sigma_1, \sigma_2) + O\left( \frac{v^2}{c^2} \right) \right],
\]

where \(\sigma_1\) and \(\sigma_2\) are the bodies’ sensitivities and \(B \propto (\sigma_1 - \sigma_2)^2\) is a parameter whose precise form can be computed for each given theory. Since the flux modification enters as a \((\frac{v}{c})^{-2}\) correction, i.e. is a -1PN correction, it can actually dominate the flux emission during the early inspiral, provided that the difference \(|\sigma_1 - \sigma_2|\) is sufficiently different from zero. Such an energy loss via a new channel could dramatically reduce the time duration of the inspiral phase, and therefore the arriving time of the binary into the LIGO-Virgo band. Consequently, measuring the gravitational wave flux of binaries allows us to constrain the parameter space of theory under study via the measured bounds on \(B\). Let us remark that, since the sensitivities of stellar objects such as neutron stars and black holes have no reason to be the same, we have that bounds on \(B\) obtained from a binary pulsar system are independent from bounds obtained by a binary black hole system. Otherwise said, this is a test of the strong equivalence principle and the universality of free fall. In this way the stellar mass binary black holes in the range of the current LIGO-Virgo detections, if detected prior to their merger by LISA, can give bounds on \(B\) of the order of \(|B| \lesssim 10^{-8}\) when observed by LISA alone or \(|B| \lesssim 10^{-9} - 10^{-8}\) when observed both by space and ground-based detectors.
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This illustrated in figure 1.5, where the aforementioned sources are displayed in the horizontal axis and different points correspond to different observation modes.

\[ |B| < \sim 10^{-7} \] for the former, and \[ |B| < \sim 10^{-8} \] for the latter.

Let us remark that, in the case of LIGO-Virgo detectors, this strategy would not prove very efficient, as the black hole binaries enter into the detector’s frequency range at a relatively late stage where \( v \sim c \), and thus the bounds on \( B \) are only of the order of \( |B| < 10^{-2} \) [74]. This is reflected in figure 1.6, where we can see that binary black hole mergers (in this case GW150914) are more efficient at testing higher \( v/c \) orders than pulsars, while for lower PN orders it is the binary pulsars that lead to the most stringent constraint [75].
Figure 1.6 – (Left panel) Extracted from figure 6 in [75]. 90% upper bounds on the fractional variations of the PN coefficients with respect to their GR values. In orange squares are the bounds obtained from the single-parameter analysis of GW150914. In blue triangles are the bounds extrapolated exclusively from the measured orbital-period derivative $\dot{P}_b$ of the double pulsar J0737-3039 [76].
2 – Lorentz Symmetry and its violation

This thesis aims to test Lorentz symmetry in gravity, particularly by using gravitational waves from black holes. Naturally then, a brief review on this cornerstone principle of Physics is appropriate.

First, in order to motivate the study of Lorentz symmetry in gravity, we will begin by recalling its origin and definition from special relativity in section 2.1. We will also stress in that section the fundamental role of Lorentz invariance in the Standard Model of Particle Physics. In section 2.2 we will argue that there are two empirical principles laying on the foundations of gravitational theory: the Einstein’s principle of equivalence and the principle of special relativity. There we will describe the components that build up the equivalence principle, making clear the role of Lorentz symmetry as one of its ingredients, and therefore its place on the foundations of gravitational theory. After that we will briefly review the diverse class of experiments giving credit to these ideas. We will conclude this section arguing that, based on these well-tested principles, extensions to general relativity should belong to the class of theories called metric theories of gravity.

Next, following a quick discussion on why we should care about testing Lorentz symmetry in gravity, we will show how Lorentz violations can be introduced respecting empirical foundations and mathematical requirements. More specifically, in sections 2.3 and 2.4 we will break Lorentz invariance by introducing a dynamical time-like vector field in two different metric theories of gravity, Einstein-æther and khronometric theory. We will show how the latter is related to the low-energy limit of a proposal for quantum gravity, namely Hořava-Lifshitz gravity [77, 78]. Before engaging into any analytical work, in section 2.5 we will pause to discuss the current state of the art regarding observational constraints on Lorentz violations for these theories.

We will end this chapter by exploring some general features concerning Lorentz-violating gravity in section 2.6, and in particular regarding black holes in these theories. This last section will lay the foundations for the chapters that follow.
2.1 Lorentz symmetry in non-gravitational physics

The principle of independence of the laws of Nature with respect to the observer’s (uniform) motion represented a milestone in the history of Physics.

In order to explicitly see how Lorentz symmetry arises from this principle, we should start from the beginning of it all: let us introduce the notion of inertial frame. By definition, an inertial frame is a reference frame where the motion of bodies that are not subject to any external force is constant, i.e., they move with constant velocity. It follows then that any reference frame moving with constant speed with respect to an inertial frame will also be an inertial frame itself. Now, experience seems to show (see section 2.2) that Nature does satisfy the relativity principle, which states that the laws of Nature are the same in all inertial frames. This means that the equations describing Nature do not change when we transform spatial and time coordinates by passing from one inertial frame to another.

The first appearance of this principle dates back to Galileo [79], who stated it for the laws of classical mechanics. Galileo’s relativity principle can be stated in a mathematical way, requiring that the laws of mechanics be invariant with respect to a set of coordinate transformations called Galilean transformations. Let us consider an inertial frame \( S \) describing events by the set of coordinates \( \{t, x, y, z\} \), where \( t \) is the time and \( (x, y, z) \) are Euclidean spatial coordinates. Let us also consider another reference frame \( S' \) described by an analogous set of coordinates \( \{t', x', y', z'\} \). Let us suppose that their \( x \) and \( x' \) axes coincide, that \( S' \) is moving with respect to \( S \) with the speed \( v \) along the \( x \) axis, and let’s further suppose that both origins coincide at \( t = t' = 0 \) and that the \( y' \) and \( z' \) axes are parallel to the \( y \) and \( z \) axes, respectively. Then, \( S' \) is an inertial frame as well and the Galilean transformation between them would be given by the equations

\[
\begin{align*}
t' &= t, \\
x' &= x - vt, \\
y' &= y, \\
z' &= z.
\end{align*}
\]

These very simple transformations laws are at the heart of Newtonian mechanics and they are true to high accuracy in the non-relativistic regimes, defined as such that \( v \ll 1 \) (let us recall that we use units such that \( c = 1 \)). Unfortunately though, the laws of electromagnetism were found not to be invariant with respect to these transformations, and in particular Galileo’s relativity principle would imply a dependence of the speed of light with respect to the observer’s reference frame. A possible interpretation was given in terms of a putative “aether medium” where the electromagnetic waves would propagate (which has absolutely nothing to do with the “aether field” to be introduced below). The experiments finding no dependence of the speed of light with respect to the observer’s state of motion, such as Michelson-Morley’s interferometer experiment, were a strong clue towards the modern form of the relativity principle.

The laws of electromagnetism were in fact found to be invariant under another set of transformations, found by Lorentz and Poincaré. Based upon this new invariance, Einstein proposed his theory of special relativity in 1905. It enclosed Newtonian mechanics as a low-speed (non-relativistic) limit, and shed a new light on the electromagnetic interaction as well. Taking
the same definitions for the inertial frames $S$ and $S'$ as above, the relation between their respective coordinates is given now by the Lorentz transformations:

$$
\begin{align*}
ct' &= \gamma (t - vx), \\
x' &= \gamma (x - vt), \\
y' &= y, \\
z' &= z,
\end{align*}
$$

(2.2a, 2.2b, 2.2c, 2.2d)

where we introduced the Lorentz factor between the two frames,

$$
\gamma = \frac{1}{\sqrt{1 - v^2}}.
$$

(2.3)

This transformation is also called a “Lorentz boost” from the inertial frame $S$ to $S'$. Thus, non-gravitational physics is, within experimental accuracy, invariant under these transformations, and the symmetry associated to this invariance is what we refer to Lorentz symmetry. We note that time and space coordinates get mixed by these transformations, breaking down the hypothesis of a “universal time flow” that is implicit in the transformations (2.1). Furthermore, it follows that three-dimensional vectors such as the velocity $v$ are invariant quantities only in the non-relativistic regimes.

Let us remark that, if we consecutively apply two Lorentz boosts $L_1$ and $L_2$ associated respectively to the velocities $v_1$ and $v_2$, one after the other, then the resulting transformation is equivalent to a single Lorentz boost $L_3$ associated to the speed $v_3$, given by their composition $L_3 = L_2 \circ L_1$, but for which $v_3 \neq v_1 + v_2$. That is to say, velocities are no longer added linearly as in the non-relativistic case. Furthermore, the inverse of the transformation boosting $S'$ to $S$ would be simply obtained by replacing $v$ into $-v$ in (2.2). And finally, it is clear that by setting $v$ to zero we obtain the identity transformation. Thus, Lorentz transformations behave as a group (having a composition rule, as well as an inverse and identity transformations), and we can use the tools of group theory to further study Lorentz symmetry.

From the point of view of group theory, if we assume that Lorentz invariance is a fundamental symmetry of Nature, then physics must be described in terms of representations of the Lorentz group. In this context, a major role is played by irreducible representations, and in the case of the Lorentz group, the different types of irreducible representations are classified by none other than their spin [80]. Thus at this stage we can readily appreciate that Lorentz invariance is at the core of all particle physics, and in particular of the Standard Model of particle physics, as the construction of all its fields lies heavily on Lorentz invariance.

We could even go further since, from a field theory perspective [81, 82, 83], it would be enough to start from quantum mechanics and Lorentz symmetry to be led to the conclusion that a massless spin-1 particle (the photon) must couple to conserved charges, whereas a massless spin-2 particle (the graviton) must couple to all sources of energy and momentum with the same strength (satisfying thus the equivalence principle). At any rate, it is manifest that Lorentz invariance plays a major role in theoretical physics and the purpose of this section was to expose this for the matter sector.
2.2 Lorentz symmetry and the equivalence principle

We now turn our attention to gravity. The indisputable starting point here is the equivalence principle, for it lies deep at the heart of gravitational theory.

In its original form, it states that the motion of freely falling objects immersed in an external gravitational field is the same for all bodies, regardless of their internal structure and composition. This statement is also referred to as the Universality of free fall.

One can also reformulate this principle in a more similar way to what Galileo and Newton did, stating that the inertial mass of a body $m_I$, as it enters into Newton’s second law, is the same as (or proportional to) its gravitational mass $m_G$, as it couples to the gravitational field, for instance. Nowadays, this corresponds to what we call the weak equivalence principle (WEP). Thus the ratio $m_I/m_G$ would be a constant independent of the test body’s composition and we simply talk of its “mass”.

In its modern form [84], the Einstein equivalence principle contains the weak equivalence principle as an ingredient, but goes further by stating that both local position invariance (LPI) and local Lorentz invariance (LLI) are also true. Local Lorentz (position) invariance is the statement that the outcome of any non-gravitational experiment is independent of the velocity (position) of the freely-falling frame in which it is performed. Note that while the universality of free fall is a purely mechanical statement, the principles of LPI and LLI are of a much more universal character since they take into account all observable phenomena, save gravitational experiments. Let us remark that, at least in principle, one could conceive the property of local Lorentz invariance of non-gravitational experiments to be independent to the property of Lorentz invariance in gravitational experiments, and the issue of an underlying interdependence will be discussed in 2.2.1. There is wide experimental evidence in favor of the Einstein equivalence principle, coming from various tests of each its three defining statements (WEP, LLI and LPI). First, deviations from the weak equivalence principle have been tightly constrained through Eötvös-type experiments. The main idea behind this sort of experiment is to look for differences in the ratio of inertial and gravitational masses, $m_I/m_G$, for laboratory-sized bodies (i.e., whose gravitational binding energy is negligible) of different composition. Indeed, if the motion of two test bodies immersed in a gravitational field $g$ were to differ, then one could state that their inertial and gravitational masses are no longer equal, and their accelerations $a$ are given by $m_Ia = m_Gg$. Thus, measuring a difference in acceleration corresponds to measuring a difference in gravitational masses. Since the inertial mass $m_I$ of each test body is composed of different forms of mass-energy, such as rest energy, electromagnetic self energy, et cetera, if any of those were to contribute in a different way to the gravitational mass $m_G$, this would result in a different acceleration $a$.

One could conceive a first order correction in the composing mass-energies to the inertial mass expressed as

$$m_G = m_I + \sum A \eta^A E^A,$$

where $E^A$ is the self energy of the body generated by the interaction $A$. The dimensionless parameter $\eta^A$ is called the Eötvös parameter and it measures the strength of the violation of the weak equivalence principle associated to the interaction $A$. Then, if we measure the difference in the acceleration $a_1$, $a_2$ between test bodies of inertial mass $m_1$ and $m_2$, subject
to the same gravitational field, we can get constraints on the Eötvös ratio $\eta$ defined as

$$
\eta \equiv 2 \left| \frac{a_1 - a_2}{a_1 + a_2} \right| = \sum_A \eta^A \left( \frac{E_{1,1}^A}{m_{1,1}} - \frac{E_{2,2}^A}{m_{1,2}} \right) + O \left( \left( \frac{\eta^A E^A}{m_1} \right)^2 \right). \tag{2.5}
$$

Recently, the first MICROSCOPE [85] data has bound the deviations to no more than 1 part in $10^{15}$ for bodies whose gravitational binding energy is small, and new proposals have been put forward to test the weak equivalence principle for quantum-entangled systems [86].

Second, local position invariance has been tested by gravitational redshift experiments, which put bounds on a possible spatial dependence of the gravitational redshift of atomic clocks (see for instance [87]), while local time invariance is tested through measurements of the possible evolution of the fundamental constants of non-gravitational physics (see [10] for more details and examples).

Finally, local Lorentz invariance has been tested by a broad class of experiments, e.g., by tests of time-dilation (e.g., [88]), tests of the independence of the speed of light on the source’s velocity (e.g. [89]), tests of the isotropy of the speed of light (e.g. [90]), and of course the classic Michelson-Morley experiment and its successors [91]. Last but not least, from a particle physics perspective, deviations from Lorentz symmetry arising in the matter sector [92, 93, 94, 95] have been tightly constrained by using the standard model extension [96, 97, 98]. This model-independent formalism has proven very efficient on bounding violations of Lorentz symmetry in the matter sector [93] or in the sector coupling matter to gravity [99].

Actually, it is tempting to conclude that any “complete” physical theory should have theoretical connections between the different statements forming the Einstein equivalence principle, so that they would not be all independent. This is known as “Schiff’s” conjecture. While it might be worked out for a given theory, it is hard, if even possible, to find a compelling mathematical “proof” working for every single gravitational theory. Thus we will not develop this idea further and we mention its existence merely for completeness.

Given this firm empirical data we will not try to challenge Lorentz invariance in any of the previously stated forms, namely for the interactions within matter (given by the Standard Model of particle physics) or between matter and the gravitational field (i.e., the universal coupling of matter to the metric). On the contrary we will embrace the conclusions that follow from the Einstein equivalence principle and assume that there is only one gravitational field, the metric, that couples to matter in an universal way.

Yet there still is ample playground for us if we try to check for Lorentz violations in the gravitational sector, i.e., gravity coupling to itself. We could ask what happens, for instance, when we try to generalize the Einstein equivalence principle to bodies whose gravitational binding energy is not negligible. This idea can be stated as the strong equivalence principle (SEP), and since it is a central concept for the rest of this work we will state it more explicitly.

Thus, in an analogous manner to the previous construction of the Einstein equivalence principle, the strong equivalence principle is composed of three parts: the claim that (1) the principle of free fall is also valid for self-gravitating bodies as well as for test bodies (generalization of WEP), (2) the outcome of any local test experiment is independent of the position
of the freely-falling frame (generalization of local position invariance), and (3) the outcome of any local test experiment is independent of the velocity of the freely-falling frame (generalization of local Lorentz invariance). The mere conception of this principle suggests new paths to explore, for we may want to test whether or not gravity verifies Lorentz invariance as stated in this new stronger way. As we will see later, the strong equivalence principle can prove to be a very useful tool because, on one hand general relativity does satisfy it, while on the other most of modified gravity theories, and particularly Lorentz violating gravity, do not. In the next chapter we will explain how we try to exploit the consequences of this difference.

2.2.1 Percolation from the gravitational sector to the matter sector

While several quantum gravity proposals (string theories with extra-dimensions [100], non-commutative field theory [101] and Hořava gravity [77, 78] for instance) hint towards Lorentz violations appearing in the ultraviolet, i.e., at small scales, it is not completely obvious that we may freely break Lorentz invariance in the gravitational sector without messing things out in the matter sector. Indeed, one could reasonably argue that any gravitational Lorentz violation would percolate into particle physics, and since there are very tight constraints on Lorentz violations in the matter sector, such as those mentioned in sections 2.1 and 2.2, then one would conclude that gravitational Lorentz violations must also be small. There exist counter-examples to this argument, however, and infrared (i.e., at long distances) Lorentz invariance could still be preserved by different mechanisms, even if gravity presents Lorentz violations in the ultraviolet. For instance, it could be protected by supersymmetry [102], or it could be an emergent symmetry appearing at low energies [103, 104] for different reasons, such as a renormalization group flow of the system leading to infrared Lorentz invariance [102, 105], or it could even be an accidental symmetry as suggested by [106]. It has also been proposed that a classically Lorentz invariant matter sector may co-exist with a Lorentz violating gravity sector provided that their interaction is mediated by higher-dimensional operators and is suppressed by a high-energy scale [107]. We therefore conclude that testing Lorentz invariance in the gravitational sector is still a reasonable enterprise since there is an ample spectrum of mechanisms able to control Lorentz violating percolation, despite the stringent constraints from the matter sector.

2.2.2 The Einstein equivalence principle as a tool to construct modified theories of gravitation

Having made the case for the why to study Lorentz violating gravity, now we must stop to discuss how.

To begin with, let us remark that the empirical support for the Einstein equivalence principle (composed of WEP, LPI and LLI) also helps us characterize the sort of theory we can hope to be viable. Indeed, since the Einstein equivalence principle implies that, locally, it is impossible to distinguish between a gravitational force and an accelerating frame, then we are compelled to conclude that the motion of bodies, in the absence of any external force, is solely determined by the spacetime’s structure. This strongly suggests that the only viable (classical) gravitational theories are those satisfying the postulates of metric theories [10], namely:
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— spacetime is endowed with a symmetric metric,
— the trajectories of freely falling test bodies are geodesics of that metric, and finally
— in local freely falling reference frames, the non-gravitational laws of physics are those
written in the language of special relativity.

Among these metric theories, general relativity occupies a very special place. This can
be clearly shown by Lovelock’s theorem [108, 109]: the only second-order Euler-Lagrange
equation obtainable in a four dimensional space from a scalar density of the form $\mathcal{L} = \mathcal{L}(g_{\mu\nu})$
is
$$\alpha \sqrt{-g} \left( R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \right) + \lambda \sqrt{-g} g_{\mu\nu} = 0,$$
(2.6)
where $\alpha$ and $\lambda$ are constants, while $R_{\mu\nu}$ and $R$ are the Ricci tensor and scalar curvature,
respectively. We recognize the Einstein tensor $G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu}$. Note that this gives us
the Einstein’s field equations in empty space with a cosmological constant $\Lambda = \lambda/\alpha$. The
most general scalar density leading to these equations is given by the Lagrangian density
$$\mathcal{L} = \alpha \sqrt{-g} R - 2\lambda \sqrt{-g} + \beta \epsilon^{\mu\nu\rho\sigma} R_{\alpha \beta \mu \nu} R_{\alpha \beta \rho \sigma} + \gamma \sqrt{-g} \left( R^2 - 4R_{\mu \nu} R^{\mu \nu} + R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} \right),$$
(2.7)
where $\beta$ and $\gamma$ are constants. Here $\epsilon^{\mu\nu\rho\sigma}$ is the four dimensional Levi-Civita symbol, defined
such that $\epsilon^{0123}$ is totally anti-symmetric and such that $\epsilon^{0123} = 1$. The third term, proportio-
nal to $\beta$, is called Pontryagin scalar and is a total derivative in any number of dimensions,
while the fourth term, proportional to $\gamma$, is called the Gauss-Bonnet invariant and is a topo-
logical invariant. The Gauss-Bonnet invariant is also a total derivative in the case of a four
dimensional spacetime. These terms are called Lovelock’s invariants and neither of them
contributes to the field equations.

In order to get an insight on the special position of general relativity, let us state explicitly
the hypotheses that lead to this theorem. We have assumed that (1) the metric tensor is the
only field involved in the gravitational action, (2) we work in a four-dimensional space time,
(3) we only accept up to second order derivatives of the metric in the field equations, (4) the
dynamics can be derived from an action principle, and (5) locality.
There is another way to approach this result. Because of diffeomorphism invariance, the
variation of a scalar Lagrangian with respect to the metric $g_{\mu\nu}$ gives a conserved 2-tensor.
However, within a 4-dimensional Riemannian variety, the only conserved symmetric 2-tensor
constructed from the metric and its derivatives is the Einstein tensor $G_{\mu\nu}$. Thus, in the
absence of matter fields, the gravitational dynamics is uniquely determined if we consider
only one gravitational field, the metric, and if we assume diffeomorphism invariance, a four-
dimensional spacetime, derivatives of the metric in the field equations no higher than second
order (this ensures stability), locality, and finally, if we assume that the dynamics are derived
from an action principle.
Lovelock’s theorem implies that if we want to step further from general relativity we need
to break at least one of these assumptions. For the sake of this thesis we will give up the
hypothesis of the metric as unique gravitational field, and consider a new gravitational field
mediating the way in which the matter fields create the metric. As we will see further on,
this new field breaks local Lorentz invariance as generalized to gravitating objects while still
satisfying the Einstein equivalence principle.
Chapter 2. Lorentz Symmetry and its violation

2.3 Khronometric theory

In both Einstein-æther [110] and khronometric theory [111], Lorentz symmetry is violated by introducing a dynamical time-like vector field, the “æther”. Since the æther field defines a preferred time direction at each spacetime event, it immediately follows that boost symmetry, and therefore Lorentz symmetry, is broken. The Einstein equivalence principle is protected by coupling the matter fields only to the metric $g_{\mu\nu}$. The dynamics of the new vector field appears only in the gravitational sector, meaning that in the action it interacts only with the metric. Then its effects on matter only appear as a consequence of its effect on the metric, as required by the Einstein equivalence principle.

In this section we will first introduce khronometric theory as a low-energy limit of Hořava gravity. So let us begin by succinctly characterizing the latter as a proposal for quantum gravity.

The main idea behind Hořava’s theory [77, 78] is to introduce an anisotropy between space and time within the framework of quantum field theory. This anisotropy appears at high energies (i.e., small distances), so that spacetime would be isotropic in the low energy regime. While usual relativistic conformal field theories are compatible with scaling symmetry (implying physical processes with no characteristic length scale), Hořava gravity is constructed so that it will be compatible with Lifshitz scaling with dynamical exponent $z$. Lifshitz scaling is defined as an anisotropic scaling of the time $t$ and space coordinates $x$ given by

$$ t \to \lambda^z t, \quad x \to \lambda x, $$

where $\lambda \in \mathbb{R}$ is a constant and $z$ is the dynamical exponent measuring the anisotropy. Lorentz boosts (2.2) are the transformations

$$ (t, x^i) \to \frac{1}{\sqrt{1-v^2}}(t-v_j x^j, x^i - vt), $$

which together with (2.8) gives

$$ (t, x^i) \to \frac{1}{\sqrt{1-\lambda^2-2zv^2}}(\lambda^z t - \lambda^{2-z}v_j x^j, \lambda x^i - \lambda^z vt), $$

since $v \to \lambda^{1-z}v$. We can see that Lifshitz scaling and Lorentz symmetry are compatible only for $z = 1$. Thus, for $z = 1$ spacetime symmetry can be enhanced to include the Lorentz group, while for any other value of $z$, boost invariance is explicitly broken. Hořava gravity is designed to have a dynamical exponent $z = 3$ in the UV, so that at short distances it describes the interaction of non-relativistic gravitons [77]. The main interest of this gravitational theory is that it becomes power-counting renormalizable in 3+1 dimensions [112]. At long distances, Hořava gravity naturally flows to the relativistic value $z = 1$ [78, 77, 102] leading to emergent infrared Lorentz-invariance.

In order to encode the special role given to time in (2.8), spacetime is viewed as a differentiable manifold of dimension $d = 4$ carrying a new geometric structure. Technically speaking, the additional structure is that of a codimension-one foliation: this means that spacetime can be decomposed into submanifolds, the leaves of the foliation, which are of
dimension $d-1$ and fit together continuously. See, e.g., [113, 114] for a rigorous definition of foliations in a manifold. The leaves of this preferred foliation play the role of hypersurfaces of constant time, therefore it is easier to introduce the theory using the formalism of ADM 3+1 split.

Let us suppose that the spacetime manifold is foliated by three-dimensional space-like hypersurfaces $\Sigma_T$, labeled by some preferred time function $T$, which we call the “khronon”\(^1\). The metric $g_{\mu\nu}$ will induce a spatial metric $\gamma_{\mu\nu}$ on each of the hypersurfaces, which can be expressed as

$$\gamma_{\mu\nu} = g_{\mu\nu} - u_\mu u_\nu ,$$

where $u^\mu$ is a time-like unit vector field orthogonal to the hypersurface. This means that we can express it as being proportional to $\nabla T$. Thus we will have

$$u_\mu = \frac{\partial_\mu T}{\sqrt{g^{\rho\sigma} \partial_\rho T \partial_\sigma T}} \equiv N \nabla_\mu T ,$$

where $N$ is the lapse function. The extrinsic curvature $K_{\mu\nu}$ is defined as half the Lie-derivative of the induced metric $\gamma_{\mu\nu}$, taken orthogonal to the hypersurface, i.e., in the direction of $u$:

$$K_{\mu\nu} = \frac{1}{2} L_u \gamma_{\mu\nu} = \frac{1}{2} u^\rho \nabla_\rho \gamma_{\mu\nu} + \gamma_{\rho(\mu} \nabla_{\nu)} u^\rho .$$

Using a coordinate system adapted to the foliation (i.e., using $T$ as time), the gravitational part of the action of Hořava gravity can be expressed as [78, 111]

$$S_{HL} = \frac{1}{16 \pi G_{HL}} \int dT d^3 x N \sqrt{\gamma} \left( L_2 + \frac{1}{M_*^2} L_4 + \frac{1}{M_*^4} L_6 \right)$$

where $G_{HL}$ is a bare gravitational constant (its relation to the measured value of Newton’s gravitational constant is given below), $\gamma$ is the determinant of the spatial metric $\gamma_{\alpha\beta}$, and $M_*$ is a new mass scale suppressing the Lagrangians $L_4$ and $L_6$, which are of fourth and sixth order in spatial derivatives, respectively, but contain no time derivative [78, 111]. It is the introduction of these higher spatial derivatives in the action that leads to the different scaling of space and time in the UV, leading in turn to a theory that is power-counting renormalizable [112]. The presence of these higher order terms has an important role in the causal structure of the theory, for they allow for higher order dispersion relations. This issue will be discussed further in the section dedicated to black holes in Lorentz violating theories.

The precise form of $L_4$ and $L_6$ is not relevant for this work. In fact, for astrophysical applications, and particularly for the study of (stellar or supermassive) black holes, one can neglect these higher order terms. On the one hand, based on dimensional arguments, the error introduced when neglecting the $L_4$ and $L_6$ Lagrangians on a black hole solution of mass $M$ is of the order $O(G_N^{-2} M^{-2} M_*^{-2}) = O(M_{Planck}^4 / (M_* M)^2)$. On the other hand, the suppressing mass $M_*$ has a broad viable range, and its lowest conceivable value corresponds to a rather weak bound $M_* \gtrsim 10^{-2}$ eV [115, 10]. This lower bound comes from to taking into account the constraints on Lorentz violation only from the gravity sector [10, 115]; any

---

\(^1\) From Greek χρονος, time.
other bound would depend on the details of the percolation of Lorentz gravitational violations into the matter sector, which is poorly understood and model dependent. Taking this lowest bound for \( M_\ast \sim 10^{-2} \text{ eV} \) would mean an error of the order of \( 10^{-18} (10 M_\odot / M) \) or smaller when neglecting the higher order Lagrangians, which is clearly acceptable for black holes in the range of the LIGO/Virgo detectors, as well as for LISA. For completeness, let us also remark that the mass scale \( M_\ast \) is also bound from above so that \( M_\ast \leq 10^{16} \text{ GeV} \) [115]. This bound comes from imposing that the theory remains power-counting normalizable [78, 116, 117, 118] by letting it be perturbative at all scales.

The low-energy Lagrangian \( L_2 \) corresponds precisely to the Lagrangian of khronometric theory and can be expressed as

\[
L_2 = K_{ij} K^{ij} \frac{1 + \lambda}{1 - \beta} K^2 + \frac{1}{1 - \beta} R + \frac{\alpha}{1 - \beta} a_i a^i,
\]

where \( K \equiv \gamma^{ij} K_{ij} \), \( R \) is the scalar curvature associated to the spatial metric, \( a^\mu \equiv u^\nu \nabla_\nu u^\mu \) is the acceleration of the congruence and finally, \( \alpha \), \( \beta \) and \( \lambda \) are coupling constants of the theory. The total action of khronometric theory is thus

\[
S_{kh} = \frac{1}{16\pi G_{\text{HL}}} \int d^4 x \sqrt{-g} \left( R + c_\sigma \sigma_{\mu\nu} \sigma^{\mu\nu} + \frac{1}{3} c_\theta \theta^2 + c_a a_\mu a^\mu \right) + S_{\text{matter}}[g, \Psi].
\]

Here \( S_{\text{matter}} \) is the matter action, where the matter fields \( \Psi \) are minimally coupled to the metric \( g \) (in order to respect the equivalence principle, as a direct coupling would entail test particle motion dependent on gravitational fields other than the metric). This action is invariant under foliation-preserving diffeomorphisms

\[
T \to \tilde{T}(T) \quad \text{and} \quad x^i \to \tilde{x}^i(x, T).
\]

Note that the bare gravitational constant \( G_{\text{HL}} \) can be related to the measured value of Newton’s gravitational constant \( G_N \), as measured locally by Cavendish-like experiments, by [119, 120]

\[
G_N = \frac{G_{\text{HL}}}{(1 - \alpha/2)(1 - \beta)}.
\]

Although the introduction of Hořava gravity relies on an explicit decomposition between time and space coordinates, the theory can still be written covariantly. To illustrate this point we will cast the action of khronometric theory in an explicitly covariant form as

\[
S_{kh} = -\frac{1}{16\pi G_{\text{EA}}} \int d^4 x \sqrt{-g} \left( R + c_\sigma \sigma_{\mu\nu} \sigma^{\mu\nu} + \frac{1}{3} c_\theta \theta^2 + c_a a_\mu a^\mu \right) + S_{\text{matter}}[g, \Psi],
\]

where \( g \) is the metric determinant, the bare gravitational constant is \( G_{\text{EA}} = G_{\text{HL}}/(1 - \beta) \), \( R \) is the scalar curvature associated to the four-dimensional metric, \( c_\sigma = \beta \), \( c_\theta = 3\lambda + \beta \) and \( c_a = \alpha \). We have used the standard decomposition for a congruence \( \nabla u \), where \( \nabla \) is the covariant derivative associated to the metric \( g \), given by

\[
\nabla_\mu u_\nu = \omega_{\mu\nu} + \sigma_{\mu\nu} + \frac{1}{3} \theta \gamma_{\mu\nu} - a_\mu a_\nu,
\]

\[
\omega_{\mu\nu} = \frac{1}{2} \left( \frac{\partial u_\mu}{\partial x_\nu} - \frac{\partial u_\nu}{\partial x_\mu} \right),
\]

\[
\sigma_{\mu\nu} = \frac{1}{2} \left( \frac{\partial u_\mu}{\partial x_\nu} + \frac{\partial u_\nu}{\partial x_\mu} - \frac{\partial u_\nu}{\partial x_\mu} u_\mu - \frac{\partial u_\mu}{\partial x_\nu} u_\nu \right),
\]

\[
\gamma_{\mu\nu} = \frac{1}{2} \left( \eta_{\mu\nu} - \frac{\partial u_\mu}{\partial x_\nu} u_\mu - \frac{\partial u_\nu}{\partial x_\mu} u_\nu \right),
\]

\[
a_\mu = \frac{1}{2} \frac{\partial u_\mu}{\partial x_3},
\]

\[
\theta = \frac{1}{2} \left( \frac{\partial u_3}{\partial x_3} - \frac{\partial u_3}{\partial x_3} u_3 \right),
\]

\[
\lambda = \frac{1}{2} \left( \frac{\partial u_3}{\partial x_3} - \frac{\partial u_3}{\partial x_3} u_3 \right),
\]

\[
\beta = \frac{1}{2} \left( \frac{\partial u_3}{\partial x_3} - \frac{\partial u_3}{\partial x_3} u_3 \right).
\]
where $\theta$ is the expansion of the congruence world lines, $\omega_{\mu\nu}$ is the rotation (vorticity) tensor, and $\sigma_{\mu\nu}$ is the shear tensor. They are given explicitly by

\begin{align}
\theta &\equiv \nabla \cdot \mathbf{u} = \nabla_{\mu} u^{\mu}, \quad (2.21) \\
\omega_{\mu\nu} &\equiv \frac{1}{2} \left( \gamma^{\alpha\nu} \nabla_{\alpha} u_{\mu} - \gamma^{\alpha\mu} \nabla_{\alpha} u_{\nu} \right) = \nabla_{[\mu} u_{\nu]} - a_{[\nu} u_{\mu]}, \quad (2.22) \\
\sigma_{\mu\nu} &\equiv \frac{1}{2} \left( \gamma^{\alpha\nu} \nabla_{\alpha} u_{\mu} + \gamma^{\alpha\mu} \nabla_{\alpha} u_{\nu} \right) + \frac{1}{3} \theta \gamma_{\mu\nu} = \nabla_{(\mu} u_{\nu)} - a_{(\nu} u_{\mu)} + \frac{1}{3} \theta \gamma_{\mu\nu}, \quad (2.23)
\end{align}

Note that the æther’s vorticity $\omega_{\mu\nu}$ is identically zero since $\mathbf{u}$ is a hypersurface orthogonal field, as can be easily verified from its definition.

As we will soon see, this covariant representation of khronometric theory can be easily linked to Einstein-æther theory (see equation (2.32) below), and we want to exploit this similarity to derive the field equations of both theories in a similar fashion. Therefore we will reserve a detailed derivation of the field equations from the action to section 2.4, and we will simply give the resulting equations for khronometric theory to conclude this section.

The field equations of khronometric theory are obtained by varying the action (2.19) with respect to the metric and the khronon $T$. After variation of the action $S_{kh}$, we get a tensor equation generalizing the Einstein field equations, and a vector equation (the “khronon equation”) given by

\begin{align}
E_{\mu\nu} &= 0, \\
\nabla_{\mu} \left( \frac{\mathcal{E}_{\mu}}{\|\nabla T\|} \right) &= 0.
\end{align}

where $\|\nabla T\| \equiv \sqrt{g^{\rho\sigma} \nabla_{\rho} T \nabla_{\sigma} T}$. We refer to Appendix 2.A for more details on the derivation of the field equations. The tensors $E_{\mu\nu}$ and $\mathcal{E}_{\mu}$ are defined as follows:

\begin{equation}
E_{\mu\nu} \equiv G_{\mu\nu} - T_{\mu\nu}^{kh} - 8\pi G_{EA} T_{\mu\nu}^{\text{matter}},
\end{equation}

where

\begin{equation}
T_{\mu\nu}^{\text{matter}} = -\frac{2}{\sqrt{-g}} \frac{\delta S_{\text{matter}}}{\delta g_{\mu\nu}},
\end{equation}

is the matter stress-energy tensor, and

\begin{equation}
\mathcal{E}_{\mu} \equiv \gamma_{\mu\rho} \left( \nabla_{\rho} J^{\rho\nu} - \alpha a_{\rho} \nabla^{\nu} u^{\rho} \right) = 0,
\end{equation}

where we introduced $J^{\rho\mu} \equiv \lambda \theta \delta^{\rho\mu} + \beta \nabla_{\mu} u^{\rho} + \alpha a_{\mu} u^{\rho}$. In (2.26) the khronon stress-energy tensor is given by

\begin{equation}
T_{\mu\nu}^{kh} \equiv \nabla_{\rho} \left[ J_{(\mu} u_{\nu)} - J^{\rho}_{(\mu} u_{\nu)} - J_{(\mu(\nu)} u^{\rho)} \right] + \left[ u_{\sigma} \nabla_{\rho} J^{\rho\sigma} - \alpha a^{2} \right] u_{\mu} u_{\nu} \\
+ \alpha a_{\mu} a_{\nu} + \frac{1}{2} \left( \lambda \theta^{2} + \beta \nabla_{\mu} u^{\rho} \nabla_{\nu} u^{\mu} + \alpha a^{2} \right) g_{\mu\nu} + 2\mathcal{E}_{(\mu} u_{\nu)}.
\end{equation}

Moreover, in the same way in which diffeomorphism invariance implies the Bianchi identities in general relativity, we can derive an equivalent set of identities for khronometric theory. The result is the following generalized Bianchi identity:

\begin{equation}
\nabla_{\mu} E^{\mu\nu} = \kappa u^{\nu},
\end{equation}
where $\kappa$ is as

$$\kappa \equiv -\frac{1}{2} \frac{\|\nabla T\|}{\nabla_\mu} \left( \frac{\mathcal{A}_\mu}{\|\nabla T\|} \right).$$

(2.31)

We refer to Appendix 2.B for a derivation of this new result. It can be shown [120] that the khronon equation is a consequence of the Einstein equation and the Bianchi identity, so that it is not in fact an independent equation in khronometric theory. This is an important result and will be exploited later when solving the field equations.

### 2.4 Einstein-æther theory

From the previous action (2.19) we are naturally lead to Einstein-æther’s action by allowing the æther field to be non-hypersurface orthogonal. This means that we can now introduce a new term proportional to the vorticity $\omega_{\mu\nu}$, so that the action becomes

$$S_{EA} = -\frac{1}{16\pi G_{EA}} \int d^4 x \sqrt{-g} \left( R + c_\theta \sigma_{\mu\nu} \sigma^{\mu\nu} + c_\omega \omega_{\mu\nu} \omega^{\mu\nu} + \frac{1}{3} c_\theta \theta^2 + c_a a_\mu a^\mu + \lambda (g^{\mu\nu} u_\mu u_\nu - 1) \right)$$

+ $S_{\text{matter}}[g, \Psi].$

(2.32)

Note that in order to keep the unit norm for the æther vector $u$ we introduced a Lagrange multiplier $\lambda$ reinforcing this condition. Actually, the gravitational part is more commonly expressed as [121, 122, 120]

$$S = -\frac{1}{16\pi G_{EA}} \int \left( R + M_{\mu\nu}^{\alpha\beta} \nabla_\alpha u^\mu \nabla_\beta u^\nu + \lambda (g^{\mu\nu} u_\mu u_\nu - 1) \right) \sqrt{-g} d^4 x,$$

where $g$ is the metric determinant, $R$ is the Ricci scalar and

$$M_{\mu\nu}^{\alpha\beta} = c_1 g^{\alpha\beta} g_{\mu\nu} + c_2 \delta_\alpha^\alpha \delta_\beta^\beta + c_3 \delta_\beta^\beta \delta_\alpha^\alpha + c_4 u^\alpha u^\beta g_{\mu\nu}.$$ (2.34)

This is the most generic action that is diffeomorphism-invariant and quadratic in the derivatives of the æther field $u$.

The new coupling constants $c_1$, $c_2$, $c_3$ and $c_4$, which define the parameter space of the theory, are related to the old coefficients of (2.32) by the relations

$$c_\theta = 3c_2 + c_1 + c_3,$$ (2.35)

$$c_a = c_1 + c_4,$$ (2.36)

$$c_\sigma = c_1 + c_3,$$ (2.37)

$$c_\omega = c_1 - c_3.$$ (2.38)

Thus the total action of Einstein-æther theory is given by

$$S_{EA} = -\frac{1}{16\pi G_{EA}} \int \left( R + L_{EA} + \lambda (g_{\mu\nu} u^\mu u^\nu - 1) \right) \sqrt{-g} d^4 x + S_{\text{matter}}[g, \Psi],$$

where we introduced the notation

$$L_{EA} = M_{\mu\nu}^{\alpha\beta} \nabla_\alpha u^\mu \nabla_\beta u^\nu,$$ (2.40)
Variation of the action can now be performed with respect to the metric $g_{\mu\nu}$, the æther field $u^\mu$ and the Lagrange multiplier $\lambda$, leading to the Euler-Lagrange equations

$$G_{\mu\nu} + \frac{\delta L_{EA}}{\delta g_{\mu\nu}} - \frac{1}{2} L_{EA} g_{\mu\nu} - \lambda u_\mu u_\nu - 8\pi G_{EA} T_{\mu\nu}^{\text{matter}} = 0,$$

$$\frac{\delta L_{EA}}{\delta u^\mu} + 2\lambda u_\mu = 0,$$

$$g_{\mu\nu} u^\mu u^\nu - 1 = 0,$$

where $G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu}$ is the Einstein tensor and

$$T_{\mu\nu}^{\text{matter}} = \frac{-2}{\sqrt{-g}} \frac{\delta S_{\text{matter}}}{\delta g_{\mu\nu}},$$

is the matter stress-energy tensor. Notice that the Lagrange multiplier can be computed from the vector equation after contraction with $u_\mu$, by using the unit norm equation (2.41c). Thus it is manifest that

$$\lambda = -\frac{1}{2} u^\mu \frac{\delta L_{EA}}{\delta u^\mu},$$

and we can plug this value both in the tensor equation (2.41a) and in the vector equation (2.41b). The former leads to a set of modified Einstein field equations

$$E_{\mu\nu} \equiv G_{\mu\nu} - T_{\mu\nu}^{EA} - 8\pi G_{EA} T_{\mu\nu}^{\text{matter}} = 0,$$

while the latter yields the æther equations

$$\mathcal{A}_\mu \equiv \left( \nabla_\alpha J^{\alpha\mu} - c_4 a_\alpha \nabla^\nu u^\alpha \right) (g_{\mu\nu} - u_\mu u_\nu) = 0,$$

where we introduced $J^{\alpha\mu} \equiv M^{\alpha\beta}_{\mu\nu} \nabla_\beta u^\nu$. In fact, the vector $\mathcal{A}_\mu$ is related to the variations in (2.41b) by

$$\mathcal{A}_\mu = -\frac{1}{2} \left[ \frac{\delta L_{EA}}{\delta u^\mu} - \left( u^\rho \frac{\delta L_{EA}}{\delta u^\rho} \right) u_\mu \right] - \frac{1}{2} g_{\mu\nu} - u_\mu u_\nu \right) \frac{\delta L_{EA}}{\delta u^\nu},$$

meaning that the term proportional to $\delta u^\mu$ in the variation of the action (2.39) is $-2 \mathcal{A}_\mu \delta u^\mu$.

Explicit computation leads to the æther stress-energy tensor as

$$T_{\mu\nu}^{EA} \equiv \nabla_\alpha \left[ J^{\alpha\mu}_{(\mu\nu)} - J^{\alpha\mu}_{(\mu\nu)} - J^{\alpha\mu}_{(\mu\nu)} + c_1 \left( \nabla_\alpha u_\mu \right) \left( \nabla^\nu u^\alpha \right) - \left( \nabla_\mu u_\alpha \right) \left( \nabla^\nu u^\alpha \right) \right]$$

$$+ \left[ u_\beta \nabla_\alpha J^{\alpha\beta} - c_4 a_\alpha \nabla^\nu u^\alpha \right] + c_4 a_\mu a_\nu + \frac{1}{2} M^{\alpha\beta}_{\mu\nu} \nabla_\alpha u^\beta \nabla_\sigma u^\sigma g_{\mu\nu}.$$

These are precisely the same quantities that we introduced in section 2.3, equations (2.24), (2.25), (2.26) and (2.28) in order to express the field equations for khronometric theory, expressed in terms of the coupling constants of Einstein-æther theory. In fact, expressing the khronometric action as

$$S_{\text{kh}} = -\frac{1}{16\pi G_{EA}} \int (R + L_{EA}) \sqrt{-g} \, d^4 x + S_{\text{matter}}[g, \Psi],$$

2.4 Einstein-æther theory
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we can perform variation with respect to $T$ instead of $u$, using the definition (2.12) to express $\delta u^\mu$ as

$$
\delta u^\mu = \left( g^{\mu\nu} - u^\mu u^\nu \right) \frac{\partial \delta T}{\partial \parallel \nabla T \parallel} - \frac{1}{2} u^\mu u_\rho u_\sigma \delta g^{\rho\sigma}.
$$

(2.49)

This allows us to express the variations as

$$
\delta S_{kh} = -\frac{1}{16\pi G_{EA}} \int \left( E_{\mu\nu} + 2 \mathcal{E}_{(\mu} u_{\nu)} \right) \delta g^{\mu\nu} + 2 \nabla_{\nu} \left( \frac{\mathcal{E}^{\nu}}{\parallel \nabla T \parallel} \right) \delta T \sqrt{-g} \, d^4x + S_{\text{matter}}[g, \Psi],
$$

(2.50)

which leads to the khronometric equations as stated in (2.24) and (2.25), once we identify $T_{\mu\nu}$ with $T^{kh} - 2 \mathcal{E}_{(\mu} u_{\nu)}$.

Let us remark that not all the terms of $L_{EA}$ are independent in khronometric theory, because the parameter space of khronometric theory is a three a dimensional one. Indeed, as long as we restrict our attention to orthogonal solutions, any multiple of the vorticity

$$
\omega_{\mu\nu} \omega^{\mu\nu} = \frac{1}{2} \left( \nabla_{\mu} u_{\nu} \nabla^{\mu} u^{\nu} - \nabla_{\mu} u_{\nu} \nabla^{\nu} u^{\mu} - a^2 \right),
$$

(2.51)

can be added to the action (2.39) with impunity. For instance, we could absorb $c_1$ by adding a term $-2c_1 \omega_{\mu\nu} \omega^{\mu\nu}$, leading to the new coefficients $c'_1 = 0$, $c'_2 = c_2$, $c'_3 = c_1 + c_3$ and $c'_4 = c_1 + c_4$. In general, we can relate the coefficients $\alpha$, $\beta$ and $\lambda$ via the mapping

$$
\lambda = c_2, \quad \beta = c_1 + c_3, \quad \alpha = c_1 + c_4.
$$

(2.52)

Note that any hypersurface-orthogonal solution to the Einstein-æther equations is also a solution to khronometric theory, though the converse does not always hold. That is, if we find a solution to the equations

$$
E_{\mu\nu} = 0, \\
\mathcal{E}_{\mu} = 0,
$$

(2.53)

where $u$ is an hypersurface-orthogonal field, then it follows that there exists a khronon field $T$ such that $u = \nabla T / \parallel \nabla T \parallel$, and such that the equations

$$
E_{\mu\nu} - 2 \mathcal{E}_{(\mu} u_{\nu)} = 0, \\
\nabla_{\mu} \left( \frac{\mathcal{E}_{\mu}}{\parallel \nabla T \parallel} \right) = 0,
$$

(2.54)

are satisfied. However, a khronometric solution to the field equations (2.54) does not necessarily satisfy (2.53), since it is not guaranteed that $\mathcal{E}_{\mu} = 0$.

Since we still have general covariance in these theories, we can make use of infinitesimal gauge transformations in order to show that solutions must also satisfy a modified set of Bianchi identities in the same way as in general relativity. Indeed, if we make an infinitesimal change of coordinates given by a 4-vector $\epsilon^\mu$, the action (2.39) will change as

$$
\delta_\epsilon S_{EA} = -\frac{1}{16\pi G_{EA}} \int \left( E_{\mu\nu} \mathcal{L}_\epsilon g^{\mu\nu} - 2 \mathcal{E}_{\mu} \mathcal{L}_\epsilon u^\mu \right) \sqrt{-g} \, d^4x,
$$

(2.55)
where $\mathcal{L}_\epsilon$ is the Lie derivative with respect to the vector $\epsilon^\mu$. After inserting the given Lie derivatives

$$
\mathcal{L}_\epsilon g^{\mu\nu} = -2\nabla^{(\mu}\epsilon^{\nu)},
\mathcal{L}_\epsilon u^\mu = \epsilon^\rho \nabla_\rho u^\mu - u^\rho \nabla_\rho \epsilon^\mu,
$$

we can proceed to integration by parts in order to obtain the relation

$$
\nabla_\mu (E^{\mu\nu} - u^\mu \mathcal{E}^{\nu}) = \mathcal{E}_\mu \nabla_\nu u^\mu,
$$

which is a generalization of the standard Bianchi identity $\nabla_\mu G^{\mu\nu} = 0$ for the case of Einstein-æther theory. It can be easily seen that we do indeed recover the standard GR relation in the limit where the $c_i$ go to zero.

In the case of khronometric theory, the action (2.50) will transform under an infinitesimal change of coordinates as

$$
\delta_\epsilon S_{kh} = -\frac{1}{16\pi G_{EA}} \int \left[ E_{\mu\nu} \mathcal{L}_\epsilon g^{\mu\nu} + 2\nabla_\nu \left( \begin{array}{c} \mathcal{E}^\nu \\ \parallel \nabla T \parallel \end{array} \right) \mathcal{L}_\epsilon T \right] \sqrt{-g} \, d^4x,
$$

where the Lie derivative of $T$ is $\mathcal{L}_\epsilon T = \epsilon^\nu \nabla_\nu T$. After integration by parts, this leads to the Bianchi identity for khronometric theory, equation (2.31).

At this stage, we can argue that the Einstein equations together with the Bianchi identities imply the khronon equation (2.25). Indeed, the change in the action (2.58) can be rewritten as

$$
\delta_\epsilon S_{kh} = \int \left[ \left( \frac{\delta S}{\delta g} \right) \mathcal{L}_\epsilon g + \left( \frac{\delta S}{\delta \mathcal{E}} \right) \mathcal{L}_\epsilon \mathcal{E} + \left( \frac{\delta S}{\delta T} \right) \mathcal{L}_\epsilon T \right],
$$

and let us suppose that the Einstein equation is satisfied, so that $\delta S/\delta g = 0$, and let us further suppose that the matter field equations are also satisfied, i.e, $\delta S/\delta \mathcal{E} = 0$. On the one hand, since the total variation $\delta_\epsilon S_{kh}$ must vanish, we obtain the following identity

$$
\int \left( \frac{\delta S}{\delta T} \right) \mathcal{L}_\epsilon T = 0,
$$

which must hold for every vector $\epsilon^\mu$ defining the coordinate transformation. On the other hand, since $T$ defines the time foliation the derivative $\mathcal{L}_\epsilon T$ cannot vanish, and furthermore can be varied at will by choosing different vector fields $\epsilon^\mu$. We therefore conclude that $\delta S/\delta T$ must vanish, that is, the khronon equation is satisfied.

### 2.5 Experimental constraints

In this section we will review the current observational constraints on Lorentz violating gravity, and particularly khronometric and Einstein-æther theory. Let us stress that the weak equivalence principle is verified in both Einstein-æther and khronometric theory due to the universal coupling of the metric to the matter fields. Since the æther field does not couple directly to matter, its effects on it must only come as a residual of its coupling with the gravitational field. Therefore we expect these effects to occur only in curved spacetime, while being small within nearly flat spacetimes. As mentioned in section 2.2.1, however, there still could be some measurable effects due to Lorentz violation in gravity, allowing us to reduced the parameter space for these theories. These constraints are varied, and we will present them in the following.
2.5.1 Stability and consistency requirements

First, from a theoretical point of view we would like to have stable propagating modes with positive energy in flat spacetime. Indeed, it has been shown [123, 124] that, besides the standard spin-2 mode for metric perturbations, gravitational perturbations propagate via spin-0 modes for both Einstein-æther and khronometric theory, and also via spin-1 modes for Einstein-æther. Also, we will require their propagation speed to be greater than the speed of light for otherwise they would decay in a detectable Cherenkov-like emission. That is, in the same way as a charged particle emits radiation while traveling faster than the speed of light in a given medium, high energy cosmic rays should decay into the new propagation channels while traveling faster than the gravitational modes [125, 126]. Since this Cherenkov like emission is not observed within high energy cosmic rays, one can give lower bounds to the speed of gravitational wave modes. Denoting the squared speed of the spin-i propagation mode as \( s_i^2 \) we have for Einstein-æther theory that [123]

\[
\begin{align*}
  s_0^2 &= \frac{(2 - c_{14})c_{123}}{c_{14}[2(1 + c_2)^2 - c_{123}(1 + c_2 + c_{123})]} , \\
  s_1^2 &= \frac{c_1 - \frac{1}{2}c_1^2 + \frac{1}{2}c_3^2}{(1 - c_{13})c_{14}} , \\
  s_2^2 &= \frac{1}{1 - c_{13}} ,
\end{align*}
\]

(2.61)

where \( c_{ij} \) and \( c_{ijk} \) are shorthands for \( c_i + c_j \) and \( c_i + c_j + c_k \), respectively, and for khronometric theory we have

\[
\begin{align*}
  s_0^2 &= \frac{(\alpha - 2)(\beta + \lambda)}{\alpha(\beta - 1)(2 + \beta + \lambda)} , \\
  s_2^2 &= \frac{1}{1 - \beta} ,
\end{align*}
\]

(2.62)

which actually coincides with (2.61a) and (2.61c).

The stability of the propagation modes together with the no-Cherenkov condition impose in khronometric theory [126, 127, 115]

\[
\begin{align*}
  0 < \beta < 1/3, \quad &\lambda > \frac{\beta(\beta + 1)}{1 - 3\beta} , \\
  0 < \beta < 1/3, \quad &\lambda < -\frac{2 + \beta}{3} , \\
  1/3 < \beta < 1, \quad &\frac{\beta(\beta + 1)}{1 - 3\beta} < \lambda < -\frac{2 + \beta}{3} .
\end{align*}
\]

(2.63)

while for Einstein-æther we have the bounds [126, 123]

\[
\begin{align*}
  0 \leq c_+ \leq 1, \quad 0 \leq c_- \leq \frac{c_+}{3(1 - c_+)} ,
\end{align*}
\]

(2.64)

where \( c_\pm \equiv c_1 \pm c_3 \).
2.5 Experimental constraints

2.5.2 Multi-messenger astronomy

The most stringent constraint comes from the recent simultaneous detection of a binary neutron star merger and the associated gamma ray burst (GRB) [28]. In fact, the propagation speed \( s_2 \) of the tensor mode, i.e., gravitational waves, cannot differ from the speed of light \( c \) (which we set to 1) by more than one part in \( 10^{15} \). Yet this speed is found to depend on the values of the theories’ parameters. For khronometric theory we have [124] \( s_2^2 = 1/(1 - \beta) \) (not the Lorentz boost), so this implies a very tight bound on \( \beta \) given by

\[
|1/s_2^2 - 1| = |\beta| \lesssim 10^{-15}
\]  

(2.65)

In the case of Einstein-æther, the ratio between the speed of light and the tensor mode’s squared speed is given by [123]

\[
|c^2/c_2^2 - 1| = |c_1 + c_3| \lesssim 10^{-15},
\]  

(2.66)

which corresponds precisely to the same constraint from khronometric theory since \( \beta = c_1 + c_3 \).

2.5.3 Solar system and the weak-field regime

Third, in the weak-regime and small velocity limit, both khronometric and Einstein-æther theory reduce to Newtonian gravity [119], with Newton’s gravitational constant \( G_N \) being related to the bare gravitational constant by

\[
G_N = \frac{G_{EA}}{1 - \frac{\alpha_1}{2}} = \frac{G_{HL}}{(1 - \alpha/2)(1 - \beta)},
\]  

(2.67)

where, again, \( c_{ij} \) stands for \( c_i + c_j \). Corrections to Newtonian gravity are described by the post-Newtonian formalism. Thus, Solar system tests allow one to constrain the parameter space of the theory via its parametrized post-Newtonian parameters. Only two PPN parameters, \( \alpha_1 \) and \( \alpha_2 \), are non-zero in Einstein-æther and khronometric theory, in contrast with general relativity. They correspond to preferred frame effects and in GR they are both exactly zero. Current constraints bound them to remain very small, \( \alpha_1 \lesssim 10^{-4} \) and \( \alpha_2 \lesssim 10^{-7} \) [10]. In both khronometric and Einstein-æther theory these observations can be used to shrink the parameter space to a two-dimensional space. On the one hand, for khronometric theory we have [124]

\[
\alpha_1 = 4 - \frac{\alpha - 2\beta}{\beta - 1} = -4\alpha,
\]  

(2.68)

\[
\alpha_2 = \frac{\alpha_1}{8 + \alpha_1} \left[ 1 + \frac{\alpha_1(1 + \beta + 2\lambda)}{4(\beta + \lambda)} \right] = \frac{\alpha}{\alpha - 2} \left[ 1 - \frac{\alpha_1 + 2\lambda}{\lambda} \right],
\]  

(2.69)

where we used the multi-messenger constraint (2.65) to simplify each expression. Solar system bounds are thus given by

\[
\frac{4|\alpha|}{\alpha - 2} \left| 1 - \frac{\alpha_1 + 2\lambda}{\lambda} \right| \lesssim 10^{-7}.
\]  

(2.70)
These constraints are satisfied if we set $|\alpha| \lesssim 10^{-7}$, in which case $\lambda$ must only satisfy the rather curious bound from below $|\lambda| \gtrsim 10^{-7}$, but is left completely unbound from above. Let us remark that, if we were not to use the multi-messenger constraint to set $\beta = 0$, solar system bounds can be satisfied by the simple condition

$$|\alpha| = 4 \left| \frac{\alpha - 2\beta}{\beta - 1} \right| \leq 10^{-6} \left[ 1 + \frac{\alpha_1(1 + \beta + 2\lambda)}{4(\beta + \lambda)} \right]^{-1},$$

(2.71)

which constraints $\alpha$ but leaves unconstrained the other couple parameters $\beta$ and $\lambda$. For this reason, in practice we will choose to work setting $\alpha = 2\beta$ all throughout this work and consider only the space allowed for $\beta$ and $\lambda$, before setting $\beta$ to zero. Similarly, for Einstein-æther theory we could expand the theory using $\alpha_1$ and $\alpha_2$ as dimensionless small numbers. One then finds that $[122, 121]

$$c_2 = \frac{c_3^2 - c_1 c_3 - 2c_1^2}{3c_1} = 0,$$

(2.72)

$$c_4 = -\frac{c_2^2}{c_1} = -c_1,$$

(2.73)

to leading order in $\alpha_1$ and $\alpha_2$, where we used again the results from the previous section. This leaves the parameter space of Einstein-æther depending only on one parameter, $c_1$.

### 2.5.4 Cosmology

For khronometric theory, the Friedmann equation takes the same form as in general relativity but with a gravitational constant $G_C$ related to $G_N$ as $[128]

$$\frac{G_N}{G_C} = \frac{2 + \beta + 3\lambda}{2 - \alpha},$$

(2.74)

to leading order in $\alpha_1$ $[129, 130]$. This means that the Universe expands with an effectively rescaled Newton’s constant, leading to a decrease of the expansion rate of the Universe, independently of the matter content. Consequently, the change in the rate of cosmic expansion leads to a modification of the production of primordial elements during Big Bang Nucleosynthesis (BBN). However, from cosmology, and particularly from the agreement between the metal abundances predicted by BBN and observations, we get a bound on the difference between the cosmological gravitational constant $G_C$ and Newton’s gravitational constant $G_N$ given by $|G_C/G_N - 1| \leq 1/8$ $[119]$. Once combined with the Cherenkov/stability constraints these bounds reduce the viable parameter space to a narrow strip near the $\lambda$ axis $[129]$ (i.e., for $\alpha = \beta = 0$).

In the case of Einstein-æther theory, once we take into account the solar system constraints it turns out that the ratio $G_N \approx G_C$ up to terms of order $O(10^{-4})$, which means that cosmological observations (and more particularly the BBN) do not reduce significantly the viable parameter space of the theory. This was worked out in $[122, 130]$.

### 2.5.5 Binary pulsars and the strong-field regime

Finally, binary pulsars can also be used to put on constraints to the parameter space of Lorentz violating theories. On the one hand, one could try to reduce the parameter space in
an analogous manner to the previous section, using the strong-field counterparts of the PPN parameters $\alpha_1$ and $\alpha_2$. As we mentioned above, deviations from the PPN parameters within the weak-regime allow us to constrain the parameters of the theory. Similarly, their strong-regime counterparts are also constrained through binary and isolated pulsar observations. Denoting them by the use of an overhead hat we have $|\hat{\alpha}_1| \lesssim 10^{-5}$ and $|\hat{\alpha}_2| \lesssim 10^{-9}$ [131, 132].

On the other hand, as it will be further explained in the next chapter, Lorentz violation generically leads to a violation of the universality of free fall, and in turn, with this change in the dynamics there is a generic emission of dipole gravitational radiation which can be measured (cf. section 1.6.2). This effect is encoded in a set of parameters called the sensitivities, which will be properly discussed in the next chapter. However, observations of binary pulsars and their period decay rate is in agreement to GR’s prediction within observational uncertainties (cf. section 1.6.1), and one can therefore put constraints into the parameter space [129]. The constraints coming from dipolar radiation in binary pulsars are much stronger than those coming from the strong field PPN parameters, as illustrated in figures 7 and 8 of [129]. One could summarize these bounds by stating that the couplings cannot be much larger than a few percent, that is, $|c_i| \lesssim 10^{-2}$ in general, save for $\lambda$ that has a weaker bound $\lambda \lesssim 0.1$.

### 2.6 Black holes in Lorentz Violating gravity

The notion of a black hole relies on the causal structure of special relativity, which in turn relies on Lorentz symmetry. Indeed, the main feature defining a black hole is its event horizon. Moreover, the specificity of the even horizon is that it defines a causal boundary separating the inner region from the exterior of the black hole. Now, this possibility exists in general relativity because signals are confined to propagate within future-directed light cones, and this in turn is due to the Lorentzian causal structure of the theory.

Once we give up Lorentz symmetry however, the very notion of an event horizon becomes subtle. As we will soon discuss, this will result in the appearance of “new horizons” to be taken into account. These horizons will be defined with respect to new degrees of freedom introduced by Lorentz violation in the gravity sector. As discussed in section 2.5.1, besides the standard metric spin-2 mode there are spin-1 and spin-0 gravity modes which propagate at superluminal speeds (in order to avoid Cherenkov radiation, cf. section 2.5.1), meaning that the surface trapping them is inside the metric horizon.

In this section we will discuss these new features as they were known before this thesis and more specifically we will focus on static and spherically symmetric black holes in Einstein-æther theory and khronometric theory. Thus we will revise some previous results, following particularly [133], while at the same time introducing the notation to be used in the next chapter.

Let us first recall that, as it follows from the field equations (2.24), (2.25) and (2.44), (2.45), any hypersurface-orthogonal solution to Einstein-æther equations is also a khronometric solution, though the converse is not necessarily true. In particular, static spherically symmetric solutions, such as a spherically symmetric static black hole [133], are the same in both theories and we can extend the results obtained within one theory to the other. This result is not completely obvious and in fact it will no longer be true neither for a rotating
black hole [134, 135], nor for a moving black hole. Thus, in this section we will formulate the equations describing static spherically symmetric black holes within khronometric theory, bearing in mind that these results are trivially transposed to Einstein-æther theory due to spherical symmetry. Furthermore, we will make use of the fact that in khronometric theory the æther equation is a consequence of the modified Einstein equation and the Bianchi identities in order to get rid of it.

As mentioned before, a first crucial result concerns the existence of new “horizons” besides the standard matter/light horizon. Indeed, as mentioned in section 2.5.1, gravitational perturbations in both Einstein-æther and khronometric theory exhibits a spin-0 modes and in Einstein-æther there also exists a spin-1 mode of propagation besides the standard spin-2 mode for metric perturbations [123, 124]. These new modes have different speeds (larger than the speed of light, so that there is no matter Cherenkov radiation) each defining thus a new notion of “horizon” with respect to them. These horizons correspond to null surfaces for the effective metric

$$g_{\alpha\beta}^{(i)} = g_{\alpha\beta} + (s_i^2 - 1)u_\alpha u_\beta,$$  \hspace{1cm} (2.75)

where $s_i$ is the propagation speed of the spin-$i$ mode. Note that the spin-1 horizon should play no physical role in the static spherically symmetric case, since it is not a propagating mode in khronometric theory and this solution coincides with Einstein-æther’s solution (this is in agreement with symmetry considerations as well).

Furthermore, as one gives up Lorentz Invariance there is in principle no reason to restrain dispersion relations only to linear relations. Thus, let us consider higher-order dispersion relations such as

$$\omega^2 = k^2 + ak^4 + bk^6,$$  \hspace{1cm} (2.76)

where $\omega$ is the angular frequency, $k$ is the wave number and $a$ and $b$ are constants with the appropriate dimensions. The new powers are suggested by the form of the action of Hořava gravity (equation (2.14)), and there could be even higher powers of $k$ involved. This would lead to arbitrarily high speeds of propagation in the UV, which could in principle escape any of the aforementioned horizons. It has been found however, that there exists an innermost surface inside which the æther flow forces all motion to fall to the center, regardless of its propagation speed [127]. Because of this, such inmost surface has been called the “Universal Horizon”. In order to give further details about these surfaces we will need to state and solve the field equations (or rather present the numerical solutions already obtained by [133]).

### 2.6.1 Static, spherically symmetric black holes

The static, spherically symmetric black hole solution has been already presented in [133]. In solving the field equations we found it useful to work in Eddington-Finkelstein coordinates \{v, r, \theta, \phi\}, for they are regular at the metric horizon. In these coordinates, the metric Ansatz can be expressed as

$$ds^2 = f(r)dv^2 - 2B(r)dvdr + r^2d\Omega^2,$$  \hspace{1cm} (2.77)

while the æther vector takes the form

$$u_{\nu}dx^\nu = \frac{1 + f(r)A(r)^2}{2A(r)}dv - A(r)B(r)dr,$$  \hspace{1cm} (2.78)
where \( A(r) \) corresponds to the time component of the contravariant æther vector, \( u^r = A(r) \). In order to keep the simplicity in the notation, we will express most of our computations in terms of Einstein-æther coupling coefficients, \( c_1, c_2, c_3, c_4 \), but this is no problem as they can be easily cast back in terms of the khronometric coupling coefficients \( \alpha, \beta \) and \( \lambda \) using the relations (2.52). In particular, the limit \( \alpha, \beta, \lambda \to 0 \) corresponds to the limit of vanishing \( c_i \)s.

Let us anticipate that, since we recover general relativity in the limit of vanishing coupling constants \( c_i \to 0 \), we should recover the Schwarzschild solution for \( f(r) \) and \( B(r) \) in this limit, namely \( f(r) = 1 - \frac{2GM}{r} \) and \( B(r) = 1 \).

Plugging the Ansatz (2.77), (2.78) into the modified field equations give us a system of ordinary differential equations where the non-trivial independent components of the tensor equation \( E^\mu_\nu = 0^2 \) can be denoted as \( \beta_i = 0 \) for \( i = 1, 2, 3 \) and \( C_0 = 0 \). The equations \( B = 0 \) are of the second order for \( f \) and \( A \) and of the first order on \( B \), but we find that \( C_0 = 0 \) contains fewer derivatives, i.e., at most one derivative in \( f \) and \( A \) and no derivative in \( B \). The system of equations \( B = 0 \) can be diagonalized on \( f'' \), \( A'' \), and \( B' \), so that schematically we have

\[
\begin{align*}
\dot{f''}(r) &= f''(r, f(r), A(r), B(r), f'(r), A'(r)), \\
\dot{A''}(r) &= A''(r, f(r), A(r), B(r), f'(r), A'(r)), \\
\dot{B'}(r) &= B'(r, f(r), A(r), B(r), f'(r), A'(r)), \\
0 &= C_0(r, f(r), A(r), B(r), f'(r), A'(r)),
\end{align*}
\]

(2.79)

All these expressions are algebraic functions on the coupling coefficients \( c_i \) and analytic on \( r \). We can make use of the Bianchi identity (2.30) to prove that \( C_0 \) corresponds to a constraint equation, in the same manner as the Bianchi identity of general relativity implies the momentum and Hamiltonian constraints. Indeed, the non-identically zero components of the Bianchi identity are given by

\[
\begin{align*}
\nabla_2 E^2_1 &= \kappa u_1, \\
\nabla_2 E^2_2 &= \kappa u_2,
\end{align*}
\]

(2.80)

(2.81)

where \( \nabla_2 \) is the covariant derivative with respect to the second variable, i.e., the \( r \) variable. From these two equations we find that the quantity

\[
C_0 \equiv u_2 E^2_1 - u_1 E^2_2,
\]

(2.82)

will satisfy the relation

\[
\nabla_r C_0 = E^2_1 \nabla_r u_2 - E^2_2 \nabla_r u_1.
\]

(2.83)

Expanding the covariant derivatives we find that \( C_0 \) satisfies the evolution equation

\[
\frac{d}{dr} C_0 = \alpha(r) C_0 + \beta_i(r) B_i,
\]

(2.84)

2. Actually, we use the tensor \( E^\mu_\nu \) instead of \( E^\mu_\nu \), because in this form we can easily make use of the Bianchi identity (2.30) to elucidate the structure of dynamical and constraint equations as it will soon be discussed.

3. \( B_i \) stands here for “background”, as opposed to the equations appearing at \( \mathcal{O}(v) \). Not to be confused with the function \( B(r) \).
where \( \alpha(r) \) and \( \beta_i(r) \) are analytic functions on the \( c_i \)'s and the functions \( f, A \) and \( B \). It follows that, if the initial conditions satisfy the constraint \( C_0 = 0 \) and we solve for the equations of motion \( B = 0 \) everywhere, then the constraints will be satisfied everywhere in virtue of its evolution equation.

### 2.6.2 Black hole 'Charges'

This structure would mean, in principle, that there are 5-1=4 initial conditions required at any given point in order to integrate the system. Indeed, on the one hand, the system \( B = 0 \) containing five derivatives in total, one would require 5 initial conditions at each point in order to integrate it. On the other hand, the equation \( C_0 = 0 \) must also be satisfied at the initial integration point (and thanks to its evolution equation it will be satisfied everywhere else as well), reducing by 1 the total number of independent initial conditions. For numerical reasons we choose to integrate from the metric horizon \( r_h \), where \( f(r_h) = 0 \), so that then we are left with only three independent initial conditions. Nevertheless, generic solutions (i.e., for random initial conditions) are not asymptotically flat, and imposing this condition leads to a two-dimensional family of solutions. Asymptotically flat solutions are obtained by shooting of the initial parameters, as will be further discussed in chapter 4 for the perturbed solution. This is to be contrasted to general relativity where asymptotic flatness follows from the field equations. This can be understood by solving perturbatively the field equations near spatial infinity. The asymptotic form of \( f, A \) and \( B \) has been found to be for a suitable gauge \([136, 127, 133]\):

\[
\begin{align*}
  f(r) &= 1 + \frac{F_1}{r} + \frac{c_1 + c_4}{48} \frac{F_1^3}{r^3} + \ldots \\
  A(r) &= 1 - \frac{F_1}{2r} + \frac{A_2}{r^2} + \left( \frac{F_1^3}{16} - \frac{c_1 + c_4}{96} F_1^3 - F_1 A_2 \right) \frac{1}{r^3} + \ldots \\
  B(r) &= 1 + \frac{c_1 + c_4}{16} \frac{F_1^2}{r^2} - \frac{c_1 + c_4}{12} \frac{F_1^3}{r^3} + \ldots,
\end{align*}
\]

(2.85)

where the constants \( F_1 \) and \( A_2 \) will specify all the other coefficients of the solution. Notice that the solution does indeed go to the Schwarzschild solution when we take all the \( c_i \) equal to zero. It is readily seen that the constant \( F_1 \) can be related to the total mass \( M_{\text{tot}} \) as measured by a distant observer, via the relation \( 2G_N M_{\text{tot}} = -F_1 \), so the question arises as to what is the nature of the parameter \( A_2 \).

At this stage one could be tempted to conclude that for each given mass, there is a one-dimensional family of solutions characterized by a new charge or "hair". However, there is only one solution in this family which is also regular at the spin-0 horizon \([137, 136, 133]\). Thus, while the constant \( F_1 \) can be related to the ADM mass \( M_{\text{tot}} \), the value of \( A_2 \) must be chosen such that the solution doesn’t present any singularity at the spin-0 horizon. This condition is justified by the fact that numerical simulations for spherically symmetric collapse seem to produce regular, stationary black holes, with nothing special about the spin-0 location \([138]\). Thus, after selecting the correct value for \( A_2 = A_2^{\text{reg}}(M_{\text{tot}}) \) physical solutions belong to a one-dimensional family of solutions parametrized by the mass \( M_{\text{tot}} \).
2.6.3 Digging further into the black hole

Outside the metric horizon and within the allowed parameter space, static Lorentz-violating black holes are very similar to black holes of general relativity [133]. Indeed, let us consider the spacetime outside the metric horizon and associate to it an astrophysically-measurable parameter. For instance, the location of the innermost stable circular orbit (ISCO) determines the inner edge of thin accretion disks and their radiative efficiency [139, 140]. As it can be seen in figure 2.1, the fractional deviation away from general relativity, computed for small coupling coefficients (both in khronometric and Einstein-aether theory). The deviations obtained by [133] were found to be typically no larger than a few percent, meaning that they would not be detectable with present data.

Inside the metric horizon however, the structure is more complex, as we have already discussed the presence of the spin-0 horizon and its implications on the regularity of the solution. Moreover, as in GR, the geometry at the center of the black hole is singular, as can be observed by computing the Kretschmann scalar and checking that it diverges as we approach \( r = 0 \). In between the spin-0 horizon and the origin singularity there is another peculiar surface, the universal horizon. In order to understand its appearance we will focus on the orientation of the æther field inside the metric horizon. More precisely, we will consider the boost angle between the æther and the normal to the constant-\( r \) hypersurfaces

\[
\theta_r = \arccos \left( \mathbf{u} \cdot \frac{\mathbf{d}r}{\sqrt{g^{rr}}} \right).
\]  

(2.86)

From the numerical solutions it is observed that \( \theta_r \) generically vanishes on a constant radius surface \( r = r_{nh} \), close to the metric horizon, and many times again further as shown in the left panel of figure 2.2.
Figure 2.2 – Left panel: the boost angle $\theta_r$ between the æther field and the normal to the $r$=constant hypersurfaces, in terms of the variable $r/r_H$, where $r_H$ is the location of the metric horizon. The numerical solutions were obtained for æ-theory with $c_+ = 0.8$, $c_- = 0.01$. As $r$ decreases, $\theta_r$ vanishes soon after crossing the metric horizon ($r/r_H < 1$), meaning that the æther becomes normal to an $r$=constant hypersurface. This happens infinitely many times while approaching the center of the black hole, as indicated by the many oscillations of $\theta_r$. The first crossing corresponds to the location of the universal horizon. Right panel: schematic representation of the spacetime for a Lorentz violating black hole. In green are the constant preferred-time hypersurfaces, darker lines corresponding to later preferred times $T$. The universal horizon is represented by the indicated red line, and for a smaller radius there is the next horizon where the boost angle vanishes again. The figure is truncated between these two horizons. The curves spanning the exterior of the universal horizon do not cross it. The curves spanning the region in between the red lines do not cross any of these horizons, and in particular they do not extend into the exterior of the universal horizon. Thus, as we require that signals must travel into the future, any signal emitted in the interior of the universal horizon will be trapped. Both figures were extracted from [133].

This is a result of great importance and it allows to answer the troubling question of arbitrarily high propagation speeds raised earlier on this section. In fact, by construction, the æther field defines a preferred foliation (this is intrinsically true for Hořava gravity and a consequence of spherically symmetry and the static Ansatz for Einstein-æther theory) by singling out hypersurfaces orthogonal to it. Also, we saw that by choosing adapted coordinates these hypersurfaces can be taken to be hypersurfaces of constant preferred time $T$. Thus the æther orientation defines unambiguously the future time direction of the foliation. It is clear then that hypersurfaces of constant preferred time $T$ cannot intersect, and this means that if a hypersurface of constant $T = T_u$ is also a constant radius hypersurface $r = r_u$, then any hypersurface of constant $T > T_u$ cannot extend outside $r \geq r_u$. This is precisely what happens when $\theta_r = 0$: the æther field is parallel to the 1-form $d\theta$ and thus orthogonal to the surface $r =$ constant where the $\theta_r$ angle vanishes. This is shown graphically in the right panel of figure 2.2. The outmost surface for which $\theta_r$ becomes zero is what has been called the universal horizon. As a consequence of this, no signal can escape the interior of the uni-
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versal horizon, no matter how large its propagation speed (hence its name). This surface is, in Lorentz violating gravity, a causal boundary separating the black hole’s inner region from its exterior region, in the same way in which the metric horizon does in general relativity.

The radial position $r_{uh}$ of the universal horizon can be found by using the fact that, if the æther vector is orthogonal to $r_{uh} = \text{constant}$, then it is proportional to $d\vec{r}$. In particular, this means that $u_v = 0$, or more explicitly (cf. equation (2.78))

$$1 + f(r_{uh})A(r_{uh})^2 = 0.$$  \hspace{1cm} (2.87)

Within Eddington-Finkelstein coordinates, the universal horizon is located at the largest radial position $r_{uh}$ where the previous equation is satisfied.

These results are the basis on which the work of next chapter relies. Hereafter, we will refer to the set of functions $f(r), A(r)$ and $B(r)$ defining the static metric (2.77) and the static æther (2.78) as to the “background solution”, while the first order solution corresponding to a slowly moving black hole with respect to the æther will be referred as to the “perturbed solution”. Let us stress one more time that, although the static spherically symmetric black hole solution was derived for khronometric theory, the results are also valid for Einstein-æther theory.
2.A Derivation of the field equations

The gravitational action of Einstein-æther theory is given by

\[ S_G = \frac{-1}{16\pi G} \int (R + L + l(g^{\mu\nu}u_\mu u_\nu - 1)) \sqrt{-g} d^4x, \]  

(2.88)

where \( l \) is a Lagrange multiplier enforcing the unitary condition and where

\[ L = (c_1 g^{\mu\nu} g_{\alpha\beta} + c_2 \delta^\mu_\alpha \delta^\nu_\beta + c_3 \delta^\mu_\beta \delta^\nu_\alpha + c_4 u^\mu u^\nu g_{\alpha\beta}) \nabla_\mu u^\alpha \nabla_\nu u^\beta . \]  

(2.89)

Khronometric theory is recovered by setting

\[ u_\mu = \frac{\partial \mu T}{\sqrt{g^{\rho\sigma} u_\rho u_\sigma}} , \]  

(2.90)

and mapping the coupling coefficients

\[ \alpha \equiv c_1 + c_4 , \beta \equiv c_1 + c_3 , \lambda \equiv c_2 . \]  

(2.91)

Then the total action of the theory is simply given by

\[ S_{\text{total}} = S_G + S_{\text{matter}}[g, \Psi] . \]  

(2.92)

Variation of the gravitation part yields

\[ \delta S_G = \frac{-1}{16\pi G} \int \left\{ \left( G_{\mu\nu} + \frac{\partial L}{\partial g^{\mu\nu}} - \frac{1}{2} g_{\mu\nu} L + l u_\mu u_\nu \right) \delta g^{\mu\nu} + \left( \frac{\partial L}{\partial u_\mu} + 2 l u^\mu \right) \delta u_\mu + \delta l (u^2 - 1) \right\} \sqrt{-g} d^4x , \]  

(2.93)

which gives the field equations

\[ G_{\mu\nu} + \frac{\partial L}{\partial g^{\mu\nu}} - \frac{1}{2} g_{\mu\nu} L + l u_\mu u_\nu - 8\pi G T_{\mu\nu}^{\text{matter}} = 0 , \]  

(2.94a)

\[ \frac{\partial L}{\partial u_\mu} + 2 l u^\mu = 0 , \]  

(2.94b)

\[ u^2 - 1 = 0 , \]  

(2.94c)

where \( T_{\mu\nu}^{\text{matter}} \) comes from the matter action \( S_{\text{matter}} \). We can solve for \( l = -\frac{1}{2} u_\mu \frac{\partial L}{\partial u_\mu} \) and insert this back to obtain

\[ G_{\mu\nu} - T_{\mu\nu}^U - 8\pi G T_{\mu\nu}^{\text{matter}} = 0 , \]  

(2.95a)

\[ \mathbb{E}^\mu = 0 , \]  

(2.95b)

\[ u^2 = 1 . \]  

(2.95c)

where we introduced

\[ -T_{\mu\nu}^U = \frac{\partial L}{\partial g^{\mu\nu}} - \frac{1}{2} g_{\mu\nu} L - \frac{1}{2} u_\rho \frac{\partial L}{\partial u_\rho} u_\mu u_\nu , \]  

(2.96)
which differs for Einstein-æther theory and khronometric gravity due to the extra $g^{\mu\nu}$ contribution of (2.90) and
\[
\mathcal{E}^\mu \equiv \frac{\partial L}{\partial u_\mu} - u_\rho \frac{\partial L}{\partial u_\rho} u^\mu = 0 ,
\] (2.97)

From (2.89) we can directly compute
\[
T^k_{\mu\nu} \equiv \nabla_\rho \left[ J_{(\mu} u_{\nu)} - J^\rho_{(\mu} u_{\nu)} - J_{(\mu\nu)} u^\rho \right] + \left[ u_\sigma \nabla_\rho J^{\rho\sigma} - \alpha a^2 \right] u_\mu u_\nu \\
+ \alpha a_\mu a_\nu + \frac{1}{2} \left( \lambda \theta^2 + \beta \nabla_\mu u^\nu \nabla_\nu u^\mu + \alpha a^2 \right) g_{\mu\nu} + 2\mathcal{E}_{(\mu} u_{\nu)} ,
\] (2.98)

and
\[
\mathcal{E}_\mu \equiv \gamma_{\mu
u} \left( \nabla_\rho J^{\rho\nu} - \alpha a_\rho \nabla_\nu u^\rho \right) = 0 ,
\] (2.99)

where we introduced $J^\rho_{\mu} \equiv \lambda \theta a_\rho + \beta \nabla_\mu u^\rho + \alpha a_\nu u_\mu$.

### 2.B Bianchi identity in khronometric theory

The action of khronometric theory is given by
\[
S_{kh} = -\frac{1}{16\pi G} \int d^4x \sqrt{-g} \left( R + \lambda \left( \nabla_\mu u^\mu \right)^2 + \beta \nabla_\mu u^\nu \nabla_\nu u^\mu + \alpha a^2 u^\mu \right) + S_{matter}(g_{\mu\nu}, \Psi) ,
\] (2.100)

Its variation with respect to the metric $g^{\mu\nu}$ gives the modified Einstein equations
\[
E_{\mu\nu} = 0 ,
\] (2.101)

while variation with respect to the khronon gives the khronon equation, which we do not need to compute yet. Ignoring the matter component, the variation of the action can be expressed as
\[
\delta S = \int \left( \frac{\delta S}{\delta g^{\mu\nu}} \delta g^{\mu\nu} + \frac{\delta S}{\delta T} \frac{\delta S}{\delta T} \right) d^4 x ,
\] (2.102)

In particular, if we make an infinitesimal change of coordinates given by a 4-vector $\epsilon^\mu$, the action (2.100) will change as
\[
\delta_\epsilon S_{kh} = -\frac{1}{16\pi G_{EA}} \int \left[ E_{\mu\nu} \mathcal{L}_\epsilon g^{\mu\nu} + \left( \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta T} \right) \mathcal{L}_\epsilon T \right] \sqrt{-g} d^4 x ,
\] (2.103)

where $\mathcal{L}_\epsilon$ is the Lie derivative with respect to the vector $\epsilon^\mu$. After inserting the given Lie derivatives
\[
\mathcal{L}_\epsilon g^{\mu\nu} = -2\nabla^{(\mu} \epsilon^{\nu)} ,
\mathcal{L}_\epsilon T = \epsilon^\nu \nabla_\nu T ,
\] (2.104)

we can proceed to integration by parts in order to obtain the relation
\[
\delta_\epsilon S_{kh} = -\frac{1}{16\pi G_{EA}} \int \left[ 2\nabla_\mu E^{\mu\nu} + \left( \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta T} \right) \nabla^\nu T \right] \epsilon_\nu \sqrt{-g} d^4 x ,
\] (2.105)
From this equation (and diffeomorphism invariance) we deduce the Bianchi identity

$$\nabla_{\mu} E^{\mu\nu} = -\frac{1}{2} \left( \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta T} \right) \| \nabla T \| u^{\nu}, \quad (2.106)$$

which shows that the divergence of $E^{\mu\nu}$ is proportional to $u^{\nu}$ by a term that includes the khronon equation. In fact, we can do better and compute explicitly the variation of $S$ with respect to $T$. The easiest way to do so is by noticing that

$$\frac{\delta S}{\delta T} |_{g^{\mu\nu}} = \delta S |_{\delta u^{\nu} \frac{\partial}{\partial g^{\mu\nu}}},$$

(2.107)

where we keep $g^{\mu\nu}$ fixed, and using the fact that

$$\delta u^{\nu} \frac{\partial}{\partial g^{\mu\nu}} = (\delta^{\mu}_{\nu} - u^{\mu} u^{\nu}) \partial_{\mu} \delta T.$$  

(2.108)

Then after integrating by parts one finds that

$$\delta S |_{g^{\mu\nu}} = \int \left( \frac{\delta S}{\delta T} \right) \frac{\delta T}{\delta T} \delta T \delta T = \int \nabla_{\mu} \left( \frac{(g^{\mu\nu} - u^{\mu} u^{\nu})(\nabla_{\mu} J^{\rho}_{\nu} - \alpha a_{\rho} \nabla_{\nu} u^{\rho})}{\| \nabla T \|} \right) \delta T \sqrt{-g} \, d^{4}x.$$

(2.109)

Clearly then what we obtained is precisely the khronon equation (2.25)

$$\nabla_{\mu} \left( \frac{E^{\mu}_{\nu}}{\| \nabla T \|} \right) = 0,$$

(2.110)

where we recall that we introduced

$$J^{\rho}_{\mu} \equiv \lambda (\nabla_{\sigma} u^{\sigma}) \delta^{\rho}_{\mu} + \beta \nabla_{\mu} u^{\rho} + \alpha a_{\mu} u^{\rho}$$

(2.111)

$$E_{\mu} \equiv \gamma_{\mu\nu} \left( \nabla_{\rho} J^{\rho}_{\nu} - \alpha a_{\rho} \nabla_{\nu} u^{\rho} \right),$$

(2.112)

$$\gamma_{\mu\nu} = g_{\mu\nu} - u_{\mu} u_{\nu}.$$

(2.113)

We can therefore express the khronometric Bianchi identity as

$$\nabla_{\mu} E^{\mu\nu} = \kappa u^{\nu},$$

(2.114)

where we introduced

$$\kappa \equiv -\frac{1}{2} \left( \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta T} \right) \| \nabla T \| = -\frac{1}{2} \| \nabla T \| \nabla_{\mu} \left( \frac{E^{\mu}_{\nu}}{\| \nabla T \|} \right).$$

(2.115)
3 – Dipole emission in Lorentz-violating Gravity

In this chapter we will see how the preferred-frame effects introduced in the gravity sector affect the motion of a binary black hole system. We will also see how this leads to detectable changes in the gravitational wave fluxes the binary emits. In order to do so, we will first review the general physical principles that lead to these modifications in section 3.1, in particular the strong equivalence principle and its violations. Based on this motivation, in section 3.2 we will introduce a point-particle model containing parameters quantifying these violations, which we will refer to as “sensitivities”. Using a post-Newtonian approximation for the binary dynamics, we will show how this scheme naturally leads to a semi-analytic prescription to compute the sensitivities in section 3.3. Indeed, we will see that these can be read off from the asymptotic metric of a single slowly moving black hole. The formalism developed will be extended to describe the modified gravitational radiation in section 3.4. The main results of this chapter are based on the work of [?], and are the motivation for the work developed in the next chapter. Finally, the possibility of observing modifications to the gravitational wave flux will be discussed in section 3.5.

3.1 Strong equivalence principle and its violations

As explained in the previous chapter, the Einstein equivalence principle has been thoroughly tested in the limit of small gravitational binding energy. Moreover, we can show that in general relativity the equivalence principle is still valid for bodies whose gravitational binding energy is not negligible. That is, general relativity satisfies the strong equivalence principle (SEP). To clarify what we mean by this, let us suppose that we carry out any test experiment within a sufficiently small spacetime region $U$, in the presence of an external gravitational field, and we record the results. Then the strong equivalence principle states that we can always find a suitable reference frame $U'$, in the absence of a background gravitational field, where the observers will record the same results when performing the same experiment.

In order to see how this remarkable feature appears in general relativity, let us suppose we are given a gravitating system to study. Let us then consider a local, freely falling frame large enough to encompass one of the gravitating bodies (or experimental set-up), yet small enough so that we can neglect the inhomogeneities of the external gravitational field throughout its volume. On the one hand, the dynamics of the local system will be determined by the metric, which in turn will be generated both by the local and external systems. More precisely, when
solving the field equations for the gravitational field generated by the local system we must take into account, not only the matter distribution of the local system, but also the boundary conditions established by the external system. On the other hand, from general covariance it is always possible to find a coordinate system where the metric $g$ reduces to Minkowski’s metric at the boundary between the local and the external systems. That is, if we denote $R$ the radius of curvature of spacetime due to the external fields (if the body were removed from it), then we can construct Riemann normal coordinates to describe our system, leading to the metric

$$g_{\mu\nu} = \eta_{\mu\nu} + \mathcal{O} \left( \frac{|x|^2}{R^2} \right),$$

(3.1)

where $x$ is the distance to the body (or test experiment). This leads thus to free falling motion for the local system in general relativity. It is capital to remark that this simple conclusion ceases to be valid in the presence of more than one gravitational field. Indeed, although it will always be possible to find a reference frame where equation (3.1) holds, the asymptotic values of the other gravitational fields will be determined by the external system. These asymptotic boundary conditions must be taken into account when solving the field equations for the internal gravitational field, and this leads to a reference frame-dependent dynamics.

Another way to state the strong equivalence principle is that self-gravitating objects also follow geodesics. Let us consider, for instance, the motion of a binary system. Then, as long as the binary’s separation is sufficiently large compared to the size of its components, we are allowed to neglect finite size and tidal effects. For instance, the orbital motion of a celestial bodies such as the Earth and Sun, is the same as the orbital motion of any other couple of binary objects with the same mass and spin, save for tidal and finite size effects. This will hold true for any body regardless of its gravitational binding energy, again up to corrections due to tidal forces.

It is enlightening to discuss this from a more quantitative perspective, using a point particle description where the equations of motion are written in terms of surface integrals, as proposed by Itoh and Futamase [141, 142, 143]. Let us suppose that we can define a set of disjoint volumes $V_a$ covering the $a$-the body. This is possible since we suppose that the typical binary distance $d$ is much larger than the sizes of the bodies. Let us further suppose that we can cover a sufficiently large region of spacetime using harmonics coordinates, i.e., such that we can write the Einstein equations in “relaxed form”

$$\square h^{\alpha\beta} = 16\pi G \tau^{\alpha\beta},$$

(3.2)

where $h^{\alpha\beta} \equiv \sqrt{-g} g^{\alpha\beta} - \eta^{\alpha\beta}$ and

$$\tau^{\alpha\beta} \equiv (g)(T_{\text{matter}}^{\alpha\beta} + t_{LL}^{\alpha\beta}) + \frac{1}{16\pi G} \left( \partial_\nu h^{\alpha\mu} \partial_\mu h^{\beta\nu} - h^{\mu\nu} \partial_\nu h^{\alpha\beta} \right),$$

(3.3)

where $t_{LL}^{\alpha\beta}$ is the Landau-Lifshitz pseudo-tensor

$$16\pi G (g) t_{LL}^{\alpha\beta} \equiv g_{\lambda\mu} g^{\nu\rho} \partial_\nu h^{\alpha\lambda} \partial_\rho h^{\beta\mu} + \frac{1}{2} g_{\lambda\mu} g^{\alpha\beta} \partial_\mu h^{\lambda\nu} \partial_\nu^\rho - g_{\nu\rho} g^{\alpha\beta} \partial_\rho h^{\lambda\nu} \partial_\nu^\rho$$

$$+ \frac{1}{8} \left( 2g^{\alpha\lambda} g^{\beta\mu} - g^{\alpha\beta} g^{\lambda\mu} \right) \left( 2g_{\nu\rho} g_{\sigma\tau} - g_{\nu\sigma} g_{\rho\tau} \right) \partial_\lambda h^{\nu\tau} \partial_\mu h^{\rho\sigma}.$$ 

(3.4)
The harmonic condition must be added to the relaxed equations in order to have a set of equations equivalent to the full Einstein equations:

$$\partial_\alpha h^{\alpha\beta} = 0,$$

and this implies, together with the relaxed equations (3.2), the conservation law

$$\partial_\alpha \tau^{\alpha\beta} = 0.$$ (3.6)

Multipole moments of the bodies are defined in terms of $\tau^{\alpha\beta}$, and in particular its masses. We can define the “center of mass” coordinates of each particle $z_a(t)$ such that the dipole moment

$$D^i_a = \int_{V_a} d^3 y \ y^i \tau^{00}(t, \vec{z}_a(t) + \vec{y}),$$

is a constant. The velocity of the $a$-th body is defined then as $\vec{v}_a \equiv \frac{d\vec{z}}{dt}$. We can take the time derivative of equation (3.7) to obtain the identity

$$0 = \frac{d}{dt} D^i_a = \int_{V_a} d^3 y \ y^i \left( \partial_0 \tau^{00} + v^j_a \partial_j \tau^{00} \right)
\quad= \int_{V_a} d^3 y \ y^i \left( - \partial_j \tau^{j0} + v^j_a \partial_j \tau^{00} \right)
\quad= - \int_{V_a} d^3 y \ \left\{ \partial_j [y^i \tau^{j0}] - \tau^{i0} \right\} + v^j_a \int_{V_a} d^3 y \left\{ \partial_j [y^j \tau^{00}] - \delta^i_j \tau^{00} \right\}
\quad= - \int_{S_a} dS_j \ y^i \tau^{j0} + \int_{V_a} d^3 y \ \tau^{i0} + v^j_a \int_{S_a} dS_j \ y^j \tau^{00} - v^i_a \int_{V_a} d^3 y \ \tau^{00},$$

where we used the conservation law (3.6) to go from the first to the second line, and Gauss’ theorem for the last step. The surface $S_a$ is the boundary of the volume $V_a$. This equation can be expressed more simply as

$$0 = P^i_a - v^i_a P^0_a - Q^i_a,$$ (3.9)

where $P^\mu_a$ is the effective four-momentum

$$P^\mu_a \equiv \int_{V_a} d^3 y \ \tau^{\mu\nu}(t, \vec{z}_a(t) + \vec{y}),$$

and $Q^i_a$ is defined only in terms of surface integrals

$$Q^i_a(t) \equiv \int_{S_a} dS_j \ y^i \tau^{j0} - v^j_a \int_{S_a} dS_j \ y^j \tau^{00}.$$ (3.11)

Taking one more time derivative leads us to an equation of motion for $\vec{z}(t)$, given by

$$P^0_a \frac{dv^i_a}{dt} = \frac{dP^i_a}{dt} - v^i_a \frac{dP^0_a}{dt} - \frac{dQ^i_a}{dt},$$

or equivalently,

$$P^0_a \frac{dv^i_a}{dt} = - \int_{S_a} dS_j \ \tau^{ij} + v^j_a \int_{S_a} dS_j \ \tau^{0i} + v^i_a \int_{S_a} dS_j \ \tau^{ji} - v^i_a v^j_a \int_{S_a} dS_j \ \tau^{00} - \frac{dQ^i_a}{dt},$$ (3.13)
The quantity $P^0_a$ can be identified with the mass of the $a$-th body as it tends to the ADM-mass in the $v_a \to 0$ limit (or equivalently, in the $d \to \infty$ limit). Thus, all these quantities can be computed in terms of surface integrals, which hints towards the “effacement of the internal structure” principle. In the freely falling frame, the asymptotically measured quantities that determine the gravitational field are the body’s mass $m$ and its spin $\vec{J}$ (again, ignoring tidal effects). Thus, the binary’s dynamics will depend exclusively on the mass and the spin of its components, independently of their compositions and internal structures. This miraculous simplification is sometimes referred to as the “effacement principle”. More precisely, it is possible to show that the contribution of higher internal multipole moments to these surface integrals enters as a 5 PN effect, but a more careful study is required to prove this fact. We refer to [144, 141, 142, 143] and references therein for more details.

This leads thus to free falling motion for the local system in general relativity. However, this principle will not hold true when we introduce extra gravitational degrees of freedom. The physical origin of this effect comes from the coupling of the extra fields to the matter through the metric. Indeed, while it might still be possible to find a coordinate system which has Minkowski’s metric as an asymptotic value, the new field will have non-trivial boundary values which will affect the dynamics of the local system. Particularly, for both khronometric and Einstein-æ theory the local’s system dynamics will depend on the boundary value of æ vector $\mathbf{u}$ as seen by the freely-falling frame. More precisely, when expressing the modified Einstein equations in relaxed form we must include the khronon/æther stress energy tensor. Let us say, for instance, that we focus in khronometric theory. Then the relaxed equations take the form

$$\Box h^{\alpha\beta} = 16\pi G (\tau^{\alpha\beta} + \tau^{\alpha\beta}_{kh}),$$

(3.14)

where $\tau^{\alpha\beta}_{kh}$ is given in terms of the khronon stress energy tensor $T^{\alpha\beta}_{kh}$ by

$$\tau^{\alpha\beta}_{kh} \equiv \frac{1}{8\pi G} (-g) T^{\alpha\beta}_{kh}.$$  

(3.15)

Therefore, following the same procedure outlined before lead us to an evolution equation similar to (3.13). However, now some of the surface integrals will be carried over $\tau^{\alpha\beta}_{kh}$, introducing thus a dependence on the relative velocity between the falling frame and the khronon/æther field. Moreover, we will also find volume integrals over the tensor $\tau^{\alpha\beta}_{kh}$ which simply cannot be converted to surface integrals. Evidently the same conclusion holds by trading $\tau^{\alpha\beta}_{kh}$ for $\tau^{\alpha\beta}_{EA}$ as the definitions of $T^{\alpha\beta}_{kh}$ and $T^{\alpha\beta}_{EA}$ are analogous (cf. sections 2.3 and 2.4). Thus, neither Einstein-æther nor khronometric theory are expected to satisfy the strong equivalence principle. Furthermore, the way this velocity-dependence appears will depend on the body’s internal structure instead of only the body’s mass and spin.

Another well-known example where violations of the strong equivalence principle appear is given by scalar-tensor theories [?, ?, 145, 72, 71, ?]. These theories contain a scalar field $\phi$, besides the metric $g^{\mu\nu}$, a potential function $V(\phi)$ and a coupling function $A(\phi)$. Their action can be written as

$$S = \frac{1}{16\pi G} \int [\phi R - \phi^{-1} \omega(\phi) g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \phi^2 V(\phi)] \sqrt{-g} d^4 x + S_{\text{matter}}[g, \Psi],$$

(3.16)

where $\omega$ is such that

$$3 + \omega(\phi) \equiv \alpha(\phi)^{-2}, \quad \alpha(\phi) \equiv \frac{d(\ln A(\phi))}{d\phi}.$$  

(3.17)
The strong equivalence principle is violated in these theories because the value of the scalar field affects the local value of the gravitational constant $G_N$, introducing thus a position dependence on the body’s gravitational binding energy. This leads to a renormalization of the gravitational mass $m_a$ (because the binding energy contributes to it), which becomes a function of the scalar field. We can therefore write the mass of the $a$-th body as

$$m_a = m_a(\phi),$$

(3.18)

which explicitly takes into account the position-dependence of the gravitational mass through the local value of the scalar field $\phi$. The corresponding modification of the body’s motion has been long known in these theories and is referred to as the “Nordtvedt effect”. By extension, we will also use the same name for Lorentz-violating theories. Of course, here instead of a position dependence we will find that the gravitational binding energy of a body must depend on its speed relative to the æther field.

### 3.2 Point-particle approximation and the sensitivities

The previous discussion was intended to motivate the physics behind SEP violations, thus it was essentially conceptual. Now, if we want to make precise predictions we need to solve the field equations and compute the physical observables associated to the solutions. However, we do not have exact solutions neither in khronometric theory nor in general relativity. Thus we are forced to either look for numerical schemes to solve the field equations or to approximate schemes to obtain the binary evolution.

Throughout this work we will consider the post-Newtonian approximation to study the orbital decay of binary black holes. Thus, we will assume that the orbital speed of the black holes is a small parameter that can be used to expand the system’s dynamics (recall that we set $c = 1$). This corresponds to an early phase where the distance between the black holes is large compared to their size. Otherwise said, we deal with a phase much earlier than the coalescence. Moreover, we will assume that the relative speed of each black hole relative to the æther field is small as well. The latter hypothesis can be justified by recalling two facts. On the one hand, the æther must be almost aligned with the CMB frame in order to avoid non-viable effects on the cosmological evolution, and notably large deviations away from the GR predictions for the CMB spectrum [146]. On the other hand, the peculiar velocities of galaxies such as our Milky Way, relative to the CMB, are of the order of $\sim 10^{-3}$. From this, we conclude that the velocity of the center of mass of binary systems with respect to the æther must also be small, justifying our assumption.

Furthermore, considering that the black holes are sufficiently afar, we will model each of them using a point-particle prescription. In order to encode the Nordtvedt effect described in the previous discussion, the point-particle action must depend on new “æther charges” or “sensitivity parameters”. These sensitivities will effectively couple the particles to the æther field.

In general, modeling compact objects using point-particles requires a scheme to describe their dynamics. This scheme must include effects such as the self-force appearing in any
field theory [147], but also the modifications to the dynamics coming from violations of the strong equivalence principle. Let us first describe how the violations of the strong equivalence principle are parametrized for scalar-tensor theories as given by the action (3.16). We can make a point-particle model, using the gravitational mass (3.18), by writing the point-particle action

\[ S_{pp}^A = - \int m_A(\phi) d\tau_A, \]

where \( d\tau_A \) is the proper time along the body’s trajectory. As we are interested in a post-Newtonian regime, where all motion is slow compared to the speed of light, we expect that the variations of the scalar field are slow and small as well. Then we can consider the leading-order Taylor expansion of the mass \( m_A(\phi) \) in terms of the field \( \phi \), and parametrize the violations of SEP through the sensitivity [148]

\[ s_A^\phi \equiv \frac{\partial \ln m_A}{\partial \ln \phi} \bigg|_{\phi=\phi_0}, \]

(3.19)

where \( \phi_0 \) is the (constant) value of the scalar field far from the object. This procedure allows to take into account the renormalization of the binding energy due to the dependence of the value of the gravitational constant on the local value of the scalar field.

For Lorentz-violating gravity, we can make use of a similar strategy to model the modifications to the dynamics coming from violations of the strong equivalence principle. A simple way to describe the latter consists of characterizing each body \( A \) by a mass function \( m_A(\gamma_A) \), depending on its relative velocity with respect to the æther frame. This introduces a dependence in the point-particle action \( S_{pp}^A \) on the particle’s Lorentz factor with respect to the æther, \( \gamma_A \equiv u_A \cdot u \), where \( u \) is the æther field at the particle’s position and \( u_A \) its four-velocity. Thus, the particle’s point-particle action becomes [149]

\[ S_{pp}^A = - \int m_A(\gamma_A) d\tau_A, \]

(3.20)

where \( d\tau_A \) is the proper time along the body’s trajectory. Let us denote the velocity of the \( A \)-th particle with respect to the æther field as \( v_A \), i.e., \( v_A = \sqrt{\gamma^2 - 1}/\gamma \), and the relative velocity between the bodies as \( v_{12} \). Since we are considering a PN regime where both \( v_{12} \) and \( v_A \) are small parameters, we can express the mass function \( m_A(\gamma_A) \) perturbatively near the static limit \( \gamma_A = 1 \) (corresponding to \( v_A = 0 \)). Expanding we can write thus

\[ S_{pp}^A = -\tilde{m}_A \int d\tau_A \left\{ 1 + \sigma_A(1 - \gamma_A) + \frac{1}{2} \sigma_A'(1 - \gamma_A)^2 + O[(1 - \gamma_A)^3] \right\}, \]

(3.21)

where \( \tilde{m}_A \equiv m_A(1) \) is the body’s mass while at rest with respect to the æther, and where we have introduced the sensitivities \( \sigma_A \) and \( \sigma_A' \) as

\[ \sigma_A \equiv -\frac{\partial \ln m_A(\gamma_A)}{\partial \ln \gamma_A} \bigg|_{\gamma_A=1}, \]

(3.22)

\[ \sigma_A' \equiv \sigma_A + \frac{\partial^2 \ln m_A(\gamma_A)}{\partial (\ln \gamma_A)^2} \bigg|_{\gamma_A=1}. \]

Let us stress that the sensitivities, as defined above, will in principle depend on the body’s composition and internal structure. Thus for instance, the sensitivity of a neutron star of mass \( m \) and spin \( \mathbf{J} \) has no reason to be the same as the sensitivity of a black hole of the same mass and spin. This is markedly different from GR, and means in particular that the
Sensitivities and the asymptotic metric

When we model the interaction between the æther and a massive object with an effective action such as \( (3.21) \), we formally introduce a direct coupling between the matter and the æther. However, the field equations \( (2.24) \) and \( (2.25) \) were obtained from an action where the matter couples only to the metric. Consequently, when modeling the coupling between a point-particle and the æther we must modify the field equations in order to take into account the effect of the sensitivities. Variation of the total action \( (2.39) \) with respect to its degrees of freedom will notably differ for \( S_{\text{matter}} \), where terms proportional to the sensitivities will appear. More precisely, in the modified Einstein equations \( (2.24) \) and \( (2.44) \) the stress energy tensor of matter picks up a contribution proportional to sensitivities. Thus, while the æther stress energy tensor remains unchanged (i.e., given by \( (2.47) \)) the matter stress energy tensor becomes \[ T_{\mu \nu}^{\text{pp A}} = \tilde{m}_A \delta^{(3)}(x^i - x^i_A) \left( \left[ 1 + \sigma_A - \frac{\sigma_A'}{2} (1 - \gamma_A^2) \right] \times u^\mu_A u^\nu_A - \left[ \sigma_A + \sigma_A' (1 - \gamma_A) \right] \gamma_A u^\mu_A u^\nu_A \right), \] \[ (3.23) \]
for Einstein-æther theory and
\[ T_{\mu \nu}^{\text{pp A}, \text{kh}} = \tilde{m}_A \delta^{(3)}(x^i - x^i_A) \left( \left[ 1 + \sigma_A - \frac{\sigma_A'}{2} (1 - \gamma_A^2) \right] \times u^\mu_A u^\nu_A - \left[ \sigma_A + \sigma_A' (1 - \gamma_A) \right] \gamma_A u^\mu_A u^\nu_A \right), \] \[ (3.24) \]
for khronometric theory. Here, \( x_A \) is the \( A \)th point-particle’s worldline and \( \delta^{(3)} \) is the three-dimensional Dirac delta. The æther equation is similarly modified. In fact, both in Einstein-æther and khronometric theory the vector \( A^\mu \) now includes a source term \[ \tilde{A}^\mu = A^\mu + \frac{8 \pi G_{\text{EA}} \tilde{m}_A}{u^0_A \sqrt{-g}} \delta^{(3)}(x^i - x^i_A) \times \left( \sigma_A + \sigma_A' (1 - \gamma_A) \right) (u^\mu_A - \gamma_A u^\mu), \] \[ (3.25) \]
where \( A^\mu \) is still given by \( (2.45) \). Note that \( \sigma_A \) is multiplied by terms of order \( v_A \), whereas \( \sigma_A' \) appears next to terms proportional to \( v_A^3 \).

Now that we know how the field equations are modified in order to take into account for the effective coupling between an compact body \( A \) and the æther, we would like to have a procedure allowing us to compute the sensitivities. In order to achieve this goal, let us obtain a post-Newtonian expansion of the metric of a point-particle using the effective field equations. Then, comparison to an asymptotic solution of the field equations will allow us to express the sensitivities in terms of a set of parameters defining the asymptotic solution.

3.3 Sensitivities and the asymptotic metric

The field equations for a binary black hole system can be solved within a post-Newtonian approximation, i.e., one where an expansion of the dynamics is made using the orbital speed as a small parameter \( v_{12} \ll 1 \). We will also impose that the speed of each black hole with respect to the æther field be small, i.e., \( v_A \ll 1 \). The 1PN solution has the same form in both Einstein-æther and khronometric theory. The results of this section were obtained in \[ 129 \].
Let us consider two black holes of masses $\tilde{m}_1$, $\tilde{m}_2$ orbiting each other. In the standard post-Newtonian gauge, that is, using PN coordinates $(t', x', y', z')$ such that the spatial part of the metric is diagonal and isotropic (see [9], section 4.2 for more details), and restoring the powers of $1/c$ to clarify the PN order counting, the 1PN metric reads \[129\]

\[
g_{00'} = 1 - \frac{1}{c^2} \frac{G_N \tilde{m}_1}{r_1'} + \frac{1}{c^4} \left[ \frac{2G_N^2 \tilde{m}_1^2}{r_1'^2} + \frac{2G_N^2 \tilde{m}_1 \tilde{m}_2}{r_1' r_2'} + \frac{2G_N^2 \tilde{m}_1 \tilde{m}_2}{r_1' r_2'^2} - \frac{3G_N^2 \tilde{m}_1}{r_1'} \nu_1'(1 + \sigma_1) \right] + 1 \leftrightarrow 2 + \mathcal{O}(1/c^6),
\]

\[
g_{0v'} = - \frac{1}{c^3} \left[ B_1^- G_N \tilde{m}_1 \nu_1' + B_1^+ G_N \tilde{m}_1 \nu_1' \right] + 1 \leftrightarrow 2 + \mathcal{O}(1/c^4),
\]

\[
g_{v'v'} = - \left( 1 + \frac{1}{c^2} \frac{2G_N \tilde{m}_1}{r_1'} \right) \delta_{ij} + 1 \leftrightarrow 2 + \mathcal{O}(1/c^4),
\]

(3.26)

where $v_A'$ is the velocity of the $A$-th black hole, $r_{12}'$ the binary’s separation, $r_A'$ the distance from the field point to the $A$-th black hole, $\hat{n}_A^n$ the unit vector associated with $r_A'$ and the symbol $1 \leftrightarrow 2$ means that one has to duplicate the terms on the right-hand side exchanging body 1 and 2. In this scheme, a term proportional to $(v_A'/c)^{2N}$ (or equivalently to $G(\tilde{m}_A/r_A')^N$) with respect to the Newtonian solution is said to be of $N$-th PN order and will be denoted as $\mathcal{O}(1/c^{2N})$. In khronometric theory the coefficients $B_A^\pm$ are given by

\[
B_A^\pm \equiv \pm 3^2 - 2 \pm \frac{1}{4} \left( \alpha_{1}^{kh} - 2 \alpha_{2}^{kh} \right) \left( 1 + \frac{2 - \alpha}{2\beta - \alpha} \sigma_A \right) - 2\sigma_A - \frac{1}{4} \alpha_{1}^{kh} (1 + \sigma_A),
\]

(3.27)

where the PPN parameters are, for khronometric theory, given by

\[
\alpha_{1}^{kh} = \frac{4(\alpha - 2\beta)}{\beta - 1},
\]

(3.28)

\[
\alpha_{2}^{kh} = \frac{(\alpha - 2\beta)(\beta(\alpha - 3) + \alpha - \lambda(1 - 3\beta + 2\alpha))}{(\beta - 1)(\beta + \lambda)(\alpha - 2)}. \quad (3.29)
\]

Using the same notations, the æther field at 1PN has the form

\[
U^0 = 1 - \frac{1}{c^2} \frac{G_N \tilde{m}_1}{r_1'} + 1 \leftrightarrow 2 + \mathcal{O}(1/c^4),
\]

(3.30)

\[
U^i = \frac{1}{c^3} \frac{G_N \tilde{m}_1}{r_1'} \left( C_1^+ \nu_1' + C_1^+ \nu_1' \hat{n}_A^\nu \right) + 1 \leftrightarrow 2 + \mathcal{O}(1/c^5),
\]

(3.31)

where the coefficients $C_A^\pm$ are

\[
C_A^\pm = \frac{8 + \alpha_{1}^{kh}}{4} (1 + \sigma_A) \pm \frac{2 - \alpha}{4} \left( \frac{2\alpha_{2}^{kh} - \alpha_{1}^{kh}}{2\beta - \alpha} + \frac{2\sigma_A}{\beta + \lambda} \right).
\]

(3.32)

Note that at 1 PN order there is only one sensitivity parameter, $\sigma_A$, appearing in the metric, whereas $\sigma_A'$ is expected to appear at higher PN orders. More precisely, $g_{\nu'\nu'}$ contains the sensitivity multiplied by a $\mathcal{O}(v^2)$ term, the frame dragging metric component $g_{\nu'\nu'}$ contains $\sigma$ multiplied by a $\mathcal{O}(v)$ term and the spatial part of the metric $g_{\nu',\nu'}$ does not contain any term proportional to the sensitivities.
3.3 Sensitivities and the asymptotic metric

3.3.1 Extraction procedure

This result for the 1PN metric hints at an extraction prescription allowing us to compute the sensitivities from a single-body solution. Indeed, this procedure can be obtained from the following argument. Let us consider the limit where there is only one black hole, by placing ourselves within a buffer region such that \( R^* \ll r \ll r'_{12} \), where \( R^* \) is the “horizon radius” of the black hole. The existence of this region is guaranteed by the conditions defining the PN scheme, particularly the fact that \( r'_{12} \gg R^* \). In this buffer region we can set the other black hole’s mass to zero, \( \tilde{m}_2 = 0 \), i.e., the effect of the second black hole is subdominant) or equivalently take the limit where \( r'_{12} \) goes to infinity, producing an expression that contains parameters relative to the first black hole only.

Let us remark that, while it is difficult to look for exact solutions for a binary system, we can still attempt to find such solutions for single bodies (provided that they are simple enough). The key observation here is that, if we are able to solve the exact strong-field equations without a point-particle approximation, then we can read the sensitivity from the asymptotic behavior of the exact solution, by comparing to equation (3.26). This is the extraction procedure that we will use to compute the black hole sensitivity in the following sections. More precisely, we will consider a single black hole moving slowly with respect to the æther field, so that its speed \( v \) will be taken as a small parameter, and then solve the field equations to the first order in its speed. Then we will compare the asymptotic behavior of the analytic solution to the frame dragging sector of the PN solution in order to read the \( \mathcal{O}(v) \) term containing the sensitivity \( \sigma \). Since we will work using spatial spherical coordinates it is useful to recast the 1 PN metric of equation (3.26) for a single body in spherical coordinates. Thus, dropping the \( A \) label since we work with a single body, the asymptotic solution for a slowly moving black hole is given, in a suitable gauge, by the metric \([129]\)

\[
ds^2 = dt^2 - dr^2 + \left\{ -\frac{2M^*_s}{r} (dt^2 + dr^2) - r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) - 2v \left[ (B^- + B^+ + 4) \frac{M^*_s}{r} \right] \cos \theta dt \, dr \right. \\
\left. + 2vr \left[ (3 + B^- - J) \frac{M^*_s}{r} \right] \sin \theta dt \, d\theta \right\} \times \left[ 1 + \mathcal{O}\left( \frac{v}{r} \right) \right],
\]

and the æther field

\[
U_{\mu} dx^\mu = (dt + v \cos \theta dr - vr \sin \theta d\theta) \times \left[ 1 - \frac{M^*_s}{r} + \mathcal{O}\left( \frac{1}{r^2} \right) \right] + \mathcal{O}(v^2),
\]

where \( M^*_s = G_N \tilde{m} \). Here \( B^\pm \) takes the same form as before and \( J \) is defined as

\[
B^\pm = \pm \frac{3}{2} \pm \frac{1}{4} (\alpha_1^{kh} - 2\alpha_2^{kh}) \left( 1 + \frac{2 - \alpha}{2\beta - \alpha} \right) - \left( 2 + \frac{1}{4} \alpha_1^{kh} \right) (1 + \sigma),
\]

\[
J = \frac{(2 + 3\lambda + \beta)[2(\beta + \sigma) - \alpha(1 + \sigma)]}{2(\lambda + \beta)\alpha - 2}. \tag{3.36}
\]

Clearly, the sensitivity can be read off a strong field solution from the asymptotic values of the \( g_{tr} \) and \( g_{r\theta} \) components of the metric, through the combinations \( 3 + B^- - J \) and \( B^- + B^+ + 4 \), respectively. Both readings must give the same value. This is indeed a consistency condition that we use to validate our computations.
3.4 Dipolar radiation

Before tackling the problem of finding exact solutions to the field equations, we will review the observable effects produced by the sensitivities. First, let us recall that the sensitivities were introduced in order to quantify deviations from geodesic motion, thus encoding the violations of the strong equivalence principle. Indeed, they characterize how the structure of a compact object, such as a black hole or a neutron star, changes with its motion relative to the ambient (extra) field in which it is immersed, i.e., the æther field. They are also determined by the composition and nature (black hole or neutron star) of the body, so different objects will respond differently to the ambient field. This dependence on composition and nature of the body is a manifest breaking of the universality of free fall.

The sensitivities affect both the conservative and dissipative sectors. Indeed, in the conservative sector the sensitivities modify Newton’s universal gravitation law [149], so that the motion of a binary is described, at Newtonian order, by

\[
\dot{v}_A^i = -\frac{G_{N}\tilde{m}_B\hat{n}_{AB}}{(1 + \sigma_A)r_{AB}^2},
\]

(3.37)

where \(r_{AB} = |x_A - x_B|\) and \(\hat{n}_{AB} = (x_A^i - x_B^i)/r_{AB}\).

This relation can be written in a more symmetrical way as

\[
\dot{v}_A^i = -\frac{Gm_B\hat{n}_{AB}}{r_{AB}^2},
\]

(3.38)

where we introduced the active gravitational masses

\[
m_B \equiv \tilde{m}_B(1 + \sigma_B)
\]

(3.39)

and the “strong field” gravitational constant

\[
G \equiv \frac{G_N}{(1 + \sigma_A)(1 + \sigma_B)}.
\]

(3.40)

The sensitivities also modify the equations of motion at higher PN order in the conservative sector in a similar fashion [149].

3.4.1 Dissipative PN dynamics

Regarding the dissipative sector, we expect to lose binary gravitational energy not only to the tensor modes, as in general relativity, but also to the scalar modes present in khrnometric theory (and also to the vector modes in Einstein-æther). Furthermore, the sensitivities allow for dipolar radiation, which is absent in general relativity due to conservation of linear momentum (cf. section 1.5, see also [10]). This modifies in turn the gravitational wave flux.

From the corrections to the conservative sector at Newtonian order, we have that the binary’s binding energy \(E_b\) will be defined as in Newtonian mechanics, but written instead in terms of the strong field gravitational constant \(G\) and the active gravitational masses \(m_A\):

\[
E_b = -\frac{G_{N}\mu m}{2a},
\]

(3.41)
3.4 Dipolar radiation

where \( a \) is the semi-major axis, \( \mu \equiv m_1 m_2 / m \) is the reduced (active) mass and \( m \equiv m_1 + m_2 \) is the total (active) mass. The energy carried away from the system can be related to the rate of change of the gravitational binding energy through the balance law \([124, 149]\)

\[
\dot{E}_b = -\mathcal{F},
\]

(3.42)

where \( \mathcal{F} \) is the gravitational wave flux. In khronometric and Einstein-æther theory, this energy is carried away from the source by the tensor and scalar modes, as well as vector modes for Einstein-æther theory. The gravitational wave flux was first computed in \([149, 124]\) for weak-field sources and later generalized to strong-field sources in \([129]\), both for khronometric and Einstein-æther theory. From here one we will only discuss about the radiation problem in khronometric theory. We refer to \([129]\) for a detailed discussion of gravitational radiation in Einstein-æther theory.

In order to compute the flux \( \mathcal{F} \), we can place ourselves in the radiation zone and express the metric and khronon field as perturbations of the flat background and of a future time direction, respectively. Thus, we choose coordinates such that the background metric is the Minkowski metric and the æther background is aligned with the future direction. In this way, we can define \( g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu} \) and \( u^\mu = \delta^\mu_t + U^\mu \).

\[
U^0 \rightarrow U^0 - \partial_t \xi \quad \text{if} \quad T \rightarrow T + \xi,
\]

(3.43)

so that we can choose \( \xi \) so as to eliminate \( U^0 \). Decomposing the metric and æther perturbations as irreducible transverse and longitudinal components, the perturbations can be written as

\[
\begin{align*}
    h_{0i} &= \gamma^h_i + \gamma^h_i, \\
    U^i &= \nu^i + \nu^i, \\
    h_{ij} &= \phi_{ij} + \frac{1}{2\Delta} \left( \delta_{ij} F^h - F^h_{ij} \right) + 2\phi_{(i,j)} + \phi^h_{ij},
\end{align*}
\]

(3.44)

where \( \Delta \) is the Laplacian differential operator defined as \( \Delta \equiv \partial_i \partial^i \), and

\[
\gamma^h_{0i} = \nu^i = \phi_{0i} = \phi_{i,ij} = \phi_{i,i} = 0.
\]

(3.45)

Thus, \( \gamma^h \) and \( \partial_t \gamma^h \) are the transverse and longitudinal parts of \( h_{0i} \), a similarly \( \nu^i \) and \( \partial_t \nu^i \) are the transverse and longitudinal pieces of \( U^i \). The functions \( \phi_{ij} \) and \( F \) correspond to the spin-2 and spin-0 far-zone fields, as it will become clear in equations (3.48) and (3.49), while the other metric terms correspond to longitudinal modes that do not radiate in khronometric theory. Let us denote by \( x_A(t) \) the trajectories of the \( A \)-th point-particle and \( v_A^i(t) = \dot{x}_A^i \) its 3-velocity. Our goal is to obtain the perturbation fields at a distance \( r \) far away from the source, \( r \gg |x_A^i| \), i.e., in the radiation zone. Then, the transverse-traceless projector is built using the unit-norm vector \( \hat{n}^i \equiv \frac{r^i}{r} \), where the \( r^i \) are the coordinates of the field point.

Inserting the metric and æther decomposition into the field equations, as derived from in the point-particle model, allows us to obtain the behavior by the far-zone fields. Following the methods described in \([124]\), the gravitational wave flux can be computed as

\[
\langle \mathcal{F} \rangle = -\frac{1}{32\pi G_{\text{EA}}} \int_S \ d\Omega \ r^2 \left( \frac{1}{c_t} \dot{\phi}_{ij} \hat{\phi}_{ij} - \frac{(\alpha - 2)}{2\alpha c_s} \hat{F} \hat{F} \right),
\]

(3.46)
where the angled-brackets indicate an average over several wavelengths. Also, the propagation speed of the tensor modes is \( c_T^2 = 1 - \beta \), and the propagation speed of the scalar modes is given by
\[
c_s^2 = \frac{(\alpha - 2)(\beta + \lambda)}{\alpha(\beta - 1)(2 + \beta + 3\lambda)},
\]
cf. section 2.5. The far-zone fields are found to be \([124]\) given by the expressions
\[
\phi_{ij} = -\frac{2G_{\text{EA}}}{r} \mathcal{Q}^T(t - r/c_t),
\]
in the case of the tensor modes, which must be evaluated at the retarded time \( t - r/c_t \), and
\[
F = \frac{4G_{\text{EA}}}{(\alpha - 2)r} \left[ \frac{3}{2} (\mathcal{Z} - 1) \hat{n}_i \hat{n}_j \mathcal{Q}_{ij} + \frac{1}{2} \mathcal{Z} \hat{I}_{kk} - \frac{\hat{n}_i \hat{n}_j}{\alpha c_s^2} (\ddot{\mathcal{Q}}_{ij} + \frac{1}{3} \delta_{ij} \ddot{\mathcal{I}}_{kk}) + \frac{2}{\alpha c_s} \hat{n}_i \Sigma^i \right],
\]
in the case of the scalar modes. Here, \( Q_{ij} \) is the traceless quadrupole tensor, defined as
\[
Q_{ij} = I_{ij} - \frac{1}{3} \delta_{ij} I_{kk},
\]
where the tensor of inertia \( I_{ij} \) of a system of \( A \) point-particles is given by
\[
I_{ij} = \sum_A m_A x^i_A x^j_A \left[ 1 + \mathcal{O} \left( 1/c^2 \right) \right].
\]
We have also introduced the trace-free part of the rescaled mass quadrupole tensor \( Q_{ij} \), related to the rescaled mass inertia tensor
\[
\mathcal{I}_{ij} = \sum_A \sigma_A \hat{m}_A x^i_A x^j_A \left[ 1 + \mathcal{O} \left( 1/c^2 \right) \right],
\]
by the relation
\[
Q_{ij} = \mathcal{I}_{ij} - \frac{1}{3} \delta_{ij} \mathcal{I}_{kk},
\]
as well as the vector
\[
\Sigma^i = -\sum_A \sigma_A \hat{m}_A v^i_A \left[ 1 + \mathcal{O} \left( 1/c^2 \right) \right],
\]
and the constant \( \mathcal{Z} \) is given by
\[
\mathcal{Z} \equiv \frac{(\alpha_1^h - 2\alpha_2^h)(1 - \beta)}{3(2\beta - \alpha)}.
\]
Let us stress that the different quantities defining \( F \) are to be evaluated at the retarded time \( t - r/c_s \).

The flux can then be evaluated for a binary system in terms of the (Newtonian) center-of-mass coordinates \( X^i_{CM} \equiv \left( m_1 x^1_i + m_2 x^2_i \right)/m \). The energy lost by the binary system is finally given by the formula \([129]\]
\[
\frac{\dot{E}_b}{E_b} = 2 \left\{ \frac{G_{\text{EA}} \mu m}{r_{12}^3} \right\} \left\{ \frac{8}{15} (A_1 + 2A_2 + 3A_3)(12v_{12}^2 - 11v_{12}^2) + 4(B_1 + 2B_2 + 3B_3)v_{12}^2 \\
+ (s_1 - s_2)^2 \left( C + \frac{18}{5} A_3 V^i_{CM} V^j_{CM} + \frac{6}{5} A_3 + 36B_3 \right) (V^i_{CM} \hat{n}_{12}^i)^2 \right\} + \left( s_1 - s_2 \right) \left[ 12(B_2 + 2B_3)V^i_{CM} \hat{n}_{12}^i v_{12}^i \hat{n}_{12}^i + \frac{8}{5}(A_2 + 2A_3) V^i_{CM} (3v_{12}^2 - 2\hat{n}_{12}^i v_{12}^i \hat{n}_{12}^i) \right],
\]
3.5 Chapter conclusions where \( V^i_{CM} \equiv \dot{X}^i_{CM} \) is the center of mass velocity of the system relative to the æther and \( v^i_{12} \equiv \dot{r}^i_{12} \) is the relative 3-velocity of the binary. Also, we have introduced the coefficients

\[
A_1 \equiv \frac{c}{c_t} + \frac{3\alpha(\mathcal{Z} - 1)^2c}{2c_s(2 - \alpha)}, \quad A_2 \equiv \frac{2(\mathcal{Z} - 1)c^3}{(\alpha - 2)c_s^3},
\]

\[
A_3 \equiv \frac{2c^5}{3\alpha(2 - \alpha)c_s^3}, \quad B_1 \equiv \frac{\alpha \mathcal{Z}^2 c}{4c_s(2 - \alpha)},
\]

\[
B_2 \equiv \frac{\mathcal{Z}c^3}{3c_s^2(\alpha - 2)}, \quad B_3 \equiv \frac{9\alpha c^5_s(2 - \alpha)}{c^5},
\]

\[
C \equiv \frac{4c^3}{3c_s^3(2 - \alpha)}
\]

where we reintroduced the powers of \( c \) for later power-counting, and the shorthand \( S \equiv s_1 m_2/m + s_2 m_1/m \). Finally, the sensitivities are represented by the parameter

\[
s_A \equiv \frac{\sigma_A}{1 + \sigma_A}.
\]

Let us remark first that in the limit where the khronometric coupling coefficients \( \alpha, \beta, \lambda \) go to zero, the flux and the rate of energy loss formulae reduce to the GR result (provided that the sensitivities vanish in that limit), that is, we recover the quadrupole formula and there is no dipolar radiation. The preferred frame effect can be observed in these formulae through the presence of \( V^i_{CM} \), the velocity of the center of mass with respect to the æther, whereas secular term depending directly on \( X^i_{CM} \) can be neglected [149]. Most importantly, let us stress that, provided that the difference of the bodies’ sensitivities \( |s_1 - s_2| \) and the coupling constants are large enough, the khronometric terms can dominate the GR ones, even for small coupling. Indeed, the leading order terms in the khronometric result enter at an absolute order of \( O(1/c^8) \), whereas the quadrupole formula in GR does it at \( O(1/c^{10}) \). These dominant terms are proportional to the difference of the sensitivity parameters squared. Thus, this scaling given by fewer powers of \( \tilde{m}/r_{12} \) corresponds to a -1 PN correction and is therefore dominant during inspiral. This new emission mode, besides the standard quadrupole emission, enhances the energy loss rate of the binary, and consequently it will tend to shorten the duration of the orbital phase of binary systems and lead them to a faster coalescence (cf. section 1.6.2).

3.5 Chapter conclusions

We have seen that in modified theories of gravity, there is, generically, violations of the strong equivalence principle, that is, the universality of free fall does not extend into self-gravitating objects. This effect can be parametrized by a set of parameters called the sensitivities, as can be seen by introducing an effective point particle model, as explained in 3.2. The modification to the orbital dynamics induced by the sensitivities also modifies the gravitational wave flux, and in the case of Lorentz violating gravity the dominant emission mode now appears to be dipolar, as discussed in 3.4. The strength of this dipolar emission is proportional to the difference of the sensitivities squared. The apparition of a new emission channel leads to a faster binary energy loss, and therefore to a faster evolution towards coalescence. In particular, this would differ from predictions using multi-band GW detections as mentioned in section 1.6.2. Therefore the computation of the sensitivity for different
compact objects is of capital importance. This has been done in reference [?] in the case of neutron stars, and the purpose of the next chapter is to compute the sensitivity for binary black holes. More precisely, in section 3.3 we have seen that the sensitivities can be extracted from a solution slowly moving with respect to the Lorentz violating field, as it was done in [?], and the next chapter will tackle the computation of slowly moving black holes.
4 – Slowly moving black holes in Lorentz-violating Gravity

In this chapter we will see how the preferred-frame effects introduced in the gravity sector affect the motion of a binary black hole system. We will also see how this leads to detectable changes in the gravitational wave fluxes the binary emits. In order to do so, we will first review the general physical principles that lead to these modifications in section 3.1, in particular the strong equivalence principle and its violations. Based on this motivation, in section 3.2 we will introduce a point-particle model containing parameters quantifying these violations, which we will refer to as “sensitivities”. Using a post-Newtonian approximation for the binary dynamics, we will show how this scheme naturally leads to a semi-analytic prescription to compute the sensitivities in section 3.3. Indeed, we will see that these can be read off from the asymptotic metric of a single slowly moving black hole. The formalism developed will be extended to describe the modified gravitational radiation in section 3.4. Up to that point, we do not pretend showing any new result. Indeed, new results are postponed to the end of this chapter, starting in section 4.1. There we will describe solutions for black holes slowly moving with respect to a Lorentz-violating field. We will show that some of these solutions are not regular. Moreover, we will conclude that imposing regularity reduces the parameter space of Lorentz-violating theories in a way that is in agreement with experimental constraints. Finally, with these results at hand, the possibility of observing modifications to the gravitational wave flux will be discussed in section 4.4.

4.1 Slowly moving black holes

In section 3.3.1, we highlighted a prescription allowing us to measure the sensitivities of a compact object, which appear when modeling a binary system through the point-particle approximation, by taking the limit where the system is composed of a single object moving relative to the khronon field. In this section, we will construct such a solution in the case of a non-spinning black hole in khronometric theory, slowly moving with respect to the ambient khronon field. In order to do so, we will begin by presenting the metric and khronon Ansatz as composed by a static background and a perturbation scaling with the relative velocity \( v \) between the khronon and the black hole. Expanding the field equations at zeroth order in \( v \) will give the static solution described in section 2.6.1. Solving the first order equations will be the core of this section.
4.1.1 Construction of the Ansatz

We have formulated the physical system as composed by a stationary Æther background and a non-spinning black hole in slow motion with respect to it. Equivalently, we can choose to describe the system as given by a black hole at rest and a moving Æther whose asymptotic behavior corresponds to a constant flow. Both pictures are related by a gauge transformation. Here we choose the latter point of view, as it avoids the need of a time-dependent description of the black hole’s position. For definiteness, we will set the motion of the Æther flow along the z axis, and let v be its asymptotic speed.

4.1.1.a) Symmetries and the perturbation potentials

We want to choose our coordinates in such a way that, at zeroth order in v, the solution will be described by the metric (2.77) and the khronon (2.78). Those solutions are given Ansatz using Eddington-Finkelstein coordinates (cf. section 2.6). However, for our goals it is easier to write the metric’s and the Æther’s first order perturbations using isotropic cylindrical coordinates, \( x^\mu = \{t, \rho, \phi, z\} \). In these coordinates, the black hole is located at the origin and its four-velocity is given by \( u_{\text{bh}}^\mu = (1/\sqrt{g_{tt}}, 0, 0, 0) \) (black hole at rest). The background metric can be written as

\[
ds^2 = f(\tilde{r})dt^2 - b^2(\tilde{r})\left(d\rho^2 + \rho^2d\phi^2 + dz^2\right),
\]

where \( \tilde{r} = \sqrt{\rho^2 + z^2} \) is the isotropic radial coordinate. Note that \( \tilde{r} \) is different from the areal coordinate \( r \) used in Eddington-Finkelstein coordinates. They are simply related by the relation \( r = \tilde{r}b(\tilde{r}) \). Also, \( b(\tilde{r}) \) is related to \( B(r) \) by the relation

\[
\frac{B(r)}{\sqrt{f(r)}} = \frac{b(\tilde{r})}{b(\tilde{r}) + \tilde{r}db(\tilde{r})/d\tilde{r}}.
\]

The background Æther field is given by

\[
u_b^\mu dx^\mu = A(r)dt + \tilde{u}_r d\tilde{r},
\]

where \( \tilde{u}_r \) is determined by the normalization condition \( u_b^\mu u_b^\nu = 1 \). Note that \( \tilde{u}_r \neq 0 \), in contrast to a star where the Æther cannot have any r component at \( O(v^0) \) (in which case we must set \( u_b^\mu = \delta^\mu_0 \sqrt{f(\tilde{r})} \)), see [150] where this is proved by direct resolution of the field equations. The advantage of using isotropic coordinates, instead of directly using Eddington-Finkelstein coordinates, comes from the fact that in the former the spatial part of the metric becomes conformally flat, thus simplifies our treatment in the following. Moreover, the use of cylindrical coordinates rather than spherical coordinates allows for an easier treatment of the

1. Let us recall that now the Æther field is not a fundamental quantity, but is rather derived from the khronon field. We choose to speak of the Æther field derived from the khronon, instead of the khronon field itself, as it allows for a simple geometrical description in terms of a vector field flow.

2. The physical reason behind this fact is that in stars we must impose regularity of the Æther field at the center. More precisely, spherical symmetry implies that the radial part of the Æther must vanish at \( r = 0 \). Imposing this boundary condition together with asymptotical flatness leads to the vanishing of the radial component everywhere. In contrast, for black holes the Æther flow can be singular at the center and in fact it flows towards the center.
perturbed system. Indeed, our physical system exhibits cylindrical invariance with respect to the axis of the æther flow, i.e., the z axis. This implies that physical perturbations must transform, under rotations of the z axis, as scalar, vector, or tensor quantities. Also, due to cylindrical symmetry we have that physical quantities cannot depend on the azimuthal coordinate φ.

Let us consider the symmetry properties of the first order perturbation, i.e., carrying v. We note that the simultaneous coordinate reversal

\[
\begin{align*}
  t &\rightarrow -t, \\
z &\rightarrow -z, \\
\end{align*}
\]

must leave the physics unchanged. This transformation can also be interpreted as a simultaneous time and motion reversal, which is clearly a symmetry of the system. It follows that the only metric components allowed for the perturbations are \( g_{tt}, g_{tp}, g_{tz}, g_{pp}, g_{pz} \) and \( g_{zz} \). With respect to spatial rotations, the metric perturbations will decompose as

\[
\delta \left( ds^2 \right) = v \delta g_{tt} dt^2 + 2v \left( \delta g_{tp} dt + \delta g_{tz} dz \right) + v \left( \delta g_{pp} dp^2 + 2\delta g_{pz} dp dz + \delta g_{zz} dz^2 \right) + O(v^2).
\]

The total metric would be then

\[
ds^2 = f(\hat{r}) dt^2 - b^2(\hat{r}) \left( d\rho^2 + \rho^2 d\phi^2 + dz^2 \right) + v \left( \delta g_{tt} dt^2 + 2\delta g_{tp} dt dp + 2\delta g_{pz} dz dt + \delta g_{pp} dp^2 + 2\delta g_{pz} dp dz + \delta g_{zz} dz^2 \right) + O(v^2).
\]

The same symmetry considerations applied to the æther field imply that the only components that can be perturbed are \( \delta u^t, \delta u^p \) and \( \delta u^z \). This leads to the æther Ansatz

\[
u^\mu = u_0^\mu + \delta u^t \left( \partial_t \right)^\mu + \delta u^p \left( \partial_p \right)^\mu + \delta u^z \left( \partial_z \right)^\mu.
\]

Clearly, the only 3-vectors we have in order to construct the perturbations belong to the \((\rho, z)\) plane and are given by \( \hat{v} = (0, v) \) and \( \hat{n} = (\rho, z)/\hat{r} = (\sin \theta, \cos \theta) \), which provides a basis in the \((\rho, z)\) plane. Thus, we must construct scalar, vector and tensor perturbations of order \( O(v) \) by means of \( \hat{v} \) and \( \hat{n} \). This means, for instance, that the scalar terms must be expressed as the product of an arbitrary function of the radius \( \hat{r} \) times the scalar \( \hat{n} \cdot \hat{v} \). Thus, we can express the metric perturbations as

\[
\begin{align*}
\delta g_{tt} &\equiv \tilde{\psi}(\hat{r}) \left( \hat{n} \cdot \hat{v} \right) = v \cos \theta \tilde{\psi}(\hat{r}), \\
\left( \begin{array}{c} \delta g_{tp} \\ \delta g_{tz} \end{array} \right) &\equiv \alpha_1(\hat{r}) \left( \hat{n} \cdot \hat{v} \right) \hat{n} + \alpha_2(\hat{r}) \hat{v} \\
&= v \left( \begin{array}{c} \sin \theta \cos \theta \alpha_1(\hat{r}) \\ \cos^2 \theta \alpha_1(\hat{r}) + \alpha_2(\hat{r}) \end{array} \right), \\
\left( \begin{array}{c} \delta g_{pp} \\ \delta g_{pz} \\ \delta g_{zz} \end{array} \right) &\equiv \alpha_3(\hat{r}) \left( \hat{n} \cdot \hat{v} \right) n^i n^j + \alpha_4(\hat{r}) n^{(i} v^{j)} \right), \\
&= v \left( \begin{array}{ccc} \cos \theta \sin^2 \theta \alpha_3(\hat{r}) & \sin \theta \cos^2 \theta \alpha_3(\hat{r}) + \alpha_4(\hat{r}) \end{array} \right), \\
&= v \left( \begin{array}{ccc} \sin \theta \cos^2 \theta \alpha_3(\hat{r}) + \alpha_4(\hat{r}) & \cos \theta \cos^2 \theta \alpha_3(\hat{r}) + \alpha_4(\hat{r}) \end{array} \right),
\end{align*}
\]

\[4.1 \textit{SLOWLY MOVING BLACK HOLES} \]
where we have introduced the unknown functions $\tilde{\psi}(\tilde{r})$ and $\alpha_i(\tilde{r})$ for $i = 1, 2, 3, 4$. We will refer to them as the "metric perturbation potentials". Along the same lines, we observe that the time component $\delta u^t$ must transform as a scalar under spatial rotations while $(\delta u^\rho, \delta u^z)$ must transform as a vector. Thus, we must express the æther perturbations as

$$\delta u^t = \beta_1(\tilde{r}) \vec{n} \cdot \vec{v} = v \cos \theta \beta_1(\tilde{r}),$$

(4.9)

$$\left( \begin{array}{c} \delta u^\rho \\ \delta u^z \end{array} \right) = \beta_2(\tilde{r}) (\vec{n} \cdot \vec{v}) \hat{n} + \gamma(\tilde{r}) \vec{v} = v \left( \begin{array}{c} \cos \theta \sin \theta \beta_2(\tilde{r}) \\ \cos^2 \theta \beta_2(\tilde{r}) + \gamma(\tilde{r}) \end{array} \right),$$

(4.10)

where we have introduced the arbitrary functions $\beta_{1,2}(\tilde{r})$ and $\gamma(\tilde{r})$, and we will refer to them as to the "khronon perturbation potentials". Notice that a functional dependence on $\rho$ or $z$ would require another projection using the vector $\vec{v}$, and as such it would be a $\mathcal{O}(v^2)$ effect. Thus, the perturbation potentials are functions only of $\tilde{r} = \sqrt{\rho^2 + z^2}$ and not of $\rho$ nor $z$.

4.1.1.b) Asymptotic æther flow condition

At this juncture we find it convenient to remark that, from the khronon Ansatz, we can immediately foresee the asymptotic behavior that we are looking for in the perturbation potentials. Indeed, an asymptotic æther flow in slow uniform motion along the $z$ axis would correspond to $(\partial_t - v \partial_z) / \sqrt{1 - v^2}$ in Cartesian coordinates, or equivalently to $(\partial_\tilde{r} v - v \cos \theta \partial_r + v \sin \theta / r \partial_\theta) / \sqrt{1 - v^2}$ in Eddington-Finkelstein coordinates. Thus, inspection of equations (4.10) and (4.10) allows us to conclude that we must impose

$$\beta_{1,2}(\tilde{r}) \rightarrow 0 \quad \text{as} \quad \tilde{r} \rightarrow \infty,$$

(4.11a)

$$\gamma(\tilde{r}) \rightarrow -1 \quad \text{as} \quad \tilde{r} \rightarrow \infty,$$

(4.11b)

as this guarantees that the potentials are such that the $\mathcal{O}(v)$ æther field asymptotes to $(\partial_t - v \partial_z)$.

4.1.1.c) From isotropic cylindrical coordinates to Eddington-Finkelstein coordinates

Now that we obtained the Ansätze (4.6) and (4.7) with their explicit functional form, we can transform them to Eddington-Finkelstein coordinates $\{v, r, \theta, \phi\}$. Let us warn the reader that two typographies for "v" will be present from now on. First, the letter $v$ corresponding to the small relative velocity between the black hole and the æther field. Second, the letter $v$ which appears as a coordinate in Eddington-Finkelstein coordinates. In these coordinates the background metric is given by

$$ds^2 = f(r) dv^2 - 2B(r) dv dr + r^2 d\Omega^2,$$

(4.12)

and the background æther field is

$$u_\nu dx^\nu = \frac{1 + A(r)^2 f(r)}{2A(r)} dv - A(r) B(r) dr.$$

(4.13)
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After some straightforward algebra, on the one hand we can express the metric Ansatz as

\[ g_{\mu\nu} dx^\mu dx^\nu = (f + v \cos \theta f^2 \psi) dv^2 + 2 \left( -B + v \cos \theta f (\eta_1 - B \psi) \right) dr^2 + 2 (-v f \sin \theta \eta_2) d\theta d\phi + \left( -v \cos \theta (2 \eta_1 + 2 \eta_4 - B \psi) \right) dr^2 \]

where we have introduced the new metric potentials \( \psi(r) \) and \( \eta_i(r) \) for \( i = 1, 2, 3, 4 \), and we have omitted the \( r \)-dependence of the functions \( f(r) \), \( A(r) \), and \( B(r) \) as well as of the perturbations \( \eta_{1,2,3}(r) \), and \( \psi(r) \) in order to facilitate the reading. The æther Ansatz becomes

\[ u_\mu dx^\mu = \left( 1 + A(r)^2 f(r) \cos \theta \right) dv + \left( -A(r)B(r) + v \zeta_2(r) \cos \theta \right) dr - v \zeta_3(r) \sin \theta d\theta, \]

where we have introduced the new potentials \( \zeta_i(r) \) with \( i = 1, 2, 3 \).

4.1.1.d) Infinitesimal gauge transformations

The procedure outlined can be extended to simplify our Ansätze even further, however. Indeed, we can still perform an infinitesimal gauge transformation and simplify some of the potentials. In particular, we can choose to set \( u_\theta \) to zero within a suitable gauge. In order to achieve this, we propose a coordinate transformation of the form

\[ r' = r + v H_1(r) \cos \theta, \quad \theta' = \theta - v H_2(r) \sin \theta, \]

which gives \( dv = dv' - v H_1'(r) \cos \theta \, dr + v H_1(r) \sin \theta \, d\theta \). Thus, for the 1-form \( u_\mu \) this transformation gives

\[ u_\mu dx^\mu = (u_\nu + v \zeta_1(r) \cos \theta) dv' + \left( u_r + (v \zeta_2(r) - v u_r H_1'(r)) \cos \theta \right) dr + \left( -v \zeta_3(r) + v u_r H(r) \right) \sin \theta d\theta. \]

Clearly, by choosing \( H_1(r) = \frac{\zeta_3(r)}{u_\nu} \) we obtain \( u_\theta = 0 \). Henceforth we will drop the prime in the \( v' \) of this coordinate system and simply refer to it as the Eddington-Finkelstein coordinates \( \{v, r, \theta, \phi\} \).

There is still another gauge transformation we can make to reduce the number of free potentials. Indeed, the infinitesimal coordinate transformation

\[ r \mapsto r + v H_2(r) \cos \theta, \quad \theta \mapsto \theta - v \frac{H_3(r)}{r} \sin \theta, \]

allow us to remove any of the metric potentials in (4.14). We here choose to set \( \eta_4(r) = 0 \) without any loose of generality.

Moreover, the khronon potentials are not completely free though, because the æther flow must be both hypersurface-orthogonal and of unity norm. Thus, we need to restrain
Therefore, after a few re-definitions we can express the metric Ansatz as 

\[ \omega^{\mu} \equiv \epsilon^{\mu\alpha\beta\gamma} u_\alpha \nabla_\beta u_\gamma = 0, \]  

(4.19)

where \( \epsilon^{\mu\alpha\beta\gamma} \) is the Levi-Civita tensor, in agreement with Frobenius theorem. These relations completely determine the æther potentials \( \zeta_{1,2} \) in terms of the metric potentials. Therefore, after a few re-definitions we can express the metric Ansatz as 

\[
g_{\mu\nu} dx^\mu dx^\nu = \left( f(r) dv^2 - 2B(r) dr dv - r^2 d\Omega^2 \right) + v \left\{ \cos \theta f(r)^2 \psi(r) dv^2 + B(r) \cos \theta [\psi(r) - 2\delta(r)] dr^2 + 2f(r) \cos \theta [\delta(r) - B(r) \psi(r)] dr dr \right. \\
\left. - 2 \sin \theta \chi(r) dv d\theta + 2 \sin \theta [B(r) \chi(r) - \Sigma(r)] dr d\theta \right\} + \mathcal{O}(v^2).
\]  

(4.20)

The final form of the æther Ansatz is then 

\[
u_\mu dx^\mu = \frac{1 + f(r) A(r)^2}{2A(r)} dv - A(r) B(r) dr \\
+ v \cos \theta \left( \frac{1 + f(r) A(r)^2}{8A(r)^3 B(r)} h(r) \right) dv - v \cos \theta \left( \frac{h(r)}{4A(r)} \right) dr + \mathcal{O}(v^2),
\]  

(4.21)

where \( h(r) \equiv (A(r)^4 f(r)^2 - 1) \delta(r) + 2A(r)^4 B(r) \psi(r) \). From now on, we will refer to \( \delta(r) \), \( \chi(r) \), \( \psi(r) \) and \( \Sigma(r) \) which appear in equations (4.20) and (4.21) as to the “perturbation potentials”. All these transformations are shown in a recapitulative manner in figure 4.1.

Let us remark that, since the metric and khronon potentials depend only on one variable, \( r \), the field equations must reduce to a system of ordinary differential equations for the potentials. However, the fact that this Ansätze yield separable equations is a highly non-trivial result. Indeed, instead of using the vectors \( \vec{u} \) and \( \vec{v} \) to express our potentials, we could have expressed the metric and æther perturbations as sums of Legendre polynomials, e.g.,

\[
\delta g_{tt} = \sum_{n} k_n(r) P_n(\cos \theta),
\]  

(4.22)

where \( P_n \) is the \( n \)-th Legendre polynomial, and so on for the other perturbations. We can perform this decomposition because of the symmetries of our physical system. Plugging this form of Ansatz into the field equation yields a set of differential equations which must be solved order by order. On the one hand, each equation couples in general different modes (e.g., different \( k_n \)), meaning that, in principle, they are not independent (reflecting that the system is governed by partial differential equations). On the other hand, the fact that we can express our perturbations as in equations (4.20) and (4.21) means that only the first modes (\( n = 1 \)) of the Legendre decomposition are necessary to characterize the order \( \mathcal{O}(v) \) solution. Thus, the separability of the field equations is a consequence of the symmetries of the system that lead us to the decomposition given by (4.20) and (4.21).

Let us recall that, in order to obtain an asymptotic æther flow corresponding to our physical description, the potentials from the original æther Ansatz in isotropic cylindrical coordinates (see equations (4.10), (4.10)) must satisfy the conditions (4.11a), (4.11b). In
4.2 Structure of the field equations

We shall now tackle the problem of solving the field equations for a black hole slowly moving with respect to the aether field. Plugging the metric and aether Ansätze, (4.20) and (4.21) into the field equations and expanding in $O(v)$ gives us zeroth and first order
equations for the potentials. The former involve only the background functions \( f, A \) and \( B \), and correspond to the set of equations defining the static spherically symmetric background discussed in (2.6.1), while the latter are linear in the perturbations potentials \( \delta(r), \chi(r), \psi(r) \) and \( \Sigma(r) \), and depend also on the background potentials \( f, A \) and \( B \). The piece of the modified Einstein tensor \( E^\mu_\nu \) that scales linearly with \( \nu \) is composed of 7 non-zero components, two of them being proportional to each other. In principle, this means that there are 6 equations of motion, which we can write schematically as

\[
\tilde{P}_n \equiv \sum_{i=1}^{11} p_{n,i}(r) w_i = 0, \quad \text{for } n \in \{1, 2, 3, 4, 5, 6\} \tag{4.24}
\]

where the \( p_{n,i}(r) \) are algebraic expressions of the radial coordinate \( r \), the coupling coefficients \( \alpha, \beta \) and \( \lambda \), and of the background functions \( f(r), A(r) \) and \( B(r) \) as well. The vector \( \mathbf{w} \) is defined in terms of the perturbations potentials as

\[
\mathbf{w} = \left( \delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r), \Sigma'(r), \delta''(r), \chi''(r), \psi''(r) \right). \tag{4.25}
\]

In the same way as we did in section 2.6, we can make use of the Bianchi identity

\[
\nabla_\mu E^\mu_\nu = \kappa(r) u_\nu, \tag{4.26}
\]

to show that not all 6 equations are dynamical equations. Let us first recall that the zeroth order piece of these identities lead in fact to the evolution equation (2.84) for the background constraint equation (2.82), cf. section 2.6. The piece proportional to \( \nu \) has 3 non-trivial relations obtained by setting \( \nu = v, r \) and \( \theta \). We can combine these relations to obtain

\[
u_r \nabla_\mu E^\mu_v v - u_r v \nabla_\mu E^\mu_r \equiv \kappa u_r u_v - \kappa u_r u_v v = 0, \tag{4.27a}
\]

\[
u_\theta \nabla_\mu E^\mu_r - u_r \nabla_\mu E^\mu_\theta \equiv \kappa u_\theta u_r - \kappa u_r u_\theta = 0. \tag{4.27b}
\]

Note that there are only two independent identities, since the analogous combination between the \( v \) and \( \theta \) components can be deduced from these two. On the one hand, the first equation can be written as

\[
\nabla_\mu (u_r E^\mu_v - u_v v E^\mu_r) = E^\mu_v v \nabla_\mu u_r - E^\mu_r \nabla_\mu u_v v, \tag{4.28}
\]

while on the other hand, since \( u_\theta = 0 \) in our gauge, the second equation is simply

\[
\nabla_\mu E^\mu_\theta = \nabla_r E^r_\theta + \nabla_\theta E^\theta_\theta = 0. \tag{4.29}
\]

More important for us is the first order part of these identities. Expanding them, and performing a few algebraic manipulations, we find

\[
\frac{dC_1}{dr} = a_1(r) C_1 + b_1(r) C_2 + \sum_{n=1}^4 d_{1,n}(r) P_n, \tag{4.30}
\]

\[
\frac{dC_2}{dr} = a_2(r) C_1 + b_2(r) C_2 + \sum_{n=1}^4 d_{2,n}(r) P_n, \tag{4.31}
\]

where \( C_1 \) can be identified with the combination \( u_\nu^b \tilde{P}_3 - u_\nu^b v \tilde{P}_5 \), the term \( C_2 \) can be identified with \( \tilde{P}_6 \), and \( \mathbf{P} = (\tilde{P}_1, \tilde{P}_2, \tilde{P}_3, \tilde{P}_4) \). Here, the functions \( a_i(r), b_i(r) \) and \( d_{i,j}(r) \) are algebraic
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expressions of the radial coordinate $r$, of the background functions $f(r)$, $A(r)$ and $B(r)$ and the coupling coefficients $\alpha$, $\beta$, and $\lambda$. From the identities (4.30) we deduce that, if all the modified Einstein equations $E^\mu_\nu = 0$ are satisfied at some initial point $r_1$, then it is enough to solve the equations $P = 0$ to move to $r = r_1 + \Delta r$, in order to satisfy the equations $C_1 = C_2 = 0$ there as well. We conclude that the equations (4.24) for $n = 1, 2, 3, 4$, that is, $P = 0$, are indeed evolution equations for the perturbation potentials, while $C_1$ and $C_2$ are constraints to be imposed at the initial integration radius $r_1$.

More precisely, assuming the background potentials $O(v)$ solve the zeroth order equations, then the modified Einstein equations reduce to a system of ordinary differential equations of second order in $\delta(r)$, $\chi(r)$, and $\psi(r)$ and of first order in $\Sigma(r)$, plus two initial value equations. The evolution equations can be diagonalized and put into the form

$$
\delta''(r) = \delta''\left(\delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r)\right),
$$

$$
\chi''(r) = \chi''\left(\delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r)\right),
$$

$$
\psi''(r) = \psi''\left(\delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r)\right),
$$

$$
\Sigma'(r) = \Sigma'\left(\delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r)\right),
$$

where each of these expressions is linear on the perturbed potentials and their derivatives. This is the system we will solve numerically in the following sections.

In practice, small errors appear since we solve for the field equations numerically, and these errors leak into the constraints. Nonetheless, we checked that the sign of the functions $a_i(r)$ and $b_i(r)$ are negative for large values of the radial coordinate $r$, meaning that the constraint evolution equations behave as an asymptotically damped system. This property guarantees that the constraints are stable near zero, and numerical errors tend to remain small at spatial infinity.

4.2.1 Boundary conditions

To obtain a numerical solution to our differential equations (4.32) we would like to set some initial conditions at given initial radius $r_1$ and then numerically integrate the equations to all other radii. From the number of derivatives present in the equations of motion (7), and from the number of constraint equations (2), one would expect $7-2=5$ free initial conditions to be needed at any point in order to integrate the system. This would be the case if the equations were regular everywhere. Unfortunately, inspection of these equations shows possible singularities at the metric, spin-0 and universal horizon, together with spatial infinity. Let us consider for instance the equation (4.32a). If we Taylor expand it near the metric horizon $r_h$, we find

$$
\delta''(r) = \frac{R_2}{(r - r_h)^2} + \frac{R_1}{(r - r_h)} + O \left((r - r_h)^0\right),
$$

where $R_1$ and $R_2$ are algebraic expressions on the potentials $\delta(r_h)$, $\chi(r_h)$, $\psi(r_h)$, $\Sigma(r_h)$ and their derivatives, evaluated at the metric horizon. Therefore, in order to have a regular equation for $\delta''(r)$ at $r = r_h$, both $R_1$ and $R_2$ must vanish at that point. Similar expressions appear when studying the equations of motion for the other potentials $\chi(r)$, $\psi(r)$ and $\Sigma(r)$,
for each of the singular points aforementioned. From a theoretical point of view, these singular points simply impose new conditions on the perturbation potentials. Yet from a numerical point of view they make the numerical solution unstable since the regularity condition is never perfectly satisfied if \( r_i \neq r_{\text{singular}} \). Thus, from a practical point of view we found it more convenient to begin our numerical integration on an irregular point and impose regularity there through the initial conditions.

If one starts at the metric horizon for instance, regularity reduces the number of “free” initial conditions from 5 to 2. In practice, this is achieved by solving perturbatively the field equations near the singular point. This procedure give us a series expansion of the form

\[
\begin{align*}
\delta(r) &= \delta_{0,h} + \sum_{k=1}^{\infty} \delta_{k,h}(\delta_{0,h}, \Sigma_{0,h}) \left( r - r_h \right)^k, \\
\chi(r) &= \sum_{k=0}^{\infty} \chi_{k,h}(\delta_{0,h}, \Sigma_{0,h}) \left( r - r_h \right)^k, \\
\psi(r) &= \sum_{k=0}^{\infty} \psi_{k,h}(\delta_{0,h}, \Sigma_{0,h}) \left( r - r_h \right)^k, \\
\Sigma(r) &= \Sigma_{0,h} + \sum_{k=1}^{\infty} \Sigma_{k,h}(\delta_{0,h}, \Sigma_{0,h}) \left( r - r_h \right)^k,
\end{align*}
\]

(4.34)

where all the coefficients in the expansion can be expressed in terms of the two initial conditions \( \delta_{0,h} = \delta(r_h) \) and \( \Sigma_{0,h} = \Sigma(r_h) \). In this notation, the series coefficients, such as \( \chi_{0,h}(\delta_{0,h}, \Sigma_{0,h}) = \chi(r_h) \) for instance, also depend on the free parameters of the background solution (see discussion in 2.6.2) and the coupling coefficients \( \alpha, \beta, \lambda \). Here we are assuming that the potentials are regular at the metric horizon. Indeed, it can be shown that analyticity of the potentials \( \delta, \chi, \psi \) and \( \Sigma \) is required to ensure finiteness of the invariants constructed with the metric, the æther vector, and the Killing vectors \( \partial_\rho \) and \( \partial_\phi \) (e.g. \( R, R_{\mu\nu}, R_{\mu\rho\sigma\beta} R^{\mu\rho\sigma\beta} \), and scalars obtained by contracting among themselves curvature tensors, Killing vectors and the æther). See Appendix 4.B for a proof of this fact.

Furthermore, the field equations at first order are linear in the perturbation potentials and their derivatives, thus they are invariant under a global rescaling. More precisely, if the set of potentials \( \{ \delta(r), \chi(r), \psi(r), \Sigma(r) \} \) is a solution of the field equations, then for any given \( \lambda \in \mathbb{R} \), the set \( \{ \lambda \delta(r), \lambda \chi(r), \lambda \psi(r), \lambda \Sigma(r) \} \) will also be a solution. This is clear since the scaling factor \( \lambda \) appears simply as an overall factor in the field equations. We can make use of this rescaling freedom and choose \( \lambda \) to fix any one parameter of the initial conditions. Without loss of generality, we will set \( \Sigma(r_h) = \Sigma_{0,h} = 1 \). We can make use of the series expansion of equations (4.34), truncated at some finite order \( n \), to integrate the system to a distance \( \epsilon \) away from the singular point (the metric horizon in this case). In doing this, we are introducing a numerical error of the order \( O(\epsilon^{n+1}) \), which can be made arbitrarily small by increasing \( n \) and decreasing \( \epsilon \). This procedure allows us to integrate numerically onwards or inwards the equations of motion, avoiding numerical instabilities at the metric horizon.

To recapitulate, we found that constraints, regularity and scaling gives us just one initial condition parameter, \( \delta_{0,h} \), to integrate from the metric horizon \( r_h \).
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4.2.2 Integration to spatial infinity

Let us consider the integration of the equations of motion from the metric horizon to spatial infinity. If the initial condition $\delta_{0,h}$ were a free parameter of the solution, then it would be a “hair” of the theory. We will soon show that this is not the case however, and in fact $\delta_{0,h}$ must get fixed by imposing asymptotical flatness.

Indeed, generic values for the parameter $\delta_{0,h}$ lead to solutions that are not asymptotically flat. However, for the cases that we studied we could always find a value of $\delta_{0,h}$ that gives an asymptotically flat solution. This special value can be found through a bisection procedure, where the free parameter is used as a shooting parameter. In order to implement this method, one must first understand the structure of asymptotically flat solutions. Solving perturbatively the field equations near spatial infinity give

$$\delta(r) = \delta_0 - \frac{(\beta + \lambda)(F_1 \delta_0 - 4 \chi_0)}{(1 - 3\beta - 2\lambda)r} + \frac{\delta_2(\delta_0, \chi_0)}{r^2} + \frac{\delta_3(\delta_0, \chi_0, \chi_2) + \delta_{3,\Sigma}(\delta_0, \chi_0) \log(r)}{r^3}$$

$$+ \sum_{k=4}^{\infty} \left( \frac{\delta_k(\delta_0, \chi_0, \chi_2, \Sigma_1)}{r^k} + \frac{\delta_{k,\Sigma}(\delta_0, \chi_0, \chi_2, \Sigma_1) \log(r)}{r^k} \right),$$

(4.35a)

$$r = \delta_0 r + \chi_0 + \frac{F_1^2 (\alpha(\lambda + 1)(3\beta + 2\lambda - 1) - 11\beta^2 + \beta(7 - 15\lambda) + \lambda(7 - 4\lambda))}{16(\beta + \lambda)(3\beta + 2\lambda - 1)} \delta_0 + \frac{F_1(11\beta + 4\lambda - 7)}{12\beta + 8\lambda - 4} \chi_0$$

$$\frac{1}{r}$$

$$+ \frac{\chi_2 + \chi_{2,\Sigma}(\delta_0, \chi_0) \log(r)}{r^2}$$

$$+ \sum_{k=3}^{\infty} \left( \frac{\chi_k(\delta_0, \chi_0, \chi_2, \Sigma_1)}{r^k} + \frac{\chi_{k,\Sigma}(\delta_0, \chi_0, \chi_2, \Sigma_1) \log(r)}{r^k} \right),$$

(4.35b)

$$\psi(r) = \frac{3\beta(3F_1^2 - 8A_2)\delta_0 - 8\Sigma_1}{12r^2} + \frac{\psi_2(\delta_0, \chi_0, \Sigma_1)}{r^3} + \sum_{k=4}^{\infty} \frac{\psi_k(\delta_0, \chi_0, \chi_2, \Sigma_1)}{r^k},$$

(4.35c)

$$\Sigma(r) = \frac{\Sigma_1}{r} + \left\{ F_1(3F_1^2 - 8A_2) \left( \frac{\alpha^2(1 - \beta)}{16(2 - \alpha)} + \frac{\alpha (28\beta^2 + \beta(17\lambda - 52) - 25\lambda + 16) + 22\beta^2 + 6\beta(2\lambda - 1) + 4\lambda}{16(\alpha - 2)(3\beta + 2\lambda - 1)} \right) \right\}$$

$$- \frac{(8A_2 - 3F_1^2) ((13\alpha + 10)\beta^2 + 3\beta(4\alpha - 5) + 4\alpha - 2) - 2(7\alpha + 4)\lambda}{8(2 - \alpha)(1 - 3\beta - 2\lambda)} \chi_0$$

$$- \frac{1}{6}(\alpha + 3)F_1 \Sigma_1 \left\{ \frac{1}{r^2} + \sum_{k=3}^{\infty} \frac{\Sigma_k(\delta_0, \chi_0, \chi_2, \Sigma_1)}{r^k} \right\},$$

(4.35d)

where, due to regularity conditions at infinity, there are only 4 independent coefficients, $\delta_0$, $\chi_0$, $\chi_2$ and $\Sigma_1$ which, together with the free parameters of the background solution, $F_1$ and $A_2$, enable us to express the rest of the series. Let us remark the presence of logarithmic terms in the asymptotic development of $\delta(r)$ and $\chi(r)$, equations (4.35a) and (4.35b). Logarithmic terms are also present in post-Newtonian expansions of general relativity (see [144]), and they can be understood by noticing that the radial variable $r$ is not really the propagation variable for light cones. The latter is rather related to the tortoise coordinate $r^*$, which
indeed relates to $r$ through logarithmic terms. 

Let us recall that spatial infinity is a singular point of the differential equations (4.32). The only condition imposed in order to get the result (4.35) is that the solution be regular at infinity (cf. discussion around equation (4.33)). Moreover, we did not need to solve for the constraint equations $C_1 = C_2 = 0$, as these equations were identically solved by the regular solution. Thus the reduction from 7 to 4 initial data is uniquely due to 3 regularity conditions. Let us remark, however, that this does not seem to be so until we solve the field equations (4.32) up to order $O(1/r^3)$. More precisely, if we iterate only up to order $O(1/r^2)$, then the solution contains some additional free parameters with respect to (4.35), which vanish once we solve the $O(1/r^3)$ equations. In particular,

$$
\psi(r) = \psi_p r + \psi_0 + \psi_1/r + \ldots
$$

at this order. However, we find that the constraints $C_1$ and $C_2$ are proportional to $\psi_p$, and therefore they do not vanish by merely solving the field equations up to order $O(1/r^2)$. This subtlety will be of great importance later on (section 4.2.4) when interpreting our numerical solutions.

Inspection of the asymptotic behavior of the metric and æther Ansätze (4.20) and (4.21) given by the solution (4.35) shows that this is an asymptotically flat solution. Therefore we conclude that regularity near spatial infinity implies asymptotical flatness as well. However, generic solutions obtained by integration of the equations of motion, starting from the metric horizon, are not asymptotically flat and thus do not satisfy the relations (4.35) at infinity. More precisely, we have checked that for arbitrary values of the initial condition $\delta(r_h) = \delta_{0,h}$, the function $\delta(r)$ diverges at infinity. Together with the observation that, in general numerical solutions (empirically) satisfy $|\psi(r)| \ll |\delta(r)|$, this would imply that the $g_{rr}$ component of the metric diverges as well, which is unacceptable. The subordination of $\psi(r)$ with respect to $\delta(r)$ can be understood from (4.35), where we observe that regular solutions have a $O\left(\frac{1}{r^2}\right)$ relative order between these two functions\(^4\). We therefore conclude that we cannot accept arbitrary values of the parameter $\delta_{0,h}$ and we have to find the correct initial conditions to ensure that equations (4.35) are satisfied. As previously anticipated, we will determine the correct initial data via a bisection procedure.

**4.2.3 Bisection procedure**

We said in the previous section that generically numerical solution are not asymptotically flat, and one way to observe this fact is from the divergent behavior of $\delta(r)$ (which should in fact asymptote to a constant value, as seen in equation (4.35a)). For instance, the numerical solutions obtained using a given set of initial conditions $\delta_{0, h}^+$ and $\delta_{0, h}^-$ such that $|\delta_{0, h}^+ - \delta_{0, h}^-| = 1$ are shown in figure 4.2. They have an asymptotic divergence that goes as $\sim r^2$ and $\sim -r^2$, respectively.

Starting from an arbitrary numerical solution one can extract an asymptotic deviation

\(^4\) Note however that there is no special reason for irregular solutions to behave similarly to regular solutions. Therefore this is only a heuristic argument.
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**Figure 4.2** – Numerical solutions obtained using two initial conditions $\delta_{0,h}^+$ and $\delta_{0,h}^-$ such that $|\delta_{0,h}^+ - \delta_{0,h}^-| = 1$. The best asymptotic fit for both curves is actually of the form $\delta(r) \sim \delta_p r^2$. The fit using the form (4.37) represents the qualitatively divergent behavior as well. Numerical solution obtained for the coupling coefficients $\alpha = 0.02$, $\beta = 0.01$ and $\lambda = 0.1$.

The parameter $\delta_p$, defined in terms of the effective fit

$$
\delta(r) \approx \delta_p r + \delta_0 + \frac{\delta_1}{r} + \frac{\delta_2}{r^2} + \frac{\delta_3 + \delta_{3,L} \log(r)}{r^3} + O\left(\frac{1}{r^4}\right).
$$

(4.37)

We do not presume that the function $\delta(r)$ grows indeed linearly with $r$, and in fact there are higher powers of $r$ that dominate the expansion when the initial parameter $\delta_{0,h}$ is too “far” from the value giving asymptotical flatness.

Thus, the aim of describing these solutions as in equation (4.37) is to provide an operational prescription allowing us to determine if the solution diverges towards plus or minus infinity. The important point here is that, even for solutions diverging as a higher power of $r$ (such as those in figure 4.2), the sign of the deviation parameter $\delta_p$ evaluated through the fit (4.37) truthfully represents the divergence towards plus or minus infinity. Compared to a more complex choice of the fitting function, such as $\delta(r) \approx \delta_{pp} r^2 + \delta_p r + \delta_0 + \delta_1/r + \delta_2/r^2 + (\delta_3 + \delta_{3,L} \log(r))/r^3 + O(1/r^4)$, the fit (4.37) has the advantage of remaining stable when the deviation parameter becomes small, i.e., as we approach the asymptotically flat solution. Evidently, the coefficients $\delta_0$, $\delta_1$, $\delta_2$, etc. of the series (4.37) do not necessarily satisfy the same relations obtained for the regular solution (4.35).

By exploring the parameter space of the initial condition $\delta_{0,h}$, we find that it can be
neatly decomposed in a set of values for which the asymptotic deviation parameter \( \delta_p \) is positive and another for which \( \delta_p \) is negative. In order to make this statement more clear, let us call these sets \( D^+ \) and \( D^- \), respectively. More precisely, we will say that \( \delta_{0,h}^+ \in D^+ \) if the integrated solution using \( \delta_{0,h}^+ \) as the initial condition is such that the extracted deviation parameter is positive \( \delta_p > 0 \). Conversely, we will say that \( \delta_{0,h}^- \in D^- \) if the integrated solution is such that the extracted deviation parameter is negative \( \delta_p < 0 \). Then, we observed the following property. Let us suppose we have a pair of initial conditions \( \delta_{0,h}^- \) and \( \delta_{0,h}^+ \) satisfying \( \delta_{0,h}^- < \delta_{0,h}^+ \), and another arbitrary initial condition \( \delta_{0,h} \). On the one hand, if \( \delta_{0,h} \) is such that \( \delta_{0,h} > \delta_{0,h}^+ \), then \( \delta_{0,h} \) belongs to \( D^+ \). On the other hand, if \( \delta_{0,h} \) is such that \( \delta_{0,h} < \delta_{0,h}^- \), then it will belong to \( D^- \). The same discussion applies with the appropriate change in the inequalities if the initial pair \( \delta_{0,h}^- \) and \( \delta_{0,h}^+ \) satisfied instead the relation \( \delta_{0,h}^- > \delta_{0,h}^+ \). In this case \( \delta_{0,h} > \delta_{0,h}^+ \) implies \( \delta_{0,h} \in D^- \) while \( \delta_{0,h} < \delta_{0,h}^+ \) implies \( \delta_{0,h} \in D^+ \). This property implies the existence of a parameter \( \delta_{0,h}^0 \in \mathbb{R} \) such that the ensembles \( D^- \) and \( D^+ \) are simply given by the open intervals \( ] - \infty, \delta_{0,h}^0 [ \) and \( (\delta_{0,h}^0, + \infty [ \). But more importantly for us, the initial condition at the metric horizon \( \delta_{0,h}^0 \) is such that, after integration, the asymptotic deviation parameter \( \delta_p \) is zero, meaning that we found an asymptotically flat solution.

Starting from any pair \( (\delta_{0,h}^-, \delta_{0,h}^+) \in D^- \times D^+ \) we can approach \( \delta_{0,h}^+ \) through a bisection procedure. Indeed, let us suppose that we have found such a pair \( (\delta_{0,h}^-, \delta_{0,h}^+) \). Let us then define

\[
\delta_{0,h} = \frac{\delta_{0,h}^- + \delta_{0,h}^+}{2},
\]

and integrate using this value as the new initial condition. Obviously then, we have that either \( \delta_{0,h} \in D^- \) or \( \delta_{0,h} \in D^+ \). If the former condition is satisfied, we define the new bisecting interval by setting \( \delta_{0,h}^0 = \delta_{0,h} \) and letting \( \delta_{0,h}^+ \) unchanged, if the latter condition is satisfied then we set \( \delta_{0,h}^- = \delta_{0,h} \) and \( \delta_{0,h}^+ \) remains unchanged. This procedure give us a new interval \( (\delta_{0,h}^-, \delta_{0,h}^+) \in D^- \times D^+ \) whose length is half the initial interval. Iteration then allows us to approach as much as desired the initial condition \( \delta_{0,h}^0 \) that we seek. An example of these iterations is given in figure 4.3. Since it is numerically impossible to reach the precise value of \( \delta_{0,h}^0 \), the best we can do is to iterate until the two branches given by \( \delta_{0,h}^- \in D^- \) and \( \delta_{0,h}^+ \in D^+ \) are close enough so that we can neglect their difference. Let us define the relative error between the solutions \( \delta^+(r) \) and \( \delta^-(r) \), corresponding respectively to the initial conditions \( \delta_{0,h}^- \in D^- \) and \( \delta_{0,h}^+ \in D^+ \), by

\[
\text{relative error}(r) \equiv 2 \left| \frac{\delta^+(r) - \delta^-(r)}{\delta^+(r) + \delta^-(r)} \right|.
\]

This error function is plotted in figure 4.4 using a pair of solutions whose initial conditions are such that \( |\delta^+_0 - \delta^-_0| = 125/140737488355328 \sim 10^{-12} \). As can be seen in that figure, the error function tends to grow as we get away from the initial radius \( r_h \). We can use this error function to set a criterion qualifying our solution. Indeed, we choose to trust the solutions \( \delta^+(r) \) and \( \delta^-(r) \) only for radii such that the relative difference (4.39) is less than a certain threshold \( \tilde{\epsilon} \). Then, we can determine a maximum radius \( \tilde{r} \) such that relative error\( (r) \leq \tilde{\epsilon} \) for all \( r \leq \tilde{r} \). On the one hand, we would like to have a large value of \( \tilde{r} \) where we can trust our solutions. On the other hand, for any given threshold \( \tilde{\epsilon} \), a larger value of \( \tilde{r} \) generically implies more bisections to perform. We choose to set \( \tilde{\epsilon} \) to \( 10^{-6} \), and we find \( \tilde{r} \sim 2r_{\text{max}}/3 \) for the
Asymptotic divergence zoomed, adding four new solutions: 

\[ |\tilde{\delta}_{0,h}^+ - \tilde{\delta}_{0,h}^-| \sim 1/100, \quad |\bar{\delta}_{0,h}^+ - \bar{\delta}_{0,h}^-| \sim 1/1000 \]

\(\delta(r)\) max is the maximum radius up to which the background solution was solved.

Finally, we adopt as a proxy to the asymptotically flat solution the average potentials

\[
\tilde{\delta}(r) = \frac{\delta^+(r) + \delta^-(r)}{2}, \tag{4.40a}
\]

\[
\tilde{\chi}(r) = \frac{\chi^+(r) + \chi^-(r)}{2}, \tag{4.40b}
\]

\[
\tilde{\psi}(r) = \frac{\psi^+(r) + \psi^-(r)}{2}, \tag{4.40c}
\]

\[
\tilde{\Sigma}(r) = \frac{\Sigma^+(r) + \Sigma^-(r)}{2}. \tag{4.40d}
\]

defined only for \(r\) less than \(\tilde{r}\) (that is, we discard the regions where \(r > \tilde{r}\)). An example of the averaged solution is shown in the case of \(\tilde{\delta}(r)\), in figure 4.5. On the one hand, we know
that the true asymptotically flat solution lies in between the plus and minus solutions, and on the other we have that these solutions do not differ in more than one part in a million throughout the domain of definition. Therefore we expect the solution defined in (4.40) to be close to one satisfying equations (4.35). Thus one must check that the potentials \( \tilde{\delta}(r) \), \( \tilde{\chi}(r) \), \( \tilde{\psi}(r) \) and \( \tilde{\Sigma}(r) \) thus obtained satisfy the regularity conditions associated to the asymptotic expansion (4.35). This will be done in the following section.

4.2.4 Consistency relations

In this section we will explain how we can make use of two numerical solutions, corresponding to the example shown in figure 4.5. We will refer to the solution given by \( \delta^+(r) \), \( \chi^+(r) \), \( \psi^+(r) \), and \( \Sigma^+(r) \) to as the “plus” solution, and the solution given by \( \delta^-(r) \), \( \chi^-(r) \), \( \psi^-(r) \), and \( \Sigma^-(r) \) to as the “minus” solution. We fitted each of the branches, plus and minus,
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and their average

 FIGURE 4.5 – Numerical solutions obtained using two very close initial conditions that we call again $\delta_{0,h}^+$ and $\delta_{0,h}^-$. In green we show the average of these solutions. Note that the latter function will correspond to some other intermediate value ($\tilde{\delta}_{0,h}$, not necessarily $(\delta_{0,h}^+ + \delta_{0,h}^-)/2$.

by the functions

$$\delta_{\text{fit}}(r) = \tilde{\delta}_{p2} r^2 + \tilde{\delta}_p r + \tilde{\delta}_0 + \frac{\tilde{\delta}_1}{r} + \frac{\tilde{\delta}_2}{r^2}, \quad (4.41a)$$

$$\chi_{\text{fit}}(r) = \tilde{\chi}_{p3} r^3 + \tilde{\chi}_{p2} r^2 + \tilde{\chi}_p r + \tilde{\chi}_0 + \frac{\tilde{\chi}_1}{r}, \quad (4.41b)$$

$$\psi_{\text{fit}}(r) = \tilde{\psi}_p r + \tilde{\psi}_0 + \frac{\tilde{\psi}_1}{r} + \frac{\tilde{\psi}_2}{r^2} + \frac{\tilde{\psi}_3}{r^3}, \quad (4.41c)$$

$$\Sigma_{\text{fit}}(r) = \tilde{\Sigma}_{p2} r^2 + \tilde{\Sigma}_p r + \tilde{\Sigma}_0 + \frac{\tilde{\Sigma}_1}{r} + \frac{\tilde{\Sigma}_2}{r^2} + \frac{\tilde{\Sigma}_3}{r^3}, \quad (4.41d)$$

and from these fits we estimated the value of the asymptotically flat coefficients. For instance, for the function $\delta(r)$ the fitted coefficients are

$$\tilde{\delta}_{p2} = 1.68 \times 10^{-14}, \quad \tilde{\delta}_{p} = -1.64 \times 10^{-14}, \quad \tilde{\delta}_p = 1.19 \times 10^{-16},$$

$$\tilde{\delta}_{p2}^+ = 1.63 \times 10^{-13}, \quad \tilde{\delta}_{p}^- = 6.52 \times 10^{-14}, \quad \tilde{\delta}_p^- = 1.14 \times 10^{-13},$$

$$\tilde{\delta}_0^+ = 4.250, \quad \tilde{\delta}_0^- = 4.250, \quad \tilde{\delta}_0 = 4.250,$$

$$\tilde{\delta}_1^+ = -0.00812, \quad \tilde{\delta}_1^- = -0.00812, \quad \tilde{\delta}_1 = -0.00812,$$

$$\tilde{\delta}_2^+ = 0.156, \quad \tilde{\delta}_2^- = 0.156, \quad \tilde{\delta}_2 = 0.156.$$
In the first column we have the fitted coefficients for the plus branch, in the second column those of the minus branch, and in the third column we show the inferred value for the asymptotically flat solution defined as

\[
\tilde{\delta}^p = \frac{\delta^+_p + \delta^-_p}{2}, \quad (4.42a)
\]

\[
\tilde{\delta} = \frac{\delta^+_p + \delta^-_p}{2}, \quad (4.42b)
\]

\[
\delta_0 = \frac{\delta^+_0 + \delta^-_0}{2}, \quad (4.42c)
\]

\[
\delta_1 = \frac{\delta^+_1 + \delta^-_1}{2}, \quad (4.42d)
\]

\[
\delta_2 = \frac{\delta^+_2 + \delta^-_2}{2}. \quad (4.42e)
\]

It could seem contradictory that the value of \(\tilde{\delta}^-_p\) (4.42a) is positive, as it comes from the fit for a function whose deviation parameter \(\delta_p\) is negative (see figure 4.5). Let us remark, however, that the fit (4.41) contains now a quadratic term, \(r^2\), which does indeed have a negative value. In any case, both coefficients are of the order of \(10^{-14}\) and their sign is unstable if we change the number of functions we use as a base for fitting. This is why, we choose to keep just the linear term in \(r\) in the fit to determine whether the function \(\delta(r)\) is positive or negative divergent. In this manner, the estimated values for the other potential’s coefficients are the following:

\[
\tilde{\chi}^p = 9.8 \times 10^{-17}, \quad \tilde{\psi}^p = 4.8 \times 10^{-8}, \quad \tilde{\Sigma}^p = -4.7 \times 10^{-10},
\]

\[
\tilde{\chi}_0 = 4.4 \times 10^{-14}, \quad \tilde{\psi}_0 = 1.4 \times 10^{-7}, \quad \tilde{\Sigma}_0 = -4.9 \times 10^{-10},
\]

\[
\tilde{\chi}_1 = 4.250, \quad \tilde{\psi}_1 = 1.9 \times 10^{-7}, \quad \tilde{\Sigma}_1 = 0.110,
\]

\[
\tilde{\chi}_2 = -2.110, \quad \tilde{\psi}_2 = 0.0404, \quad \tilde{\Sigma}_2 = -0.557,
\]

\[
\tilde{\chi}_3 = -0.152, \quad \tilde{\psi}_3 = 0.299, \quad \tilde{\Sigma}_3 = -0.5 \pm 4.5.
\]

Thus we obtained an asymptotic fit for the data shown in figure 4.5, given by the potentials (4.41) and using the numerical values in (4.42a) and (4.43a). Let us recall that the independent coefficients of the series given by equation (4.35) are \(\delta_0, \chi_0, \chi_2 \) and \(\Sigma_1\). From the numerical solution we can extract thus

\[
\delta_0 = 4.250, \quad (4.43a)
\]

\[
\chi_0 = -2.110, \quad (4.43b)
\]

\[
\chi_2 = 9.19, \quad (4.43c)
\]

\[
\Sigma_1 = 0.110. \quad (4.43d)
\]

Then we can check if the series coefficients correspond indeed to the expected values given by the relations (4.35). We can do so by computing the relative differences between the expected and the fitted coefficients. Thus, let us denote the former using the upper index “\(\text{th}\)”, that is, the theoretical value given in equations (4.35) are \(\delta_1^{\text{th}}, \delta_2^{\text{th}}\), and so on and so forth. Each of
these theoretical values depend on the three independent coefficients of (4.43), whose error are known. Thus we find

\[
\begin{align*}
\left| \frac{\delta_{1}^{\text{th}}}{\delta_{1}} - 1 \right| &= 1.9 \times 10^{-5}, \\
\left| \frac{\delta_{2}^{\text{th}}}{\delta_{2}} - 1 \right| &= 1.5 \times 10^{-3}, \\
\left| \frac{\chi_{p}^{\text{th}}}{\chi_{p}} - 1 \right| &= 4.8 \times 10^{-11}, \\
\left| \frac{\chi_{1}^{\text{th}}}{\chi_{1}} - 1 \right| &= 9.8 \times 10^{-4}, \\
\left| \frac{\psi_{2}^{\text{th}}}{\psi_{2}} - 1 \right| &= 3.0 \times 10^{-4}, \\
\left| \frac{\psi_{3}^{\text{th}}}{\psi_{3}} - 1 \right| &= 0.012, \\
\left| \frac{\Sigma_{2}^{\text{th}}}{\Sigma_{2}} - 1 \right| &= 0.005, \\
\left| \frac{\Sigma_{3}^{\text{th}}}{\Sigma_{3}} - 1 \right| &= 0.04
\end{align*}
\] (4.44a)

where we recall that the tilde stands for quantities fitted from the averaged numerical solution. The lower index “p” stands for the linear coefficient in the expansion of \( \chi_{p}(r) \), that is to say, it appears as \( \chi_{p}r \) in the series (4.35). The last of these consistency terms is the larger of all of them and it corresponds to a relative difference between the expected theoretical relation (4.35) and the fitted value of no more than 4 percent. We conclude that we can safely make use of our averaged solution to extract the first terms of the series (4.35). In particular, the “free parameters” \( \delta_{0} \) and \( \chi_{0} \) are the only required to compute the sensitivity \( \sigma \) (see equation (4.47) below).

Let us remark that, if we consider exclusively the errors associated with the fitting of the coefficients (4.42a) and (4.43a), and the corresponding propagation, we find that the terms (4.44) are not zero within the numerical errors. In fact, it can be argued that the small errors in the expressions (4.44) come from the violation of the constraint equations \( C_i = 0 \). Indeed, as previously discussed the asymptotic expansion (4.35) can be carried out without imposing the constraint equations and allowing for a larger set of solutions (cf. discussion around equation (4.36)). Therefore, solving perturbatively up to order \( O \left( \frac{1}{r^2} \right) \) in the equations of motion allows for a term \( \sim \psi_{p}r \), which can account for the small linear term in (4.41c). This coefficient in turn it can be related to the other small coefficients in the series, as well as accounting for a small correction to the leading terms of the fit.

On the one hand, however, the \( O \left( \frac{1}{r^2} \right) \) field equations together with the constraint equations necessarily imply \( \psi_{p} = 0 \). On the other hand, we saw that imposing the constraints at the initial data and solving for the equations of motion implied the constraint equations through the constraint evolution equation (4.30). Nevertheless, when we solve the field equations numerically we introduce some errors to the solution, which lead to non-vanishing constraints. We therefore conclude that the small violations of the constraints, due to the numerical resolution scheme, are due to the small errors in the numerical scheme solving for the equations of motion. The thorough study of this issue constitutes a work in progress...

4.2.5 Extraction of the sensitivities

An appropriate gauge transformation allows us to compare the post-Newtonian solution (3.33) containing the sensitivity \( \Sigma \) to the asymptotic solution (4.35). Indeed, in our gauge
the metric (4.20) is given by
\[
\text{d}s^2 = \left(1 - \frac{2M}{r}\right) \text{d}t^2 - \left(1 + \frac{2M}{r}\right) \text{d}r^2 - r^2 \text{d}\Omega^2 \\
+ v \left\{ 2\delta_0 \cos \theta \text{d}tdr - 2\delta_0 \sin \theta \text{d}td\theta \left[ r \left(1 - \frac{2M}{r}\right) \delta_0 + \chi_0 \right] \right\} + \mathcal{O} \left(\frac{1}{r^2}, v^2\right).
\] (4.45)

Therefore we have that this metric can match the form given by equation (3.33) if we make an infinitesimal change of coordinates
\[
t \rightarrow t + vr \cos \theta.
\] (4.46)

In principle, this is enough to extract the sensitivity, since it is contained in two different pieces of the metric. Indeed, we find that the sensitivity \(\sigma\) is given by
\[
\sigma = \frac{\alpha - \beta - 3\alpha \beta + 5\beta^2 + \lambda - 2\alpha \lambda + 3\beta \lambda}{(2 - \alpha)(1 - 3\beta - 2\lambda)} + 2 \frac{(1 - \beta)(\beta + \lambda)}{1 - 3\beta - 2\lambda} \frac{\chi_0}{R_0 \delta_0},
\] (4.47)

where \(R_0 \equiv \frac{2G_{\text{EA}}M}{(1 - \alpha/2)}\) is the gravitational radius associated to the mass \(M\), and \(\delta_0, \chi_0\) are the constant terms appearing in the asymptotic series for \(\delta(r)\) and \(\chi(r)\), cf. equations (4.35a-4.35b).

There is yet another way to get the same result (4.47). Indeed, we can solve the modified Einstein equations
\[
G^{\mu\nu} - T_{\text{kh}}^{\mu\nu} = 8\pi G T^{\mu\nu}_{\text{matter}},
\] (4.48)

where we use a point particle prescription for the stress-energy tensor as in equation (3.24). Thus the right-hand side contains the sensitivity \(\sigma\) in its piece proportional to \(v\), while the left-hand side is constructed using the zeroth and first order potentials \(f, A, B, \delta, \chi, \psi, \Sigma\), as usual. We can expand the modified Einstein equations in powers of \(1/c^2\), that is, we express the potentials as
\[
f(r) = f_0(r) + \frac{f_1(r)}{c^2} + \frac{f_2(r)}{c^4} + \mathcal{O} \left(\frac{1}{c^6}\right),
\]
\[
A(r) = A_0(r) + \frac{A_1(r)}{c^2} + \frac{A_2(r)}{c^4} + \mathcal{O} \left(\frac{1}{c^6}\right),
\] (4.49)
\[
B(r) = B_0(r) + \frac{B_1(r)}{c^2} + \frac{B_2(r)}{c^4} + \mathcal{O} \left(\frac{1}{c^6}\right),
\]

as well as the analogous expressions for the first order potentials \(\delta(r), \chi(r), \psi(r)\) and \(\Sigma(r)\).

Thus we obtain a set of Poisson-type equations with a source. Solving these equations allows us to find the direct functional dependence of the potential’s coefficients on the source terms. In particular, we find \(\delta_0\) and \(\chi_0\) as a functions of \(\sigma\), and inverting these relations we recovered the result (4.47).

This means that, for any set of coupling coefficients \(\{\alpha, \beta, \lambda\}\), we can extract the associated sensitivity from the asymptotic values of the numerically computed functions \(\delta(r)\) and \(\chi(r)\). For the example presented in the previous section, we had \(\beta = 1/100 = \alpha/2\) and \(\lambda = 1/10\), the gravitational radius \(R_0 = -F_1 = m\) was set to 2.002, and the fitted values for \(\delta_0\) and \(\chi_0\) obtained in (4.43) give us \(\chi_0/\delta_0 = -0.497\). The formula (4.47) give us then
\[
\Sigma \sim 0.00125,
\] (4.50)
for this special case. Note that the sensitivity is a dimensionless quantity, as it is simple to check that $\chi_0$ scales as a length. This is an illustration of how the methods presented can be used to extract the sensitivities describing a compact object such as a black hole in Lorentz violating gravity.

4.2.6 Interior solution and the spin-0 frame

Until now we have been focused on finding a numerical solution valid from the metric horizon outwards to spatial infinity. However, the solution must be completed by integrating also from the metric horizon inwards, at least up to the universal horizon. There the situation is more delicate because of the inner structure of the black hole and the singular points. Thus, before describing how we solve the field equations inside the metric horizon, it will be useful to analyze the functional form of the different scalar curvature invariants near the singular points inside the metric horizon.

4.2.6.a) Curvature invariants

Curvature invariants are essential to determine, at any putative singular point, whether or not we are facing a physical singularity, or if we deal instead with a coordinate singularity. Let us consider as an example the case of a non-spinning static black hole in general relativity. If we express the solution in Schwarzschild coordinates, then one might suspect the presence of a physical singularity at the event horizon and another one at the center of the black hole. On the one hand, the former turns out to be simply a coordinate singularity. This is readily seen as none of the curvature invariants diverges at the event horizon. Furthermore, this singularity can be made to disappear by an appropriate coordinate transformation, as can be seen by choosing Eddington-Finkelstein coordinates. Thus the Schwarzschild metric for a black hole of mass $M$ becomes

$$ds^2 = \left(1 - \frac{r_0}{r}\right) dv^2 + 2dvdr - r^2d\Omega^2,$$

(4.51)

where $r_0 = 2GM$ is the Schwarzschild radius. It is clear then that the metric is indeed regular at the event horizon, $r = r_0$. On the other hand, it is impossible to get rid of the $r = 0$ singularity. Indeed, by computing the curvature invariants one realizes that the origin of the coordinates is actually a physical singularity. For instance, the Kretschmann invariant scales as $R_{\mu\nu\alpha\beta}R^{\mu\nu\alpha\beta} \sim M^2/r^6$, thus it clearly blows up while approaching $r = 0$.

In our case, there are several quantities of interest which ought to be computed. In particular, unlike in general relativity, the field equations (2.24) and (2.44) do not necessarily imply a vanishing Ricci tensor in the absence of matter fields, since the contribution of the æther stress-energy tensor (2.47) does not vanish. Furthermore, although we impose regularity at the metric horizon, nothing guarantees that our solutions will be regular at the spin-0 or universal horizon. Indeed, the field equations (4.32a) can be shown to present a possible singularity there (cf. equation (4.33)). Thus, in the following we will investigate the regularity of these hypersurfaces. First, the volume invariant $\sqrt{-g}d^4x$ is regular everywhere

$$\sqrt{-g}d^4x = \left(r^2B(r)\sin \theta + \frac{v}{4}r^2f(r)B(r)\sin 2\theta \psi(r) + O(v^2)\right)dvdrd\theta d\phi,$$

(4.52)
so it will not be further discussed. Using the Ansatz (4.20-4.21), the Ricci scalar \( R \) can be expressed schematically as

\[
R = \frac{a_1(r)}{r^2} + v \frac{b_1(r)}{r^3} \cos \theta + \mathcal{O}(v^2),
\]  

(4.53)

where \( a_1(r) \) stands for an algebraic expression given in terms of the zeroth order potentials \( f, A \) and \( B \) and their derivatives, and \( b_1(r) \) stands for an algebraic expression given in terms of zeroth and first order potentials \( f, A, B, \delta, \chi, \psi, \Sigma \) and their derivatives. Similarly, the Ricci tensor contracted with itself is

\[
R_{\alpha\beta} R^{\alpha\beta} = \frac{a_2(r)}{r^4} + v \frac{b_2(r)}{r^5} \cos \theta + \mathcal{O}(v^2),
\]  

(4.54)

the Kretschmann invariant is

\[
R_{\mu\nu\alpha\beta} R^{\mu\nu\alpha\beta} = \frac{a_3(r)}{r^4} + v \frac{b_3(r)}{r^5} \cos \theta + \mathcal{O}(v^2),
\]  

(4.55)

and the two Killing scalars coming from the contraction of the Riemann tensor with the Killing vectors (\( \partial_\kappa \)) and (\( \partial_\phi \)) read

\[
k_1 = R_{\mu\nu\alpha\beta} u^\mu (\partial_\kappa)^\nu (\partial_\phi)^\beta = a_4(r) + v b_4(r) \cos \theta + \mathcal{O}(v^2),
\]  

(4.56)

\[
k_2 = R_{\mu\nu\alpha\beta} u^\mu (\partial_\phi)^\nu (\partial_\phi)^\beta = a_5(r) \sin^2 \theta + v b_5(r) \cos \theta \sin^2 \theta + \mathcal{O}(v^2).
\]  

(4.57)

The combinations \( R_{\mu\nu\alpha\beta} u^\mu (\partial_\kappa)^\nu (\partial_\phi)^\beta \) and \( R_{\mu\nu\alpha\beta} u^\mu (\partial_\phi)^\nu (\partial_\kappa)^\beta \) are identically zero, so they will not be considered. Again, \( a_i(r) \) and \( b_i(r) \) are functions of the zeroth and first order potentials \( f, A, B, \delta, \chi, \psi, \Sigma \) and their derivatives.

Thus, most curvature invariants are singular at the center of the black hole \( r = 0 \). We recover then the same result as in general relativity. Regarding the different horizon surfaces, at zeroth order in \( v \) all curvature invariant are regular [127]. Indeed, the key observation here is that, since the background functions \( f(r), A(r) \) and \( B(r) \) can be integrated inwards up to \( r = 0 \) with no singularity, then the terms \( a_i(r) \) are everywhere regular. At first order however, the terms \( b_i(r) \) depend on the perturbed potentials \( \delta(r), \chi(r), \psi(r) \) and \( \Sigma(r) \) as well. This means that, the \( \mathcal{O}(v) \) part of the curvature invariants can become singular depending on the behavior of the first order solution (i.e., if the field equations present singularities at \( r = r_{s0} \) or \( r_{uh} \) and as a result \( \delta, \chi, \psi, \Sigma \) diverge, then the curvature invariants diverge as well).

4.2.6.b) The spin-0 horizon

Let us then go back to the completion of the solution inside the black hole. Empirically we observed that, in general, the system cannot be fully integrated inwards as the solution blows up while approaching the spin-0 horizon. We here recall that, by definition, the spin-0 horizon radius \( r_{s0} \) is such that

\[
g_{vv}^{(0)} = g_{vv} + (s_0^2 - 1) u_v u_v,
\]  

(4.58)

where \( s_0 \) is the spin-0 speed as given by equation (2.62a). Then we find that the field equations can be integrated numerically until the spin-0 radius \( r_{s0} \in (r_{uh}, r_h) \) instead of \( r_h \) as required. In order to verify that this is due to a physical irregularity and not simply due to the stiffness
of the system at that point we checked two things. We computed the curvature invariants and studied their behavior as the solution approaches the spin-0 horizon. Denoting $CI$ any of the curvature invariants previously defined, we find

$$CI \sim \frac{a}{(r - r_{s0})^b}$$ (4.59)

for some constant $a \in \mathbb{R}$ and where $b \simeq 2$. This is exemplified in figure 4.6.

![Scalar curvature $R$ inside the metric horizon](image)

**Figure 4.6** – The first order component of the scalar curvature, corresponding to the term $b_1(r)$ in (4.53), is plotted against the distance to the spin-0 horizon defined as $x = (r - r_{s0})/M$. The data comes from a numerical solution obtained for $\beta = 1/100 = \alpha/2$ and $\lambda = 1/10$. In orange there is the best power law fit to represent the divergence. The power-law is given by $R \sim (-103.4 + 1/x^{2.004})M$.

One could argue, however, that this argument is not conclusive. Indeed, the divergence of the scalar invariants could be due to numerical instabilities while approaching a regular but apparently singular point of the differential equations. More precisely, the solution could be such that the terms collectively denoted by “$a$” in equation (4.59) go to zero as they approach the spin-0 horizon. If we have $a \sim (r - r_{s0})^b$, then the curvature invariants would tend to a finite value and the solution would be regular there. However, even if the solution were to be regular, numerical instabilities would make this division unstable and the system could diverge anyway. Fortunately, there is another way to study this problem based on a
field redefinition. In order to see how this method comes about, let us note that the action (2.39) is invariant under the transformation \[ g_{\mu\nu} \to g'_{\mu\nu} = g_{\mu\nu} + (\zeta - 1) u_{\mu} u_{\nu}, \]
\[ T \to T' = T \]  
(4.60)
\[ \zeta \] being a constant, provided that the original values \( \alpha, \beta \) and \( \lambda \) are replaced by the following alongside the re-definitions
\[ \alpha' = \alpha, \]
\[ \beta' + \lambda' = \zeta (\beta + \lambda), \]
\[ \beta' - 1 = \zeta (\beta - 1). \]  
(4.61)
It is easy to see that the \text{aether} vector transforms as \( u^\mu \to u'^\mu = u^\mu / \sqrt{\zeta} \). From this symmetry we conclude that for every “physical” solution corresponding to a set of allowed coefficients \( \alpha, \beta \) and \( \lambda \) in the theory’s parameter space, one can generate an additional one-parameter family of “mathematical” solutions given by equation (4.60), corresponding to the one-parameter family of coefficients \( \alpha', \beta' \) and \( \lambda' \) given by equation (4.61). Note that the new set of coefficients does not need to be necessarily physically allowed in parameter space. Also note that if \( \zeta = s_0^2 \), then the primed metric \( g' \) coincides with the spin-0 metric. Therefore, by performing the field redefinition given by equations (4.60) and (4.61), we can solve the original problem in a “frame” (the so-called spin-0 frame) in which the metric and spin-0 horizon coincide. In this way, the two spin-0 and metric singularities in the field equations (4.32) get to coincide and therefore our numerical treatment is simplified. Indeed, we can impose regularity by solving the equations perturbatively there. Let us stress that precisely the same trick was used to find the static, spherically symmetric black hole solutions (see [136, 127, 133]).

In order to solve the field equations within the spin-0 frame we must repeat the procedure described starting in section 4.2.1. That is, we expand the equations near the singular point and we count how many free parameters we have to set our initial data after we impose regularity. The first thing that we note in doing so concerns the background solution. In section 2.6.2 we mentioned that regularity left three initial conditions at the metric horizon, as it was already known and exposed in [133]. More precisely, for the “physical” system, i.e., where \( s_0 \neq 1 \), we have at the metric horizon
\[ \begin{cases} f(r_h) = 0, \\ f'(r_h) \text{ free}, \\ A(r_h) \text{ free}, \\ A'(r_h) \text{ free}, \\ B(r_h) \text{ fixed by the constraint.} \end{cases} \]  
(4.62)
Thus, when solving the equations perturbatively near \( r_h \) the solution could be expressed in terms of \( f_1 \equiv f'(r_h), A_0 \equiv A(r_h) \) and \( A_1 \equiv A'(r_h) \). This way, we can obtain an analytic
formula for $B_0 \equiv B(r_h)$ in the form $B_0 = B_0(f_1, A_0, A_1)$, and in general we will have

\[
\begin{align*}
  f(r) &= f_1(r - r_h) + \sum_{k=2}^{\infty} \frac{f_k(f_1, A_0, A_1)}{k!} (r - r_h)^k, \\
  A(r) &= A_0 + A_1(r - r_h) + \sum_{k=2}^{\infty} \frac{A_k(f_1, A_0, A_1)}{k!} (r - r_h)^k, \\
  B(r) &= \sum_{k=0}^{\infty} \frac{B_k(f_1, A_0, A_1)}{k!} (r - r_h)^k,
\end{align*}
\]

where all the series are determined by $f_1, A_0$ and $A_1$. Let us stress that these expressions $f_{k+2}, A_{k+2}$ or $B_k$ for $k \geq 0$ depend on the coupling coefficients as well, and more importantly for us, they happen to diverge in when $s_0 \to 1$ (i.e., in the spin-0 frame). Indeed, the combination $s_0^2 - 1$ appears in the denominator of these expressions. Therefore, in the spin-0 frame we can no longer make use of the same formulae for the background series that we obtained in the physical frame, because those formulae were obtained under the hypothesis that $s_0 \neq 1$. Instead, we have to solve again for the series expansion near the metric horizon (which coincides with the spin-0 horizon) for the particular value of the coupling coefficients predicted by (4.61), and generically we will have

\[
\begin{align*}
  f(r_h) &= 0, \\
  f'(r_h) &= \text{fixed by regularity}, \\
  A(r_h) &= \text{free}, \\
  A'(r_h) &= \text{free}, \\
  B(r_h) &= \text{fixed by the constraint}.
\end{align*}
\]

This translates into a new counting of the regularity conditions for the perturbed potentials at the metric horizon, because the series expansion (4.34) depends on the form of the background potentials and thus was also obtained under the assumption that $s_0 \neq 1$. The initial data for the potentials $\delta, \chi, \psi$ and $\Sigma$ changes when we go to the spin-0 frame in a similar fashion to the passage from the initial data (4.62) to the new (4.64) for the background potentials $f, A$ and $B$. Indeed, while in the general case we had $7 - 2(\text{constraints}) - 3(\text{regularity}) = 2$ initial conditions to input at the metric horizon, one of which can be set to 1 by rescaling, we now have $7 - 2(\text{constraints}) - 4(\text{regularity}) = 1$ condition which can be fixed to any value by rescaling. Thus, the parameter $\delta_0$ which we used as a bisection parameter in the previous scheme can be now set to 1 without any lose of generality.

4.2.6.c) Integration outside the black hole

It follows then, that we can just integrate the equations of motion using of the unique (up to a rescaling factor) set of initial conditions at the metric/spin-0 horizon. The fact that we can implement the field redefinition as discussed above shows that the singularity at the spin-0 horizon can be removed using the spin-0 frame. This procedure is known to give regular, asymptotically flat solutions at $O(v^0)$ [133]. Unfortunately, then we find that the solutions are no longer asymptotically flat at $O(v)$. Indeed, we see in figure 4.7 that, asymptotically, $\delta(r)$ diverges as $\sim r^2$. As discussed earlier in section 4.2.2, this means that the solution thus obtained is not flat at infinity.
4.2.6.d) Integration inside the black hole

At this stage, ignoring the issue of asymptotic flatness at infinity, the only problem left is the regularity of the solution at the universal horizon. Since \( r = r_{uh} \) is a singular point of the equations of motion, the integrated solution will inevitably diverge there due to numerical instabilities. Again, we would like to assess if this divergence is physical or not. One way to avoid numerical instabilities is to integrate the equations of motion twice, once starting from the universal horizon up to a middle point \( r^* = (r_{uh} + r_h)/2 \), and another starting from the metric horizon down to the middle point. That is, we impose regularity by solving perturbatively at both \( r_h \) and \( r_{uh} \), and then we check whether the two solutions match at the middle point. The solution coming from the metric horizon inwards is uniquely determined, because it has a unique set of initial data up to rescaling freedom (the discussion is analogous to the previous section). In order to set our initial data at the universal horizon \( r_{uh} \) we must consider how many conditions are imposed by regularity in the same way as we have done before for the metric horizon. Thus we find that regularity conditions reduce the number of free parameters from 7 to 3, and after rescaling one of them we find that there are only two free parameters that define the initial conditions. We choose to express our initial conditions
4.2 Structure of the field equations

in terms of $\delta_{0,uh} \equiv \delta(r_{uh})$ and $\chi_{0,uh} \equiv \chi(r_{uh})$ so that

$$\delta(r) = \delta_{0,uh} + \sum_{k=1}^{\infty} \delta_{k,uh}(\delta_{0,uh}, \chi_{0,uh})(r - r_{uh})^k,$$

$$\chi(r) = \chi_{0,uh} + \sum_{k=1}^{\infty} \chi_{k,uh}(\delta_{0,uh}, \chi_{0,uh})(r - r_{uh})^k,$$

$$\psi(r) = \sum_{k=0}^{\infty} \psi_{k,uh}(\delta_{0,uh}, \chi_{0,uh})(r - r_{uh})^k,$$

$$\Sigma(r) = \sum_{k=0}^{\infty} \Sigma_{k,uh}(\delta_{0,uh}, \chi_{0,uh})(r - r_{uh})^k. \tag{4.65}$$

Summarizing, the branch coming from the metric/spin-0 horizon is known, and we want to determine if there exists a couple $(\delta_{0,uh}, \chi_{0,uh})$ such that the solution coming from the universal horizon matches the former.

The matching of these solutions would imply, for instance, that the derivative at midpoint $\delta'_{uh}(r)$ computed when $r \rightarrow r^*$ from the metric horizon must be be equal to the derivative $\delta'_{uh}(r)$ computed when $r \rightarrow r^*$ from the universal horizon. However, we know each solution only up to a global scaling coefficient. One way to get rid of the unknown scaling parameter is by taking the ratios $\delta'_{uh}(r)/\delta_{uh}(r)$ and $\delta'_{uh}(r)/\delta_{uh}(r)$, where the unknown scaling parameter simplifies. Therefore, we require that the differences

$$\Delta \left( \frac{\delta'(r)}{\delta(r)} \right) = \left( \frac{\delta'(r^*)}{\delta(r^*)} \right)_{uh} - \left( \frac{\delta'(r^*)}{\delta(r^*)} \right)_{h},$$

$$\Delta \left( \frac{\chi'(r)}{\chi(r)} \right) = \left( \frac{\chi'(r^*)}{\chi(r^*)} \right)_{uh} - \left( \frac{\chi'(r^*)}{\chi(r^*)} \right)_{h},$$

$$\Delta \left( \frac{\psi'(r)}{\psi(r)} \right) = \left( \frac{\psi'(r^*)}{\psi(r^*)} \right)_{uh} - \left( \frac{\psi'(r^*)}{\psi(r^*)} \right)_{h},$$

$$\Delta \left( \frac{\Sigma'(r)}{\Sigma(r)} \right) = \left( \frac{\Sigma'(r^*)}{\Sigma(r^*)} \right)_{uh} - \left( \frac{\Sigma'(r^*)}{\Sigma(r^*)} \right)_{h}. \tag{4.66}$$

where the subscript ‘uh’ (resp. ‘h’) indicates that the quantity is evaluated using the numerical solution integrated from the universal horizon (resp. from the metric horizon), vanish. Let us stress that, in each of these terms, the fraction corresponding to the metric horizon branch is fixed. Thus we integrate from the point $r_{uh} + \epsilon$, where $\epsilon = 10^{-3}$ up to $r^*$, exploring a grid of initial conditions given by $(\delta_{0,uh}, \chi_{0,uh}) \in [-10000, 10000] \times [-10000, 10000]$, spaced by intervals of 1000 in each dimension. This rather coarse grid allows us to observe the main features of the differences (4.66). Thus, in figure 4.8 we show the sum of the squares

$$\tilde{\Delta} \equiv \left[ \Delta \left( \frac{\delta'(r)}{\delta(r)} \right) \right]^2 + \left[ \Delta \left( \frac{\chi'(r)}{\chi(r)} \right) \right]^2 + \left[ \Delta \left( \frac{\psi'(r)}{\psi(r)} \right) \right]^2 + \left[ \Delta \left( \frac{\Sigma'(r)}{\Sigma(r)} \right) \right]^2, \tag{4.67}$$

and we note that there is a “valley” where the differences (4.66) are minimized. We increased the resolution of our grid to a few thousand of points in order to analyze the reduced area represented in figure 4.9. However, we found that the lowest value for $\tilde{\Delta}$ was of the order of
Figure 4.8 – Color map of $\bar{\Delta}$ as a function of $(\delta_{0,\text{uh}}, \chi_{0,\text{uh}})$. The colors were chosen so as to show that $\bar{\Delta}$ is positive everywhere. Indeed, the minimal value set for the color-bar is 10, and any value under 10 would be indicated in red. This coarse grid suggest a more detailed analysis around a reduced area.

$\sim 20$, and indeed we investigated with an increased precision in the region where we found the local minimum. The plot corresponding to that region is shown in figure 4.10. The fact that $\bar{\Delta}$ never goes below a threshold of the order of 20 shows that the different terms in squares in (4.67) never vanish simultaneously. Consequently, we conclude that neither the differences (4.66) do so, and this means that there is no pair of initial conditions $(\delta_{0,\text{uh}}, \chi_{0,\text{uh}})$ at the universal horizon such that the solution matches that one from the metric horizon. From this we conclude that it is not possible to find a solution regular both at the spin-0 horizon and at the universal horizon, i.e., our regular solution at the metric/spin-0 horizon is not regular at the universal horizon.

In conclusion, going to the spin-0 frame allowed us to enforce regularity at the spin-0 horizon. However, the solution was found to be unique and we lost the shooting parameter to bisect. Outside the metric horizon, the solution thus obtained was found to be singular at spatial infinity and not asymptotically flat. Inside the metric horizon the solution is singular at the universal horizon.

4.3 The $\alpha = \beta = 0$ case

From the results of the last section one would conclude that, in khronometric theory, black holes are not regular at order $\mathcal{O}(v)$. We reach this conclusion because the spin-0 horizon is between the universal horizon and the metric horizon, and we need to impose regularity at
4.3 The $\alpha = \beta = 0$ case

The color map of $\bar{\Delta}$ as a function of $(\delta_{0,uh}, \chi_{0,uh})$. The colors were chosen so as to show that $\bar{\Delta}$ is positive everywhere. Indeed, the minimal value set for the color-bar is 10, and any value under 10 would be indicated in red. Although the grid still seems to be coarse, there is in fact much more data which we could not include in the figure. This was due to the use of an irregular grid and the problems to interpolate under such conditions.

Figure 4.9

The color map of $\bar{\Delta}$ as a function of $(\delta_{0,uh}, \chi_{0,uh})$. The colors were chosen so as to show that $\bar{\Delta}$ is positive everywhere. Indeed, the minimal value set for the color-bar is 10, and any value under 10 would be indicated in red. This is the valley where the minimal values are reached. The lowest value of all is of the order of $\sim 20$.
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each of these surfaces separately. However, there may exist a set of parameters $\alpha$, $\beta$, $\lambda$ for which the spin-0 horizon coincides with the universal horizon, so that enforcing regularity at the former is sufficient to ensure the existence of a regular solution. For this to be true, we would need to have the conditions defining the radial position of the spin-0 horizon (2.75) and the universal horizon (2.87) both being satisfied at a single point $r^* = r_{uh} = r_{s0}$. More explicitly, as long as the spin-0 speed $s_0$ is finite, this would mean that the radius $r^*$ is such that

$$f(r^*) + (s_0^2 - 1) \left( \frac{1 + f(r^*)A(r^*)^2}{2A(r^*)} \right)^2 = 0, \quad (4.68a)$$

$$1 + f(r^*)A(r^*)^2 = 0. \quad (4.68b)$$

The first equation is the relation defining the spin-0 horizon $r_{s0}$ and the second defines the universal horizon $r_{uh}$. Plugging (4.68b) into (4.68a) gives $f(r^*) = 0$, which is then incompatible with equation (4.68b). There is yet another way to merge the spin-0 horizon with the universal horizon without lose all Lorentz violating effects: we can make the spin-0 speed $s_0$ diverge so that equation (4.68a) reduces to equation (4.68b). This can be achieved by setting $\alpha = 0$. The special case where $\alpha$ is set to zero as been worked out in [152] in static, spherically symmetric configurations. Even though the exact form of the functions $f(r)$, $B(r)$ and $A(r)$ can in general be given only numerically, in the special case $\alpha = 0$ analytic solutions exist for the background functions:

$$f(r) = 1 - \frac{2G_N\tilde{m}}{r} - \frac{\beta r^4}{r^4}, \quad B(r) = 1, \quad (4.69a)$$

$$A(r) = \frac{1}{f} \left( -\frac{r_{kr}^2}{r^2} + \sqrt{f + \frac{r_{kr}^4}{r^4}} \right), \quad (4.69b)$$

$$r_{kr} = \frac{G_N\tilde{m}}{2} \left( \frac{27}{1 - \beta} \right)^{1/4} \quad (4.69c)$$

It can be easily checked that the universal horizon and the spin-0 horizon coincide in this particular case, since when $\alpha \to 0$ the spin-0 speed given by eq. (2.62a) diverges, and are both located at $r_{uh} = \frac{4}{3}G_N\tilde{m}$. Indeed, as the spin-0 speed increases, the location of the spin-0 horizon moves further into the black hole. Moreover, since the universal horizon is such that it traps modes propagating at any arbitrary speed, we conclude that in this limit the spin-0 horizon merges with the universal horizon. This statement can also be mathematically proved, noting that if $s_0$ becomes infinite then $1 + f(r^*)A(r^*)^2 = 0$ becomes a necessary condition in equation (4.68a), leading precisely to equation (4.68b). This procedure has the evident advantage that it does not impose $f(r^*) = 0$ as well, so that the metric and universal horizons do not merge.

Note also that this solution does not depend on the coupling parameter $\lambda$, even though that is not assumed to vanish.

This limit is particularly attractive as $|\alpha| \lesssim 10^{-7}$ experimentally (c.f. Sec. 2.5). Assuming $\alpha = 0$ alone, however, does not avoid the appearance of finite-area singularities at the universal/metric horizon, as can be seen from figure 4.11, where we show the divergence of the curvature invariants of the asymptotically flat solution regular at the matter horizon.
4.3 The $\alpha = \beta = 0$ case

Figure 4.11 – $\mathcal{O}(v)$ contribution to the Ricci scalar near the universal/spin-0 horizon, for the asymptotically flat solution regular at the matter horizon, and for $\alpha = 0$, $\beta = 0.01$ and $\lambda = 0.1$.

However, from the experimental limits presented in Sec. 2.5, it follows that $|\beta| \lesssim 10^{-15}$, so it is attractive to also set $\beta = 0$ exactly. Indeed, from the experimental bounds discussed in 2.5.2 and in 2.5.3, $\alpha$ is zero up to $10^{-7}$ and $\beta$ is zero up to $10^{-15}$ (indeed, as the spin-2 mode speed is given by $s_2^2 = 1/(1 - \beta)$, the nearly coincident arrival of gravitational and electromagnetic radiation constraints $\beta$ to be very small. Then, this result together with the solar system constraints bounding $\alpha$ to be close to $2\beta$ gives a tight bound due to the very tight bound on $\beta$). Spherical black hole solutions for $\alpha = \beta = 0$ are very simple and known analytically in this limit, and are given by

\begin{align*}
    f(r) &= 1 - \frac{2\mu}{r}, \quad (4.70a) \\
    A(r) &= \frac{1}{1 - 2\mu/r} \left( \sqrt{f(r) + \left( \frac{r_{EA}}{r} \right)^4} - \left( \frac{r_{EA}}{r} \right)^2 \right), \quad (4.70b) \\
    B(r) &= 1, \quad (4.70c)
\end{align*}

where $r_{EA} = \frac{3^{3/4}}{2} \mu$. Again, the coupling coefficient $\lambda$ does not appear in the solution for the background potentials, nor any other coupling coefficient. Furthermore, the solution for the metric corresponds precisely to a Schwarzschild black hole in general relativity. Since $\alpha = 0$ implies that $G_N = G_{EA}$, then the gravitational radius coincides with the Schwarzschild radius. From these considerations it follows that the parameter $\lambda$ cannot be constrained by static stationary black holes, as they are indistinguishable from GR black holes.
For the slowly moving black hole, the sensitivity of equation (4.47) reduces to

\[ \sigma = \frac{\lambda}{2(1 - 2\lambda)} \left( 1 + 4 \frac{\chi_0}{R_0 \delta_0} \right), \]

(4.71)

where \( \chi_0 \) is the asymptotic constant defined in (4.35b), and \( R_0 \) is the gravitational radius of the black hole and is equal to \( 2\mu \). Thus, in principle \( \lambda \) may be constrained by black hole dipole flux emission [68].

In the previous paragraphs we have shown the order \( O(v^0) \) black hole solution as determined by the metric potentials \( f, A \) and \( B \), which are greatly simplified. Let us now tackle the \( O(v^0) \) system and solve for the perturbed potentials \( \delta(r) \), \( \chi(r) \), \( \psi(r) \) and \( \Sigma(r) \). First, one can show that, for \( \alpha = \beta = 0 \), both the functions \( \psi(r) \) and \( \Sigma(r) \) vanish identically. Indeed, this can be proven by inserting a null Ansatz for both \( \psi \) and \( \Sigma \) into the field equations, and showing that \( \delta(r) \) and \( \chi(r) \) satisfy a system of 2 ordinary differential equations, i.e., that the problem is not over-determined. In more detail, setting \( \psi \equiv 0 \) and \( \Sigma \equiv 0 \) allows us to solve the two constraint equations \( C_1 \) and \( C_2 \) in terms of \( \delta'(r) \) and \( \chi'(r) \). Taking derivatives of these equations, one obtains the remaining equations of motion (4.32a) and (4.32b). Another way to obtain this result, is to perform a perturbative expansion near some given initial point. One can then show by recursion that all the series coefficients for \( \psi \) and \( \Sigma \) must vanish.

As a consequence of this result, we can make use of the constraint equations \( C_1 = C_2 = 0 \) (cf. equations (4.30)) instead of the equations of motion (4.32a) and (4.32b), as both sets of equations happen to be equivalent. This procedure is simpler, as the constraints involve fewer derivatives in the potentials than the equations of motion. Thus, setting \( \psi(r) \) and \( \Sigma(r) \) to zero the constraint equations simply become

\[ \delta'(r) + \frac{4(8r^4 + 4\mu r^3 - 27\mu^4)}{16r^5 - 21\mu r^4 + 27\mu^4 r} \delta(r) - \frac{32r^2}{16r^4 - 21\mu r^3 + 27\mu^4} \chi(r) = 0, \]

(4.72)

\[ \chi'(r) - \delta(r) = 0. \]

(4.73)

Let us remark that these expressions do not involve the coupling coefficient \( \lambda \), and therefore we will find solutions that do not depend on it. We thus expect that the solution to be also equivalent to a Schwarzschild black hole. Further on we will want to assess whether or not we find regular solutions to the system (4.72) and (4.73), so we will express now the functional form of the curvature invariants. They are now simply given by

\[ R = O(v^2), \]

(4.74a)

\[ R_{\alpha\beta} R^{\alpha\beta} = O(v^2), \]

(4.74b)

\[ R_{\alpha\beta\mu\nu} R^{\alpha\beta\mu\nu} = \frac{48\mu^2}{r^6} + O(v^2), \]

(4.74c)

\[ k_1 = \frac{27\mu^5}{8r^7} + v \tilde{b}_1(r) \delta(r) \cos \theta + O(v^2), \]

(4.74d)

\[ k_2 = -\frac{\mu}{r} \sin^2 \theta + v \tilde{b}_2(r) (\delta(r) - \chi'(r)) \cos \theta \sin^2 \theta + O(v^2), \]

(4.74e)

where \( \tilde{b}_1(r) \) and \( \tilde{b}_2(r) \) are algebraic expressions on the background functions. Thus, up to order \( O(v^2) \), the curvature invariants not involving the aether are the same as for a Schwarzschild black hole in general relativity. The \( O(v) \) piece comes as no surprise since we know
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that the metric is Schwarzschild, however the $O(v)$ is not a trivial result. Also, due to the
equation of motion (4.73), the $O(v)$ part of the killing invariant $k_2$ vanishes.

We can express $\chi(r)$ in terms of $\delta(r)$ and $\delta'(r)$ using equation (4.72)

$$\chi(r) = \frac{27\mu^4 + 16\mu^4 - 32\mu^3}{32r^2} \delta'(r) + \frac{8r^4 - 4\mu r^3 - 27\mu^4}{8r^3} \delta(r).$$  \hspace{1cm} (4.75)

Taking the derivative of equation (4.75) and replacing $\chi'(r)$ into equation (4.73) we obtain


differential equation for $\delta(r),$

$$\frac{r^2}{2} - \mu r + \frac{27\mu^4}{32r^2} \delta''(r) + \left(2r - \frac{3\mu}{2} - \frac{81\mu^4}{16r^3}\right) \delta'(r) + \frac{81\mu^4}{8r^4} \delta(r) = 0.$$  \hspace{1cm} (4.76)

From this, it follows that we can simply focus on solving equation (4.76), as it is enough to
get all the information on the system.

Solving equation (4.76) near spatial infinity gives

$$\delta(r) = \delta_0 + \frac{\delta_3}{r^3} + O\left(\frac{1}{r^4}\right),$$  \hspace{1cm} (4.77)

where $\delta_0$ and $\delta_3$ are integration constants. This in turn implies through equation (4.75) that

$$\chi(r) = \delta_0 r + \chi_0 - \frac{\delta_3}{2r^2} + O\left(\frac{1}{r^4}\right),$$  \hspace{1cm} (4.78)

where $\chi_0 = -\frac{\mu}{2} \delta_0 = -\frac{R_0}{4} \delta_0$ (let us recall that $R_0$ is the gravitational radius) is fixed in terms

of $\delta_0$. It follows that $\frac{\chi_0}{R_0 \delta_0} = -\frac{1}{4}$, and from this we obtain that the sensitivity $\sigma$ vanishes.

Indeed, equation (4.71) give us

$$\sigma = 0,$$  \hspace{1cm} (4.79)

irrespective for the value for $\lambda$. This result was to be expected, since the equations of motion
do not actually depend on the coupling coefficient $\lambda$ (cf. equations (4.72) and (4.73)).

In fact, we found an infinitesimal gauge transformation that brings the perturbed sta-
tionary metric of equation (4.20) to the Schwarzschild solution in Eddington-Finkelstein
coordinates. To see this, let us note that for $\alpha = \beta = 0$ the metric Ansatz of equation (4.20)
can be recast as

$$ds^2 = \left(1 - \frac{2\mu}{r}\right) dv^2 - 2dvdr - r^2d\Omega + v \left[2\left(1 - \frac{2\mu}{r}\right) \left(\cos\theta \delta(r)dr - \sin\theta \chi(r)d\theta\right)dv - 2\cos\theta \delta(r)dr^2 + 2\sin\theta \chi(r) d\theta dr\right] + O(v^2),$$

(4.80)
and the $O(v)$ piece can be removed by the time coordinate redefinition

$$v' = v + v \chi(r) \cos \theta,$$

leaving us with the Schwarzschild solution in Eddington-Finkelstein coordinates

$$ds^2 = \left(1 - \frac{2\mu}{r}\right) dv'^2 - 2dv' dr - r^2 d\Omega + O(v^2).$$

(4.82)

This means that at first order in $v$, the geometry of the spacetime is not affected by the presence of the æther field. In particular, since the metric is equivalent to the Schwarzschild solution up to a gauge transformation, all invariants constructed only using the metric are automatically regular outside the origin $r = 0$. Nonetheless, the æther field still might have a non-trivial profile (different from the background solution) which must be solved for, even after the gauge transformation is performed.

Inspection of equations (4.76) and (4.73) reveals that, besides $r = 0$, the only singular point of the equations of motion corresponds to the universal horizon, located at $r_{uh} = 3\mu/2$. Near the universal horizon, the equation (4.76) for $\delta(r)$ takes the form

$$x^2 \delta''(x) + 5x \delta'(x) + 2\delta(x) \approx 0.$$

(4.83)

where $x = r - r_{uh}$ is the distance to the universal horizon, and we have taken only the leading orders in $x$. Then, we find that the solution to this equation is made of two divergent modes, namely

$$\delta(x) \simeq C_h x^{-\sqrt{2}(1+\sqrt{2})} + C_s x^{\sqrt{2}(1-\sqrt{2})}.$$

(4.84)

where $C_h$ and $C_s$ are integration constants. We can call the first mode the “hard” mode and the second the “soft” mode. Indeed, though in both cases the function $\delta(r)$ diverges while approaching the universal horizon, for the soft mode we can make again a coordinate redefinition absorbing this divergence. To show this, let us write the metric Ansatz again using the coordinate $x$ instead of $r$ as

$$ds^2 = f(x) dv^2 - 2dv dx - (x + r_{uh})^2 d\Omega + v \left[2f(x) \cos \theta \delta(x) dv dxight.$$

$$- 2f(x) \sin \theta \chi(x) d\theta dv - 2 \cos \theta \delta(x) dx^2 + 2 \sin \theta \chi(x) d\theta dx + O(v^2).

(4.85)

We want to show that the terms proportional to $\delta(x)$ and $\chi(x)$ can be made regular at $x = 0$. Let us define the coordinate $\tilde{x} = x \delta(x)$, so that we find

$$dx = \left(1 + \frac{\delta'(x)}{\delta(x)}\right)^{-1} \frac{d\tilde{x}}{\delta(x)}.$$

(4.86)

If, near $x = 0$, we have $\delta(x) \sim x^n$, where $n$ is one of the powers in (4.84), then the product $x \frac{\delta'(x)}{\delta(x)}$ converges to a constant as we approach $x = 0$. We note that, in terms of $\tilde{x}$, each of

---

5. To be more precise, the equations of motion do present a singularity at spatial infinity, however it is a removable singularity and therefore the solutions are always regular at infinity. This can be seen from equation (4.77), which has the maximum number of free parameters (as there are only two derivatives in the equations (4.76) and (4.73)), meaning that regularity does not impose any condition on the initial data, and is always asymptotically flat.
the coefficients of the metric are now automatically regular except for the $g_{\vartheta \theta}$ component of the metric. Indeed, if we expand this term near $x = 0$ we find that it becomes

$$g_{\vartheta \theta} = -2v f(x) \sin \theta \chi(x) d\vartheta dv \simeq -2(n + 3) f(x) \sin(\theta)x^{n+1}dvd\theta,$$

(4.87)

and this will be finite at $x = 0$ only if $n + 1 \geq 0$. This is indeed true for the soft mode, as $n \simeq -0.5$. However, the hard mode as a power $n \simeq -3$, so that the $g_{\vartheta \theta}$ component of the metric diverges.

Therefore we were not able to absorb the metric singularity of the hard mode, and by computing the killing scalar $k_1$ we confirm that that mode produces a curvature singularity. Indeed, to leading order in the auxiliary variable $x = r - r_{uh}$, the $O(v)$ part of the killing scalar $k_1$ goes as

$$k_1 \propto \cos(\theta)(r - r_{uh})^3 \delta(r).$$

(4.88)

Thus, expressing $\delta(r)$ as a superposition of the two modes we have

$$k_1 \propto \cos(\theta) (C_h x^m + C_s x^n),$$

(4.89)

with $m = 1 - \sqrt{2} < 0$ and $n = 1 + \sqrt{2} > 0$. As we can see, the hard mode produces a curvature singularity as it approaches the universal horizon, while the soft mode is physically well behaved. This result is in agreement with the fact that we can make a redefinition of the perturbations such as to absorb the divergence of the function $\delta(r)$ when it contains only a soft mode, while this is no longer possible if $\delta(r)$ contains a hard mode as well.

We therefore conclude that we can integrate the system of equations (4.76) and (4.73) starting from the universal horizon, using initial data such that only the soft mode is excited. As there are no other singular points we can obtain a solution everywhere else. Such a solution is shown in figure 4.12, for the potential $\delta(r)$. Also, the $O(v)$ part of the killing scalar $k_1$ is plotted. Both quantities are plotted in absolute value.

### 4.4 Chapter conclusions

On the one hand, the study of slowly moving black holes in section 4.1 revealed that regular black hole solutions do not exist when the coupling coefficients $\alpha$ and $\beta$ are different from zero (cf. sections 4.2.6 to 4.2.6.d)). We therefore conclude that, even without the LIGO-Virgo/FERMI detection, or even without the parametrized post-Newtonian constraints, we would still have to set $\alpha = \beta = 0$.

On the other hand, setting $\alpha = \beta = 0$ led us to a unique slowly moving black hole solution, independent of the coupling constant $\lambda$. This solution is identical to a Schwarzschild black hole in its metric, but has a non-trivial khronon-field. Moreover, the associated sensitivity vanishes for all values of $\lambda$, meaning that the simple prescription adopted in section 3.4 is not sufficient to constraint $\lambda$ through dipolar radiation constraints. Indeed, to describe the dipolar radiation our methods must be extended to include effects coming from higher order sensitivities, such as described in section 3.2.
Figure 4.12 – Upper panel: The (absolute value of the) unique solution that is physically regular is plotted in log scale. Near the universal horizon the solution goes as $\delta(x) \simeq C_s x^{3(1-\sqrt{2})}$, where $C_s \sim -1.618$ in order to have $\delta(r) \sim -1$ as $r$ goes to infinity. Lower panel: The killing scalar $\tilde{k}$ is shown to be finite everywhere for this solution.
4.A Explicit form of the field equations

Let us express the modified Einstein tensor $E^\mu_\nu$ in the form

$$E^\mu_\nu = \begin{pmatrix}
Q_1 + v \cos \theta S_1(r) & Q_2 + v \cos \theta S_2(r) & 0 & v \sin \theta S_3(r) \\
Q_4 + v \cos \theta S_4(r) & Q_5 + v \cos \theta S_5(r) & 0 & v \sin \theta S_6(r) \\
0 & 0 & Q_7 + v \cos \theta S_7(r) & Q_8 + v \cos \theta S_8(r) \\
v \sin \theta S_9(r) & v \sin \theta S_9(r) & 0 & Q_{10} + v \cos \theta S_{10}(r)
\end{pmatrix} + O(v^2),$$

where $Q_i, P_i$ for $i = 1, \ldots, 10$ are respectively, the background and perturbed equations (i.e., the $O(v^0)$ and $O(v)$ terms). Then the explicit form of these equations are

$$Q_1 = \frac{1}{8 \pi A \lambda} R_{\mu} \nabla^\mu = 3 \pi \left( -\frac{\partial \varphi}{\lambda} + \frac{\varphi}{\pi^2} \right)^2 - 2 A \left( \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_2 = 16 \pi A \lambda \left[ 1 + \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \right] + \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_3 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_4 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_5 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_6 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_7 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_8 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_9 = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$

$$Q_{10} = \frac{1}{A \lambda} \left( 2 \pi \lambda \right)^2 \left[ B \left( r^2 - 3 \pi \lambda \right) + 2 A \pi \lambda \left( -3 \left( r^2 + 3 \pi \lambda \right) + r \lambda^2 \right)^2 + 2 A \pi \lambda \right]$$
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for the background equations, while for the perturbed equations we have

\[ S_2 = \frac{1}{64 \pi^2} A_0 A' B_2 \left[ \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 - \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right] - \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 + \left\{ \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.

\[ B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \}^2 - \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.

\[ \epsilon \left( \alpha + 3 \partial \beta \partial \lambda \right) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\} - \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 + \left\{ \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.

\[ \epsilon \left( \alpha + 3 \partial \beta \partial \lambda \right) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\} - \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 + \left\{ \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.

\[ \epsilon \left( \alpha + 3 \partial \beta \partial \lambda \right) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\} - \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 + \left\{ \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.

\[ \epsilon \left( \alpha + 3 \partial \beta \partial \lambda \right) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\} - \left\{ \frac{1}{2} (\alpha - \beta \lambda) B_2^2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}^2 + \left\{ \frac{1}{2} (\alpha + \beta \lambda) B_2 \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \{ -2 \partial \alpha + \partial \beta \partial \lambda \} A' \right\}.
4.A Explicit form of the field equations

\[ B^{\alpha \beta} = \frac{1}{32 \pi^{2}} \left[ -32 B^{\alpha \beta} + \left( 2 B^{\beta \gamma} \right) \delta_{\gamma}^{\alpha} - 2 \left( B^{\beta \gamma} \right) B^{\gamma \alpha} - \left( \delta_{\alpha}^{\gamma} - \epsilon_{\alpha \beta \gamma} \right) - \left( \epsilon_{\alpha \beta \gamma} \right) + \epsilon_{\alpha \beta \gamma} \right] \]

\[ B^{\alpha \beta} = \frac{1}{32 \pi^{2}} \left( \left( 2 \epsilon_{\alpha \beta \gamma} \right) \delta_{\gamma}^{\alpha} - 2 \left( \epsilon_{\alpha \beta \gamma} \right) + \left( \delta_{\alpha}^{\gamma} - \epsilon_{\alpha \beta \gamma} \right) - \epsilon_{\alpha \beta \gamma} \right) - \epsilon_{\alpha \beta \gamma} \]

\[ A^{\alpha \beta} \left[ B^{\alpha \beta} \right] = \frac{1}{32 \pi^{2}} \left( 2 \epsilon_{\alpha \beta \gamma} \right) \delta_{\gamma}^{\alpha} - 2 \left( \epsilon_{\alpha \beta \gamma} \right) + \left( \delta_{\alpha}^{\gamma} - \epsilon_{\alpha \beta \gamma} \right) - \epsilon_{\alpha \beta \gamma} \]

\[ A^{\alpha \beta} \left[ B^{\alpha \beta} \right] = \frac{1}{32 \pi^{2}} \left( \left( 2 \epsilon_{\alpha \beta \gamma} \right) \delta_{\gamma}^{\alpha} - 2 \left( \epsilon_{\alpha \beta \gamma} \right) + \left( \delta_{\alpha}^{\gamma} - \epsilon_{\alpha \beta \gamma} \right) - \epsilon_{\alpha \beta \gamma} \right) - \epsilon_{\alpha \beta \gamma} \]

\[ B^{\alpha \beta} = \frac{1}{32 \pi^{2}} \left[ \delta_{\alpha}^{\gamma} - \epsilon_{\alpha \beta \gamma} \right] - \epsilon_{\alpha \beta \gamma} \]
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\[ 2 \pi B (x) \hat{F} (x) \{ 12 \pi \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \{ 3 \pi \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \{ 9 \pi \left( -\alpha + \beta + 9 \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \} \}\} + \hat{F} (x) \}\}

\[ \{ 16 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \}\}

\[ 2 \Lambda (x) \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \{ 10 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \}\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \}\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \}\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \]\}

\[ \{ 4 \left( -\alpha + \beta + \lambda \right) \delta (x) B_0 (x) \hat{F} (x) + \hat{F} (x) \}\} + \hat{F} (x) \}\}
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Note however that not all of these components are independent, as the modified Einstein tensor is symmetric: \( E^{\mu\nu} = E^{\nu\mu} \), and from this we deduce the following relations

\[
Q_5 = Q_1 + \frac{Q_2 f(r)}{B(r)}, \quad (4.91)
\]

\[
S_2 = \frac{B(r)^2(-2Q_4\delta(r) - S_1 + S_3 + B(r)^3Q_4\psi(r) - Q_2 f(r)^2\delta(r))}{B(r)f(r)}, \quad (4.92)
\]

\[
S_8 = \frac{B(r)(Q_4\chi(r) + S_6 - f(r)(\chi(r)(Q_1 - Q_7) + S_3) - Q_4\Sigma(r))}{r^2}, \quad (4.93)
\]

\[
S_9 = \frac{B(r)^2(\chi(r)(Q_1 - Q_7) + S_3) + B(r)\Sigma(r)(Q_7 - Q_1) - Q_2 f(r)\Sigma(r)}{r^2B(r)}, \quad (4.94)
\]

Furthermore, the generalized Bianchi identity implies that the combinations

\[
C_0 \equiv -A(r)B(r)Q_4 - \frac{Q_5 (A(r)^2 f(r) + 1)}{2A(r)}, \quad (4.95)
\]

\[
C_1 \equiv -\frac{S_6 (A(r)^2 f(r) + 1)}{2A(r)}, \quad (4.96)
\]

\[
C_2 \equiv -\frac{1}{16A(r)^3} \left\{ 2A(r)^2Q_4 \left( A(r)^2 f(r) + 1 \right) \left( B(r)\psi(r) \left( A(r)^2 f(r) + 1 \right) + 2\delta(r) \left( A(r)^2 f(r) - 1 \right) \right) + Q_5 (A(r)^2 f(r) + 1)^2 \left( B(r)\psi(r) \left( A(r)^2 f(r) + 1 \right) + 2\delta(r) \left( A(r)^2 f(r) - 1 \right) \right) \right\} \frac{B(r)}{B(r)}
\]

\[
\quad + 16A(r)^4B(r)S_4 + 8A(r)^2S_5 \left( A(r)^2 f(r) + 1 \right), \quad (4.97)
\]

are initial constraint equations. Indeed, they satisfy the following identities

\[
\begin{align*}
\frac{dC_0}{dr} &= -\frac{4Q_4 f(r)A'(r) + A(r)^3(-f(r))f'(r) + A(r)f'(r))}{4A(r)^2B(r)} \\
&\quad + Q_1 \left( \frac{A'(r)}{A(r)^2} - \frac{1}{2} A(r)^2 f'(r) \right) + C_0 \left( \frac{A'(r)}{A(r)} - \frac{2}{r} \right) - \frac{Q_7 (A(r)^2 f(r) + 1)}{rA(r)},
\end{align*}
\]
\[
\frac{dC_1}{dr} = - \frac{C_1}{r A(r)^3 B(r) f(r) + r A(r) B(r)} \left\{ - r A(r)^2 B(r) f(r) A'(r) + r B(r) A'(r) + r A(r)^3 f(r) B'(r) + r A(r) B'(r) - r A(r)^3 B(r) f'(r) + 2 A(r)^3 B(r) f(r) + 2 A(r) B(r) \right\}
+ Q_1 \frac{(A(r)^2 f(r) + 1) (B(r) \psi(r) (3 A(r)^2 f(r) + 1) - 2 \delta(r) (A(r)^2 f(r) + 1))}{8 A(r)^3 B(r)}
+ Q_2 \frac{f(r) (A(r)^2 f(r) + 1)^2 (B(r) \psi(r) - 2 \delta(r))}{8 A(r)^3 B(r)^2}
- Q_7 \frac{f(r) \psi(r) (A(r)^2 f(r) + 1)}{4 A(r)}
- \frac{S_7 (A(r)^2 f(r) + 1)}{2 A(r)},
\]
(4.98)
\[
\frac{dC_2}{dr} = -\frac{4C_1 A(r)^2 B(r)^2}{r^2 (f(r)A(r)^2 + 1)} + \frac{(1 - A(r)^2 f(r)) S_2 B(r)}{r^2 A(r)} \\
+ \frac{S_4 (f(r) (A(r)^3 f'(r) - 4A'(r)) - A(r)f(r)) B(r)}{2f(r) (f(r)A(r)^2 + 1)} \\
+ \frac{Q_7}{8r^2 A(r)^3} \left\{ 16B(r)f(r)\chi(r)A(r)^4 + 8 \left( f(r)A(r)^2 + 1 \right) (\Sigma(r) - B(r)\chi(r))A(r)^2 - r \left( f(r)A(r)^2 + 1 \right) \left( 2 (A(r)^2 f(r) - 1) \delta(r) + B(r) (f(r)A(r)^2 + 1) \psi(r) \right) \right\} \\
+ C_2 \left( \frac{f'(r)A(r)^2}{f'(r)A(r)^2 + 1} + \frac{f(r)A'(r)A(r)}{f(r)A(r)^2 + 1} - \frac{2}{r} - \frac{f'(r)}{2f(r)} - \frac{A'(r)}{f(r)A(r)^3 + A(r)} \right) \\
- \frac{Q_2 \left( f(r)A(r)^2 + 1 \right)}{32r^2 A(r)^4 B(r)^3} \left\{ r^2 B(r)f(r)^2 (2\delta(r) + B(r)\psi(r))f'(r)A(r)^5 \right. \\
+ 4f(r)(8\chi(r)B(r)^3) + r^2 (\psi(r)f'(r) + f(r)\psi'(r)) B(r)^2 \\
- r^2 (3\delta(r)f'(r) + 2f(r)\delta'(r)) B(r) + 2r^2 f(r)\delta(r)B'(r)A(r)^3 \\
- 4r^2 B(r)f(r)^2 (2\delta(r) + B(r)\psi(r)) A'(r)A(r)^2 - 4r^2 B(r)f(r)(B(r)\psi(r) - 2\delta(r))A'(r) \\
+ r^2 \left( 3B(r)(B(r)\psi(r) - 2\delta(r))f'(r) + 4f(r) \left( \psi'(r)B(r)^2 - 2\delta'(r)B(r) + 2\delta(r)B'(r) \right) \right) \left\} \left( f(r)A(r)^2 + 1 \right) A(r) \right\} \\
+ \frac{Q_1}{16r^2 A(r)^3 B(r)^2 f(r)} \left\{ 2r^2 B(r)f(r)^3 (2\delta(r) + B(r)\psi(r)) A'(r)A(r)^4 \\
- r^2 B(r)f(r)^3 (2\delta(r) + B(r)\psi(r)) f'(r)A(r)^7 \\
- 2f(r)^2 A(r)^5 (16\chi(r)B(r)^3 + r^2 (4\psi(r)f'(r) + 3f(r)\psi'(r)) B(r)^2 \\
- 2r^2 (\delta(r)f'(r) + f(r)\delta'(r)) B(r) + 2r^2 f(r)\delta(r)B'(r)) \right\} \\
+ r^2 f(r)A(r)^3 \left( B(r)(10\delta(r) - 9B(r)\psi(r)) f'(r) - 8f(r) \left( \psi'(r)B(r)^2 - \delta'(r)B(r) + \delta(r)B'(r) \right) \right) \\
+ 4r^2 B(r)^2 f(r)^2 \psi(r)A'(r)A(r)^2 + 2r^2 B(r)f(r)(B(r)\psi(r) - 2\delta(r))A'(r) \\
- 2r^2 A(r) \left( B(r)(B(r)\psi(r) - 2\delta(r))f'(r) + f(r) \left( \psi'(r)B(r)^2 - 2\delta'(r)B(r) + 2\delta(r)B'(r) \right) \right) \right\} \\
+ \frac{C_9}{16r^2 A(r)^2 B(r)^2 f(r)} \left\{ 4r^2 B(r)f(r)^3 (2\delta(r) + B(r)\psi(r)) A'(r)A(r)^3 \\
+ 4r^2 B(r) f(r)^2 (2\delta(r) + B(r)\psi(r)) A'(r)A(r) \right\} \\
+ r^2 f(r)^2 A(r)^4 \left( 3B(r)(2\delta(r) + B(r)\psi(r)) f'(r) + f(r) \left( 2\psi'(r)B(r)^2 + 4\delta'(r)B(r) - 4\delta(r)B'(r) \right) \right) \\
- 4f(r)A(r)^2 (8\chi(r)B(r)^3) + 2r^2 A(r)^2 \left( \psi(r)f'(r) + f(r)\psi'(r) \right) - 4\Sigma(r) \right\} \\
- \frac{r^2 (3\delta(r)f'(r) + 2f(r)\delta'(r)) B(r) + 2r^2 f(r)\delta(r)B'(r))}{rA(r)} \\
+ r^2 \left( -3B(r)(B(r)\psi(r) - 2\delta(r))f'(r) - 2f(r) \left( \psi'(r)B(r)^2 - 2\delta'(r)B(r) + 2\delta(r)B'(r) \right) \right) \right\} \\
- \frac{f(r)A(r)^2 + 1}{rA(r)} S_7 \ - \frac{(f(r)A(r)^2 + 1)p_4(r)f'(r)}{4A(r)f(r)},
\]
(4.99)
which are constraint evolution equations.
4.B Regularity of the potentials at the metric horizon

The Ricci tensor \( R_{\alpha\beta} \) can be contracted twice with the killing vector \( k^\mu = (\partial_\nu)^\mu \), that is, its time-time component \( R_{\nu\nu} \) must be an invariant. Its \( O(v) \) part can be expressed in term of the first order potentials as

\[
\frac{R_{\nu\nu}}{\cos \theta} = \frac{f(r)}{4r^2B(r)^3} \left( -2r^2 f(r) B'(r) \left( 2\psi(r)f'(r) + f(r)\psi'(r) \right) + B(r) \left( r(3r\psi(r)f'(r)^2 + f(r) \left( 4r\psi(r)f''(r) + 7rf'(r)\psi'(r) + 8\psi(r)f'(r) \right) \right) + 2f(r)^2 \left( r\psi''(r) + 2\psi'(r) \right) + 8\Sigma(r)f'(r) \right) - 4B(r)^3 f(r)\psi(r). \tag{4.100}
\]

Near the metric horizon, for \( \alpha = 2\beta = 1/100 \) and \( \lambda = 1/10 \), \( R_{\nu\nu} \) becomes

\[
\frac{R_{\nu\nu}}{\cos \theta} \sim x(0.094\psi(x) - 0.062\Sigma(x)) + O(x^2), \tag{4.101}
\]

where \( x \equiv r - r_h \), \( r_h \) being the metric horizon, and where we neglected terms of order \( O(x^2) \). If we want \( R_{\nu\nu} \) to remain finite as we approach \( x = 0 \), then the difference \( 0.14\psi(x) - 0.32\Sigma(x) \)

\[
\text{can diverge at most as } 1/x. \text{ More precisely, by setting } R_{\nu\nu} = \tilde{a}_1 + \tilde{b}_1 x + O(x^2) \text{ for some } \tilde{a}_1, \tilde{b}_1 \in \mathbb{R}, \text{ we get}
\]

\[
\Sigma(x) = 1.5\psi(x) + \frac{a_1}{x} + b_1, \tag{4.102}
\]

for some real numbers \( a_1, b_1 \in \mathbb{R} \). Similarly, the \( O(v) \) part of the Ricci scalar \( R \) is given by

\[
\frac{R}{\cos \theta} = \frac{1}{2r^3B(r)^3} \left( -2rf(r)B'(r) \left( r^2 \left( \psi(r)f'(r) + f(r)\psi'(r) \right) - 4\Sigma(r) \right) + B(r) \left( r^2 f'(r) \left( 3r^2\psi(r)f'(r) - 8\Sigma(r) \right) \right) + f(r) \left( r \left( 7r^2 f'(r)\psi'(r) + 2r\psi(r) \left( r f''(r) + 2f'(r) \right) - 8\Sigma'(r) \right) - 8\Sigma(r) \right) + 2r^2 f(r)^2 \left( r\psi''(r) + 2\psi'(r) \right) \right) - 4rB(r)^3 f(r)\psi(r). \tag{4.103}
\]

Near the metric horizon \( R \) becomes

\[
\frac{R}{\cos \theta} \sim -0.5\Sigma(x) + 0.4\psi(x) + x \left[ \psi(x) + 0.7\Sigma(x) + 1.2\psi'(x) - \Sigma'(x) + \right] + O(x^2)
\]

\[
= \left( \frac{8}{x} - 12 \right) a_1 + (8 - 12x)b_1 + (0.11x - 0.4)\psi(x) - 0.25x \psi'(x) + O(x^2), \tag{4.104}
\]

where we have used in the second line the relation between \( \Sigma(x) \) and \( \psi(x) \) given by (4.102). In order to keep \( R \) finite, that is, \( R \sim a_2 + b_2 x \) for some real numbers \( a_2, b_2 \in \mathbb{R} \), \( \psi(x) \) must be of the form

\[
\psi(x) = e^{\frac{0.5x}{x}} \left( 152a_1 + 13a_2 + 102b_1 \right) \Gamma(1.5, x/2) + 47a_1 \Gamma(0.5, 2x) + 330b_1 \Gamma(2, x/2) + 28b_2 \Gamma(2, x/2) + c_1, \tag{4.105}
\]

\[
\frac{R}{\cos \theta} = \frac{1}{2r^3B(r)^3} \left( -2rf(r)B'(r) \left( r^2 \left( \psi(r)f'(r) + f(r)\psi'(r) \right) - 4\Sigma(r) \right) + B(r) \left( r^2 f'(r) \left( 3r^2\psi(r)f'(r) - 8\Sigma(r) \right) \right) + f(r) \left( r \left( 7r^2 f'(r)\psi'(r) + 2r\psi(r) \left( r f''(r) + 2f'(r) \right) - 8\Sigma'(r) \right) - 8\Sigma(r) \right) + 2r^2 f(r)^2 \left( r\psi''(r) + 2\psi'(r) \right) \right) - 4rB(r)^3 f(r)\psi(r). \tag{4.103}
\]
where \( \Gamma(x, y) \) is the incomplete gamma function and \( c_1 \) is some integration constant. The same analysis shows that the \( O(v) \) part of \( R_{\alpha\beta} R^{\alpha\beta} \) is given by

\[
\frac{R_{\alpha\beta} R^{\alpha\beta}}{\cos \theta} = \frac{1}{2r B(r)^6} \left\{ 2r^2 f(r) B'(r)^2 \left( f(r) \left( r^2 f'(r) (r \psi'(r) + 2 \psi(r)) - 12 \Sigma(r) \right) + 4r B(r)^6 f(r) \psi(r) \\
+ r f'(r) \left( r^2 \psi(r) f'(r) - 2 \Sigma(r) \right) + 2r^2 f(r)^2 \psi'(r) \right) \\
+ 2r B(r)^3 f(r) B'(r) \left( r \psi(r) (r f'(r) + 2 f(r)) - 4 \Sigma(r) \right) \\
- r B(r) B'(r) \left[ r^2 f'(r) (3r^2 \psi(r) f'(r) - 4 \Sigma(r)) + 4r^2 f(r)^3 \left( \psi''(r) + \psi'(r) \right) \\
+ r f(r) \left( r f'(r) \left( 7r^2 f'(r) \psi'(r) + 4r \psi(r) (r f''(r) + 3 f'(r)) - 4 \Sigma(r) \right) \\
- 4 \Sigma(r) (r f''(r) + 8 f'(r)) \right) \\
+ 2 f'(r)^2 \left( r \left( r^2 f''(r) \psi''(r) + f'(r) (r \psi''(r) + 10 \psi'(r)) \right) \\
+ 2r f'(r) (r f''(r) + f'(r)) - 12 \Sigma'(r) - 12 \Sigma(r) \right) \\
+ B(r)^2 \left[ r^2 f'(r) \left( 3r^2 \psi(r) f'(r) (r f''(r) + 2 f'(r)) - 4 \Sigma(r) (r f''(r) + 4 f'(r)) \right) \\
+ r f(r) \left( -4 r f''(r) \Sigma'(r) + 14 r^2 f'(r)^2 \psi'(r) + f'(r) \left( 7r^3 f''(r) \psi'(r) - 16 \Sigma'(r) \right) \\
+ 2r f'(r) \left( r^2 f''(r)^2 + 4 f'(r)^2 + 3r f'(r) f''(r) \right) \right) \\
- 24 \Sigma(r) f'(r) \right) + 4r^2 f(r)^3 \psi'(r) \\
+ 2 f'(r)^2 \left( r \left( r^2 f''(r) \psi''(r) + r^3 f''(r) \psi'(r) + 2r^2 f'(r) \psi''(r) + 4r^2 f'(r) \psi'(r) \right) \\
+ 2r f'(r) f''(r) - 4 \Sigma'(r) - 8 \Sigma(r) \right] \\
- 2 B(r)^4 \left( -4 \Sigma(r) f'(r) + f(r) \left( r \left( r \psi(r) (r f''(r) + 6 f'(r)) - 4 \Sigma'(r) \right) - 8 \Sigma(r) \right) \\
+ 2r f'(r)^2 \left( r \psi'(r) + \psi(r) \right) \right) \right\}.
\]

(4.106)

Near the metric horizon this expression in turns becomes

\[
\frac{R_{\alpha\beta} R^{\alpha\beta}}{\cos \theta} \sim 0.0007 \Sigma(x) - 0.0002 \psi(x) + x (0.003 \psi(x) - 0.004 \Sigma(x) + 0.001 \Sigma'(x) - 0.0007 \psi'(x)) + O(x^2).
\]

(4.107)

In order to keep \( R_{\alpha\beta} R^{\alpha\beta} \) finite as we approach \( x = 0 \), that is, setting \( R_{\alpha\beta} R^{\alpha\beta} = a_3 + b_3 x \) for some \( a_3, b_3 \in \mathbb{R} \), then \( \psi \) must be of the form

\[
\psi(x) = \frac{\sqrt{2.6} x}{x^{0.8}} \left( (28 a_1 - 450 a_2 - 4.8 b_1) \Gamma(0.6, 2.6x) + 12 a_1 \Gamma(-0.4, 2.6x) + 11 b_1 \Gamma(1.6, 2.6x) - 170 b_2 \Gamma(1.6, 2.6x) + c_2 \right)
\]

(4.108)

for some constant \( c_2 \) (we have again made use of (4.102) to express \( \Sigma(x) \) in terms of \( \psi(x) \)). However the two conditions (4.105) and (4.108) are both satisfied only if \( \psi(x) \) is finite as \( x \) goes to zero, that is, if we set \( c_2 = c_1 = a_1 = 0 \).
In fact, from equation (4.108) it follows that $a_1$ must be set to zero, so that (4.108) would yield a real-valued function. In any case, the set of functions

$$\left\{ \frac{e^{0.5x}}{x^{1.5}}, \frac{e^{0.5x}}{x^{1.5}} \Gamma(0.5, 0.5x), \frac{e^{0.5x}}{x^{1.5}} \Gamma(1.5, 0.5x), \frac{e^{0.5x}}{x^{1.5}} \Gamma(2, 0.5x) \right\},$$

being linearly independent from the set

$$\left\{ \frac{e^{2.6x}}{x^{0.6}}, \frac{e^{2.6x}}{x^{0.6}} \Gamma(-0.4, 2.6x), \frac{e^{2.6x}}{x^{0.6}} \Gamma(0.6, 2.6x), \frac{e^{2.6x}}{x^{0.6}} \Gamma(1.6, 2.6x) \right\},$$

then one must set each of the coefficients to zero. We therefore conclude that $\partial$, and consequently $\Sigma$, must be regular at the metric horizon.

In a similar fashion, the $O(v)$ piece of the Ricci tensor contracted with the Killing vector $k^\mu = (\partial_\nu)^\mu$ and the æther vector $u^\mu$, near the metric horizon takes the form

$$R_{\mu\nu}k^\mu u^\nu \sim 0.00001\delta(x) - 0.04\Sigma(x) + 0.06\psi(x)$$

$$+ x \left( 0.04\delta(x) - 0.09\psi(x) + 0.03\Sigma(x) \right)$$

$$+ 0.00001\delta'(x) - 0.04\Sigma'(x) - 0.04\Sigma'(x) + 0.2\psi'(x) \right) + O(x^2),$$

from which we deduce that $\delta$ must be regular at the metric horizon given that we already proved that both $\psi$ and $\Sigma$ are regular there. Finally, the $O(v)$ piece of the Ricci tensor contracted twice with the æther vector $u^\mu$, near the metric horizon takes the form

$$R_{\mu\nu}u^\mu u^\nu \sim 0.06\delta(x) + 0.05\Sigma'(x) - 0.1\Sigma(x) - 0.06\Sigma'(x) + 0.2\psi(x)$$

$$+ x \left( -0.04\delta(x) - 0.5\psi(x) + 0.3\Sigma(x) + 0.06\delta'(x) + 0.04\Sigma'(x) \right)$$

$$+ 0.7\psi'(x) - 0.3\Sigma'(x) + 0.05\Sigma''(x) - 0.06\psi'(x) \right) + O(x^2),$$

from which we deduce the regularity of $\chi'$ near the metric horizon, and therefore that of $\chi$ there.
5 – Open issues and conclusions

The aim of this thesis was to study the effect of Lorentz violations on the emission of the gravitational waves produced by binary black holes. More precisely, in chapter 2 we have presented two different phenomenological frameworks, namely khronometric theory and Einstein-æther theory, where Lorentz violations were introduced via a new gravitational field. Various aspects and constraints were presented in that chapter, and in particular we have reviewed the static spherically symmetric black hole solutions ([127, 133]) in section 2.6.

The main results of this thesis were presented in chapter 4. In sections 3.1 and 3.2 we have shown that the coupling of the Lorentz violating field to the metric induces a violation of the strong equivalence principle and the universality of free-fall. We have also shown that this can be quantified by new parameters within a point-particle approximation, the sensitivities. The great physical importance of the sensitivities was highlighted in section 3.4, were we have shown that the new dynamics leads to a modification of the gravitational wave flux, and in particular to the appearance of dipolar radiation proportional to the sensitivities squared, which could dominate over the quadrupolar flux if the sensitivities do not vanish.

Following the extraction procedure discussed in section 3.3, where we have shown that the sensitivities can be computed from the asymptotic metric of a single compact object moving slowly with respect to the Lorentz violating field, in section 4.1 we have begun the study of slowly moving black holes. This study has revealed some interesting phenomenology. First, we have found in section 4.2.6 that slowly moving black holes are inherently singular in most of the parameter space of the theory (where $\alpha \neq 0$ and $\beta \neq 0$). More precisely, we have found that either slowly moving black holes are singular at the spin-0 horizon or they can be made regular at the spin-0 horizon by exploiting a symmetry in the action. However, we have seen in sections 4.2.6.c) and 4.2.6.d) that regularity can only be achieved at the high cost of losing asymptotic flatness, and even then black holes are inevitably singular at the universal horizon. Consequently, $\alpha = \beta = 0$ is the only region in parameter space where we can have slowly moving black holes that are regular throughout the whole space time, without curvature singularities. As discussed in section 4.3, this region is special since the speed of the spin-0 modes goes to infinity as $\alpha$ and $\beta$ go to zero, and from this it follows that the spin-0 horizon merges the universal horizon.

Black holes in this region are simpler because their spin-0 horizon coincides with the universal horizon. We have found that, up to $O(v^2)$ corrections, slowly moving black holes are regular everywhere, as discussed in section 4.3. Indeed, at $O(v^2)$ we have found that their metric is a Schwarzschild one, although the khronon field still presents a non trivial profile. From this slowly moving black hole solution, we have found that the sensitivity vanishes, re-
gardless of the value of $\lambda$, in agreement with the fact that the metric is the same as in general relativity. This result is of great importance, as it implies that binary black holes in the only non pathological region of the parameter space of the theory do not emit dipolar radiation as expected. Indeed, this is a very surprising result, because in khronometric theory there is no symmetry preventing the emission of dipolar radiation, in contrast to general relativity where the conservation of momentum protects the dipole moment from radiating.

We have motivated the physical meaning of the sensitivities via the strong equivalence principle and its violations. Let us consider again one the arguments that we have given in section 3.1. We want to describe the motion of a binary system in their inspiral phase, when the typical binary distance $d$ is much larger than the sizes of the bodies, and we can define a set of disjoint volumes $V_a$, covering the $a$-the body. Let us suppose that we can cover a sufficiently large region of spacetime using harmonics coordinates, and let us write the modified Einstein equations in the relaxed form

$$\Box h^{\alpha\beta} = 16\pi G (\tau^{\alpha\beta} + \tau^{\alpha\beta}_{Kh}), \quad \partial_\alpha h^{\alpha\beta} = 0,$$

where $\tau^{\alpha\beta}_{Kh} = \frac{1}{8\pi G} (-g) T^{\alpha\beta}_{Kh}$. These equations imply the “conservation law”

$$\partial_\alpha \tau^{\alpha\beta} + \partial_\alpha \tau^{\alpha\beta}_{Kh} = 0.$$

In the same way as we did in section 3.1, we can define the $a$-the body’s position $\vec{z}_a$ as such that the dipole moment

$$D^i_a = \int_{V_a} d^3y \, y^i \tau^{00}(t, \vec{z}_a(t) + \vec{y}),$$

is a constant. Deriving this relation with respect to time gives us

$$0 = \partial_0 D^i_a = \int_{V_a} d^3y \, y^i (\partial_0 \tau^{00} + \nu^i_a \partial_j \tau^{00})$$

$$= \int_{V_a} d^3y \, y^i (-\partial_j \tau^{0j} - \partial_0 \tau^{0j}_{Kh} - \partial_j \tau^{0j}_{Kh}) + \nu^i_a \int_{V_a} d^3y \left( \partial_j (y^i \tau^{00}) - \delta^i_j \tau^{00} \right)$$

$$= -\int_{S_a} dS_j \, y^i \tau^{0j} + \int_{V_a} d^3y \, \tau^{00} + \nu^i_a \int_{S_a} dS_j \, y^i \tau^{0j} - \nu^i_a \int_{V_a} d^3y \, \delta^i_j \tau^{00}$$

$$= -\int_{S_a} dS_j \, y^i \tau^{0j}_{Kh} + \int_{V_a} d^3y \left( \tau^{00}_{Kh} - y^i \partial_0 \tau^{00}_{Kh} \right),$$

where we used the conservation law (5.2) and Gauss’ theorem. We can rewrite this equation in a more compact form using the effective four-momentum $P^\mu_a$ and a boundary term, $Q^i_a$, defined in equation (3.11).

$$0 = P^\mu_a - \nu^i_a P^0_a - Q^i_a + \int_{V_a} d^3y \left( \tau^{00}_{Kh} - y^i \partial_0 \tau^{00}_{Kh} \right) - \int_{S_a} dS_j \, y^i \tau^{0j}_{Kh},$$

Taking one more time derivative leads us to the equation of motion

$$P^0_a \frac{d\nu^i_a}{dt} = \frac{dP^i_a}{dt} - \nu^i_a \frac{dP^0_a}{dt} - \frac{dQ^i_a}{dt} + \frac{d}{dt} \int_{V_a} d^3y \left( \tau^{00}_{Kh} - y^i \partial_0 \tau^{00}_{Kh} \right) - \frac{d}{dt} \int_{S_a} dS_j \, y^i \tau^{0j}_{Kh},$$
which generalizes the geodesic equation for a body in khronometric theory. In general relativity, all the right-hand side terms are defined in terms of surface integrals, and can be simplified using Riemann normal coordinates. In khronometric theory, however, some of the surface integrals depend on $\tau_{\alpha\beta}^{\text{kh}}$, introducing thus a dependence on the relative velocity between the falling frame and the khronon field. Moreover, we also find volume integrals which introduce a dependence on the fields at the interior of $V$. How can, under these general considerations, the movement of a black hole not depend on its relative motion with respect to the enviroring khronon field? To answer this question we can express expand $\tau_{\alpha\beta}^{\text{kh}}$ in the relative velocity $v$, and use the results obtained in the previous chapter. In fact, we can easily show that, in the region where $\alpha = \beta = 0$, $T_{\alpha\beta}^{\text{kh}}$ depends exclusively on the æther’s divergence $\nabla_{\mu}u^{\mu}$. Using the solution that we have found in section 4.3 we obtain that $\nabla_{\mu}u^{\mu}$ vanishes up to order $O(v^2)$. In turn, this implies that $\tau_{\alpha\beta}^{\text{kh}}$ and the surface and volume integrals appearing in equation (5.6) vanish up to order $O(v^2)$, in agreement with the vanishing of the sensitivity $\sigma$.

We have seen in section 2.5 that, on the one hand, solar system experiments [10, 122, 124] constrain the parameters $\alpha$ and $\beta$ to satisfy $|\alpha - 2\beta| = 0$ to within one part in $10^7$. On the other hand, the multi-messenger observation of GW170817 [23, 28] bounds $\beta$ to vanish up to one part in $10^{15}$, otherwise the propagation speed of gravitational waves would significantly differ from that of light, in contradiction to the simultaneous arrival of the electromagnetic and gravitational signals from GW170817. Together, these experimental results bound $\alpha$ and $\beta$ to satisfy $|\alpha| \lesssim 10^{-7}$ and $|\beta| \lesssim 10^{-15}$. The final shape of the parameter space, all bounds taken into account, corresponds to the segment $0 \leq \lambda \lesssim 0, 1$, as is shown in figure 5.1, where the parameter space is projected into the $\beta - \lambda$ plane.
Figure 5.1 – Projection of the $\alpha$, $\beta$, $\lambda$ parameter space into the $\beta - \lambda$ plane. The light-blue shaded region corresponds to the allowed parameter space after imposing stability/Cherenkov considerations, the orange region to Big-Bang nucleosynthesis bounds, and the purple region to binary pulsar constraints. The current allowed parameter space is a one-dimensional set, which in this figure corresponds to the red line, i.e., to $\beta = 0$. Notice also that, due to BBN bounds, that line is restricted to the interval $0 \leq \lambda < \sim 0.1$. Figure adapted from [129].

In retrospect, the fact that LIGO-VIRGO found gravitational waves that propagate at the speed of light should not be surprising at all, as the spin-2 modes propagate at the same speed as the photon for $\alpha = \beta = 0$. Indeed, under the light of the results of this work it is clear that one would have reached the conclusion that $\alpha = \beta = 0$ was a special region even without these experimental constraints.

Altogether, $\alpha = \beta = 0$ is favored by empirical observations and by the aforementioned theoretical remarks. This leaves only one free parameter left for khronometric theory, namely $\lambda$. Pulsar constraints bound this parameter to be no more than 0.1, i.e., $|\lambda| < 0.1$ [129]. However, from the theoretical standpoint we have not been able to give further bounds to this coupling coefficient. Indeed, we have found that there is no dipole radiation at order $\mathcal{O}(v^2)$ in the relative motion between the black-holes and the khronon-field.

These results are of importance in the interpretation of Lorentz violations in gravity, particularly with upcoming missions such as LISA, as it tell us that dipolar emission is not present even when Lorentz symmetry is explicitly violated in the gravitational sector. Therefore, more studies are required in order to find the leading-order (if any) modifications to the GR gravitational wave fluxes produced by Lorentz violations. In particular, the derivative of the sensitivity with respect to the black hole velocity still could be non-zero in khronometric theory, in which case there would be a modification to the quadrupole formula of general relativity. Furthermore, this study does not consider slowly moving black holes in Einstein-æther theory, where it could still be possible to find $\sigma \neq 0$ and therefore a non-vanishing dipole contribution to the gravitational wave flux. Thus a natural path to extend the studies
of this thesis consist of testing both the regularity of black holes outside the available region of Einstein-aether theory, but more importantly to check whether the sensitivity vanishes for its allowed parameter space.
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Hořava gravity breaks Lorentz symmetry by introducing a preferred spacetime foliation, which is defined by a timelike dynamical scalar field, the khronon. The presence of this preferred foliation makes black hole solutions more complicated than in General Relativity, with the appearance of multiple distinct event horizons: a matter horizon for light/matter fields; a spin-0 horizon for the scalar excitations of the khronon; a spin-2 horizon for tensorial gravitational waves; and even, at least in spherical symmetry, a universal horizon for instantaneously propagating modes appearing in the ultraviolet. We study how black hole solutions in Hořava gravity change when the black hole is allowed to move with low velocity relative to the preferred foliation. These slowly moving solutions are a crucial ingredient to compute black hole “sensitivities” and predict gravitational wave emission (and particularly dipolar radiation) from the inspiral of binary black hole systems. We find that for generic values of the theory’s three dimensionless coupling constants, slowly moving black holes present curvature singularities at the universal horizon. Singularities at the spin-0 horizon also arise unless one waives the requirement of asymptotic flatness at spatial infinity. Nevertheless, we have verified that at least in a one-dimensional subset of the (three-dimensional) parameter space of the theory’s coupling constants, slowly moving black holes are regular everywhere, even though they coincide with the general relativistic ones (thus implying in particular the absence of dipolar gravitational radiation). Remarkably, this subset of the parameter space essentially coincides with the one selected by the recent constraints from GW170817 and by solar system tests.

I. INTRODUCTION

Lorentz symmetry is believed to be a fundamental symmetry of Nature, and has been tested with high precision in a variety of settings. Indeed, violations of Lorentz symmetry are tightly constrained in the matter sector through particle physics experiments, and parametrized models such as the Standard Model Extension \cite{1-3} efficiently bound such violations in the interaction sector between gravity and matter. Nevertheless, constraints in the gravitational sector (i.e. from purely gravitational systems) are much less compelling. Since Lorentz symmetry is a cornerstone of our current understanding of fundamental physics, it is worth exploring ways to improve these purely gravitational constraints. One may argue that the absence of Lorentz violations (LVs) in the matter and matter/gravity sectors probably points to small LVs in the purely gravitational sector, but that is not necessarily the case. Indeed, mechanisms allowing large LVs in gravity to co-exist with small LVs in matter have been put forward, and include e.g. the emergence of Lorentz symmetry at low energies as a result of renormalization group running \cite{4-6} or accidental symmetries \cite{7}, or the suppression of the percolation of LVs from gravity to matter via a large energy scale \cite{8}.

In order to bound LVs in gravity, one has to set up a suitable phenomenological framework. In this paper we will focus not on LVs tout court, but rather on violations of boost symmetry (see e.g. \cite{9} for violations of spatial rotation symmetry in gravity). A generic way to break boost symmetry is to introduce a dynamical timelike vector field (the æther) defining a preferred time direction at each spacetime event. Restricting the action to be covariant and quadratic in the first derivatives of the æther, one obtains Einstein-Æther theory \cite{10}, which has been extensively used as a theoretical framework to understand how LVs may appear in gravitational experiments, so as to constrain them. If one further requires that the æther field not only defines a local preferred time direction, but also a preferred spacetime foliation, one ends up with a different Lorentz violating theory, khronometric gravity \cite{11}. The action for this theory is the same as that of Einstein-Æther theory (which is indeed the most generic action one can write at quadratic order in the derivatives), but the æther field is constrained to be hypersurface orthogonal, i.e. parallel to the gradient of a timelike scalar field (the khronon) defining the preferred spacetime foliation.

Besides being interesting as a theoretical framework to effectively describe LVs in gravity at low energies, khronometric theory gains further interest from coinciding with the low energy limit of Hořava gravity \cite{12, 13}. The latter is a theory of gravity that is power counting \cite{12, 13} and also perturbatively renormalizable \cite{14}, thanks to the presence of an anisotropic scaling (Lifschitz scaling) between the time and spatial coordinates. Since this anisotropic scaling clearly breaks boost symmetry, Lorentz (and specifically boost) violations are crucial for the improved ultraviolet (UV) behavior of this theory.

Among the places where LVs play a major role is the structure of black holes (BHs). Indeed, in both Einstein-Æther and khronometric/Hořava gravity there exist additional graviton polarizations besides the spin-2 gravitons of General Relativity (GR). In more detail, the æther vector of Einstein-Æther theory can be decomposed into spin-1 and spin-0 degrees of freedom \cite{15},
while the Lorentz violating khronon scalar of khronometric/Hořava gravity gives rise to a spin-0 polarization [16]. These additional graviton polarizations propagate with speed that is generally different from the speed of the spin-2 modes, which in turn does not necessarily match the speed of light.\(^1\) As a result, BHs have multiple horizons, a matter horizon for light and other matter fields; a spin-2 horizon for tensor GWs; a spin-0 horizon for scalar modes; and a spin-1 horizon for the vector modes, if they are present. Moreover, at least in spherically symmetric, static and asymptotically flat configurations, BHs also possess a universal horizon for modes of arbitrary speed [19, 20]. Modes with propagation speed diverging in the UV do indeed appear in Hořava gravity when one moves away from its low energy limit (i.e. from khronometric gravity).

The regularity of these multiple event horizons has long proven a thorny issue in these theories. Already in spherical symmetry, there exists a one parameter family of BH solutions (parametrized by the mass, as in GR), but also a two parameter family of solutions (parametrized by the mass and a “hair” charge) that are singular at the spin-0 horizon [19, 21]. Numerical simulations seem to suggest that this second family of BHs is never produced in gravitational collapse [22], but regularity becomes even more of an issue when one moves away from spherical symmetry. For instance, while slowly rotating BHs in khronometric theory pose no particular problem [23, 24] , ones in Einstein-æther theory present no universal horizon [25]. Moreover, they are singular at all but the outermost spin-1 horizon in regions of the parameter space of the theory’s couplings where multiple spin-1 horizons exist [25]. There are also suggestions that the universal horizon found in static spherically symmetric BHs may be non-linearly unstable, at least in the eikonal (i.e. small wavelength) limit and in Hořava gravity, thus forming a finite-area curvature singularity [20]. This may be related to the universal horizon being a Cauchy horizon in Hořava gravity [26].

To further investigate the stability and regularity of BH horizons in boost-violating gravity, we focus here on non-spinning BHs moving slowly relative to the preferred foliation in khronometric theory. This is a highly relevant physical configuration for understanding GW emission from binary systems including at least one BH. A generic feature of gravitational theories extending GR is the possible presence of dipolar gravitational radiation from quasicircular binary systems of compact objects, e.g. neutron stars [27–33] or BHs [34]. This is experimentally very important because dipolar emission appears at -1PN order, i.e. it is enhanced by a factor \((v/c)^{-2}\) (with \(v\) being the binary’s relative velocity) compared to the usual quadrupolar emission of GR\(^2\). As such, dipolar emission may in principle dominate the evolution of binary systems at large separations, a prediction that can be tested against binary pulsars data or the latest LIGO/Virgo detections.

In Einstein-Æther and khronometric/Hořava gravity, dipolar emission from systems of two neutron stars was studied and compared to binary pulsar observations in Ref. [27]. Ref. [27] also laid out the theoretical framework to compute dipolar gravitational emission in these theories, showing that the effect is proportional (as in Fierz-Jordan-Brans-Dicke theory [28, 29, 33, 36–38]) to the square of the difference of the “sensitivities” of the two binary components. Ref. [27] then went on to extract the sensitivities of neutron stars from solutions of isolated stars in slow motion relative to the æther/khronon. In this paper, we will follow the same program for BHs in Hořava gravity, extracting their sensitivities from slowly moving solutions and drawing the implications for dipolar GW emission.

### A. Executive summary, layout and conventions

The calculation of BH sensitivities turns out to be much more complicated than for neutron stars, due to the presence of multiple BH horizons and their tendency to become singular. Our main findings and conclusions can be summarized as follows:

- For generic values of the three dimensionless coupling constants \(\alpha, \beta, \lambda\) of khronometric theory, BHs slowly moving relative to the preferred foliation present finite area curvature singularities. In more detail, if one imposes that the solution is asymptotically flat and regular at the matter horizon (which turns out to be the outermost one once experimental constraints on the theory’s couplings are accounted for), a curvature singularity necessarily arises further in, at the spin-0 horizon. Giving up the requirement of asymptotic flatness allows one to obtain solutions that are regular at the spin-0 and matter horizons, but not further in, at the universal horizon, which becomes a finite-area curvature singularity.

- If the coupling parameters of the theory are such that the speed of the spin-2 modes exactly matches that of light and the predictions of the theory in

---

1 Note that the GW170817 coincident detection of a neutron star merger in gravitational waves (GWs) and gamma rays constrains the speed of the spin-2 mode to match almost exactly the speed of light. However, even if one includes this constraint, Lorentz violating gravity remains viable [17], and in particular the speed of the spin-0 mode can be very different from the speed of light [18]. We will examine in detail the experimental bounds on khronometric theory, including those from GW170817, in Sec. II.

2 The post-Newtonian (PN) expansion [35] is one in \(v/c\), \(v\) being the characteristic velocity of the system under consideration, with terms of order \((v/c)^{2n}\) relative to the leading one being referred to as terms of “nPN” order.
the solar system (i.e. at 1PN order) exactly match
those of GR, one is still left with a one-dimensional
parameter space. In more detail, these conditions
set $\alpha = \beta = 0$ (which is quite natural since the
experimental bounds on these two parameters are
very tight, $|\alpha| \lesssim 10^{-7}$ and $|\beta| \lesssim 10^{-15}$), while $\lambda$
 can be as large as $\sim 0.01 - 0.1$ without violating
any experimental bounds. In this one-dimensional
subset of the parameter space, slowly moving BHs
are regular everywhere outside the central singular-
ity at $r = 0$, but coincide with the Schwarzschild
solution (because the khronon profile, albeit non-
trivial, has vanishing stress energy, i.e. the khronon
is a stealth field). Therefore, BH sensitivities are
zero and no dipolar emission is expected from sys-
tems of two BHs. This result confirms, at the
order at which we are working, the conclusion of
Refs. [39], namely that khronometric theories with
$\alpha = \beta = 0$ only have general relativistic solu-
tions in vacuum, if asymptotic flatness is imposed.
We therefore expect GW emission to match the
general relativistic predictions exactly even at higher
PN orders (quadrupolar emission and higher) if
$\alpha = \beta = 0$.

• Even if the finite area curvature singularities that
we find were due to the breakdown of our approxi-
mation scheme, and moving BHs turned out to exit
and be regular away from the central singularity
at $r \neq 0$, deviations away from the GR predic-
tions for GW emission should be expected to be
of (fractional) order $O(\max(\alpha, \beta)) \sim 10^{-7}$, since
GW generation should be exactly the same as in
GR for $\alpha = \beta = 0$ even at higher PN orders.
Such small differences are unlikely to be observable
with present and future GW detectors. However,
if finite area curvature singularities exist (possibly
smoothed by UV corrections to the low energy the-
ory), they may give rise to “echoes” in the post-
ingringdown GW signal and/or smoking-gun features
in the stochastic GW background.

The paper is organized as follows. In Sec. II we
will briefly review Hořava/khronometric gravity and
the experimental constraints on its free parameters.
In Sec. III we review how sensitivities of generic compact
objects can be computed from slowly moving solutions,
and how they are related to strong equivalence princi-
ple violations and more specifically to dipolar gravita-
tional emission. In Sec. IV we review spherical BHs in
Hořava/khronometric gravity, and introduce the ansatz
for the metric and khronon field of slowly moving BHs.
In Sec. V we write the field equations for slowly mov-
ing BHs and solve them for generic values of the
coupling constants, while the $\alpha = \beta = 0$ case is discussed in
Sec. VI. Our conclusions are drawn in Sec. VII.

Henceforth, we will set the speed of light $c = 1$, and
adopt a metric signature $(+,-,-,-)$. 

II. LORENTZ VIOLATING GRAVITY

In Hořava gravity [13], Lorentz symmetry is violated
by introducing a dynamical scalar field $T$, the “khronon”,
which defines a preferred time foliation. As such, the
gradient of the khronon needs to be a timelike vector
$(\nabla_{\mu} T \nabla^\mu T > 0$ in our notation), i.e. hypersurfaces of
constant khronon (the preferred foliation) are spacelike.
Using coordinates adapted to the khronon (i.e. using $T$
as the time coordinate), the action for Hořava gravity
can be written as [11, 13]

\begin{equation}
S = \frac{1 - \beta}{16\pi G} \int d^4x \sqrt{-g} \left( R - \frac{1 + \lambda}{1 - \beta} K^2 \right.
+ \frac{1}{1 - \beta} R + \frac{\alpha}{1 - \beta} a_i a^i + \frac{1}{M_4^2} L_4 + \frac{1}{M_6^2} L_6 \big)
+ S_{\text{matter}}[g_{\mu\nu}, \Psi],
\end{equation}

where $K_{ij}$, $R$, and $\gamma_{ij}$ are respectively the extrinsic
curvature, 3-dimensional Ricci scalar and 3-metric of the
$T = \text{const}$ hypersurfaces; $K = K_{ij}\gamma^{ij}$; $N$ is the lapse;
$a_i \equiv \partial_i \ln N$; $\alpha$, $\beta$ and $\lambda$ are dimensionless coupling
constants, and Latin (spatial) indices are raised/lowered
with the 3-metric $\gamma^{ij}$. The bare gravitational constant
$G$ is related to the value measured locally (e.g. via
Cavendish experiments) by [40, 41]

\begin{equation}
G_N = \frac{G}{1 - \alpha/2}.
\end{equation}

The terms $L_4$ and $L_6$, suppressed by a mass scale
$M_4$, contain respectively fourth and sixth order deriv-
atives with respect to the spatial coordinates, but no
$T$-derivatives. Their detailed form is not needed for
our purposes, but note that their presence is needed to
ensure power counting renormalizability of the theory.
Note that this action is not invariant under generic 4-
dimensional diffeomorphisms (exactly because it violates
Lorentz symmetry) but only under foliation-preserving
diffeomorphisms

\begin{equation}
T \rightarrow \tilde{T}(T), \quad x^i \rightarrow \tilde{x}^i(x, T).
\end{equation}

The matter fields, collectively denoted as $\Psi$, are
assumed to couple (at the level of the action) with the 4-
dimensional $g_{\mu\nu}$ alone, so as to ensure that test particles move
along geodesics and that no LVs appear in the matter
sector (i.e. in the Standard Model of particle physics),
att least at lowest order. LVs may still percolate to the
matter sector from the gravitational one, and suitable
mechanisms suppressing this effect have therefore to be
put in place in order to satisfy the tight bounds on LVs
in the Standard Model. Such mechanisms include for
instance the possibility that Lorentz invariance in the
matter sector might merely be an emergent feature at
low energies [42, 43], due e.g. to renormalization group
running [4–6] or to accidental symmetries [7]. Alterna-
tively, as pointed out in [8], the matter sector and the
gravitational sector could present different levels of LV,
provided that the interaction between them is suppressed by a high energy-scale.

According to the precise mechanism that prevents the aforementioned percolation of LVs from gravity to the Standard Model, the bounds on the mass scale $M_*$ may vary. Assuming this percolation is efficiently suppressed, $M_*$ needs to be $\gtrsim 10^{-2}$ eV to agree with experimental tests of Newton’s law at sub-mm scales [44, 45], and needs to be bound from above ($M_* \lesssim 10^{18}$ GeV) so that the theory is perturbative at all scales [44], which is a necessary condition to apply the power-counting renormalizability arguments of [13] (see also [14]).

The effect of the higher-order terms $L_2$ and $L_4$ appearing in the action (1) is typically small for astrophysical objects. Simple dimensional arguments show indeed that the fractional error incurred as a result of neglecting those terms when studying objects of mass $M$ is $\sim \mathcal{O}((G_N M M_*)^{-2}) = \mathcal{O}(M_*/(M M_*)^2)$ (with $M_*$ the Planck mass) [27]. Therefore, given the viable range for $M_*$, the error is $\lesssim 10^{-18}(10 M_*/M)^2$. For most (astrophysical) purposes, one can therefore neglect those terms, even though they are crucial for power counting renormalizability and for the definition of BH horizons (c.f. Refs. [46] and the discussion on universal horizons in Sec. IV).

For these reasons, in this paper we will focus on the low-energy limit of Hořava gravity, i.e. we will neglect the terms $L_2$ and $L_4$ in eq. (1). The resulting theory is often also referred to as khronometric theory [27]. For our purposes it will also be convenient to re-write the action covariantly, i.e. in a generic coordinate system not adapted to the khronon field, in terms of an “æther” timelike vector $u^\mu$ of unit norm,

$$u_\mu = \frac{\partial_\mu T}{\sqrt{\nabla^\nu T \nabla_\nu T}}. \quad (4)$$

Neglecting the $L_2$ and $L_4$ terms the action (1) then becomes

$$S_{kh} = - \frac{1}{16\pi G} \int d^4 x \sqrt{-g} \left[ R + \lambda (\nabla^\mu u_\mu)^2 + \beta \nabla_\mu u_\nu \nabla^\nu u^\mu + \alpha a_\mu u_\mu \right] + S_{matter}[g_{\mu\nu}, \Psi], \quad (5)$$

where $g$, $R$ and $\nabla$ are 4-dimensional quantities (the metric determinant, Ricci scalar and Levi-Civita connection respectively). Note that this action is invariant under 4-dimensional diffeomorphisms, but the theory is still Lorentz (i.e. boost) violating due to the presence of the timelike æther vector $u^\mu$, which defines a preferred time direction.

The field equations of khronometric theory are obtained by varying the action (5) with respect to $g^{\mu\nu}$ and $T$. Variation with respect to the metric yields the generalized Einstein equations

$$G_{\mu\nu} - T_{\mu\nu}^{kh} = 8\pi G T_{\mu\nu}^{matter}, \quad (6)$$

where $G_{\mu\nu} = R_{\mu\nu} - R g_{\mu\nu}/2$ is the Einstein tensor, the matter stress-energy tensor is defined as usual as

$$T_{\mu\nu}^{matter} = \frac{-2}{\sqrt{-g}} \frac{\delta S_{matter}}{\delta g_{\mu\nu}}, \quad (7)$$

and the khronon stress-energy tensor is given by

$$T_{\mu\nu}^{kh} = \nabla_\rho \left[ J_{\rho\mu}(u_\nu) - J_{\rho\nu}(u_\mu) - J_{\mu\nu}(u_\rho) \right] + \alpha a_\mu a_\nu + \frac{u_\rho}{2} L_{kh} g_{\rho\mu} + 2 E_{(\mu}(u_\nu)}, \quad (8)$$

with

$$J_{\rho\mu} \equiv \lambda (\nabla^\sigma u_\sigma) \delta^\rho_\mu + \beta \nabla_\rho u_\mu + \alpha a_\rho u_\mu, \quad (9)$$

$$E_{\mu} \equiv \gamma_{\mu\nu} \left( \nabla_\rho J^{\rho\nu} - \alpha a_\rho \nabla^\rho u_\nu \right), \quad (10)$$

$$\gamma_{\mu\nu} = g_{\mu\nu} - u_\mu u_\nu. \quad (11)$$

Variation with respect to $T$ gives instead the scalar equation

$$\nabla_\mu \frac{E_\mu}{\sqrt{\nabla^\alpha T \nabla_\alpha T}} = 0. \quad (12)$$

However, it can be shown that this equation actually follows from the generalized Einstein equations (6), from the Bianchi identity, and from the equations of motion of matter (which imply in particular $\nabla_\mu T_{\mu\nu}^{matter} = 0$). This fact is also obvious by considering diffeomorphism invariance of the covariant action (5), c.f. [41]. In the following, to derive moving BH solutions, we will therefore solve the generalized Einstein equations (6) only.

Moreover, in the same way in which diffeomorphism invariance implies the Bianchi identity in GR, diffeomorphism invariance of the covariant gravitational action (i.e. (5) without the matter contribution $S_{matter}$) implies the generalized Bianchi identity :

$$\nabla_\mu E^{\mu\nu} = \kappa u^\nu, \quad (13)$$

where we have defined

$$E^{\mu\nu} \equiv G_{\mu\nu} - T_{\mu\nu}^{kh}, \quad (14)$$

$$\kappa \equiv -\frac{1}{2} \frac{\sqrt{-g} \nabla^\alpha T \nabla_\alpha T}{\sqrt{\nabla^\alpha T \nabla_\alpha T}} \nabla_\mu \frac{E_\mu}{\sqrt{\nabla^\alpha T \nabla_\alpha T}}, \quad (15)$$

A. Experimental constraints

The coupling parameters $\alpha$, $\beta$ and $\lambda$ of khronometric theory need to satisfy a number of theoretical and experimental constraints, which we will now review.

First, let us note that the theory has three propagating degrees of freedom, namely a spin-2 mode (with two polarizations) like in GR, and a spin-0 mode. The propagation speeds of these modes in flat spacetime are respectively given by

$$c_0^2 = \frac{(\alpha - 2)(\beta + \lambda)}{\alpha(\beta - 1)(2 + \beta + \lambda)}, \quad (16a)$$

$$c_1^2 = \frac{1}{1 - \beta}. \quad (16b)$$
To avoid classical (gradient) instabilities and to ensure positive energies (i.e. quantum stability, or absence of ghosts), one needs to impose $c_0^2 > 0$ and $c_2^2 > 0$ [47, 48]. Moreover, to avoid ultra-high energy cosmic rays to decay into these gravitational modes in a Cherenkov-like cascade, the propagation speeds must satisfy $c_0^2 \gtrsim 1 - 10^{-15}$ and $c_2^2 \gtrsim 1 - 10^{-15}$. Gravitational wave observations also constrain the coupling parameters and the propagation speeds. Binary pulsar observations bound the speed of the spin-2 mode to match the speed of light to within about 0.5% [27], while the recent coincident detection of GW170817 and GRB 170817A [49] constrains $-3 \times 10^{-15} < c_2 - 1 < 7 \times 10^{-16}$. Overall, all these constraints imply in particular

$$|\beta| \lesssim 10^{-15}. \quad (17)$$

Further bounds follow from solar system measurements, and specifically from the upper bounds on the preferred frame parameters $\alpha_1$ and $\alpha_2$ appearing in the parametrized PN expansion, i.e. $|\alpha_1| \lesssim 10^{-4}$ and $|\alpha_2| \lesssim 10^{-7}$ [45]. Indeed, in khronometric theory these parameters are functions of the coupling constants through [16]

$$\alpha_1 = 4 \frac{\alpha - 2\beta}{\beta - 1}, \quad (18a)$$
$$\alpha_2 = \frac{\alpha_1}{8 + \alpha_1} \left[ 1 + \frac{\alpha_1(1 + \beta + 2\lambda)}{4(\beta + \lambda)} \right]. \quad (18b)$$

Taking into account the multi-messenger constraint (17), solar system bounds thus become

$$|\alpha| \lesssim 10^{-4}, \quad (19a)$$
$$|\alpha - 2\beta| \lesssim 10^{-7}. \quad (19b)$$

These constraints are satisfied by $|\alpha| \lesssim 10^{-7}$, at least if $\lambda \gg 10^{-7}$; or by $|\alpha| \lesssim 0.25 \times 10^{-4}$ and $\lambda \approx \alpha/(1 - 2\alpha)$. The latter case (together with Eq. (17)) would imply therefore very small values for the three coupling constants, $|\alpha| \sim 10^{-9}$ and $|\beta| \lesssim 10^{-10}$, which seem unlikely to allow for large observable deviations away from the general-relativistic behavior. The former case, however, while tightly constraining $\alpha$ and $\beta$ (with $|\alpha| \lesssim 10^{-7}$, $|\beta| \lesssim 10^{-13}$), leaves $\lambda$ essentially unconstrained.

Indeed, the only meaningful constraint on $\lambda$ comes from cosmological observations. For khronometric theory, the Friedmann equations take the same form as in GR, but with a gravitational constant $G_{\mathcal{C}}$ different from the locally measured one ($G_N$) and related to it by

$$\frac{G_{\mathcal{N}}}{G_{\mathcal{C}}} = \frac{2 + \beta + 3\lambda}{2 - \alpha} \approx 1 + \frac{3}{2}\lambda, \quad (20)$$

where in the last equality we have used the aforementioned bounds on $\alpha$ and $\beta$. In order to correctly predict the abundance of primordial elements during Big Bang Nucleosynthesis (BBN), which is in turn very sensitive to the expansion rate of the Universe and thus to $G_{\mathcal{C}}$, one needs to impose $|G_{\mathcal{C}}/G_{\mathcal{N}} - 1| \lesssim 1/8$ [40]. This results in $0 \leq \lambda \lesssim 0.1$ (note that $\lambda$ need to be positive to avoid ghosts, gradient instabilities and vacuum Cherenkov radiation, as discussed at the beginning of this section; c.f. also Ref. [27]). Further constraints may come from other cosmological observations (such as those of the large scale structure and the cosmic microwave background – CMB), but have not yet been worked out in detail. Ref. [50] performed some work in this direction, but requiring that the Lorentz violating field be the Dark Energy; the resulting bounds are therefore inapplicable to our case. Similarly, Ref. [39] constrained $0 \leq \lambda \lesssim 0.01$ by using CMB observations, but assume $\alpha$ and $\beta$ to be exactly zero.

In summary, a viable region of the parameter space of khronometric gravity is given by $|\alpha| \lesssim 10^{-7}$, $|\beta| \lesssim 10^{-15}$ and $10^{-7} \ll \lambda \lesssim 0.01$. This is indeed the region that we will investigate in the following.

### III. VIOLATIONS OF THE STRONG EQUIVALENCE PRINCIPLE

In theories of gravity beyond GR, the strong equivalence principle is typically violated. Indeed, such theories generally include additional degrees of freedom besides the spin-2 gravitons of GR. Even if these additional graviton polarizations do not couple directly to matter at the level of the action, they are typically coupled non-minimally to the spin-2 gravitons. As a result, effective interactions between these extra gravitational degrees of freedom and matter re-appear in strong-gravity regimes, mediated by the spin-2 field (i.e. by the perturbations of the metric). This effective coupling is responsible, in particular, for the Nordtvedt effect, i.e. the deviation of the motion of binary of strongly gravitating objects (such as neutron stars and BHs) away from the general-relativistic trajectories. In more detail, these deviations from GR can appear in both the conservative sector (where they can be thought of as “fifth forces”) as well as in the dissipative one (where they can be understood as due to the radiation reaction of the extra graviton polarizations), and they strongly depend on the nature of the compact objects under consideration (e.g. whether they are neutron stars or BHs) and their properties (e.g. compactness, spin, etc). The Nordtvedt effect has indeed been studied thoroughly in theories such as Fierz-Jordan-Brans-Dicke and other scalar tensor theories, and at least for neutron stars also in Einstein-æther theory and khronometric gravity. In this section, we will review the framework necessary to extend this treatment to the case of BHs in khronometric gravity. We refer the reader to Ref. [27] for more details.

#### A. The sensitivities and their physical effect

The dynamics of a compact object binary can be described in the PN approximation as long as the char-
acteristic velocity of the system is much lower than the speed of light. For khronometric gravity, one has to consider two velocities, the relative velocity of the binary \(v_{12}\), and the velocity of the center of mass relative to the preferred frame \(V_{CM}\). The former is \(\ll 1\) in the low-frequency inspiral phase of the binary evolution. The latter can instead be estimated by noting that the preferred frame needs to be almost aligned with the cosmic microwave background [51], hence \(V_{CM}\) is comparable to the peculiar velocity of galaxies, i.e. \(V_{CM} \sim 10^{-3}\).

The binary components are typically described in PN theory as point particles. To account for the effective coupling to matter due to the Nordtvedt effect, the point-particle action of GR is modified, in khronometric theory, by making the mass vary with the body’s velocity relative to the preferred frame [52]:

\[
S_{ppA} = -\int m_A(\gamma_A) d\tau_A , \tag{21}
\]

where \(d\tau_A\) is the proper time along the body’s trajectory, \(\gamma_A \equiv u_A \cdot u\) is the projection of the body’s four-velocity \(u_A\) on the “æther” vector \(u\), and \(A = 1, 2\) is an index running on the binary components. Since both \(v_{12}\) and \(V_{CM}\) are \(\ll 1\), we can expand the action in \(\gamma_A - 1 \ll 1\) as

\[
S_{ppA} = -\tilde{m}_A \int d\tau_A \left\{1 + \sigma_A (1 - \gamma_A) + \frac{1}{2} \sigma_A' (1 - \gamma_A)^2 + \mathcal{O}((1 - \gamma_A)^3)\right\} , \tag{22}
\]

where \(\tilde{m}_A \equiv m_A(1)\) is the body’s mass while at rest with respect to the khron, and where

\[
\begin{align*}
\sigma_A &\equiv -\frac{d\ln m_A(\gamma_A)}{d\ln \gamma_A} |_{\gamma_A = 1} , \\
\sigma_A' &\equiv \sigma_A + \frac{d^2\ln m_A(\gamma_A)}{d(\ln \gamma_A)^2} |_{\gamma_A = 1} ,
\end{align*}
\tag{23}
\]

are the sensitivity parameters [27]. These parameters encode the violations of the strong equivalence principle, and depend on the nature of the bodies and their properties (they can be viewed as additional “gravitational charges” distinct from the masses, or as “hairs” in the special case of BHs).

Letting aside for the moment the problem of computing the sensitivities, one can use the action (22), together with the modified Einstein equations (6) (expanded in PN orders, i.e. in \(V_{CM}, v_{12} \ll 1\)) to compute the binary’s motion. In particular, the sensitivities modify the conservative gravitational dynamics already at Newtonian order, i.e. the Newtonian acceleration of body \(A\) is given by

\[
\dot{v}_A = - \frac{Gm_B \hat{n}_{AB}}{r_{AB}^3} , \tag{24}
\]

where \(r_{AB} = |\mathbf{x}_A - \mathbf{x}_B|\), \(\hat{n}_{AB} = (\mathbf{x}_A - \mathbf{x}_B)/r_{AB}\), and where we have introduced the active gravitational masses

\[
m_B \equiv \tilde{m}_B (1 + \sigma_B) \tag{25}
\]

and the “strong field” gravitational constant

\[
G = \frac{G_N}{(1 + \sigma_A)(1 + \sigma_B)} . \tag{26}
\]

The sensitivities also enter at higher PN orders in the conservative sector [27, 52].

Similarly, the sensitivities also enter in the dissipative sector, i.e. in the GW fluxes. For quasi-circular orbits, the sensitivities cause binaries of compact objects to emit dipole gravitational radiation. This effect, absent in GR (where the leading effect is quadrupole radiation), appears at \(-1PN\) order, i.e. it is enhanced by a factor \((v/c)^{-2}\) relative to quadrupole radiation. In more detail, the gravitational binding energy of a binary is given (because of Eq. (24)) by

\[
E_b = -\frac{G \mu m}{2r_{12}} , \tag{27}
\]

with \(r_{12}\) the binary separation, \(\mu \equiv m_1 m_2 / m\) and \(m \equiv m_1 + m_2\), and changes under GW emission according to the balance law

\[
\frac{dE_b}{dt} = 2\left(\frac{G G_{KAM} \mu m}{r_{12}^2}\right) \left\{32 \frac{5}{3} (A_1 + SA_2 + S^2 A_3) v_{12}^2 + (s_1 - s_2)^2 \left[C + 18 \frac{5}{3} A_3 V_{CM}^2 V_{CM} \right.ight.
\]

\[
+ \left.\left.\left(6 \frac{5}{3} A_3 + 36 B_3\right) (V_{CM}^2 \hat{n}_{12}^2)\right]^{12 (2B_2 + 2SB_3) V_{CM}^2 \hat{n}_{12}^2 v_{12}^2\hat{n}_{12}^2 + 8 \frac{5}{3} (A_2 + 2SA_3) V_{CM}^2 (3v_{12}^2 - 2\hat{n}_{12}^2 v_{12}^2)\right] \right\} ,
\]

where we have defined the rescaled sensitivities

\[
s_A \equiv \frac{\sigma_A}{1 + \sigma_A} , \tag{29}
\]

and we have introduced the coefficients

\[
A_1 \equiv \frac{1}{c_2} + \frac{3\alpha Z - 1}{2c_2} , \quad A_2 \equiv \frac{2(\alpha Z - 1)}{(\alpha - 2)c_3} , \tag{30}
\]

\[
A_3 \equiv \frac{2}{3(\alpha - 2)c_3} , \quad B_2 \equiv \frac{Z}{3c_3} , \tag{31}
\]

\[
B_3 \equiv \frac{1}{9c_3^2(2 - \alpha)} , \quad C \equiv \frac{1}{3c_3^2(2 - \alpha)} , \tag{32}
\]

\[
Z \equiv \frac{(\alpha_1 - 2\alpha_2)(1 - \beta)}{3(2\beta - \alpha)} , \quad S \equiv \frac{s_1 m_2}{m} + \frac{s_2 m_1}{m} . \tag{33}
\]

B. Extracting the sensitivities from the asymptotic metric

In principle, the actual values of the sensitivities for a given body (e.g. a neutron star or a BH) may be computed from their very definition, Eq. (23), provided that
one can obtain solutions to the field equations for bodies in motion relative to the preferred frame, through at least order \( \gamma - 1 = O(v^2) \), \( v \) being the body’s velocity in the preferred frame (i.e. with respect to the aether vector). Ref. [27] proposed however a simpler procedure, inspired by a similar calculation in scalar-tensor theories [28], whereby the sensitivities can be extracted from a solution to the field equation that is accurate only through order \( O(v) \).

The idea is based on the fact that if one solves the field equations for a single point particle (as described by the action (22)) in motion relative to the preferred frame (or, equivalently, the point particle is at rest and the khronon moves), the sensitivities appear in the metric and in the khronon field near spatial infinity already at order \( O(v) \), i.e., in a suitable gauge,

\[
ds^2 = dt^2 - dr^2 + \left\{ - \frac{2G_N \tilde{m}}{r} (dt^2 + dr^2) - r^2 (d\theta^2 + \sin^2 \theta d\varphi^2) \right. \\
- 2v \left[ (B^+ + B^- + 4) \frac{G_N \tilde{m}}{r} \cos \theta dt dr \right. \\
+ 2v r \left[ (3 + B^- - J) \frac{G_N \tilde{m}}{r} \sin \theta \theta dt d\theta \right. \\
\left. \left[ 1 + O \left( \frac{1}{r^2} \right) \right] \right\} + O(v^2),
\]

where \( B^\pm \) and \( J \) are defined as

\[
B^\pm \equiv \pm \frac{3}{2} \pm \frac{1}{4} (\alpha_1 - 2\alpha_2) \left( 1 + \frac{2 - \alpha}{2\beta - \alpha} \right) - \frac{2}{\alpha_1 + 1},
\]

\[
J \equiv \frac{(2 + 3\lambda + \beta)(2(\beta + \sigma) - \alpha(1 + \sigma))}{2(\lambda + \beta)(\alpha - 2)}.
\]

Therefore, the sensitivity can be read off a strong field solution valid through order \( O(v) \), i.e. a solution describing a body moving slowly relative to the khronon. Once such a strong-field solution is obtained, one can indeed extract them from the \( g_{tt} \) and \( g_{\theta\theta} \) components of the metric, through the combinations \( 3 + B^- - J \) and \( B^- + B^+ + 4 \), respectively. Both readings must of course yield the same value, which we will use as a consistency check of our strong-field solution in Sec. IV.

This was indeed the procedure used in [27] to estimate the sensitivities of neutron stars. In the following, we will tackle the problem of finding strong-field solutions for BHs moving slowly relative to the preferred frame.

## IV. BLACK HOLES IN LORENTZ VIOLATING GRAVITY

To construct the slowly moving BH solutions needed to extract the sensitivities, let us start from a static spherically symmetric solution at rest relative to the khronon. We will then perturb this solution to account for the (slow) motion of the BH relative to the preferred frame.

### A. Spherical BHs at rest

Regular (outside the central singularity at \( r = 0 \)), spherically symmetric, static and asymptotically flat BHs in khronometric theory coincide with those of Einstein-aether theory [41] and were extensively studied in Ref. [19]. Their metric and aether vector take, in Eddington-Finkelstein coordinates, the form

\[
ds^2 = f(r)dv^2 - 2B(r)dvdr + r^2d\Omega^2, \\
u_\mu dx^\mu = \left( \frac{1 + f(r)A(r)}{2A(r)} - A(r)B(r)dr, \\
\right.
\]

where the exact functional form of the “potentials” \( f(r) \), \( B(r) \) and \( A(r) \) depends on the coupling constants \( \alpha, \beta \) and \( \lambda \) and is obtained by solving (in general numerically) the field equations. Because of asymptotic flatness, all three potentials asymptote to 1 at large radii, i.e. their asymptotic solution is given by

\[
f(r) = 1 - \frac{2G_N \tilde{m}}{r} \frac{\alpha(G_N \tilde{m})^3}{6r^3} + \ldots \;
\]

\[
B(r) = 1 + \frac{\alpha(G_N \tilde{m})^2}{4r^2} - \frac{2\alpha(G_N \tilde{m})^3}{3r^3} + \ldots \;
\]

\[
A(r) = 1 + \frac{G_N \tilde{m}}{r} + \frac{a_2(G_N \tilde{m})^2}{r^2} + \frac{(2a_2 + \alpha - 6)(G_N \tilde{m})^3}{r^3} + \ldots, 
\]

where the parameter \( a_2 \) is determined (numerically) once the mass \( \tilde{m} \) is fixed [19].

The causal structure of these solutions is highly non-trivial. Besides a “matter horizon” for photons (and in general for matter modes), defined as in GR by the condition \( f = 0 \), these BHs also possess distinct horizons for the gravitational spin-0 and spin-2 modes. Since the characteristics of the evolution equations for these modes correspond to null geodesics of the effective metrics

\[
g_{\alpha\beta}^{(i)} = g_{\alpha\beta} + (c_i^2 - 1)u_\alpha u_\beta, 
\]

where \( c_i \) is the propagation speed of the mode under consideration (c.f. eq. (16)), the spin-0 and spin-2 horizons are defined by the conditions \( g_{tt}^{(0)} = 0 \) and \( g_{tt}^{(2)} = 0 \), respectively. These horizons are typically located inside the matter horizon since the Cherenkov bound implies \( c_0^2, c_2^2 \geq 1 - 10^{-15} \).

While UV corrections – due to the fourth and sixth order spatial derivative terms in the full Hořava gravity...
action (1) to the metric and aether solutions of Ref. [19] are negligible for astrophysical BHs (c.f. discussion of the $L_4$ and $L_6$ terms in Sec. II), their presence is crucial, at least conceptually, for the causal structure of the solutions. Indeed, because of the higher order spatial derivatives, the dispersion relation for the gravitational modes includes $k^4$ and $k^6$ terms ($k$ being the wavenumber), i.e. their frequency $\omega$ is given by

$$\omega^2 = c_s^2 k^2 + a k^4 + b k^6,$$

(44)

where $a$ and $b$ are coefficients with the right dimensions. As a result, the phase velocity of these modes diverges in the UV. Since matter is coupled to the gravitational modes, similar non-linear dispersion relations will also appear in the matter sector.

It would therefore appear that no event horizons should exist in the UV limit. However, Ref. [19] identified the presence of a “universal horizon” for modes of arbitrarily large speed. This horizon appears because the preferred foliation of Hořava gravity becomes a compact hypersurface in the strong field of the BH. Modes of any speed need to move inwards at this hypersurface in order to move in the future preferred-time direction (defined by the preferred foliation). It can be shown that the location of this universal horizon, which lies within the matter, spin-0 and spin-2 horizons, is defined by the condition $u_\alpha \propto 1 + f A^2 = 0$.

Even though the exact form of the functions $f(r)$, $B(r)$ and $A(r)$ can in general be given only numerically, analytic solutions exist in a few special cases, e.g. in the case $\alpha = 0$:

$$f(r) = 1 - \frac{2 G N \tilde{m}}{r} - \frac{\beta r^4}{r^4}, \quad B(r) = 1,$$

(45a)

$$A(r) = \frac{1}{f} \left( \frac{r^4}{r^4} + \sqrt{f + \frac{r^4}{r^4}} \right),$$

(45b)

$$r_{\text{ur}} = \frac{G N \tilde{m}}{2} \left( \frac{27}{1 - \beta} \right)^{1/4}$$

(45c)

It can be easily checked that the universal horizon and the spin-0 horizon coincide in this particular case, since when $\alpha \to 0$ the spin-0 speed given by eq. (16a) diverges, and are both located at $r_{\text{ur}} = 2 G N \tilde{m}$. Note also that this solution does not depend on the coupling parameter $\lambda$, even though that is not assumed to vanish.

In the following, we will use spherically symmetric, static and asymptotically flat BHs as as the starting point for the construction of our slowly moving solutions. These spherical BHs are either produced numerically as in Ref. [19], or are given by the explicit solution (45) for $\alpha = 0$.

### B. Slowly moving BHs

Let us now construct ansatz for the metric and k horrnon field of a (non-spinning) BH moving slowly relative to the preferred frame, based on the symmetries of the problem. Let us first place ourselves in the reference frame comoving with the BH, i.e. consider the physically equivalent situation where the BH is actually at rest, while the khorron (which determines the preferred frame) is moving relative to it with small velocity $-v^i$ (note the different script that differentiates this velocity from the coordinate time $v$) along the $z$-axis. In order for the metric to be asymptotically flat, one will therefore have to impose $g_{\mu
u} = \eta_{\mu
u} + \mathcal{O}(1/r)$ and $u^\mu \partial_\mu = -v^i - \mathcal{O}(v^2)$ in cartesian coordinates $(t, x^i)$.

To exploit the symmetry of the configuration under rotations around the $z$ axis, it is convenient to adopt cylindrical isotropic coordinates $(t, \rho, z, \phi)$, in which the background $\mathcal{O}(v)^4$ spherical BHs of Sec. IV A can be written as

$$ds^2 = f(r(\tilde{r})) dt^2 - b^2(\tilde{r}) \left( d\rho^2 + \rho^2 d\phi^2 + dz^2 \right),$$

(46)

$$u^\mu \delta x^\mu = A(r(\tilde{r})) dt + u_t(r(\tilde{r})) d\tilde{r}.$$  

(47)

Here, $\tilde{u}_r$ is determined by the normalization condition $u^\mu u_\mu = 1$; $\tilde{r} = r^2 + z^2$ is the radial isotropic coordinate, which is related to the areal radius $r$ used in Eqs. (38) by the relation $r = \tilde{r} b(\tilde{r})$; and $b(\tilde{r})$ is related to $B(r)$ by the relation

$$B(r) = \frac{b(\tilde{r})}{\sqrt{f(\tilde{r})}} = b(\tilde{r}) + \tilde{r} db(\tilde{r})/d\tilde{r}.$$  

(48)

Also note that the time coordinate $t$ is related to the Eddington-Finkelstein time coordinate $v$ by $t = v - \int_{r(0)}^{r(\tilde{r})} \frac{B(r)}{f(r)} dr$, where $\tilde{r}$ is a reference radius.

The use of isotropic coordinates makes it now simple to construct the ansätze for the $\mathcal{O}(v)$ perturbations. Following the idea briefly outlined in Appendix A of Ref. [27] for stellar systems, we can observe that the perturbations $\delta g_{\mu\nu}$ and $\delta u_{\mu}$ transform as scalars under spatial rotations; $\delta g_{\mu\nu}$ and $u_\mu$ transform as vectors; and $\delta g_{\mu\phi}$ transforms as a tensor. Since we only have two 3-vectors, $v^i$ and $n^i = x^i/|x|$, to construct these quantities, we can write, without loss of generality,

$$\delta g_{tt} = \alpha_1(\tilde{r}) n^i \cdot \tilde{v},$$

(49a)

$$\delta u^t = \beta_1(\tilde{r}) n^i \cdot \tilde{v},$$

(49b)

$$\delta g_{t\phi} = \alpha_2(\tilde{r}) (\tilde{n} \cdot \tilde{v}) n^i + \alpha_3(\tilde{r}) \tilde{v}^i,$$

(49c)

$$\delta u^\phi = \beta_2(\tilde{r}) (\tilde{n} \cdot \tilde{v}) n^i + \beta_3(\tilde{r}) \tilde{v}^i,$$

(49d)

$$\delta g_{\mu\nu} = \alpha_4(\tilde{r}) (\tilde{n} \cdot \tilde{v}) n^i \otimes \tilde{n} + \alpha_5(\tilde{r}) (\tilde{n} \otimes \tilde{v} + \tilde{v} \otimes \tilde{n}),$$

(49e)

$$\delta g_{\phi\phi} = \delta g_{\rho\rho} = \delta g_{\alpha\phi} = 0,$$

(49f)

where we have introduced the potentials $\alpha_i(\tilde{r})$ for $i = 1, 2, 3, 4$ and $\beta_i$ with $i = 1, 2, 3$, which must depend only on the radial coordinate $\tilde{r}$ (and not on $\rho$ and $z$ singularly) to ensure the right transformation properties under rotations. Note that actually only six of these eight potentials...
are independent, as the (perturbed) æther $\tilde{u}^\mu = u^\mu + \delta u^\mu$ must satisfy the normalization condition $\tilde{u}^\mu \tilde{u}_\mu = 1$ and be hypersurface orthogonal, i.e. $\tilde{g}^{\mu\nu} \partial_\mu \tilde{u}_\nu = 0$ (c.f. eq. (4)). Also note that $\delta g_{\theta\varphi}, \delta g_{\theta\phi}, \delta g_{\varphi\theta}$ and $\delta g_{\varphi\varphi}$ must vanish because neither $\nu'$ nor $n'$ possess a tangential component in the $\phi$ direction. (One may in principle obtain non-zero values for these components by introducing the tangential pseudovector $\vec{n} \times \vec{v}$, but that would violate parity, which would be incompatible with the symmetries of the system, which does not rotate around the z-axis.)

Transforming now back to the original Eddington-Finkelstein coordinates that we will use in this paper, the most generic form of the metric and æther vector then becomes

$$\tilde{g}_{\mu\nu}dx^\mu dx^\nu = f(r)dr^2 - 2B(r)drdv - r^2d\Omega^2 + \nu \left\{ dv^2 f(r)^2 \cos \theta \psi(r) - 2\delta \theta dr \sin \theta [\Sigma(r) - B(r)\chi(r)] + 2\delta \psi dv f(r) \cos \theta \delta [\delta(r) - B(r)\psi(r)] + dr^2 B(r) \cos \theta [B(r)\psi(r) - 2\delta(r) + 2\Delta(r)] - 2\delta \theta dv f(r) \sin \theta \chi(r) - \mathcal{O}(v^2)\right\},$$

$$\tilde{u}_\mu dx^\mu = u_\nu(r) dr - A(r)B(r) dv + \nu \left\{ \frac{1}{2} f(r) \cos \theta x \left[ 2u'(r) \left( \frac{B(r)\Delta(r)u'(r)}{u(r)} - \delta(r) - \eta(r) \right) + \psi(r)u_\nu(r) dv + \frac{1}{2} \cos \theta x \left[ B(r) \left( \frac{-2B(r)\Delta(r)(u'(r))^2}{u(r)} - 2\delta r u'(r) - \psi(r)u_\nu(r) + 2A(r)f(r)\eta(r) \right) dr - \sin \theta \Pi(r)u_\nu(r) d\theta \right] + \mathcal{O}(v^2) \right\},$$

where the background æther components $u_\nu$ and $u^r$ are given by Eq. (39), i.e. $u_\nu = (1 + f A^2)/(2A)$ and $u^r = (-1 + A^2 f)/(2AB)$,

$$\eta(r) = -\frac{2(u'(r))^3 B(r)^3 \Delta(r) - 2(u(r))^3 \Pi'(r)}{2f(r)u_\nu(r)} - \frac{B(r)^2 u_\nu(r) u'(r)(2\delta(r)u'(r) + \psi(r)u_\nu(r))}{2f(r)u_\nu(r)}$$

to ensure hypersurface orthogonality, and the six independent potentials $\delta, \chi, \psi, \Delta, \Sigma, \Pi$ are algebraically related to the potentials $\alpha_i$ and $\beta_i$ introduced above. This ansatz can then be further simplified by noting that a gauge transformation $v' = v - \nu \Pi(r) \cos \theta + \mathcal{O}(v^2)$ sends $H = 0$, while leaving the form of the ansatz (51) unchanged. A further gauge transformation with generator $\xi^\mu \partial_\mu = \Omega(r)(-r \cos \theta \partial_\theta + \sin \theta \partial_\phi)$ can be used, by choosing the function $\Omega(r)$ appropriately, to set any one of five remaining independent potentials to zero. In the following, we will therefore set $\Delta = 0$.

One is therefore left with four independent potentials $\delta, \chi, \psi, \Sigma$, which near spatial infinity ($r \to +\infty$) must satisfy the boundary conditions $\psi, \Sigma \to 0$, $\delta \to -1$ and $\chi/r \to -1$ in order to ensure asymptotic flatness. Indeed, it is easy to see that these conditions lead to $d\delta^2 \approx dr^2 - r^2 d\Omega^2 + 2vdvdz$, where we have changed time coordinate to $t \approx v - r$ and $z = r \cos \theta$. A further coordinate change $t' = t + vz$ transforms the line element to the flat one. As for the æther, the same coordinate transformations yield $\tilde{w}^\mu \partial_\mu \approx \partial_\theta - v \partial_v$ asymptotically, i.e. near spatial infinity the æther moves with velocity $-v$ relative to the flat asymptotic metric. Another way of checking these boundary conditions is to note that they correspond to $\beta_2 \to -1$ and $\beta_{1,2}, \alpha_{1,2,3,4,5} \to 0$ in terms of the potentials introduced in eqs. (49).

As expected from the symmetries of the problem (see also Appendix A of Ref. [27]) the field equations (6), when evaluated with these ansätze, become ordinary differential equations in the radial coordinate, i.e. the dependence on the polar angle $\theta$ drops out. This is a highly non-trivial fact which simplifies the search for solutions – to be compared for instance with the procedure followed by Ref. [27], which involved projecting the field equations onto Legendre polynomials – and which is also an a posteriori check of the procedure leading to the ansatz.

V. FIELD EQUATIONS AND NUMERICAL SOLUTIONS

In this section, we will first analyze the structure of the field equations for the $\mathcal{O}(v)$ potentials $\delta(r)$, $\chi(r)$, $\psi(r)$ and $\Sigma(r)$ introduced in the previous section. We will then analyze the boundary and regularity conditions that these potentials must satisfy, and obtain numerical solutions for them under various choices of those conditions.

A. Structure of the field equations

By replacing the metric and æther ansätze, (50) and (51), into the field equations and expanding in $v$, one obtains ordinary differential equations for the background potentials $f$, $A$ and $B$ at zeroth order, and for $\delta(r)$, $\chi(r)$, $\psi(r)$ and $\Sigma(r)$ at first order. Since the background solutions are known from previous work (c.f. Sec. IV), we will focus here on the first order equations.

Naively, there appear to be six non-trivial field equations at first order, coming from the perturbations $\delta E^r_v$, $\delta E^\theta_v$, $\delta E^r_r$, $\delta E^\theta_r$, and $\delta E^\varphi_\varphi$ of eq. (14). However, because of the generalized Bianchi identity eq. (13), only
four of these equations are actually independent, thus providing a closed problem for the potentials \( \delta(r), \chi(r), \psi(r) \) and \( \Sigma(r) \). In more detail, eq. (13) has three non-trivial components through linear order in \( v \) (the \( \phi \) component being trivial since both sides of the identity are \( O(v^2) \)). Since we are not solving the khrnon equation (12) (because that is automatically implied by the modified Einstein equations (14), as discussed in Sec. II and as can also be seen, at least in vacuum, from the identity eq. (13) itself), it is convenient to eliminate \( \kappa \) from the three non-trivial components of eq. (13). This leads to the identities

\[
\begin{align*}
  u_r \nabla_\mu E^\mu_{\nu} - u_\nu \nabla_\mu E^\mu_r &= O(v^2), \\
  u_\theta \nabla_\mu E^\mu_{\theta} - u_r \nabla_\mu E^\mu_\theta &= O(v^2),
\end{align*}
\]

(53a, 53b)

which can in turn be rewritten as

\[
\begin{align*}
  \nabla_\mu (u_r E^\mu_{\nu} - u_\nu E^\mu_r) &= E^\mu_{\rho} \nabla_\mu u_\rho - E^\mu_{\gamma} \nabla_\mu u_\gamma + O(v^2), \\
  \nabla_\mu E^\mu_\theta &= O(v^2).
\end{align*}
\]

(54, 55)

where we have used (in the second equation) the fact that \( u_\theta = O(v^2) \) in our gauge.

By expanding the summations in these identities, it is clear that the \( E^\mu_{\nu} \) and the combination \( u_r E^\mu_{\nu} - u_\nu E^\mu_r \) and \( E^\mu_\theta \) must depend on the potentials \( f, A \) and \( B \) (at zeroth order) and \( \delta(r), \chi(r), \psi(r) \) and \( \Sigma(r) \) (at first order) through one less radial derivative than the highest derivatives appearing in the rest of the field equations. Moreover, from the same (expanded) identities it follows that these two quantities are initial value constraints for evolutions in the radial coordinate, i.e. if they are set to zero at some radius, they remain zero at all other radii if the remaining field equations (the “evolution equations”) are solved. As can be seen, this follows from the generalized Bianchi identity in the same way in which in GR the Bianchi identity allows splitting initial value problems in energy and momentum constraints and evolution equations. The same procedure was also followed in Ref. [19] to split the field equations of Einstein-æther gravity into constraints and evolution equations (in the radial coordinate) in static spherically symmetric configurations.

The explicit form of the equations for \( \delta(r) \), \( \chi(r) \), \( \psi(r) \) and \( \Sigma(r) \), which can in turn be rewritten as

\[
\begin{align*}
  e_1 &\equiv \delta''(r) - \sum_{n=1}^{7} w_n^\delta(r) M_n = 0, \\
  e_2 &\equiv \chi''(r) - \sum_{n=1}^{7} w_n^\chi(r) M_n = 0, \\
  e_3 &\equiv \psi''(r) - \sum_{n=1}^{7} w_n^\psi(r) M_n = 0, \\
  e_4 &\equiv \Sigma''(r) - \sum_{n=1}^{7} w_n^\Sigma(r) M_n = 0,
\end{align*}
\]

(56a, 56b, 56c, 56d)

where \( \tilde{M} \equiv [\delta(r), \chi(r), \psi(r), \Sigma(r), \delta'(r), \chi'(r), \psi'(r)] \) and \( w_n^\delta(r), w_n^\chi(r), w_n^\psi(r), w_n^\Sigma(r) \) (with \( n = 1, 7 \)) are functions of the radial coordinate, the background solution \( f, A, B \) and the coupling constants. As for the constraints \( C_i(\tilde{M}) \) and \( C_2(\tilde{M}) \), they satisfy the conservation equations

\[
\frac{dC_i}{dr} = \sum_{n=1}^{2} w_n^{C_i} (r) C_n + \sum_{n=1}^{4} w_n^{C_i C_j} (r) C_n C_j, \quad i = 1, 2 \),
\]

(57)

where again the coefficients \( w_n^{C_i} (r) \) and \( w_n^{C_i C_j} (r) \) (with \( i = 1, 2 \) and \( n = 1, 4 \)) depend on the background solution and the coupling constants. Note that at least at large radii, the coefficients \( w_n^{C_i}(r) \) are negative, which contributes to damping potential violations of the constraints during our radial evolutions.

Finally, let us also note that because eqs. (56)–(57) are linear and homogeneous, one is free to rescale any one solution by a constant factor, i.e. given a solution \( [\delta(r), \chi(r), \psi(r), \Sigma(r)] \), also \( \Lambda \delta(r), \chi(r), \psi(r), \Sigma(r) \), with \( \Lambda = \text{const} \), is a solution. We will use this fact when setting the initial/boundary conditions for the system given by eqs. (56) in the next section.

### B. Solutions regular at the matter horizon

Before solving the system given by eqs. (56), let us comment on the boundary/initial conditions that the solution needs to satisfy. Close inspection of the coefficients \( w_n^\delta(r), w_n^\chi(r), w_n^\psi(r), w_n^\Sigma(r) \) shows that the system presents at least three singular points (with \( r \neq 0 \)) at which at least one of the coefficients diverges. These three singularities are located at the matter horizon, at the spin-0 horizon, and at the universal horizon. Regularity at these radial positions need therefore to be enforced. On top of this, physically relevant solutions should asymptote to flat space and to a khrnon moving with velocity \( -v \) near spatial infinity, which translates into the boundary conditions \( \psi, \Sigma \to 0, \delta \to -1 \) and \( \chi/r \to -1 \) as \( r \to \infty \) as shown in Sec. IV.B.

Let us first attempt to impose regularity at the outermost of these positions, the matter horizon. If the potentials are regular there\(^3\), they can be Taylor-expanded

---

\(^3\)One can show that analyticity of the potentials \( \delta, \chi, \psi \) and \( \Sigma \) is required to ensure finiteness of the invariants constructed with the metric, the æther vector, and the Killing vectors \( \partial_v \) and \( \partial_\theta \) (e.g. \( R, R_{\mu \nu \alpha \beta} R^\alpha \beta \)) and scalars obtained by contracting among themselves curvature tensors, Killing vectors and the æther vector.
\[ \delta(r) = \sum_{k=0}^{\infty} \delta_{k,h} (r - r_h)^k, \]
\[ \chi(r) = \sum_{k=0}^{\infty} \chi_{k,h} (r - r_h)^k, \]
\[ \psi(r) = \sum_{k=0}^{\infty} \psi_{k,h} (r - r_h)^k, \]
\[ \Sigma(r) = \sum_{k=0}^{\infty} \Sigma_{k,h} (r - r_h)^k, \]

where \( r_h \) is the matter horizon’s position, and the coefficients \( \delta_{k,h}, \chi_{k,h}, \psi_{k,h} \) and \( \Sigma_{k,h} \) must be determined by solving the field equations. Indeed, solving the evolution \textit{and} constraint equations perturbatively near \( r = r_h \) allows one to express those coefficients as a function of \( \delta_{0,h} \) and \( \Sigma_{0,h} \) alone, i.e. the solution only has two independent degrees of freedom near the matter horizon. Those can then be reduced to just one by rescaling the solution by a constant factor as described in the previous section, whereby one can set e.g. \( \Sigma_{0,h} = 1 \) and maintain \( \delta_{0,h} \) free.\(^4\)

This parameter then needs to be determined by imposing asymptotic flatness. We therefore use the perturbative solution (58) to move slightly away from \( r = r_h \), and then integrate numerically the system given by eqs. (56) up to large radii. The value of \( \delta_{0,h} \) is then determined by imposing that \( \delta \) and \( \chi/r \) asymptote to the (same) constant (which does not need to be -1 because we have rescaled the solution by a global unknown factor) and that \( \psi, \Sigma \to 0 \) at large radii. In practice, we perform a bisection procedure on the value of \( \delta_{0,h} \), according to whether \( \delta(r) \) diverges to positive or negative values as \( r \to \infty \), as was done in Ref. [19] for the static, spherical, symmetric and asymptotically flat solutions that we employ as our background.

In more detail, solving the evolution equations perturbatively near spatial infinity and assuming that \( \delta(r) \) asymptotes to a constant there, one finds
\[
\delta(r) = \delta_0 + \frac{2(\beta + \lambda)(G_N \tilde{m} \delta_0 + 2 \chi_0)}{(1 - 3\beta - 2\lambda)r} + \mathcal{O}\left(\frac{1}{r^2}\right),
\]
\[
\chi(r) = \delta_0 + \frac{\chi_0 + \mathcal{O}\left(\frac{1}{r}\right)}{r},
\]
\[
\psi(r) = \frac{3\beta(3G_N \tilde{m})^2 - 2\alpha \beta \delta_0 - 2\Sigma_1}{3r^2} + \mathcal{O}\left(\frac{1}{r^3}\right),
\]
\[
\Sigma(r) = \frac{\Sigma_1}{r} + \mathcal{O}\left(\frac{1}{r^2}\right),
\]

where \( \delta_0, \chi_0, \chi \) and \( \Sigma_1 \) are free parameters that can be determined from our numerical solutions once the bisection has converged. Note that we use the consistency relations between the coefficients of the higher-order terms and these free parameters to test a posteriori our numerical solutions.

Note also that if one inserts the solution (59) into the metric ansatz (50), the resulting metric can be put in the same gauge as eq. (34) by the infinitesimal change of coordinates \( t' = t + v \cos \theta + \mathcal{O}(v^2) \). By comparing the metric obtained in this way to eq. (34), one can relate the sensitivity of the solution to the two parameters \( \delta_0 \) and \( \chi_0 \):
\[
\sigma = \frac{\alpha - \beta - 3\alpha \beta + 5\beta^2 + \lambda - 2\alpha \lambda + 3\beta \lambda}{(2 - \alpha)(1 - 3\beta - 2\lambda)} + \frac{(1 - \beta)(\beta + \lambda)}{1 - 3\beta - 2\lambda} \frac{\chi_0}{G_N \tilde{m} \delta_0}.
\]

We have also checked this equation by solving directly the field equations near spatial infinity for a point particle described by the action (22), in the gauge of the metric ansatz eq. (50), and then by comparing to the asymptotic solution given by eq. (59).

Our numerical solutions confirm that if one imposes regularity at the matter horizon and asymptotic boundary conditions corresponding to a flat spacetime and a kihronon moving with velocity \(-v\) relative to the BH, the sensitivities are non-vanishing. We did not investigate the viable region of the parameter space described in Sec. II.A, because of the difficulty of obtaining numerical background solutions for the potentials \( f, A \) and \( B \) for small but non-zero value of \( \alpha \) and \( \beta \). We will however study later, in Sec. VI, solutions for \( \alpha = \beta = 0 \) and \( \lambda \neq 0 \), and extract their sensitivities. For the moment, let us mention that for values of \( \alpha \sim \beta \sim 10^{-2} \) and \( \lambda \sim 0.1 \), we obtain \( \sigma \sim 10^{-3} \).

One important caveat, however, is that it is not at all clear these solutions (and the corresponding values of the sensitivities) are physically significant, as the numerical solutions that we obtain diverge when integrating inwards from the matter horizon to the spin-0 horizon. We have also checked that this divergence extends to the

\(^4\)Rescaling \( \Sigma_{0,h} = 1 \) is only possible if \( \Sigma_{0,h} \neq 0 \). However, setting \( \Sigma_{0,h} = 0 \) does not allow for a solution that is asymptotically flat at large radii.
curvature invariants, i.e. these solutions seem to present a finite-area curvature singularity at the spin-0 horizon. Indeed, because all free parameters of the solution where determined by imposing regularity at the metric horizon and by the boundary conditions at spatial infinity, that singularity, which was already visible in the field equations (56) and (57), seems almost unavoidable, and reminiscent of similar finite-area curvature singularities appearing at the spin-1 horizon of slowly rotating BHs in Einstein-æther theory [25]. Nevertheless, we will further investigate this singularity, and in particular whether it can be avoided thanks to a field redefinition, in the next section.

C. Solutions regular at the matter and spin-0 horizon

Curvature singularities at the spin-0 horizon also appear when studying spherical BHs in Hořava gravity and Einstein-Æther theory. Indeed, Ref. [19] found a two-parameter family of asymptotically flat, static and spherically symmetric BH solutions in those theories. One of the two free parameters is the mass of the BH, while the second is a “hair” regulating whether the spin-0 horizon is singular or not. Indeed, after imposing regularity at the matter horizon, for generic values of this parameter the spin-0 horizon is singular, and regularity at that location is obtained only for one specific, “tuned” value of that parameter. (That value is a function of the mass and the coupling constants of the theory.)

As argued in the previous section, in our case we have no free parameter to tune to impose regularity at the spin-0 horizon, which we therefore expect to be singular. Indeed, when we integrate inwards the asymptotically flat and regular (at the matter horizon) solution, we find that the curvature invariant diverge at the spin-0 horizon, already in regions where our numerical scheme is not yet breaking down. This is shown in Fig. 1, which plots the fastest growing curvature invariant of the geometry, as well as the constraint violations occurring in the numerical integration.

To verify even further the existence of a curvature singularity at the spin-0 horizon, one can follow Ref. [19] and note that the action (5) is invariant under the field redefinition [53]

\[ g'_{\mu\nu} = g_{\mu\nu} + (\zeta - 1) u_\mu u_\nu , \quad T' = T , \]

where \( \zeta \) is a constant, provided that the original \( \alpha, \beta \) and \( \lambda \) are replaced by \( \alpha', \beta' \) and \( \lambda' \) satisfying

\[ \alpha' = \alpha , \]

\[ \beta' + \lambda' = \zeta (\beta + \lambda) , \]

\[ \beta' - 1 = \zeta (\beta - 1) . \]

Choosing in particular \( \zeta = s_0^2 \), the redefined metric \( g' \) coincides with the spin-0 metric [c.f. eq. (43)]. This therefore allows one to cast the original problem, characterized by the metric \( g \) and the couplings \( \alpha, \beta, \lambda \), into one involving the spin-0 metric \( g' = g^{(0)} \) and the new couplings \( \alpha', \beta' \) and \( \lambda' \). The advantage of this second “spin-0 frame” is that the matter and spin-0 horizons now coincide (as they are both defined in terms of characteristics of the metric \( g' = g^{(0)} \), i.e. by the condition \( g'_{vv} = 0 \) in spherical symmetry), so one can easily impose regularity at both. This is indeed the way Ref. [19] imposes regularity at both the matter and spin-0 horizon in the spherical static case.

Working therefore in the spin-0 frame, we impose regularity at the matter/spin-0 horizon location \( r_h \) by solving the evolution and constraint equations perturbatively with the ansatz given by Eq. (58). (Analyticity of the potentials \( \delta, \chi, \psi \) and \( \Sigma \) is again required to ensure finiteness of the invariants constructed with the metric, the æther vector, and the Killing vectors.) The number of free parameters of the resulting solution is however different than what we obtained in Sec. VB. This is because in the spin-0 frame one has \( s_0 = 1 \) (this can be verified explicitly by using the new coupling parameters given by Eq. (62), with \( \zeta = s_0^2 \), into Eq. (16a)), which changes the structure of the equations because of the presence of factors \( s_0^2 - 1 \) as denominators. (The explicit form of the equations is again too long to show and hardly enlightening.) As a result, the perturbative solution described by Eq. (58) has one, rather than two, free parameters.

Setting that parameter (say \( \delta_{h_B} \)) to zero yields the trivial solution \( \delta(r) = \chi(r) = \psi(r) = \Sigma(r) = 0 \). If instead \( \delta_{h_B} \neq 0 \), homogeneity allows rescaling it to \( \delta_{h_B} = 1 \), i.e. the near-horizon solution has no free parameter which can be tuned to ensure that the solution reduces to a khoronon moving with speed \( -v \) on flat space at spatial infinity. Indeed, we have verified that the solution obtained by imposing regularity at the matter/spin-0 horizon and
integrating outwards is not asymptotically flat.

Moreover, as mentioned in Sec. V B, the field equations for the potentials $\delta$, $\chi$, $\psi$ and $\Sigma$ also present a singularity at the universal horizon. Therefore, even if one is willing to accept as physically relevant a BH with non-flat asymptotic boundary conditions, such a solution has no free parameters to tune to impose regularity at the universal horizon either. Indeed, we have verified that integrating the solution inwards from the (regular) spin-0/matter horizon, the curvature invariants blow up at the universal horizon (c.f. Fig. 2, where we also show the violations of the constraints).

To further validate this result, we have also tried to first impose regularity at the universal horizon, and then integrate outwards trying to match with the solution obtained by imposing regularity at the spin-0/matter horizon. In practice, we impose regularity at the universal horizon by solving the field equations perturbatively with the ansatz given by Eq. (58), where $r_h$ is now meant to denote the universal horizon. (Barring cancellations, analyticity of the potentials is once again required to ensure that the aether, the two Killing vectors and the geometry are generically regular, i.e. that invariants constructed with the curvature tensors, the aether and the Killing vectors remain finite.)

Rescaling the solution by exploiting again the homogeneity of the problem, we are left with just two free parameters\(^5\), which we try to tune by matching to the solution that is regular at the spin-0/matter horizon. That solution being completely determined, up to a global rescaling, necessary conditions for matching include the continuity conditions

$$
\begin{equation}
\Delta \left( \frac{\delta'}{\delta} \right) = \Delta \left( \frac{\chi'}{\chi} \right) = \Delta \left( \frac{\psi'}{\psi} \right) = 0,
\end{equation}
$$

where $\Delta(X'/X)$ denotes the difference between $X'/X$ (with $X = \delta, \chi, \psi$) given by the two solutions, at some reference point between the spin-0/matter horizon and the universal horizon. Note that it does not make sense to impose continuity of the two solutions ($\Delta X = 0$), since we have used the rescaling freedom of the problem to renormalize both. That rescaling clearly cancels out when considering the ratios $X'/X$. Note also that it does not make sense to impose continuity of $\Sigma/\Sigma$, since $\Sigma$ satisfies a first order equation (c.f. Eq. (56d)).

Quite unsurprisingly, we have verified numerically that for generic values of the coupling constants, the three conditions of eq. (63) cannot be all satisfied by tuning the two free parameters of the solutions regular at the universal horizon. The conclusions is therefore that even if one gives up asymptotic flatness, for generic values of the coupling the universal horizon is a finite-area curvature singularity. This is reminiscent of the occurrence of similar finite-area singularities at all but the outermost spin-1 horizon of slowly rotating BHs in Einstein-aether theory. Quite suggestively, Ref. [20] also finds that the universal horizon is unstable at second order in perturbation theory in khronometric theory and in the eikonal limit, and conjectures that it will become a finite-area curvature singularity. While our result is obtained in a completely different framework, it is interesting that it hints at the same conclusion.

\section{VI. The $\alpha = \beta = 0$ Case}

The results of Sec. V on the non-existence of slowly moving BH solutions regular everywhere outside $r = 0$ apply for generic values of the coupling constants, i.e. $\alpha, \beta, \lambda \neq 0$. As we have shown, it is possible to attain regularity of the spin-0 and matter horizons (even though at the cost of giving up asymptotic flatness), but regularity of the universal horizon remains impossible.

\footnote{More precisely, if we assume $\Sigma_{0,h} \neq 0$, we can use the rescaling freedom to set $\Sigma_{0,h} = 1$. This results in two free parameters, say $\delta_{0,h}$ and $\chi_{0,h}$. If instead $\Sigma_{0,h} = 0$, one is still left with two free parameters, say $\delta_{0,h}$ and $\chi_{0,h}$, and we can then use the rescaling freedom to set either to 1. Therefore, if $\Sigma_{0,h} = 0$ one has just one free parameter, which makes the matching to the solution regular at the spin-0/matter horizon even more difficult to achieve. We have indeed verified that the matching is not possible if one assumes $\Sigma_{0,h} = 0$.}
However, if the coupling constants are such that the spin-0 speed $s_0$ diverges, the spin-0 horizon coincides with the universal horizon (since the latter is the horizon for modes of infinite speed). Therefore, imposing regularity of the universal horizon, spin-0 and matter horizons may become possible in that limit. From eq. (16a) it follows that $s_0 \to \infty$ when $\alpha \to 0$. This limit is particularly attractive as $|\alpha| \lesssim 10^{-7}$ experimentally (c.f. Sec. II A). Assuming $\alpha = 0$ alone, however, does not avoid the appearance of finite-area singularities at the universal/metric horizon, as can be seen from Fig. 3, where we show the divergence of the curvature invariants of the asymptotically flat solution regular at the matter horizon.

![Graph](image)

**FIG. 3.** $O(v)$ contribution to the Ricci scalar near the universal/spin-0 horizon, for the asymptotically flat solution regular at the matter horizon, and for $\alpha = 0$, $\beta = 0.01$ and $\lambda = 0.1$.

However, from the experimental limits presented in Sec. II A, it follows that $|\beta| \lesssim 10^{-15}$, so it is attractive to also set $\beta = 0$ exactly. Indeed, spherical BH solutions for $\alpha = \beta = 0$ are very simple and known analytically in this limit, and are given by eqs. (45a)–(45c). Note in particular that the metric matches the Schwarzschild solution.

By solving the evolution and constraint equations near the metric horizon $r_h$ by imposing regularity there, i.e. with the ansatz of eq. (58), one immediately finds that $\Sigma$ and $\psi$ must be exactly zero near $r_h$, i.e. $\Sigma = O(r - r_h)^{n_{\text{max}}}$ and $\psi = O(r - r_h)^{n_{\text{max}}}$, where $n_{\text{max}}$ is the order at which the series of eq. (58) is truncated. We have indeed verified this for $n_{\text{max}}$ as large as 10 or more. One reaches the same conclusions by considering series-expanded solutions to the field equations around any other radius (different from the metric horizon). Moreover, to further verify that $\Sigma$ and $\psi$ vanish, we have then replaced $\Sigma(r) = \psi(r) = 0$ in the field equations (56a)–(56d). The system is in principle overdetermined, but it turns out to consist of just two independent equations:

$$\begin{align*}
\delta'(r) + &\frac{4(8r^4 + 4G_N \tilde{m} r^3 - 27(G_N \tilde{m})^4)}{16r^3 - 21G_N \tilde{m} r^4 + 27(G_N \tilde{m})^4 r} \delta(r) - \frac{32r^2}{16r^3 - 21G_N \tilde{m} r^4 + 27(G_N \tilde{m})^4} \lambda(r) = 0, \quad (64) \\
\chi'(r) - &\delta(r) = 0. \quad (65)
\end{align*}$$

Note that these equations do not depend on $\lambda$, which we have anyway kept different from zero. Eliminating $\chi$ from eqs. (64)–(65) then yields

$$\begin{align*}
\left(\frac{r^2}{2} - G_N \tilde{m} r + \frac{27(G_N \tilde{m})^4}{32r^2}\right) \delta''(r) + \left(2r - 3G_N \tilde{m} - \frac{81(G_N \tilde{m})^4}{16r^3}\right) \delta'(r) + \frac{81(G_N \tilde{m})^4}{8r^4} \delta(r) = 0.
\end{align*} \quad (66)$$

Solving this equation near spatial infinity gives

$$\delta(r) = \delta_0 + \frac{\delta_3}{r^3} + O\left(\frac{1}{r^4}\right), \quad (67)$$

where $\delta_0$ and $\delta_3$ are integration constants. This in turn implies, through eq. (64), that $\chi(r)$ behaves asymptotically as

$$\chi(r) = \chi_0 r + \frac{\delta_3}{2r^2} + O\left(\frac{1}{r^3}\right), \quad (68)$$

where $\chi_0 = -\frac{G_N \tilde{m}}{2} \delta_0$. Replacing this relation in eq. (60) and evaluating for $\alpha = \beta = 0$ gives a vanishing sensitivity $\sigma = 0$. This result had to be expected from the fact that eqs. (64)–(66) do not depend on $\lambda$, and that $\sigma$ must go to zero in the general-relativistic limit $\lambda \to 0$.

Moreover, one can push the argument even further, and note that since it is independent of $\lambda$ and because it must reduce to the Schwarzschild solution in the general-relativistic limit $\lambda \to 0$, the solution to eqs. (64)–(65) must be the Schwarzschild metric in a weird gauge. Indeed, it is easy to check that the metric of eq. (50), with $\psi = \Sigma = 0$, becomes the Schwarzschild metric in Eddington-Finkelstein coordinates if one performs the gauge transformation $v' = v + \chi(r) \cos \theta + O(v^2)$ (note that we need to use eq. (65) to set $\chi'(r) = \delta(r)$).

In spite of this, the khronon field profile is non-trivial (even though its stress energy must vanish through order $O(v)$ to allow for the metric to coincide with the Schwarzschild solution, i.e. the khronon is a “stealth” field). In more detail, even though it is clear that the universal horizon is more a regular surface (since the Schwarzschild metric has no curvature singularity at $r \neq 0$), it is interesting to look for an approximate solution to eq. (66) near the universal horizon position $r_{\text{uh}} = 3G_N \tilde{m}/2$, at which the equations are singular. For $r \approx r_{\text{uh}}$, eq. (66) becomes

$$x^2 \delta''(x) + 5x \delta'(x) + 2 \delta(x) \simeq 0, \quad (69)$$
with $x = r - r_{nb}$, which yields the general solution
\[
\delta(x) \simeq C_h x^{-\sqrt{2}(1+\sqrt{2})} + C_s x^{\sqrt{2}(1-\sqrt{2})},
\]
where $C_h$ and $C_s$ are integration constants (we refer to the mode with coefficient $C_h$ as the "hard mode", because it diverges faster than the "soft mode" with coefficient $C_s$).

While both the soft and hard modes diverge as $r \to r_{nb}$, it is easy to check that the curvature invariants $R, R_{\alpha\beta}R^{\alpha\beta}$ and $R_{\alpha\beta\gamma\delta}R^{\alpha\beta\gamma\delta}$ are regular (which must be the case since the metric is Schwarzschild in disguise). One can look however also at curvature invariants constructed with the æther vector and with the Killing vectors $\partial_v$ and $\partial_\phi$. The only non-trivial invariant (at order $O(v)$) of these invariants is
\[
R_{\mu\nu\alpha\beta} u^\mu u^\nu (\partial_v)^\alpha (\partial_v)^\beta \propto \cos \theta x^3 \delta(x).
\]
Using eq. (70), this becomes
\[
R_{\mu\nu\alpha\beta} u^\mu u^\nu (\partial_v)^\alpha (\partial_v)^\beta \propto \cos \theta (C_h x^{n_h} + C_s x^{n_s}),
\]
with $n_h = 1 - \sqrt{2} < 0$ and $n_s = 1 + \sqrt{2} > 0$. Therefore, the hard mode produces a singularity at the universal horizon, while the soft mode is physically well-behaved.

One can therefore set $C_h = 0$ in eq. (70), set $C_s = 1$ by rescaling the solution (without loss of generality), and then use eq. (70) to provide initial conditions at $r = r_{nb}(1 + \epsilon)$ (with $\epsilon \ll 1$) for eq. (66). Integrating that equation outwards and matching to eq. (67), one can extract the integration constants $\delta_0$ and $\delta_3$. Finally, one can rescale the obtained solution by a global factor to impose the boundary condition $\delta_0 = -1$ (c.f. Sec. IV B). Eq. (64) then allows one to obtain $\chi$. The resulting solution for
\[
\frac{\delta u_v}{v \cos \theta} = -\frac{(1 - A(r)^2 f(r))(1 + A(r)^2 f(r))^2}{8A(r)^3} \delta(r),
\]
\[
\frac{\delta u_\phi}{v \cos \theta} = -\frac{(1 + A(r)^2 f(r))^2}{4A(r)} \delta(r),
\]
is shown in Fig. 4.

Note that both quantities are regular at the universal horizon (as can also be verified analytically using the soft mode of the solution given by eq. (70)), which confirms that the khranon field is regular there.

\section{Conclusions}

We have studied non-spinning BHs moving slowly compared to the preferred foliation of khronometric theory (the low energy limit of Hořava gravity). We have done so by reducing the field equations (through first order $O(v)$ in the velocity relative to the preferred frame) to a system of ordinary differential equations in the radial coordinate, thanks to suitable ansätze for the metric and khranon fields, inspired by the cylindrical symmetry of the system. We have solved these equation numerically trying to impose both asymptotic flatness, and regularity at the multiple BH horizons that exist in Hořava gravity, i.e. the matter horizon; the horizons for spin-0 and spin-2 gravitons, and the universal horizon for modes whose speed diverges in the UV. While regularity at the spin-2 horizon does not pose any particular issue (as expected since spin-2 modes do not appear at order $O(v)$), regularity at the other horizons is more problematic.

We have indeed found that if one imposes regularity at the matter horizon and asymptotic flatness, slowly moving BHs necessarily present (for generic values of the dimensionless coupling parameters $\alpha, \beta$ and $\lambda$) a curvature singularity at the spin-0 horizon (which lies inside the matter horizon for experimentally viable value of $\alpha, \beta$ and $\lambda$). By waiving the requirement of asymptotic flatness, solutions that are regular at the matter and spin-0 horizons can be obtained, but those are singular further inside, as they present a curvature singularity at the universal horizon. These pathological features cast doubts on the viability of the theory for generic values of the coupling parameters, although these curvature singularities strictly speaking signal simply that our slow-motion approximate scheme (which assumes implicitly that the "potentials" are small) breaks down. Also, these curvature singularities will probably be smoothed out by the higher energy UV corrections $L_4$ and $L_6$ in the Hořava gravity action (c.f. eq. (1)).

Nevertheless, adopting generic values of the coupling parameters $\alpha$ and $\beta$ is not necessarily justified. The experimental constraints that we have reviewed in Sec. II A imply $|\alpha| \lesssim 10^{-7}$ and $|\beta| \lesssim 10^{-15}$, hence it would be quite natural to assume that $\alpha$ and $\beta$ are exactly zero. In that case, slowly moving BH solutions exist and are regular everywhere outside the central $r = 0$ singularity.
More importantly, even though the gravitational theory is different than GR (because \( \lambda \neq 0 \)), the khronon is a non-trivial "stealth" field in these BH solutions, whose metric therefore reduces exactly to the Schwarzschild one. This implies in particular that BH sensitivities are exactly zero for \( \alpha = \beta = 0 \), hence BH binaries do not emit dipolar radiation in this limit, nor they deviate from GR at Newtonian order in the conservative sector (c.f. eq. (26)). Indeed, these results confirm the conclusion of Refs. [39], namely that vacuum asymptotically flat solutions to khronometric theories with \( \alpha = \beta = 0 \) coincide with the general relativistic ones even though \( \lambda \neq 0 \).

We therefore expect GW generation to agree exactly with GR even at higher PN orders (quadrupolar emission and higher) if \( \alpha = \beta = 0 \). This is quite important from an observational point of view, because it implies that even if our results for the appearance of finite-area singularities in moving BHs were just an artifact of the breakdown of our approximation scheme, and moving BHs turned out to be regular (away from \( r = 0 \)), deviations from GR in GW generation are bound to be small. Indeed, in such a situation, deviations away from the GR predictions for GW emission should be expected to be of (fractional) order \( O(\max(\alpha, \beta)) \sim 10^{-7} \) for viable values of \( \alpha, \beta \neq 0 \). Such small deviations are unlikely to be observable with present and future GW detectors, although the viable parameter space for \( \alpha, \beta \) may further shrunk by observations of GW and electromagnetic-wave propagation in multimessenger events.

However, if finite area singularities do indeed form in moving BHs (though perhaps smoothed out by UV corrections), they could produce firewall-like surfaces that may in principle be tested with GW echos [54] or stochastic background measurements from LIGO/Virgo. As for \( \lambda \), it is likely that improved constraints on it may come from cosmology. As mentioned, Ref. [39] showed that CMB measurements constrain \( 0 \leq \lambda \lesssim 10^{-2} \) when \( \alpha = \beta = 0 \), and one would expect this bound to be robust against small but finite values of \( \alpha \) and \( \beta \). Further improvements may come from future CMB experiments and/or from Euclid.
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\[ \text{Note that from eq. (28), it follows immediately that dipolar radiation – regulated by the coefficient } C \text{ – vanishes automatically in the case when } \alpha = \beta = 0 \text{ (even if the sensitivities were non-zero), because the spin-0 speed diverges. That means that the spin-0 mode becomes non-dynamical, and in particular that it does not produce a GW flux.} \]
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