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Abstract

The security of Internet applications relies crucially on the secure design and robust implementations of cryptographic algorithms and protocols. This thesis presents a new, scalable and extensible approach for verifying state-of-the-art bignum algorithms, found in popular cryptographic implementations. Our code and proofs are written in F∗, a proof-oriented language which offers a very rich and expressive type system, with dependent types, refinement types, effects and customizable memory models. The natural way of writing and verifying higher-order functional code in F∗ prioritizes code sharing and proof composition, but this results in low performance for cryptographic code. We propose a new language, Low∗, a fragment of F∗ which can be seen as a shallow embedding of C in F∗ and safely compiled to C code. Nonetheless, Low∗ retains the full expressiveness and verification power of the F∗ system, at the specification and proof level. We use Low∗ to implement cryptographic code, incorporating state-of-the-art optimizations from existing C libraries. We use F∗ to verify this code for functional correctness, memory safety and secret independence. We present HACL∗, a full-fledged and fully verified cryptographic library which boasts performance on par, if not better, with the reference C code. Several algorithms from HACL∗ are now part of NSS, Mozilla’s cryptographic library, notably used in the Firefox web browser and the Red Hat operating system. Eventually, we apply our techniques to miTLS, a verified implementation of the Transport Layer Security protocol. We show how they extend to cryptographic proofs, state-machine implementations and message parsing verification.
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Chapter 1

Introduction

The last few decades have seen a booming expansion of information technologies. In less than half a century, the Internet went from a confidential military network to an indispensable communication technology that we all rely on. This incredible development was backed by dramatic improvements in computational power, storage capacity and worldwide connectivity in such a way that sharing large amounts of data and computational resources across the planet is now an easy feat. New generations of children are raised in a connected world where everything is immediate and decentralized, and information technologies are now pervasive. The development of new usages and features has been the main drive for this technological and societal revolution, led by young information technology (IT) companies that have grown to be richer — and maybe more powerful — than certain states.

Unfortunately, other subjects of concern such as security and privacy have not received as much attention, mostly for business and marketing reasons: the hype supporting new products always originates from new, distinguishing features, while improvements on the overall quality of the products in terms of safety, security or privacy are much harder to show off and market. This is not without consequences. Current users of various communication systems around the globe are mostly unaware that they inherited many legacy protocols, software designs and more generally conceptual views from their predecessors.

Because of the pace at which new standards, technologies and usages appear and disappear, IT companies focus on maintaining compatibility between their latest most up-to-date products and legacy items. Thus low-level libraries, which are at the core of many of those products, tend to encompass a broad range of features, from legacy ones to the most recent or advanced, in a mix of old and recent code. These libraries are essential building blocks for software applications, for instance providing ways to access the kernel of the system, to use the graphical interfaces, to access cryptographic or networking functionalities etc. with new, non-interoperable versions of those components.
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every couple months or years. Hence, these libraries are regularly updated, integrating new features but retaining the old ones, which may still be useful to a number of products. This process results in always larger and more complex codebases, almost impossible to audit and fully review, and sometimes leads to major issues: software components are usually not completely isolated and a flaw in some remote unused part of a core library could be used by an attacker to corrupt the whole system.

It raises the following questions: should we trust legacy code which is seldom used, might not have been developed with the current security standards and may very well be flawed in a way that would compromise the whole codebase? And on the other hand, should we trust the latest implementations which have not yet received a lot of attention and may be similarly flawed? Obviously we should be extremely cautious in both cases, and still, this is under the assumption that the code is open-source so that the community can review it and contribute. Proprietary code that almost no one gets their hands on should be considered with the utmost care.

The research community is always keen on studying the security of new systems under different and often innovative angles, and thus for a long time now these evolving new technologies have been analyzed, criticized and new approaches have been proposed. Unfortunately, exchanges between academic researchers and the IT industry are limited. Although there are some ties between the two communities, in practice it is not so common for academia to consider industrial constraints or the industry the latest academic research innovations. No one is to blame, the industry has its own set of constraints which often do not apply to a research environment, while real companies are interested in improvements from the research community only as long as they can readily be integrated in their processes at a negligible cost or with a high return on investment, which does not happen so often. However, as computer science is still young and undergoing heavy changes, now may be a good time to encourage further cooperation, especially on security related aspects.

The ambition of this work is to improve security in software development by bringing state-of-the-art methods from academia together with the specific needs from the industry and real world applications, and build new ways to solve the later using the former. This idea of making research more practical, or making the industry more research aware is not novel. Nonetheless, as new concerns emerge from the security and privacy aspects of computer science, contributing to making communication systems more reliable, robust and trustworthy appears as a challenging topic, which will quickly produce results and significant long term impacts. Software security often relies on cryptography, a disciple of mathematics and computer science which aims to ensure confidentiality, authenticity and integrity of data. This is the right time to evaluate secure development methods and challenge our ability to set new quality standards for the next generation of cryptographic algorithms and cryptography-based applications — typically secure communication applica-
Both the correctness and performance of cryptographic code are crucial. The whole purpose of cryptographic constructions is to ensure certain security guarantees to its user. It collapses if the actual cryptographic code is flawed. Moreover, broken cryptography is arguably worse than no cryptography: the end user relying on an unsafe channel will adopt a more careful, security aware behavior, while she will be less careful on a channel she trusts, meaning that she would get more exposed using a flawed secure communication channel while trusting it than just using regular communication means in the clear. Coincidentally, cryptography is often performance critical. For instance, a large percentage of exchanges over the internet are now encrypted. The efficiency of the corresponding cryptographic code is essential on many levels: latency, service availability, bandwidth, power consumption etc. The economic impact of a slight performance drop in the cryptography used by Google servers for instance is likely to be very high, not to mention the potential dissatisfaction of its consumers witnessing a degraded quality of service.

This work aims at proposing new development methods based on formal methods for cryptography-based software which will meet the different criteria needed to be adopted by real world projects.

**Building trustworthy software** In order to build trustworthy software, developers typically build sophisticated testing and auditing frameworks and hope to catch all important bugs by repeated testing and manual reviews. A more ambitious goal to is use "formal methods" to mathematically prove the absence of all bugs of a certain class. In order to use a formal method, one has to specify the properties of the program she wishes to prove and use a dedicated tool to prove that these properties hold. Some of these steps can be automated. The advantage of formal methods is that the verification is done statically for all possible inputs, there is no impact at runtime. The disadvantage is that, depending on the complexity of the expected properties, the proof burden can be much higher than it would be for testing and manual auditing.

Consequently, the first part of this work has been dedicated to exploring the actual proof capabilities of existing tools and testing new approaches to get a better understanding of what formal methods are lacking to be used for real world applications. In this regard, cryptographic code appears to be a great test case for various programming languages and tools. On one hand, cryptography usually originates from mathematical objects which lend themselves quite well to a concise and easy to review formalization. In other words formal methods, which are about giving and proving the adherence between a formal specification and an algorithm, should be well-equipped to specify the underlying mathematics of cryptographic primitives such as Curve25519. On the other hand, because performance and safety are essential to this kind...
of code, standard cryptographic primitive implementations embed a large set of low-level optimization and coding patterns which are error-prone and challenging from a correctness perspective. It makes this kind of code an ideal candidate for verification, with clear and simple mathematical specifications and complex, optimized implementations to match them against. Also, because in cryptography the space of possible inputs makes it impossible to catch all possible bugs by unit-testing or fuzzing, formal methods appear as the only way to get reasonable confidence in the correctness of the optimized implementations.

In September 2014, a blog post from Adam Langley, a leading cryptography developer and expert, set out a new challenge. Writing in his blog Imperial Violet\footnote{https://www.imperialviolet.org/2014/09/07/provers.html}, he presented the result of a shallow survey he made of different verification tools to tackle C code verification for the aforementioned Curve25519 cryptographic primitive. Interestingly, although this particular primitive was designed with implementation in mind, meaning that its implementation is thought to be easy and very clearly guided from its published specification\footnote{[3]} and it has very few potential pitfalls compared to other more complex primitives, Langley found its formal analysis to be quite hard.

The conclusion is a bit disappointing really: Curve25519 has no side effects and performs no allocation, it’s a pure function that should be highly amenable to verification and yet I’ve been unable to find anything that can get even 20 lines into it. Some of this might be my own stupidity, but I put a fair amount of work into trying to find something that worked.

There seems to be a lot of promise in the area and some pieces work well (SMT solvers are often quite impressive, the Frama-C framework appears to be solid, Isabelle is quite pleasant) but nothing I found worked well together, at least for verifying C code. That makes efforts like SeL4 and Ironsides even more impressive. However, if you’re happy to work at a higher level I’m guessing that verifying functional programs is a lot easier going.

This post shows that although formal methods have been around for several decades, and academic research has been quite active in the domain, the technology is either not mature enough, or the entry cost is too high and seasoned programmers outside the tools’ development teams cannot use them. Seemingly, even simple cryptographic primitives carefully designed to be implementation friendly, and thus are though easy to prove by developers, are still out of reach for existing verification tools, at least with a reasonable effort. Hence, our goal is to contribute to making such methods more accessible.
Building performant software  Cryptographic code is not only challenging on the correctness side but also in terms of performance. Indeed, in many cases, typically to provide a secure, encrypted channel, cryptographic code is a bottleneck for the overall software performance. Usually, the more control one has over the low-level details of the code, the more optimized that one may be. As of today, machines have not yet gotten the best of human developers and the faster secure crypto code is still not compiled from high-level languages but hand-optimized at the assembly level. An immediate consequence, however, is that the more details a human developer has to deal with and the more error prone the development becomes, which happens to precisely be the pitfall formal methods aim at avoiding.

We need to find a middle-ground where the language is low-level enough to get good performance and yet high-level enough so that the proofs are still widely automated. Assembly code is too low-level, it is the fastest language available but it is not portable and very error-prone, meaning that the proof effort for large projects would be almost impossible to manage. It is more reasonable to target C code, which is one of the most portable languages available, exhibits decent performances and is very well known. In practice, the reference implementations of almost all cryptographic primitives are written in C, precisely for those reasons. The question remains open though as to what should be the source language.

Building large software  The usability of formal methods for software verification is not only linked to the intrinsic verification capabilities of the chosen tool or language. The ability of those methods to scale to large and collaborative projects is absolutely crucial for the end users (the community of developers). Usually, with enough time and effort invested, almost anything is achievable. However, spending several expert years on a single cryptographic primitive may be worth the effort from a scientific point of view, to validate a method and measure its efficiency, but it is unreasonable for a viable business company. We do not want to solely focus on the verification achievements but also on code sharing and our ability to distribute already implemented and verified algorithms in such a way that they could benefit other programmers and reduce their development — and proof — burden. In an ideal world, developers would have access to formally verified Application Programming Interfaces (API). An API is a normalized set of functions exposed by a service which serves as a front-end to access the service functionalities. From such verified APIs, they would easily build similarly verified and correct software leveraging on the proven building blocks and their ability to use the formal methods tools. While this is not yet possible, significant progress has been made towards sharing proofs between implementations and the hope that, in a not so distant future, formal methods will take more importance in regular software development is now quite vivid.
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A powerful proof methodology with the ability to scale to large projects would undoubtedly benefit the field. Nonetheless, if the entry cost is too high, there are but little chances that the said methodology will actually be used by people outside the team which developed it. To lower the entry cost, there are two distinct paths one could explore. The first one is to take the language everyone uses to develop software, and provide great tooling to support formal verification for code natively written in that language. Unfortunately, it is not obvious that such a language exists — people have been developing in a variety of languages, and those which are the most portable like C are unfortunately not the fastest which is return, are platform independent like assembly. Furthermore, a tool which would be developed around an existing language would suffer from the inherent limitations of the language. For instance, rather than building amazing tools to prove C code secure, which is basically impossible except in specific cases, the Mozilla Foundation decided to create a new language, Rust [95], with specific security features built in. In general, even for languages with great verification tools, it is way easier to verify code which was written with proofs in mind than to verify legacy, general purpose software.

Hence, we considered that if the easiest way to prove code correct was to re-implement it in a secure but verification friendly manner, we might as well do it in a language which lends itself well to formal methods. And as Adam Langley highlighted, functional programming languages are typically better suited, due to their more mathematical nature, to formal verification. Those languages however are not as broadly taught and used as imperative languages are, meaning that only few developers are familiar with them and that the entry cost for such languages in the industry is much higher. To compromise, we propose an approach which consists in using a high-level, functional and well-suited for verification programming language to implement the various algorithms, and then safely compile the code to a well-known lower-level language: C. From there, the code can be reviewed just like natively written C code currently is, it benefits from the formally proven guarantees and because C is very common and has bindings to almost every other languages, the code can easily be used, once compiled, in existing or new developments, without the need to maintain a new language and a new tool chain.

We show how to leverage on our ability to share large amounts of code to implement a full-fledged cryptographic library producing C code with performance on par with the state of the art C code out there in the real world, how to integrate that code into existing real world projects such as NSS, the cryptographic library from the Mozilla Foundation, used among others by the Firefox web browser and the Red Hat Linux distribution, as well as in other, larger verification projects such as an implementation of the full Transport Layer Security (TLS) stack.
1.1 Contributions

To summarize, the contributions of this work are illustrated through four sequential steps.

1. Verifying Bignum Code in F*: chapter 2 presents the F* language and gives a flavor of the verification system. Chapter 3 illustrates how F*, a modern proof-oriented functional programming language can be used to prove the functional correctness of state of the art cryptographic algorithms. In this first contribution we also highlight how the modular system of the language and a principle approach towards factoring out common code patterns across different but similar cryptographic primitive can lower the proof burden of adding more big number-based cryptographic primitives to the library by more than 50%;

2. Compiling Verified F* code in C: Chapter 4 presents a subset of the F* language which, with a particular representation of its memory model and a restricted set of features, is safely compilable to C code. Its strength comes from the combination of the expressiveness of the language for the computationally irrelevant proof aspects of the implementation, and the ability to model all low-level algorithmic optimizations in the restricted compilable subset;

3. Building a high-assurance cryptographic library: chapter 5 shows how to combine the two prior ones into a full-fledged cryptographic library, which performs on par with the reference existing C libraries, and demonstrates how to make use of the expressiveness of the source language to encompass platform specific features to get close to the performance of assembly code on certain platforms;

4. Extending verification to protocol code: chapter 6 shows that our methodology is not restricted to low-level cryptographic code and that formal methods indeed lend themselves particularly well to other sensitive areas such as verifying protocol state machines or the correctness of parsers, both security critical components but which designs are completely different from computationally intensive cryptographic primitives; thus illustrating how core security essential components can be independently redesigned and proven using formal methods.

1.2 Related work

Functional programming verification

This work relies on F*, a functional, proof-oriented verification language for formal proofs. The F* type system includes dependent types, refinement types
and monadic effects. It relies on a weakest precondition calculus and on a SMT encoding backend to automatically discharge verification conditions. The new features of the language were presented in a series of papers [116, 9, 8]. A series of research works have been working towards integrating dependent types within a full-fledged, effectful programming language. Cayenne [17] was an early effort to integrated dependent types within a Haskell-like language. More recently, old-F* [114] adds value-dependent types to an ML-like language; Rondon et al. [108] add decidable, refinement types to OCaml and Vazou et al. [123] adapt that work to Haskell. Meanwhile, monadic old-F* [115] adds a single monad to a variant of old-F* without refinement types. Liquid Haskell only has non-termination as an effect and for soundness requires a termination check based on the integer ordering, which is less expressive than ours. All these languages provide SMT-based automation, but do not have the ability to support interactive proofs or to carry out functional correctness proofs of effectful programs.

The Zombie language [54] investigates the design of a dependently typed language that includes non-termination via general recursion. Zombie arose from a prior language, Trellys [81]. Zombie supports reasoning extrinsically about potentially divergent code, whereas in F*, proofs about divergent programs are carried out intrinsically, within its program logic. Zombie does not address other effects or provide proof automation.

Idris [53] is another recent clean-slate design which provides non-termination primitively and also an elegant style of algebraic effects. However, Idris also lacks SMT-based proof automation.

Another related language is ATS [55], which, like F*, aims to combine effectful programming and theorem proving. However, the design of ATS is substantially different from F*. Furthermore, ATS only has limited support for automated theorem proving, unlike F*'s SMT integration.

Nanevski et al. [100] develop Hoare type theory (HTT) as a way of extending Coq with effects. The strategy there is to provide an axiomatic extension of Coq with a single catch-all monad in which to encapsulate imperative code. Tools based on HTT have been developed, notably Ynot [59]. This approach is attractive in that one retains all the tools for specification and interactive proving from Coq. On the downside, one also inherits Coq’s limitations, e.g., the syntactic termination check and lack of SMT-based automation.

Most dependent type theories rely crucially on normalization for consistency, many researchers have been investigating improving on Coq’s syntactic termination check via more semantic approaches. Agda [103] offers two termination checkers. The first one is based on foetus [6]. Contrary to foetus, the F* termination checker does not aim to find an ordering automatically; nonetheless, our check is more flexible, since it is not restricted to a structural decreasing of arguments, but the decreasing of a measure applied to the arguments. The second one is based on sized types [19], where the size on types approximates the depth of terms. In contrast, in F*, the measures are defined
by the user and are first-class citizens of the language and can be reasoned about using all its reasoning machinery. Isabelle/HOL \[102\] also supports semantic termination checking, however, the approach of Krauss et al. \[86\] seems very different from ours, and only applies to a first-order fragment.

Software verification frameworks, such as Why3 \[69\] and Dafny \[90\], also use SMT solvers to verify the logical correctness of (mostly) first-order programs. Unlike F\(^*\), they do not provide the expressiveness of dependent types and do not provide the flexibility of user-defined effects and memory models.

F\(^*\)'s hyper-heap model is closely related to local stores in Euclid \[87\]. Local stores are also a partitioned heap abstraction realized on a flat heap. However, local stores lack the hierarchical scheme of hyper-heaps, which we find convenient for hiding from clients the details of the partitioning scheme used within an object. Utting \[122\] describes a variation on local heaps that supports a “transfer” operation, moving references dynamically from one region to another. This may be a useful variation on hyper-heaps as well, at the cost of losing the stable, state-independent invariants obtained by pinning a reference to a (dynamically chosen) region.

### Verifying Efficient Low-Level Code

Many approaches have been proposed for verifying the functional correctness and security of efficient low-level code. A first approach is to build verification frameworks for C using verification condition generators and SMT solvers, as Frama-C \[82\], VCC \[60\] or Verifast \[78\] do. While this approach has the advantage of being able to verify existing C code, this is very challenging: one needs to deal with the complexity of C and with any possible optimization trick in the book. Moreover, one needs an expressive specification language and escape hatches for doing manual proofs in case SMT automation fails. So others have deeply embedded C, or C-like languages, into proof assistants such as Coq \[29, 15, 56\] and Isabelle \[124, 110\] and built program logics and verification infrastructure starting from that. This has the advantage of using the full expressive power of the proof assistant for specifying and verifying properties of low-level programs. This remains a very labor-intensive task though, because C programs are very low-level and working with a deep embedding is often cumbersome. Acknowledging that uninteresting low-level reasoning was a determining factor in the size of the seL4 verification effort \[83\], Greenaway et al. \[75, 74\] have recently proposed sophisticated tools for automatically abstracting the low-level C semantics into higher-level monadic specifications to ease reasoning. Compiling F\(^*\) to C, we take a different approach: we give up on verifying existing C code and embrace the idea of writing low-level code in a subset of C shallowly embedded in F\(^*\). This shallow embedding has significant advantages in terms of reducing verification effort and thus scaling up verification to larger programs. This also allows us to port to C only the parts
of an F\textsuperscript{*} program that are a performance bottleneck, and still be able to verify the complete program.

In order to prevent the most devastating low-level attacks, several researchers have advocated dialects of C equipped with type systems for memory safety [61, 79, 117]. Others have designed new languages with type systems aimed at low-level programming, including for instance linear types as a way to deal with memory management [13, 104, 95]. One drawback is the expressiveness limitations of such type systems: once memory safety relies on more complex invariants than these type systems can express, compromises need to be made, in terms of verification or efficiency. Low\textsuperscript{*}, our shallow embedding of C in F\textsuperscript{*}, can perform arbitrarily sophisticated reasoning to establish memory safety, but does not enjoy the benefits of efficient decision procedures [1] and currently cannot deal with concurrency.

We are not the first to propose writing efficient and verified C code in a high-level language. LMS-Verify [14] recently extended the LMS metaprogramming framework for Scala with support for lightweight verification. Verification happens at the generated C level, which has the advantage of taking the code generation machinery out of the TCB, but has the disadvantage of being far away from the original source code.

Bedrock [58] is a generative metaprogramming tool for verified low-level programming in Coq. The idea is to start from assembly and build up structured code generators that are associated verification condition generators. The main advantage of this “macro assembly language” view of low-level verification is that no performance is sacrificed while obtaining some amount of abstraction. One disadvantage is that the verified code is not portable.

Crypto Code Verification

Formal verification has been successfully used on large security-critical software systems like the CompCert C compiler [92] and the sel4 operating system kernel [53]. It has even been used to verify a full implementation of the Transport Layer Security (TLS) protocol [42]. However, until recently, formal methods had not been applied to the cryptographic primitives underlying these constructions and protocols.

Recently, several works have taken on this challenge. Hawblitzel et al. [76] wrote and verified new implementations of SHA, HMAC, and RSA in the Dafny programming language. Appel [16] verified OpenSSL’s C implementation of SHA-256 in Coq, and Behringer et al. [30] followed up with a proof of OpenSSL’s HMAC code. Later, Ye et al. [125] proved correct the mbedTLS’s implementation of the HMAC-DRBG primitive. Chen et al. [57] used a combination of SMT solving and the Coq proof assistant to verify a qhasm implementation of Curve25519. In [129], we wrote and verified three elliptic curves P-256, Curve25519, and Curve448 in the F\textsuperscript{*} programming language and compiled them to OCaml.
1.2. Related work

Barthe et al. [21] and Almeida et al. [10, 11] explained how to verify constant-time assembly code to mitigate side-channels. [23] and [24] take a different approach, using masking techniques to prevent information leaks.

Bond et al. [52] show how to verify assembly implementations of SHA-256, Poly1305, and AES-CBC using Vale. Cryptol and SAW [119] have been used to verify C and Java implementations of Chacha20, Salsa20, Poly1305, AES, and ECDSA. The Fiat-Crypto project [68] chooses a systematic synthesis of elliptic curve cryptographic code using a verified Coq based toolchain. Compared to F*, their trusted computing base is smaller. However, only the field arithmetic parts are automatically generated rather than the whole primitive. The Jasmin [12] framework aims to help programmers develop high-speed cryptographic code in assembly, with memory safety and side-channel resistance guaranties. Although verified in Coq, it still lacks the expressiveness and proof capabilities of a verification language such as F*. In [121], Tsai et al. present a technique to translate a mathematical construct into an algebraic problem and prove it using SMT solvers, notably computing output ranges and checking for the absence of overflows.

Compared to these works, we use a different methodology, by verifying code in F* and compiling it to C. Furthermore, unlike these prior works, our goal is to build a self-contained cryptographic library, so we focus on a complete set of primitives and we aggressively share code between them.

Crypto Protocol Verification

This work is not primarily focused on cryptographic protocol verification. Several surveys [97, 77, 62, 47, 63, 49] detail the different techniques used to formally analyze and verify the security of cryptographic protocols, and many tools are available, Tamarin [98], ProVerif [48], EasyCrypt [20] and CryptoVerify [46] being the main ones.

However, these works do not attempt to prove the correctness of the actual cryptographic primitives these protocols use. [67] proposed a methodology to verify cryptographic protocols written in C, [40] designed a language and tool to verify XML web services and [106] targeted Java-written protocols. The miTLS project [12, 44] verifies an implementation of the TLS protocol, however the code of the underlying cryptographic library is trusted and unverified.

In this thesis we show how to extend the miTLS project, composing the functional correctness and memory safety properties of the cryptographic primitives with security proofs, all of it written in F*. 
Chapter 2
Verified Programming in F*

Parts of the text are taken from [116], a paper that appeared in POPL 2016 and was co-authored by me along with Nikhil Swamy, Cătălin Hriţcu, Chantal Keller, Aseem Rastogi, Antoine Delignat-Lavaud, Simon Forest, Karthikeyan Bhargavan, Cédric Fournet, Pierre-Yves Strub, Markulf Kohlweiss and Santiago Zanella-Béguelin.

2.1 Raising the Level of Trust in Software Development

Software bugs stem from the fallible nature of human developers and as such have plagued software development since its early days. Over the past decades, several approaches have been explored to raise the level of trust one can put in software and lower the likeliness of bug occurrences. Following each of these approaches, a collection of tools has been implemented and steadily improved. Unfortunately, although there have been significant improvements in the expressiveness of the tools and the scale of the projects they can tackle, a lot remains to be done. With the end goal of verifying cryptographic primitives, which are complex, performance critical and security critical to communications, the question of which path to follow and which tools to rely on remains open.

2.1.1 Pros and Cons of Verification Software

Nowadays, the choices available in programming languages and associated tools are overabundant, making it difficult to decide which ones to explore further. To differentiate between them we suggest four different axes:

Safety Programming languages can be differentiated based on their inherent safety. At one end of the spectrum, interpreted and runtime based languages such as Java or OCaml handle memory management automatically. This dramatically decreases the risk of introducing critical memory safety vulnerabili-
ties. At the other end, languages such as C leave full control over the memory to the programmer, thus providing her with more flexibility, at the cost of potentially introducing flaws.

**Efficiency**  Low-level languages typically provide the programmer with a lot of control and expressiveness which enables fine-grained optimization of programs. High-level languages typically make development easier by providing high-level constructs and features which hide the low-level details, but do not allow for too sophisticated optimization.

**Domain of application**  Domain-specific programming languages can be distinguished from general purpose languages. The former are tuned to perform particularly well on their domains but may be unusable for other purposes; the later offer a broader range of applications but less performance for specific tasks than dedicated tools.

**Effects**  Some languages are natively designed to describe computational effects, such as interacting with the program’s memory or handling exceptions. Others only support pure, effect-free computations. The later are much easier to reason about while the usability and performance of the former is greater.

The general belief is that safe and easy-to-verify languages usually offer poor performance, while, conversely, unsafe languages tend to provide higher performance, but are quite difficult to prove correct. As an example, a tool like Coq [18], a proof assistant, is very much biased towards proofs but is not meant to generate efficient code. On the other hand, assembly is the fastest language available, but it seems almost unreasonable to target assembly code verification for large projects given the complexity and the many unsafe features of the language. Similarly, domain specific languages are thought to be easier to verify and perform better than general purpose languages applied to their specific domain, but present a high entry cost as one needs to learn the specifics of each specialized language rather than one single, general purpose, one.

In the recent years, a new generation of languages has been aiming for the sweet spot between all of those. Two such languages, both successful yet remarkably different in their approach, are Rust and F*.

While Rust is not a general purpose verification language, it is memory safe and yet offers performance comparable to C or C++. On the other hand F* aims at providing the programmer with rich, expressive and flexible semantics so that she can implement and verify anything and yet rely on a substantial level of automation thanks to interactions with automated solvers. Those two examples highlight the fact that verification tools are more effective if the languages have been designed with verification in mind.
To tackle a new and ambitious verification project, the choice of the programming language and the associated tools is crucial. As previously outlined, there is a priori a wide range of solutions with their pros and cons. Nevertheless, considering the available languages and tools more closely, the F∗ programming language and verification system eventually appears as a natural choice, for several reasons.

First, F∗ is very expressive, with a rich effectful type system, and was designed to be general purpose and not domain specific. This makes it a more natural candidate than other recent and popular secure languages like Rust. In particular, Rust’s design has been very much biased towards automated safety (memory safety, thread safety etc.) at no performance cost. As such, although it boasts amazing performance results compared to unsafe languages like C or C++ at no security cost, it does not offer the level of expressiveness of a general purpose verification language such as F∗. For instance, it does not provide the user with enough means to tackle verification of cryptography-based software, in which the mathematical details are almost as important as the safety of the software as a whole, and definitely more important than raw performance. In the later sections of this chapter we will present the main aspects of the F∗ programming language.

Second, F∗ has already been deemed a worthy verification language for security critical software through the miTLS line of research [42, 45, 44]. The miTLS project has shown how to make use of the verification system to verify extensive and complex programs. Furthermore, this project revolves around cryptographic protocols; since it is our goal to develop an extensible framework for cryptography, the miTLS codebase, which relies on unverified cryptography, appears as an immediate consumer of the F∗ code we could produce. It makes sense to adopt a common language and syntax so that the two projects may coexist and benefit from each other’s strengths.

Eventually, many new languages were initially designed as proofs of concept, to explore new technologies and new programming paradigms. They typically illustrate strengths and weaknesses of different approaches, and, often, end up being abandoned in favor of their successor, a language more mature, which will benefit from the new advances and latest research results while not carrying the mistakes of its ancestor. Such short-lifetime research languages are not good candidates for a project that hopes to span over several years, as those may end up relying on out-of-date or unmaintained systems. In contrast, F∗ is already the heir of a line of programming languages (Fine [113], F7 [41]). Furthermore, it has a vibrant community and it aims to be used in real-world software (see Everest Project [1]).

https://project-everest.github.io/
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2.2.1 A Weakest Pre-Condition Calculus

In 1975, Dijkstra [65] showed that program semantics could be defined via the program’s weakest precondition predicate transformer. For any predicate on the outcome of the computation this predicate transformer returns the most liberal precondition the input has to verify in order for the post-condition to hold.

Through a series of works Swamy et al. [115, 116, 9] introduced the idea that this mechanism could be used to reason about the specifications of effectful programs. They note that the weakest precondition predicate transformer can be seen as a monad at the level of types where the return and bind combinators respectively return the weakest precondition of an effectful computation and the sequential composition of two weakest preconditions, leading to a deterministic encoding of program specifications into verification conditions. Going further, they show that inductive types, recursion and higher order specifications can be encoded as first order logical formulas and automatically discharged by automated theorem provers such as Satisfiability Modulo Theories (SMT) solvers. This concept has been practically implemented in the F∗ verification system.

F∗ is a general purpose, proof-oriented programming language which lets the programmer decorate her code with logical specifications about its properties. Its verification system combines different verification algorithms. The F∗ typechecker ensures that the program is well typed at the level of ML types, similarly to other functional programming languages, such as OCaml or F# for example. It also infers and checks the validity of combination of effects used by the programmer. Second, the normalizer proceeds to certain reductions to either prove some properties without the help of the external solver (for instance for pure computations over constants), and pre-processes some of the verification conditions to simplify them. Eventually, the program specifications are turned into verification conditions using the weakest pre-condition calculus and discharged to an external automated solver.

As a general purpose functional programming language, F∗ expressions are close to those of F# or OCaml (see figures 2.1 and 2.6. Its proof-oriented nature however shows in its type system (figures 2.2, 2.3, 2.5) richer than those of the aforementioned languages. In the coming sections, we describe the basic syntax of F∗ and some of its semantics. For the full semantics of the languages the reader should refer to [9].

2.3 Syntax

Figure 2.1 shows the main constructs of F∗’s syntax. The language is functional and its syntax is very close to OCaml’s or F#’s.

The F∗ programming language relies on a system of modules to structure and organize the code. Each module contains a set of declarations (functions,
types or constants) which can either be exposed outside the module (the default), or remain private to the module’s implementation (via the `private` keyword). F∗ also offers the possibility to split a module into an interface (a `moduleName.fsti` file) and its implementation (a `moduleName.fst` file), in which case all the declarations in the `.fst` implementation file are private while the declarations in the interface `.fsti` file are public. The declarations of the implementation file are used to verify the code of the module and later run it. In any case, all F∗ modules start with the `module` keyword followed by the name of the module and end at the end of the file.

In order to make those declarations visible from other modules, programmers can either use the fully qualified module names, or import entire modules. To that intent, F∗ has a concept of namespace: a module name is built using a sequence of strings, starting with a capital letter and separated by dots. For instance, `This.Is.A.Module` is an acceptable F∗ module name. To make all the declarations of a module visible in another module without fully qualifying them, one can `import` the module, using the `open` directive. This will effectively make all the public declarations of that module within scope in the new module. Note that there is no overloading in F∗, only shadowing. Hence, if two modules provide functions with identical names, the last import with
be the one visible. It is also possible to import partial namespaces, in which case only the non-imported part will have to be specified. Eventually, modules can be locally renamed to use shorter notations. As an example, if the This.Is.A.Module module contains a function \( f \), to call is from another module the F* programmer can either use:

\[
\begin{align*}
\text{let } v &= \text{This.Is.A.Module}.f \, x \\
\text{open } \text{This.Is.A.Module} \\
\text{let } v &= f \, x \\
\text{open } \text{This.Is} \\
\text{let } v &= \text{A.Module}.f \, x \\
\text{module } M &= \text{This.Is.A.Module} \\
\text{let } v &= M.f \, x
\end{align*}
\]

Modules themselves are composed of a sequence of declarations. The ordering of those declaration matters: only the preceding ones are made available to the following ones. In a style similar to OCaml, function declarations are composed of a \texttt{val} declaration which declares the type of the function, and a \texttt{let} body which contains the actual code of the function. In the absence of a \texttt{val} declaration, the F* system will rely on type inference and the type annotations in the \texttt{let} body to determine the type of the object. A \texttt{type} keyword can be used to declare a new type. The \texttt{if-then-else} and the pattern matching are those traditionally available in functional languages. For \texttt{let} body function declarations, the \texttt{rec} keyword must be specified when the function is recursive. F* has no notion of indentation for scopes and blocks. Those are delimited either by parentheses or \texttt{begin ... end} blocks.

As a concrete illustration, the listing below shows the syntax of the recursive definition of the \texttt{append} function on lists.

\[
\begin{align*}
\text{module } FStar.\text{List. Tot.Base} \\
\text{[...]} \\
\text{val} \; \text{append} & : \text{list } \alpha \rightarrow \text{list } \alpha \rightarrow \text{Tot}(\text{list } \alpha) \\
\text{let rec} \; \text{append} \; x \; y & = \text{match } x \; \text{with} \\
| \; [] & \rightarrow y \\
| \; a::tl & \rightarrow a::\text{append} \; tl \; y
\end{align*}
\]

The function is comprised of the separate \texttt{val} and \texttt{let} declarations. The \texttt{val} declaration is straightforward: the \texttt{append} function takes two lists of elements of some type \( \alpha \) and returns a new list of the same type. The \texttt{let} body illustrated
the use of pattern matching: matching on either an empty of a non-empty list.
The function is recursive, hence the rec keyword.

2.4 Types

**Lambdas, binders and applications**  F* being a functional language, functions are first order values. The syntax \( \lambda (b_1) \ldots (b_n) \rightarrow t \) introduces a lambda abstraction from binders \( b_i \) to \( t \). Binders are of the form \( x : t \) for binding a variable \( x \) to type \( t \). A binding occurrence may be preceded by an optional #-mark, indicating the binding of an implicit parameter. Applications are written using juxtaposition, as usual. Implicit parameters are not mandatory in application as they are automatically inferred by the type system. Should the inference algorithm fail, those arguments can be inserted also using a #: \( f \ #i \ x \ldots \).

**Arrows**  Function types are written \( b \rightarrow m \ t \). The variable bound by \( b \) is in scope to the right of the arrow. When the co-domain does not mention the formal parameter, the name of the parameter may be omitted. For example, we may write \( \text{int} \rightarrow m \ \text{int} \). For now we will consider that \( m \) if the effect \( \text{Tot} \) are pure, side-effect free and terminating computations.

So, the polymorphic identity function has type \( #a: \text{Type} \rightarrow a \rightarrow \text{Tot} \ a \) for instance.

**Inductive types**  Aside from arrows and primitive types like int, the basic building blocks of types in F* are recursively defined indexed datatypes. For example, we show below an inductive type that defines polymorphic lists.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>int (or ( \mathbb{Z} ))</td>
<td>Mathematical unbounded integer</td>
</tr>
<tr>
<td>nat (or ( \mathbb{N} ))</td>
<td>Natural integer</td>
</tr>
<tr>
<td>pos</td>
<td>Strictly positive integer</td>
</tr>
<tr>
<td>bool</td>
<td>Boolean</td>
</tr>
<tr>
<td>( b:t{P(b)} )</td>
<td>Refinement type</td>
</tr>
<tr>
<td>( \text{'}a \rightarrow \text{'}b \rightarrow \text{'}t )</td>
<td>Lambda type</td>
</tr>
<tr>
<td>{ ( x : t_x ); ... ; ( z : t_z ) }</td>
<td>Record type</td>
</tr>
<tr>
<td>(</td>
<td>\text{Const}_1 : x_1 : a \rightarrow \ldots \rightarrow x_m : a_m \rightarrow \text{'}t )</td>
</tr>
<tr>
<td>(</td>
<td>\text{Const}_n : y_1 : \text{'}b_1 \rightarrow \ldots \rightarrow y_n : \text{'}b_n \rightarrow \text{'}t )</td>
</tr>
<tr>
<td>(</td>
<td>\text{M} \ 't \ldots )</td>
</tr>
</tbody>
</table>

Figure 2.2: F* general types
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The type of each constructor is of the form \( b_1 \rightarrow \ldots \rightarrow b_n \rightarrow T \tau_1 \ldots \tau_m \), where \( T \) is type being constructed. This is syntactic sugar for \( b_1 \rightarrow \ldots \rightarrow b_n \rightarrow \text{Tot} (T \tau_1 \ldots \tau_m) \), i.e., constructors are total functions.

Given a datatype definition, F∗ automatically generates a few auxiliary functions: for each constructor \( C \), it provides a discriminator \( C? \); and for each argument \( a \) of each constructor, it provides a projector \( C?a \). We also use syntactic sugar for records, tuples and lists, all of which are encoded as datatypes. The programmer directly writes fixpoints and general recursive functions, and a semantic termination checker ensures consistency.

**Refinement types** A refinement of a type \( t \) is a type \( x : t \{ \phi \} \) inhabited by expressions \( e : \text{Tot} t \) that additionally validate the formula \( \phi[e/x] \). For example, F∗ defines the type \( \text{nat} = x : \text{int} \{ x \geq 0 \} \). Using this type, we can write the following program:

```plaintext
let abs : int → \text{Tot} \text{nat} = \lambda n → \text{if } n < 0 \text{ then } -n \text{ else } n
```

Unlike strong sums \( \Sigma x@t.\phi \) in other dependently typed languages, F∗’s refinement types \( x : t \{ \phi \} \) are subtypes of \( t \) (as such, they more closely resemble predicate subtyping \([109]\)); for example, \( \text{nat} <: \text{int} \). Furthermore, \( \text{nat} \) can be implicitly refined to \( \text{nat} \) whenever \( n \geq 0 \). Specifically, the representations of \( \text{nat} \) and \( \text{int} \) values are identical—the proof of \( x \geq 0 \) in \( x : \text{int} \{ x \geq 0 \} \) is never materialized. As in other languages with refinement types, this is convenient in practice, as it enables data and code reuse, proof irrelevance, as well as automated reasoning.

A new subtyping rule allows refinements to better interact with function types and effectful specifications, further improving code reuse. For example, the type of \( \text{abs} \) declared above is equivalent by subtyping to the following refinement-free type:

```plaintext
x : \text{int} → \text{Pure int} (\text{requires true}) (\text{ensures } (\lambda y → y \geq 0))
```

We also introduce syntactic sugar for mixing refinements and dependent arrows, writing \( x : t \{ \phi \} → m t \) for \( x : (x : t \{ \phi \}) → m t \).

Refinement types are more than just a notational convenience: nested refinements within types can be used to specify properties of unbounded data structures, and other invariants. For example, the type listnat describes a list whose elements are all non-negative integers, and the type refnat describes a heap reference that always contains a non-negative integer.
2.5. Proofs

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>==&gt;</td>
<td>Logical implication</td>
</tr>
<tr>
<td>&lt;=&gt;</td>
<td>Logical equivalence</td>
</tr>
</tbody>
</table>
| /
| /        | Logical conjunction and disjunction |
| forall (x:t) ... (x':t'). P x ... x' | Universal quantification |
| exists (x:t) ... (x':t'). P x ... x' | Existential quantification |
| assert(P) | Asserts that the logical predicate P is correct |
| assume(P x) | Assumes the logical predicate P |
| assert_norm(e) | Asserts that the expression e is true using the F* normalizer |
| abstract e | Abstract declaration, which definition is hidden from the solver |

Figure 2.3: F* specification and proof expressions and operators

2.5 Proofs

Logical specifications

The language of logical specifications $\phi$ and predicate transformers $wp$ is included within the language of types. F* provides syntactic sugar for the logical connectives $\forall, \exists, \land, \lor, \Rightarrow, \Leftarrow$, which can be encoded in types. These connectives are also overloaded for use with boolean expressions—F* automatically coerces booleans to Type as needed.

The core of the F* programming language is pure (effect-free) and functional. This core of the language is usable for concrete code, which is the code intended to be compiled to a target language (natively F# and OCaml) and run, as well as for specifications, which are all the runtime irrelevant annotations provided around concrete code to explicit its properties.

Therefore, although it misses some main features of the language (in particular the monadic effects), this pure functional core is already a full-fledged general purpose language which can be used for programming and verification in the same spirit as Galina for the Coq proof assistant. In particular, this subset of the language is the only one accepted by the F* system for proofs and specifications. In this core, for simplicity, we will only consider the effect $\text{Tot}$ which stands for Total, i.e. that the code as no side effects and is guaranteed by virtue of typing to deterministically terminate. Another effect is available, the $\text{ghost}$ effect, which as a first approximation has no difference with the $\text{Tot}$ effect except to be erased by the F* compiler, and so we will omit it for now and go back to it later. Also, note that $\text{Tot}$ being the default, it may sometimes be omitted.

Intuitively, a function

```
val f: x:α {P(x)} → y:b'{Q(y)} → Tot (z:γ {R(z)})
```
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```fsharp
let f x y = ...
```

should be read "f is a function which takes inputs of type \(\alpha\) and \(\beta\) respectively satisfying the logical properties \(P\) and \(Q\) and is guaranteed to return a value \(z\), of type \(\gamma\) such that \(z\) satisfies the logical property \(R\)".

**Abstract declarations** Because it is not always relevant to pass information on some implementation details to the SMT solver, F\(^*\) provides the programmer with the `abstract` keyword. This keyword can annotate any function or type declaration. In that case, the definition of the object is not passed to the proof system which therefore treats it as an abstract object:

- function: with an abstract function, only the type of the function is passed to the proof system for obvious typechecking reasons, but the `let` body definition of the function is left opaque;
- type: with an abstract type, no information about the type definition is passed to the proof system, except its kind.

This functionality has two main benefits: the first one is to allow the programmer to create new datastructures with a layer of abstraction which let him control what can be done with the datastructure and thus how it can be compiled for instance. The second benefit is to have control on the amount of details passed to the SMT solver. As it is very sensitive to the proof context, it is often valuable to restrain the details of the modules implementations from being exposed, and rely on explicit lemma calls to add the information to the proof context when necessary.

### 2.5.1 Illustrative example: lists

**A Recursive Data Structure** Lists are textbook recursive data structures available in all functional programming languages, F\(^*\) is no exception. The user is provided with a rich variety of API functions and lemmas she can use either in concrete code to manipulate data or in specifications and proofs to reason about it. In F\(^*\), those are defined in the `FStar.List.Tot` module\(^2\) of the F\(^*\) standard library.

In F\(^*\), the type list is recursive and classically defined as the sum of two constructors: one for the empty list and another one which extends an existing list by placing a new element at its head. A list object is therefore either empty or built from a `head` element and an already existing list, the `tail`. The listing below shows current F\(^*\) syntax for the type list:

As explained in the previous section, binders, when not used in dependent types, are optional in F∗. Therefore, the Cons constructor type is strictly equivalent to Cons: a → list a → list a. Here the hd and tl binders serve as documentation to describe what each field means. They also provide better, more understandable syntax for projectors. The Cons constructor bundles two elements, hd and tl. If one wants to retrieve either the head or the tail of a Cons list object, F∗ provides syntax via the Cons?._i l notation where l is the list argument and _i refers to the i-th field of the constructor. If provided with field names, F∗ also provides the Cons?._hd l and Cons?._tl l syntax, which makes the use of projectors much more readable. In particular, it avoids confusions with regard to the order of the arguments in the constructor.

As it is common in programming languages, F∗ supports syntactic sugar [] for the empty list (Nil == []) and :: for the other constructor (Cons hd tl == hd::tl).

**List library functions**  As aforementioned, the standard library module provides many useful functions and lemmas to manipulate and reason about lists. Among those we could cite:

These functions are all pure and implemented solely based on the list type definition. Many of them take advantage of the recursive nature of the list type. For instance, the listing below shows the definition of the length function (which returns the length of the list passed in argument), and the append function, which takes two lists in arguments and returns the concatenation of the two:

```
let rec length (l:list α) : Tot nat =
  match l with
  | [] → 0
  | _::tl → 1 + length tl

let rec append (x:list α) (y:list α) : Tot (list α) =
  match x with
  | [] → y
  | a::tl → a::append tl y
```

The definitions of those two list functions are self-explanatory in the following sense: because the functions are pure, their whole definitions — the types and the body of the let — are encoded to the SMT solver which can then reason about what they do. Because of that, intrinsic refinements, although they may be useful in some cases, are optional and, in a way, redundant.
Intrinsic reasoning. The type declaration of the length function contains an implicit refinement. The result of the length function is annotated to be of type nat, which is a refinement of the type int : nat is an alias for type nat = \( x : \text{int} \mid x \geq 0 \). The following declaration for length:

\[
\text{let length (} \text{list} \alpha \text{)} : \text{Tot int} = (...) \]

would have verified and worked just as well. Adding a refinement to the type definition of a total function and verifying it is called intrinsic verification. This proof style has its strengths and weaknesses. The main advantage is that intrinsic refinements are systematically propagated to the context at every function call, without having to rely on external lemmas or the cleverness of the automatic solver. The main drawback however, is that it complexifies the proof environment with hypotheses that may not be necessary, in which case they may hinder the proof process. Furthermore, because the full definition of a total function is encoded to the external solver, intrinsic properties could be locally re-proven as needed.

The intrinsic refinement on the positivity of value returned by the length function is a typical example of a useful case of the intrinsic style. In mathematics and computer science lengths are usually positive. Therefore, in many F\(^*\) programs the length of a list will be expected to be positive, as a prerequisite to other computations of proofs. Thereon is it legitimate to systematically carry around the positivity property: rather than clobbering the proof context it will remove some verification conditions. We could use a similar method to let F\(^*\) prove useful properties about the append function. For instance, the F\(^*\) proof system verifies the following version of append:

\[
\text{let append (} \text{list} \alpha \text{)} \ (\text{list} \alpha) : \text{Tot } (\text{list} \alpha \mid \text{length } z \geq \text{length } x) =
\]

\[
\begin{align*}
\text{match } x & \text{ with } \\
\| & \rightarrow y \\
\& a:tl & \rightarrow a::\text{append } tl \ y
\end{align*}
\]

However, this property, although useful, is less crucial than the fact that the length function returns only positive values. For instance, we may need the property length \( z \geq \text{length } y \) or the more general property length \( z = \text{length } x + \text{length } y \), in which case the weaker intrinsic refinement shown above is not pertinent. In the standard library, and more generally for large F\(^*\) developments, we cannot presume of the use that will later be made of functions and thus cannot overload them with unnecessary logical refinement. In such cases, more detailed properties should be left to separate lemmas.
2.5.2 Lemmas

In F*, lemmas are not specific constructs but special instances of total functions: they always return unit. It implies that they are computationally irrelevant. Because of the absence of side effect, a lemma call simply reduces to () ("unit") and thus corresponds to a no-operation and should be ignored. They are, however, very relevant to the proofs. The resulting unit value carries a logical refinement which gets added to the proof context and then can be used by F* and the external solver.

Extrinsic style Going back to the previous example of the append function that shows that the length of the result is greater than the length of first argument, because the property is too specific we now want to prove the property extrinsically. This means that we want a lemma which, from the arguments of the append function, guarantees that the result of the append function satisfies the said property. The listing below illustrates how to write such a lemma:

This example lemma also constitutes a good illustration of the recursive proof process in F*. The lemma verifies within a couple milliseconds. However, it is worth noticing that although it seems like a very simple lemma to prove, there are a few subtleties that the F* verification system has to handle.

Termination check As mentioned before, lemmas (with the Lemma syntax notation) are syntactic sugar for Tot unit. Therefore, the body of any lemma must be proven to terminate. In our example, the F* verification system is able to determine automatically that the length of the x argument strictly decreases with each recursive call. Given that the length is always positive, the sequence of calls is guaranteed to terminate with a last call where the x argument is Nil,
and thus return. In more complex cases, the F* verification system may need additional guidance to figure out how to prove termination. To that intent, a decreases clause can be added at the end of a recursive lemma or function type declaration (commented out because unnecessary in our example) which will specify what has to be proven to strictly decrease. Of course, the argument of the decreases clause has to be of a type on which a total order is defined — a condition satisfied in the example by the natural integer type.

**Initial step** This lemma can easily be proven by induction. The first step is to show that in the initial case — if the x argument is the empty list, which is the only non-inductive case — the condition is satisfied. Because our example is simple enough, F* does not need any guidance to prove that the length property holds in this particular case. In more complex settings however, F* may struggle and require some help. The inlined comments on lines 6-8 illustrate how to provide the verification system with extra information and guide the proof. These assert calls are translated by F* into intermediate verification conditions which are discharged to the external solver for verification, and then added to the proof context. Intuitively, instead of letting the solver dwell into an unguided search, assert is a way to direct it by adding specific properties known by the programmer to be useful and potentially easier to prove to its context and which, hopefully, will be useful for later proofs.

**Inductive step** The complexity in an inductive proof typically resides in the induction step. Just like in mathematics, in order to perform this demonstration the F* system assumes that the goal holds for all steps prior to a step n, arbitrarily chosen (different from the initial step) and attempts to demonstrate that it holds for the chosen step. This is baked into the recursive call of the lemma: because termination is provable and the initial case as well, it is sound to recursively call the lemma, which provides the goal of the lemma for any smaller argument. Namely, that the length of the concatenation of the tail of x and y is greater than the length of the tail of x. Given the definition of append when the first argument is a Cons list, F* can prove that the length property is indeed satisfied. Note that similarly to the initial step, many of the proof steps are automated by F* and the external SMT solver. This automation feature is one of the key strengths of the language as it saves a lot of time and annotation effort from the programmer. However, in order to make the proofs more robust, faster, or simply to go through, it is sometimes valuable to add a few extra annotations, examples of which are given in comment in this inductive step.

**Exhaustive pattern matching** One last important point the verification system has to tackle is the exhaustiveness of the pattern matching: in order for the proof to succeed the verification system has to ensure that all cases
have been taken into account. Here we match exactly against the two different list constructors, without constraining them, so proving that all cases have been handled is straightforward for F∗. It may not always be so. If not, it may be valuable to use reasoning by contradiction. Here, if we uncomment the third branch (with the wildcard "_"), we can prove that reaching that branch implies that ⊥ holds and thus that it is impossible, meaning that the pattern matching was, indeed, exhaustive.

Visibility and syntax Lemmas bodies are of no interest to the verification system once they are proven. The purpose of lemmas is to introduce new hypothesis into the proof context, not to pollute it with unnecessary proof steps. Therefore, the F∗ system will only treat Lemmas as abstract. Also, although the syntax in the example is the most used one, F∗ offers specific desugaring to lemmas to simplify degenerated cases. For instance, an effect signature

```
Lemma (requires (⊥)) (ensures (P x))
```

may be written more concisely

```
Lemma (P x)
```

Calling a lemma Because lemmas are total functions, calling them in F∗ code is similar to calling any other function. For functions which return unit, F∗ offer syntactic sugar where the function gets called like in a statement, with a semi-colon at the end and without explicit let-binding. The

```
let _ = lemma_call () in ...
```

and

```
lemma_call ()
```

notations are semantically strictly equivalent. The listing below illustrates how to use a lemma in a function’s body:

```
let test () =
    let x = [1; 2; 3] in
    let y = [4; 5] in
    let z = append x y in
    (* assert(length z = length x + length y); // fails *)
    lemma_append_length x y;
    (* assert(length z = length x + length y) // succeeds *)
```

The lemma call introduces the property attached to the ensures clause into the proof context, thus making it available to the solver for future goals.

These few notes and examples are meant to give the reader a flavor of the proof process when programming in F∗. The system could be described as semi-automated. The combination of the F∗ typechecker and the external SMT solver will handle most of the simple — sometimes even complex — cases. Nonetheless, because full automation for such proofs is still an active area of research and may require an arbitrary amount of time for the SMT solver, F∗ offers ways to subdivide goals and guide the solver through the proof process, a bit in the spirit of proof assistants.
2. **Verified Programming in F**

### Effect | Description
--- | ---
Pure t pre post | Effect of side-effect free, terminating computations
Tot t | Effect of pure computations with trivial pre and post-conditions
Lemma pre post | Effect of lemmas
Div t pre post | Effect of side-effect free computations which may not terminate
ST t pre post | Effect of stateful computations
Ghost t pre post | Effect of computationally irrelevant computations

#### Figure 2.5: F* main effects

### Syntax | Description
--- | ---
ref v | Declaration of a reference pointing to value v
!r | Dereferences (reads) the value pointed by reference r
r <-- v | Assigns v to reference r

#### Figure 2.6: F* stateful syntax

### 2.6 Effects

**Computation types** Computation types m t have the form M t τ₁...τₙ, where M is an effect constructor, t is the result type, and each τᵢ is a term (e.g., a type or an expression). For primitive effects, computation types have the shape M t wp, where the index wp is a predicate transformer. We also use a number of derived forms. For example, the primitive computation-type `PURE (t:Type) (wp:PURE.WP t)` has two commonly used derived forms, shown below. For terms that are unconditionally pure, we have already introduced `Tot` in the previous sections:

\[
\text{effect Tot (t:Type) } = \text{PURE t (λ post → ∀x. post x)}
\]

When writing specifications, it is often convenient to use traditional pre- and post-conditions instead of predicate transformers—the abbreviation Pure defined below enables this.

\[
\text{effect Pure (t:Type) (p:PURE.Pre) (q:PURE.Post t)} = \text{PURE t (λ post → p ∧ ∀x. q x → post x)}
\]

For better readability, we write Pure t (requires p) (ensures q)≠Pure t p q; “requires” and “ensures” are semantically insignificant.

The functional core of F* is well suited for proofs and specifications. However, apart from the machine integers which are at the core of cryptography,
the other data structures we presented in the previous sections are not always ideal for programming. For instance the best performance is the main goal.

The main drawback of lists for instance is that their recursive nature makes the complexity of accessing their elements linear in the depth of the element in the list, while ideally these accesses would be constant-time. Sequences have a similar downfall in that they are immutable, which implies that all returned sequences are fresh values and that the runtime system has to deal with a considerable number of allocations and de-allocations automatically.

A key strength of $F^*$ is its ability to manipulate and reason about effects. $F^*$ effects are diverse and customizable and thus can adapt to the need of the programmer. Because this work focuses on reference implementations of cryptographic code, the rest of this work will focus mainly on the state effect, which takes changes to the program’s memory into account, and its several instantiations in $F^*$. But of course the $F^*$ effect system contains many other effects worth notice but less relevant for this work (such as divergence or exception handling), we refer the reader to the main $F^*$ papers [115, 116, 9] for more details on those.

2.6.1 Lattice of effects

$F^*$ defines a lattice of primitive effects, which can be customized and refined by the programmer. Although all of $F^*$ programs could be written in the \texttt{ALL} effect, which encompasses statefulness, divergence and exceptions, it is convenient to use more specific monads for computations which do not exhibit all the aforementioned effects. For instance, it would be unnecessarily heavy to propagate state constraints for pure computations. Furthermore, as the verification conditions are automatically generated from the weakest precondition predicate transformer, sequential computations with complex effects lead to an exponentially large verification conditions while \texttt{PURE} computations for instance are straightforward to compose.

$F^*$ primitively defines six different effects that are hierarchically placed over a lattice: \texttt{PURE} computations which are terminating and have no side-effects, \texttt{DIV} computations which do not exhibit side-effects but might not terminate, \texttt{GHOST} for computationally irrelevant code, \texttt{STATE} for stateful computations, \texttt{EXN} for exception throwing computations and \texttt{ALL} for computations that may exhibit all effects but the \texttt{GHOST} one. Effects lower on the lattice can be lifted to those placed higher, while the converse is forbidden. At the very top of the lattice is an implicit extra effect $T$ which is for mutually incompatible effects— it is implicit because $F'$ rejects all computations in that effect so it cannot be used concretely. The lifting functions from an effect to another higher in
the lattice are already defined in F* and the verification system performs the lifting automatically so that, for example, PURE functions can freely be used STATE code without explicit lifts being required.

**PURE** At the bottom of the lattice is PURE, the effect terminating, side effect free computations. The post-condition is indexed by the returned value of the computation and the weakest pre-condition calculus for PURE programs is defined below:

Since effects can be lifted to effect higher than them in the lattice, PURE can composed with any other F* effect. In particular, it can be used in specifications, which F* constraints to be pure terms.

**STATE** Another important effect is the STATE effect. Such computations are stateful: they carry an implicit state which they can read from and update. This implicit state therefore parametrizes the pre- and post-conditions of any STATE computations, as shown below:

Intuitively the implicit state represents the memory of the program. The pre-condition depends on the state of the memory when the function is called, while the post-condition specifies how the state was updated. The definition of the weakest precondition monadic calculus on the PURE and STATE effects shows that STATE can indeed supersede PURE: any pure computation can be

---

```
PURE.Post a = a → Type
PURE.Pre = Type
PURE.WP a = PURE.Post a → PURE.Pre
PURE.return a (x:a) (post:PURE.Post a) = post x
PURE.bind a b (wp1:PURE.WP a) (wp2: a → PURE.WP b) : WP b =
λ(post:PURE.Post b) s0 → wp1 (λ x s1 → wp2 x post s1) s0
```

**Figure 2.7:** F* definition of the PURE monad

```
STATE.Post a = a → state → Type
STATE.Pre = state → Type
STATE.WP a = STATE.Post a → STATE.Pre
STATE.return a (x:a) (post:STATE.Post a) = λs → post x s
STATE.bind a b (wp1:STATE.WP a) (wp2: a → STATE.WP b) : WP b =
λ(post:STATE.Post b) s0 → wp1 (λ x s1 → wp2 x post s1) s0
```

**Figure 2.8:** F* definition of the STATE monad
seen as a stateful one leaving the state untouched. **PURE** is therefore a sub-effect of **STATE** and the automated effect lifting performed by F* is guided by:

```
PURE.lift_state a (wp:PURE.WP a) : STATE.WP a =
    λ(post:STATE.Post a) s → wp (λ x → post x s)
```

**GHOST**  The **GHOST** effect defines terms that are not computationally relevant. **GHOST** is on a separate branch of the lattice and cannot be lifted to any other effect but the implicit top T which is rejected by the verification system. This mechanism guarantees that **GHOST** code is never used in computationally relevant code, but only in the proof world. Therefore, when a valid F* program is compiled to executable code, **GHOST** code can be safely erased, having provable non-interference with terms with any other effect. This feature is useful to manipulate proof witnesses in concrete code for instance. These proof witnesses are helpful for intermediate lemmas and proofs steps, but need to be erased at compile time. This specificity aside, **GHOST** is identical to **PURE** in its definition and the second effect to be usable in F* specifications.

**Other Effects**  F* also exposes primitive effect for pure, diverging computations (**DIV**), exception throwing computations (**EXN**) and the standard ML effect of OCaml programs (**ALL**).

**Syntactic sugar and definition of new effects**  Effectful signatures which effects are of the form \( M a \ wp \) where \( a \) is the return type and \( wp \) the weakest precondition predicate transformer are not ideal to make specifications immediately explicit to human readers. Rather, it is more intuitive to write the specifications in the style of contracts. Contracts expose separate pre- and post-conditions. For pure computations, the pre-condition only depends on the bounded arguments while the post-condition is also parametrized by the result of the computation. For stateful computations the pre-condition depends on the state of the program when the function is called while the post-condition is expressed with regard to the initial state, the result and the final state. This syntactic sugar around effects can be further refined by the programmer. Below we give examples for **Pure** and **ST**. The **Tot** effect corresponds to a degenerated case of **PURE** where the weakest precondition predicate transformer is trivial (the pre-condition is \( \top \) and the post-condition \( \lambda res → \top \)).

For better readability, F* provides syntactic sugar for those pre- and post-conditions, identifiable to their respective **requires** and **ensures** keywords. Following those notations, a typical F* stateful function has a signature of the form
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### Figure 2.9: Examples of F* effect abbreviations

```fsharp
effect Pure (a:Type) (pre:pure_pre) (post:pure_post a) =
    PURE a (λ (p:pure_post a) → pre ∧ (∀ x:a. post x ===> p x))
effect Tot (a:Type) = PURE a (λ p → ∀(x:a). p x)
effect ST (a:Type) (pre:st_pre) (post: (heap → Tot (st_post a))) =
    STATE a (λ (p:st_post a) (h:heap) → pre h ∧ (∀ a h1. post h a h1 ===> p a h1))
```

where h and h0 correspond to the program’s state when the function is called, r is the result of the computation and h1 denotes the state of the program when the function returns.

#### 2.6.2 Customizable memory model

As illustrated in the previous section, F* `STATE` effect carries an implicit state which records persistent changes to the program’s memory. While the effect itself is primitive to the language, the type of the actual state object is freely customizable by the programmer. The complete type signature of the `STATE` effect in F* is given below:

```fsharp
STATE_h (heap:Type) : result:Type → wp:st_wp_h heap result → Effect
```

`STATE_h` takes the type `heap` of the state as a parameter on which the weakest precondition predicate transformer also depends. This `heap` type fully characterizes the memory layout considered. The F* standard library proposes two different models but as we will see, new `heap` types can be defined to model more specific memory disciplines.

**Heap**  The default memory model F* exposes with the `STATE` effect is called `Heap`. It is a simple representation of the memory as a map from references (keys) to values, described in figure 2.10. Its target memory model is the OCaml and F# memory state, languages to which F* code can be compiled by default. In those languages memory management is completely automated. The runtime system takes care of the allocations and relies on a garbage collector to automatically reclaim memory locations that shall no longer be used.
2.6. Effects

val heap : Type u → Type0
val emp : heap
val ref (a:Type0) : Type0
val addr_of: #a:Type0 → ref a → GTot nat
val is_mm: #a:Type0 → ref a → GTot bool
val compare: #a:Type0 → #b:Type0 → r1:ref a → r2:ref b →
  Tot (b:bool(b = (addr_of r1 = addr_of r2)))
val contains: #a:Type0 → heap → ref a → Type0
val unused_in: #a:Type0 → ref a → heap → Type0
let fresh (♯a:Type) (r:ref a) (h0:heap) (h1:heap) =
  r ‘unused_in’ h0 ∧ h1 ‘contains’ r
val sel: #a:Type0 → heap → ref a → GTot a
val upd: #a:Type0 → heap → ref a → a → GTot heap
val alloc: #a:Type0 → heap → a → mm:bool → GTot (ref a * heap)
val free_mm: #a:Type0 → h:heap → r:ref a{h ‘contains’ r ∧ is_mm r} → GTot heap
let modifies_t (s:set nat) (h0:heap) (h1:heap) =
  (∀ (a:Type) (r:ref a).{♯pattern (sel h1 r)}
  sel h1 r == sel h0 r) ∧
  (∀ (a:Type) (r:ref a).{♯pattern (contains h1 r)}
  h0 ‘contains’ r ⇒ h1 ‘contains’ r) ∧
  (∀ (a:Type) (r:ref a).{♯pattern (r ‘unused_in’ h0)}
  r ‘unused_in’ h1 ⇒ r ‘unused_in’ h0)
let modifies (s:set nat) (h0:heap) (h1:heap) = modifies_t (TS.set_of_set s) h0 h1

Figure 2.10: API of the Heap memory model

Because the runtime of the target language automates everything, the constraints which need to be enforced to guaranty the memory safety of the program are minimal. Namely, one has to make sure that references which are dereferenced point to valid memory locations. To make this process simple the logic of Heap relies on the fact that the mapping from references to values is monotonic: since the runtime system will automatically free unused variables and the programmer has no control over the memory management it is not necessary to provide a freeing mechanism of the F* level. From a specification perspective, a freshly allocated reference will thus remain accessible for the whole existence of the program (although of course the garbage collector can reclaim it sooner). As a corollary, as only a specific API call of Heap can return fresh valid references, a program has no way to generate such references and thus any existing reference is guaranteed to be valid, even in the absence of explicit predicates over the corresponding state.

HyperHeap The Heap memory model has the advantage to be extremely simple to use and natively produces safe OCaml or F# code. Its main draw-
back is that it has no built-in features for reasoning about which parts of
the memory have been updated, and which have not. Intuitively, the memory,
which is a single map, gets modifies as a whole when it is updated and the pro-
grammer is responsible for making explicit which references (keys) have been
updated and which have not. This leads to scalability issues in the presence
of many simultaneously modified references. For instance, suppose that some
program has stored some data under some reference $r$, which should not be
changed throughout the computation. With the Heap model, for every update
to the state the programmer will have to prove that the modified reference
is different from the $r$ reference. This adds a significant proof burden: the
invariant has to be carried everywhere. To tackle this issue, F* natively offers
a second memory model called HyperHeap. Informally HyperHeap divides Heap
into regions. The idea is that different regions are either nested or distinct.
References from two distinct regions automatically enjoy separation: updating
a region is guaranteed to leave distinct regions unchanged. Therefore, separa-
tion between references is lifted to separation between regions. Because those
regions can be arbitrarily subdivided into further subregions, separation can
be as coarse or as precise as needed.

In practice HyperHeap is implemented as a map of Heap objects, on top of
which a tree structure is enforced, which represents the hierarchy of regions.

2.7 Proofs with effects

2.7.1 Example: swapping references

The example on figure 2.12 illustrates how to verify stateful code in F*.

In this pre- and post-condition syntax the specification of the swap function
reads as follows: assuming that $x$ and $y$ are valid memory locations—the back
ticks allows infix notations for 2-ary functions $f x y \iff x \text{ if } y$—swap guarantees
than it modified only the reference $x$ and the reference $y$, and that the values

```
abstract let rid = list (int * int)

let reveal (r:rid) : GTot (list (int * int)) = r

abstract let color (x:rid): GTot int =
  match x with
  | [] → 0
  | (c, _):_ → c

type t = Map.t rid heap
```

Figure 2.11: Type definition of the HyperHeap memory model
2.7. Proofs with effects

```plaintext
let swap (x: ref int) (y: ref int) : ST unit
(\textbf{requires} (\lambda \, h \rightarrow \text{contains}' \, x \land h \text{ 'contains' y}))
(\textbf{ensemble} (\lambda \, h0 _ h1 \rightarrow h0 \text{ 'contains' } x \land h1 \text{ 'contains' } x
\land h0 \text{ 'contains' } y \land h1 \text{ 'contains' } y
\land \text{ sel } h1 \, x = \text{ sel } h0 \, y \land \text{ sel } h1 \, y = \text{ sel } h0 \, x
\land \text{ modifies } (\text{Set}.\text{union} (\text{Set}.\text{singleton (addr_ of x)))
\land \text{ modifies } (\text{Set}.\text{singleton (addr_ of y)))) \, h0 \, h1))
= \text{ let } h0 = \text{ST}.\text{get()} \text{ in }
= \text{ let } tmp = x \text{ inx := } y;
y := tmp;
= \text{ let } h1 = \text{ST}.\text{get()} \text{ in }
\text{ assert}(\text{Heap}.\text{sel} \, h1 \, x = = \text{ Heap}.\text{sel} \, h0 \, y \land \text{ Heap}.\text{sel} \, h1 \, y = = \text{ Heap}.\text{sel}\, h0 \, x)
```

Figure 2.12: Example of F* code and specification in the STATE monad

of the references have been swapped: in the resulting state \(h1 \, x\) points to the initial value of \(y\) and vice-versa.

In this example, the STATE monad is parametrized by the standard F* Heap.

| \textbf{assume val alloc: }#a:Type \rightarrow i\text{nit}:a \rightarrow \text{ST (ref a)} |
| \text{\lambda } h \rightarrow \tau |
| \text{\lambda } h0 \, r \, h1 \rightarrow (r, h1) == |
| \text{let } r = \{ \text{addr } = h.\text{next_addr}; \text{init } = x; \, \text{mm } = \text{mm} \} \text{ in } |
| \text{r, upd #a h r x) |
| \textbf{assume val recall: }#a:Type \rightarrow r:ref a \rightarrow \text{STATE unit} |
| \text{\lambda 'p } h \rightarrow \text{Heap}.\text{contains h r } == \text{ 'p ( } h) |
| \textbf{assume val read: }#a:Type \rightarrow r:ref a \rightarrow \text{STATE a} |
| \text{\lambda 'p } h \rightarrow \text{'p ( sel h r ) h) |
| \textbf{assume val write: }#a:Type \rightarrow r:ref a \rightarrow v:a \rightarrow \text{ST unit} |
| \text{\lambda } h \rightarrow \tau |
| \text{\lambda h0 x h1 \rightarrow h0 \text{ 'contains' } r \land h1 == \text{ upd h0 r v) |
| \textbf{assume val get: }\text{unit } \rightarrow \text{ST heap (\lambda } h \rightarrow \tau) \, (\lambda h0 \, h1 \rightarrow h0 == h1 \land h == h1) |

Because the Heap is the simplest memory model, there is little logic behind it and it provides an easy-to-use API:

- allocate (alloc) a fresh reference on the heap pointing to an initial value \text{init};
- recall (recall) that a reference exists in memory: this is a meta argument that leverages on the fact that since the only function that may return a new reference is the alloc function and since there is no way to \text{free} a reference, if one is given a reference as argument then it must be that the heap contains it;
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```fsharp
let test_swap (w: ref int) : ST int
    (requires (λ h → T))
    (ensures (λ h0 r h1 → r = 1))
= let x = alloc 0 in
  let y = alloc 1 in
  (* swap w x; // fails to typecheck *)
  swap w x;
  x
```

Figure 2.13: Example of F* code and specification in the STATE monad

- dereference (`read`) a reference to access the value it points to;
- update (`write`) a reference, replacing its previous value with a new one;
- retrieve (`get`) the underlying implicit heap object to reason about it in proofs and specifications.

Each of these API functions carries predicates on the transformations that occur in the underlying heap. In the body of the `swap` function first the initial value of `x` is retrieved and stored in the `tmp` variable. The `!` ("bang") operator is usual syntactic sugar when dereferencing, i.e. `!x` is syntactic sugar for `FStar.ST.read x`. The `read` function accesses a value in memory but does not modify it. The next call to `:=` which again is usual syntactic sugar for assignments (`x := v` is sugar for `FStar.ST.write x v`) which specifies that the underlying heap that models memory has changed: the memory (viewed as a map) has been updated at its key `x` with the value read at key `y`. Eventually the initial value of `x` (which now points to the same value as `y`) which was stored in `tmp` is written in reference `y` resulting in a perfect swap of the references.

Because it may be useful to get access to the actual memory to reason about it is proofs, the `FStar.ST` module which defines the `STATE` effect parametrized by the `FStar.Heap.heap` object, defines a proof only primitive, `get`. It returns the `heap` object at the point in the program where the primitive is called, thus returning a similar value to those in the pre and post-conditions of the stateful functions. Here given that we retrieve the memory at very beginning and very end of the function body, `h0` and `h1` correspond to the same objects both in the type declaration (`val`) and in the `let` definition.

The call to `assert` shows how to use those objects in the body in the function just as they can be manipulated in the specifications.

The `test_swap` function in figure 2.13 illustrates how to leverage on an existing proof. The `w` reference passed to the `test_swap` function has no specification. Hence the F* system cannot prove that it points to a valid memory location.
2.8 Libraries

2.8.1 Sequences

An abstract module The previous list examples illustrated how to use F* with functions which definitions are transparent. As explained, in that case the system encodes both the type signature and the let body definition in the proof context, allowing the solver and the programmer to freely reason about both. This feature is not always desirable. The sequence (from the FStar.Seq standard library module) data structure for instance does not follow this pattern. In F*, sequences are immutable arrays for which the standard library offers the usual operators: create to build a new immutable array, index to access one of its elements, upd to update an element with a new value, append to concatenate two arrays and slice to get only a slice of the array. As one may notice, those library functions are identical to those available for lists. There is however a key difference in the intended representation of the data structure:
lists are recursive and offer powerful mathematical ways to inductively reason about. They are, however, not a very efficient data structure. Accessing or updating an element of a list is made slow by the fact that each element is allocated individually and thus the list can only be accessed through its head, by sequentially reading each individual element. Arrays are typically meant to be contiguous blocks of data which aim at making operations such as reading and writing to any of its elements constant-time and independent from the size of the array.

Therefore, the sequence data structure, although its implementation details do rely on the list data structure (internally the sequence type is defined as a wrapper around a list) for soundness, the whole module abstracts it away so that only the val type signatures are made available to the SMT solver and the module can link at compile time against array-like libraries such as the OCaml Array module. To that intent, F* provides a special keyword, abstract. Note that lemmas' bodies are never encoded to the proof context, because the F* system natively handles them as abstract. From the viewpoint of the programmer, the definitions of the FStar.Seq API are shown in figure 2.15.

Because of the abstraction the solver gets no details about the concrete
implementation of those functions. In particular, the structure of the seq type is only defined through its API; the type itself is abstract and has no definition other than its name.

Since the abstract keyword is only effective outside the module, soundness is guaranteed by the fact that the local implementation and proofs are sound, and thus that the exposed val declarations are verified. This mechanism allows for more lightweight modules and, often, a better automation for specific use cases. Indeed, because the developer has full control over the API and lemmas provided, such modules are good candidates for pattern instantiated lemmas. Patterns are an SMT solver functionality which essentially serves two purposes. The first one is to help the solver decide when a logical property guarded by a universal or existential quantifier should be instantiated. The second is to allow the solver to trigger the use of certain lemmas when it recognizes certain patterns in the hypothesis or the goals of a verification condition. F* provides the programmer with syntax to add her own patterns of her lemmas, in order to help them be automatically fired on the SMT solver’s end.

2.8.2 Machine Integers

For programs in general, and cryptographic applications in particular, unbounded integers and machine integers are central components, both to the concrete, runnable code and to the specifications and proofs. The F* verification system has a native understanding of mathematical unbounded integers (\(\mathbb{Z}\)). Those are made available to any F* program and benefit from a specific encoding to the SMT solver. On the other hand, machine integers — which fit into a fixed number of bits, usually 32 or 64 — are not native to the language. Instead, they are defined via the F* standard library where the exact behavior of each of their operators is fully specified. Their definitions are built from two other data structures. Machine integers themselves are wrappers around mathematical integers which refinements specify that they fit within appropriate bounds with regard to their signedness and their width. This representation lets us implement the arithmetic operations based on standard modular arithmetic, using F* native mathematical operators. For logical operators (\& ^ etc.) however, a second, bit-based representation is required. F* machine integers of \(n\)-bits are in bijection with F* bitvectors of size \(n\). The logical operators themselves are defined as the composition of the conversion to and back from bitvectors, and the actual bitvector operators. The bitvectors themselves are defined as specialized instances of sequences of booleans.

Note that machine integers cannot be defined immediately as refinements over mathematical integers because of implicit coercions to mathematical integers. For instance, consider figure 2.18 assuming bytes of 8-bits.
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```fsharp
let max_int (n:nat) : Tot int = pow2 n - 1
let min_int (n:nat) : Tot int = 0

let fits (x:int) (n:nat) : Tot bool = min_int n ≤ x && x ≤ max_int n
let size (x:int) (n:nat) : Tot Type0 = b2t(fits x n)

(* Machine integer type *)
type uint _ t (n:nat) = x:int{size n}

(* Addition primitives *)
val add : #n:nat → a:uint _ t n → b:uint _ t n → Pure (uint _ t n)
  (requires (size (a + b) n))
  (ensures (λ n → t n))
let add #n a b =
  a + b

abstract val add_underspec : #n:nat → a:uint _ t n → b:uint _ t n → Pure (uint _ t n)
  (requires T)
  (ensures (λ c →
    size (a + b) n → a + b = c))
let add_underspec #n a b =
  if fits (a+b) n then a + b else magic ()

val add_mod : #n:nat → uint _ t n → uint _ t n → Tot (uint _ t n)
let add_mod #n a b =
  (a + b) % (pow2 n)

(* Casts *)
val to_vec : #n:nat → num:uint _ t n → Tot (bv _ t n)
let rec to_vec #n num =
  if n = 0 then Seq.createEmpty #bool
  else Seq.append (to_vec #n (num % 2)) (Seq.create 1 (num % 2 = 1))

val from_vec : #n:nat → vec:bv _ t n → Tot (uint _ t n)
let rec from_vec #n vec =
  if n = 0 then 0
  else 2 * from_vec #n (if index vec (n - 1) then 1 else 0)

val inverse_vec_lemma : #n:nat → vec:bv _ t n →
  Lemma (requires T) (ensures equal vec (from_vec (to_vec vec))]
  [SMTPat (to_vec (from_vec vec))]
let inverse_vec_lemma #n vec = ()

val inverse_num_lemma : #n:nat → num:uint _ t n →
  Lemma (requires T) (ensures num = from_vec (to_vec num))
  [SMTPat (from_vec (to_vec num))]
let inverse_num_lemma #n num = to_vec_lemma #n num (from_vec (to_vec num))

val logand : #n:pos → a:uint _ t n → b:uint _ t n → Tot (uint _ t n)
let logand #n a b = from_vec #n (logand_vec #n (logand_vec #n a) (logand_vec #n b))
```

Figure 2.16: F* internal definition of the machine integer operators
let n = 32

private type t' = | Mk: v:uint_t n → t'

type t = t'

let v (x:t) : Tot (uint_t n) = x.v

let v_inj (x1 x2 : t): Lemma (requires (v x1 == v x2)) (ensures (x1 == x2)) = ()

val add: a:t → b:t → Pure t
  (requires (size (v a + v b) n))
  (ensures (λ c → v a + v b = v c))
let add a b =
  Mk (add (v a) (v b))

val add_underspec: a:t → b:t → Pure t
  (requires T)
  (ensures (λ c →
    size (v a + v b) n → v a + v b = v c))
let add_underspec a b =
  Mk (add_underspec (v a) (v b))

val add_mod: a:t → b:t → Pure t
  (requires T)
  (ensures (λ c → (v a + v b) % pow2 n = v c))
let add_mod a b =
  Mk (add_mod (v a) (v b))

Figure 2.17: F* exposed definition of the machine integers

type byte = b:int{ −128 ≤ b ∧ b < 128}

(* This λction does not catch the overflow, undefined for signed words *)
let identity (x:byte) : Tot (x':byte) =
  x + 1 - 1

(* This λction appropriately fails to typecheck *)
let identify' (x:byte) : Tot (x':byte) =
  x + 1 - 1

Figure 2.18: Example of implicit problematic casts
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Such casts may be responsible for uncaught overflows. If \( x \) is encoded as a simple refinement over mathematical integers, then the proof system will deduce that \((x + 1) - 1\) also satisfies the refinement, and thus that the operation is correct. However, suppose that \( x = 2^7 - 1 \), meaning that \( x \) is the largest value possible. Then \( x + 1 \) will overflow, overflow which may not be defined for signed integers in the target language, for instance in the C standard. If those integers are to be compatible with a variety of target languages, we have to make sure that every single operation will be checked for overflows. As illustrated on line 7 and 8 of figure 2.18, \( F^\ast \) allows the programmer to overload operators, here the addition. However, doing it this way results in a readability issue as it becomes difficult to know whether the native unbounded "+" operator or the machine integer one is used. To avoid that, we rely on a different syntax for machine integer’s operators and mathematical operators.

To avoid explicit casts, the solution consists in wrapping those refined integers in a data constructor. Thanks to the wrapper, the machine integers are no longer subtypes of the mathematical integers and thus the mathematical integers’ operators are no longer at risk to be implicitly used on machine integers. The only thing that remains is to properly define at each integer’s module level the operation appropriately, as on line 3 of figure 2.18.

Mapping to bitvectors The standard library provides a bitvector library which lets the user manipulate sequences of booleans. Although those bitvectors have no concrete representation in \( F^\ast \) (they would be compiled to actual sequences of booleans and not to OCaml words), they provide the user with an easy way to reason about logical operators on machine words.

Indeed, while arithmetic operators are naturally represented as modular operations over mathematical unbounded values, there are no such intuitive representations for logical operators over integers. As those are better seen and understood as computations over strings of bits, \( F^\ast \) defines a mapping from machine words of \( n \)-bits to bitvectors of length \( n \) which correspond to the binary representation of the given word. The specification proves that the mapping is invertible and thus defines logical shifts and operators as the transposition of the corresponding operation on bitvectors, but in the machine word’s space. The result is a complete, sound and fully specified machine word library which a programmer can use to produce more idiomatic low-level code after compilation. In the absence of machine words, to ensure correctness \( F^\ast \) translates mathematical integers into unbounded integers in the target language (for instance into ZArith big integers in OCaml). Depending on the code, this fallback will result in lower performance and potential security issues due to side channels.
2.9 A feel for the SMT encoding

The previous sections introduced some core data structures every F* development relies on and gave a flavor of how the proof process is carried on the programmer’s side. The purpose of this section is to present in some more details how the internals of F* operate and interact with the external SMT solver on a simple, pure example.

In 2.19 we show the definition and a specification of the factorial in the F* language. The factorial is defined by induction over natural numbers, as indicated by the rec keyword and the refinement on the argument $x: \text{int}(x \geq 0)$. The function is typed to return a strictly positive integer in the Tot effect. Remember that Tot is not a new effect but merely an abbreviation of PURE when the post condition is trivial ($\tau$). Notice that for PURE computations the pre- and post-conditions can be moved to the refinements: pre-conditions will lead to refinements on the arguments while post-conditions will impose refinements on the result. In this example, the factorial computation is typed $x: \text{int}(x \geq 0) \rightarrow \text{Tot}(y: \text{int}(y > 0))$, which could also be read:

$$x: \text{int} \rightarrow \text{PURE}(y: \text{int})(\lambda \text{post}. x \geq 0 \land \forall y. y > 0 \implies \text{post } y).$$

Our goal is therefore to prove that for all positive inputs, the result of the factorial is strictly positive. To that intent F* will derive the weakest precondition predicate transformer for this computation, and discharge to the SMT solver a verification condition to ensure that the specification is at least as strong as the weakest derived pre-condition. Here the verification condition is $\forall \text{post}. (x \geq 0 \land \forall y. y > 0 \implies \text{post } y) \implies \text{post } (\text{factorial } x)$.

To prove the validity of the specification — that the factorial of a natural integer is a strictly positive integer — F* relies on several mechanisms. Because the function is recursive, the proof has to be performed recursively. To that intent F* infers or requires the programmer to specify a lexical order on the arguments of the recursive calls to guaranty that the function will eventually terminate. Because the factorial has only one natural integer argument F* is able to infer that the invariant is that this value strictly decreases with each recursive call and thus will return when 0 is reached. In more complex cases
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however, the inference algorithm may fail in which case the programmer can specify the order relation and the arguments on which to verify them.

Then F* will add to the verification condition that the recursive call(s) to \texttt{factorial\ x'} must verify that \( x' < x \), which is discharged to the solver and easily verified. Eventually, it will assume that the recursive call verifies the specification (i.e. \texttt{factorial\ (x-1)} > 0 and thus discharges the following verification condition:

\[
\forall \text{post}. \ (x \geq 0 \land \text{factorial\ (x-1)} > 0 \land \forall y. \ y > 0 \implies \text{post\ y}) \implies ((x = 0 \implies \text{post\ 1}) \land (x > 0 \implies \text{post\ (x \ast \text{factorial\ (x-1)})}))
\]

The solver automatically validates the verification condition. More complex properties will obviously lead to more complicated encodings but the mechanisms remain the same: the weakest precondition calculus directs how to derive the weakest pre-condition of the computation and then the SMT solver checks that the provided pre- and post-conditions satisfy the requirements.

Conclusion

F* is a new, viable alternative to existing formal verification tools. It is a full-fledged programming language, with an active community and ongoing, large projects\[^{3}\]. Its strength resides in the combination of a standard functional language core and syntax (à la OCaml or F#) with a much richer and more expressive type system. In contrast with most other tools and programming languages, it provides both proof automation via the SMT solver backend and interactive proof mechanisms. Very few types are native to the language; the module system and the support for abstraction allow the programmer to implement custom libraries, thus redesigning types and effects as she sees fit. The automated encoding of the verification conditions to the SMT solver reduces the proof burden while the programmer retains some control over the proof unrolling to help the solver where it struggles. Future work will aim at improving proof automation and reducing the trusted computing base (TCB). SMT solvers have important limitations in specific areas, such as non-linear arithmetic. The F* compiler should be improved to handle more of the proofs (using its normalizer) and to allow other proof backends to compensate for the weaknesses of SMT solvers. The current trusted computing base encompasses the F* compiler, the SMT encoding and the SMT solver itself. We aim to provide a mechanized proof of soundness for the core of F*, although this represents a significant amount of work. In order to remove the SMT solver from the TCB, in future work we will extract proof certificates from the solver’s

[^3]: https://project-everest.github.io
computation, and verify their correctness with external verified tools. That way the solver itself does not need to be trusted and we shall keep the best of both worlds — high automation and high levels of trust.
Chapter 3

An Extensible Bignum Framework for Cryptography

This chapter presents the proof methodology for bignum algorithms in elliptic curve algorithms. Parts of the text are taken from [129].

3.1 A Dire Need for Trust in Cryptography

One major challenge for software verification resides in its need to scale to large, active and evolving projects. Over the past years, several academic verification works have proven to be amazingly successful, some of them tackling large and complex codebases. The CompCert C compiler [93] for instance has been entirely verified in Coq. Other projects [84, 76] have tackled entire kernels. These are concrete evidence that when experts invest enough time and effort, wonders can happen.

Nonetheless, such projects require several expert-months or expert-years to come through and the value in terms of research is often in the original proof of concept, rarely in the ability of the project and formal method tools to be updated and supported for an extended period of time. With the ambition of building long term projects, viable and maintainable by a heterogeneous and not necessarily expert team of developers, in this chapter we explore different paths towards making formal methods and software verification scale more easily.

Verification projects usually tackle security critical software where even the most careful peer reviewing and auditing has proven unable to remove all flaws [1]. Previous works on trusted kernels and compilers typically highlight this dire need for more security in key software components. Following this very idea we illustrate a new verification design on cryptographic code, a great candidate for large scale verification frameworks for several reasons.

\[\text{See the CVEs of the OpenSSL project for instance: https://www.openssl.org/news/vulnerabilities.html} \]
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Security critical The first reason why cryptographic code is a good candidate for formal verification is that it is now security critical in almost all our daily communication activities. While this may seem obvious, as the goal of cryptography is to provide additional security guarantees to its user, we argue that broken cryptography is actually worse than no cryptography because it gives the user a false sense of protection and immunity, and which may lead her to adopt behaviors she might not have had, had she not thought the communication channel to be secure.

Widespread use Second, the use of cryptography has spread everywhere over the past years, be it storage, communication channels, access control etc. And of course, the more uses, the more external attackers have to gain at finding flaws to break it; cryptography now represents a large and worthwhile attack surface and should be protected accordingly.

Vulnerable code Third, although they are probably among the most carefully reviewed codebases, cryptographic libraries have a history of critical vulnerabilities, which seem to indicate that, for the level of trust they require, conventional auditing methods are not satisfying.

A moving target Cryptography, very much like computer science in general, is evolving at a very fast pace. Industry constraints impose that the code is always faster and more optimized while new primitives are regularly standardized and old primitives deprecated. As such it is difficult to invest a large amount of work from expert developers to implement and verify a specific version of a specific primitive for a specific platform, knowing that it may go to waste in only a couple years.

Mathematically precise A significant part of modern cryptography relies on simple and well formalized mathematical objects, such as large finite fields or geometrical constructions. These are great for verification inasmuch as the mathematical specification of what the program’s execution should be is orders of magnitude shorter than the actual code, and much cleaner and easier to review.

3.2 Prime fields Arithmetic

In computer science, cryptography is a gigantic field and current methods are not mature enough to efficiently verify a significant share of it. OpenSSL contains hundreds of thousands of lines of unverified cryptographic code\cite{openssl} and it is but a small portion of the cryptography commonly used in our daily

\cite{openssl}https://github.com/openssl/openssl
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activities. Cryptographic primitives and their mathematical grounds are as diverse as the creativity and usages devised by cryptographers and developers can be. Hence, some of those primitives share very little from an algorithmic perspective. From a standardization standpoint, the different primitives could be split into two (and maybe somewhat intersecting) categories:

1. **The algorithm-based primitives** are those which, although their design has been guided by mathematical constraints, are specified in the literature directly as algorithms to be implemented. For those, the code or pseudo-code from the specification is the reference, and typically developers do not have to give the concrete implementation too many thoughts because the literature is transparent about it. Most cryptographic symmetric ciphers or hash functions fall under this category. Some optimizations are still possible of course on the number of memory reads and writes, using platform specific features such as vectors etc., but those remain quite marginal;

2. **Mathematics-based primitives** are standardized as mathematical objects, which makes their specifications more abstract and leaves the programmer with many more implementation decisions to make, which would typically depend on her language of choice, target platform, efficiency constraints etc. For instance, elliptic curve based or polynomial-based primitives are such.

The second category is the most challenging one for formal methods tools. The programmer has real implementation choices to make and has to balance the risk of introducing security critical flaws with the perspective of getting faster code. Some tools have already been proposed to tackle verification of primitives of the first category \[52, 119\] and have proven quite successful with it. Our aim is to extend formal methods to more complex algorithms, driven by mathematical constraints for which it becomes critical to relate the actual implementation algorithms to the mathematical description of the cryptographic primitive. A target of choice among those are big integers (or *bignums*), which are used nowadays in many cryptographic systems, for different purposes but with the same mathematical grounds and computational constraints.

### 3.2.1 Many Different Primitives, a Common Ground

A significant share of modern cryptographic primitives (for instance those standardized in the TLS 1.3 secure communication protocol) rely on large prime fields \((\mathbb{Z}/p\mathbb{Z})\) where \(p\) is prime).

Another common pattern to those prime-field based cryptographic primitives is the fact that, because they are designed to handle security sensitive data, correctness is not the only requirement for the algorithms which are implemented. Those algorithms also have to satisfy at least some minimal
countermeasures against side-channel information leakage. Side-channels are information channels through which sensitive information may be leaked, irrespective of the functional correctness of the related algorithm. The most common, easiest to exploit side-channel is information leakage through timing measurements.

Algorithm standards typically do not specify computational costs (complexity, timing) as part of their correctness specification. A simple illustration can be brought forth by a comparison function. The naive implementation would start by comparing the first bit of each value and then if equal pursue, if not immediately return \textit{false}. In the event where the first bit of both values are indeed equal and the comparison proceeds to the next bit the computation time will be slightly greater than if not. If the attacker is able to perform multiple queries with multiple values, he will then guess the first bit value through a statistical timing analysis, and then proceed to the next bit after setting the first one to the guessed right value. This process will leak the key and even worse, the time taken is just linear in the size of the key, even though there are no \textit{bugs} or functional flaws. The countermeasure simply consists in performing the comparison on all bits in all cases and in only returning the result at the very end. Of course, this constant time implementation has a performance cost, as it, intuitively, always follows the \textit{worst case} scenario (from a computation time perspective).

Cryptographers and developers face a difficult trade-off: cryptographic code, which is often the bottleneck of cryptographic applications, has to be optimized as much as possible yet without introducing any bug or side-channel vulnerability.

3.2.2 Optimization-friendly primes

In $\mathbb{Z}/p\mathbb{Z}$ the division and the modulo operations are generally the most resource intensive operations in a constant-time algorithm setting. The generic algorithms for those operations, for instance the \textit{Barrett reduction} are not trivial to implement, and costly. Therefore, people have been using primes with specific shapes, so as to benefit from constant-time algorithmic optimizations, in particular for the modulo operator which has to be computed on almost every operation in the prime field.

Because in $\mathbb{Z}/p\mathbb{Z}$ the prime $p$ is large (typically over a 100-bit for security reasons), such values cannot be natively stored into machine words. They have to be spread across several \textit{limbs}: an element of the field is actually an array of smaller integers and thus field operations are implemented on top of these ad-hoc, prime and platform specific representations. In this context, a certain family of integers lays itself particularly well to the exercise: the primes from the \textit{Mersenne} family. Mersenne primes have a very specific shape: $2^n - 1$ for $n$ such that the value is indeed a prime number. 7 for instance is a Mersenne prime (for $n = 3$). Pseudo-Mersenne primes are prime values of the form $2^n - c$
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Figure 3.1: Example of pseudo-Mersenne prime reduction

where $c$ is small enough (for instance $2^{130} - 5$ is such a value). Generalized-Mersenne primes are of the form $f(2^n)$ where $f$ is a low degree polynomial with small coefficients (typically $\pm 1$). For instance the NIST-P256 elliptic curve \[80\] relies on the prime field where $p_{256} = 2^{256} - 2^{224} + 2^{192} + 2^{96} - 1 = f(2^{12})$ with $f(x) = x^8 - x^7 + x^6 + x^3 - x^0$ is a generalized Merseenne prime. All those have in common that they enable computationally more efficient prime modulo algorithms.

Indeed, let us consider the example of Curve25519 \[34\], an elliptic curve over of the field $\mathbb{Z}/(2^{255} - 19)\mathbb{Z}$. The prime of this field, $2^{255} - 19$, is a pseudo-Mersenne prime as we just mentioned. Storing such a value in this field requires 255 bits, and all computations in the field are meant to be modular, modulo that prime. Notice that in this field, $2^{255} = 19$. More generally, for any $n$ such that $n \geq 255$, observe that $2^n = 19 \cdot 2^{n-255}$. It implies that, for a number that has more than 255 bits, a first modular reduction can be easily carried by trimming all the bits above the 255th — we assume for now that the bignum is stored as contiguous bits in its binary representation on the machine —, multiplying those by 19 and adding them to the initially trimmed number. Depending on how large the initial value was, a couple of such operations will swiftly ensure that the result fits within 255-bit, which may be passed as a pre-condition for further computations.

Figure 3.1 illustrates the modular reduction process for a specific representation of Curve25519’s bignum elements: the bignums are split into limbs of 51 bits, which implies that 5 limbs are used to store the original value. The result of a textbook multiplication will thus have 9 limbs, and the value of this element (1) is $value(a) = a[0] + 2^{51} \cdot a[1] + 2^{102} \cdot a[2] + 2^{153} \cdot a[3] + 2^{204} \cdot a[4] + 2^{255} \cdot a[5] + 2^{306} \cdot a[6] + 2^{357} \cdot a[7] + 2^{408} \cdot a[8]$. Because $2^{255} = 19$ in this prime field, $2^{255} \cdot a[5] = 19 \cdot a[5]$, $2^{306} \cdot a[6] = 19 \cdot 2^{51} \cdot a[5]$ etc. Hence a very easy reduction process, where the top limbs are multiplied by 19, added to the bottom limbs and discarded.

This idea extends to all primes of the Mersenne family, with more or less complexity depending on their shape. In practice, a quick survey among modern cryptographic primitives suggests that the majority of them do rely on such primes, for instance Curve25519, P256, Curve448, Poly1305, Ed25519
and many more implement those optimizations.

In the following sections we present two different approaches to implement and verify bignum code in F*: one, presented in Section 3.3, is very generic and relies on the functional and higher order nature of the F* language; we show how to leverage on the modular system of F* and the idea of templates to factor out proofs which become broadly reusable, thus lowering significantly the proof effort to implement new bignum-based primitives. The other, presented in Section 3.4, shows a different balance between code sharing and efficiency, and highlights how verify state-of-the-art C-like algorithms, with no losses in complexity.

3.3 A verified generic bignum library

Since big integers are at the core of many widespread cryptographic primitives, a modern cryptographic big integer library will be mainly evaluated on two criteria. The first one is efficiency. In most cases, typically for elliptic curves, the whole primitive relies on the core prime field implementation. Any performance loss there would greatly impact the overall primitive performance. The second one is its resistance to side channel attacks, in particular timing attacks. In this section, we detail how to build a generic big integer framework in F*, proven functionally correct, easily extensible to new primes values, and satisfying the two aforementioned goals: implementing and verifying state-of-the-art fixed prime algorithms and enforcing a systematic side-channel mitigation discipline.

To tackle both of these goals without sacrificing code sharing and scalability we propose a novel approach relying three distinct features:

1. We present templates to provide a generic encoding for the representations of bignums (their radix), thus making the framework parametric and general purpose both in code and proofs;

2. We devise a type abstraction mechanism to ensure the equivalence of execution traces of bignum computations irrespective of the secret input values;

3. We survey the optimized algorithms implemented in popular C cryptographic libraries, incorporate them in our setup and verify their correctness; the modular structure of the code allows for efficient prime specific functions to be plugged in the code without breaking the proof. This lets us implement prime specific functions securely, without loss of performances and at a low incremental cost since all the generic algorithms have already been implemented and verified.
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3.3.1 Simple specifications

The F* language natively supports unbounded integers. Therefore, reasoning on prime fields and bignums at the specification level is quite trivial. In fact, specifying the mathematical operations which are at the core of a cryptographic primitive such as Poly1305 [33] in F* is extremely simple and only takes a couple lines of code.

Figure 3.2 specifies the field operations in Poly1305. The elements of the field are the integers greater than or equal to zero and less than $2^{130} - 5$, the addition and multiplication are simply specified as modular operations. The Poly1305 algorithm does not rely on inverses, but it is equally trivial to specify the opposite ($-a = 2^{130} - 5 - a$) and the inverse ($1/a = a^{2^{130} - 3}$).

Therefore the complexity of the proof does not come from the specification of the mathematical operation being implemented but rather from the fact that the state-of-the-art algorithms are optimized, rely on the prime’s shape and the platform the algorithm will run on and side-channel mitigation constraints. Therefore we will not focus on naive implementations of the bignum algorithms which would be easy enough to prove, but rather on those which are found in the reference implementations used worldwide. However, if needed the code presented in figure 3.2 can be compiled and run in F* which used the ZArith OCaml library to represent unbounded integers.

3.3.2 Prioritizing Code Sharing

Our main ambition here, besides verifying cryptographic software, is to show how parametric proofs and modular implementations can significantly lower the proof burden, even on complex cryptographic primitives. Software verification usually has prohibitive development costs, even for experts. Although these are sustainable for researchers willing to push their tools to the edge
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to demonstrate their capabilities on the largest projects possible, these development processes involving formal methods remain out of reach for industry developers who have to deal with time and maintenance constraints.

Since the community keeps proposing new primitives, we propose a verification approach which favors code sharing over specialization with the aim of providing an easily extensible framework for elliptic curves and other prime-field based primitives.

A Generic Bignum API

We make certain design choices which, although they present certain drawbacks, allow us to quickly set up a verified extensible library for prime-field bignums. In particular, although we decide to implement low-level algorithms which devise state-of-the-art optimizations for bignum computations, our objective of code sharing and the resulting lack of primitive-driven specialization prevents us from reaching the best algorithmic complexity for a given primitive. Intuitively the reason for that is that we do not presume anything on future uses of the manipulated bignums, which means that, for instance, intermediate results which could have been of interest for a given primitive are simply discarded, while a specialized implementation would have kept them and reused them. For instance, suppose a situation where one has to compute two modular additions in a row (e.g. \(((a+b)\%p+c)\%p\)). We could imagine a setup where there would be no need to perform the modulo operation between the two additions: 

\[\frac{(a+b)c}{p}\]  

\[\%p\] would work, because the number \(a, b, c\) are small enough for instance. Unfortunately, such a setting would be completely specific to a certain sequence of calls in a given primitive and because in the generic bignum library setting we cannot presume how it will be used, only the modular operations are exposed. Therefore, while the generic approach does implement the best-in-class algorithms for a general purpose fixed prime modular bignum library, the invariants we provide with the generic code are too conservative for a specific cryptographic primitive to reach its very best performance using it.

On the other hand, the library is easy to use and versatile. It presents itself as an \(F^*\) Bignum module which exposes the standard finite field operations: addition, subtraction, multiplication and inverse (see figure 2). Because we cannot presume of the use of the bignums and because the purpose of the generic bignum framework is to quickly sketch new verified primitives, all the bignum operations take and return bignums in the same format, which we call their canonical form. That form is a systematic pre- and post-condition of the generic bignum library which guarantees for the user of the bignum library that she can freely run arbitrary sequences of data without having to carry any extra invariants.

Of course, the library cannot be completely generic. Fixed prime modular arithmetic is meant to be optimized (the primes are chosen accordingly) and
our bignum library does it by cleanly separating — using the F* modular system — the generic and parametric modules from \texttt{Modulo}, the prime-specific one. The idea is that the \texttt{Modulo} module only exposes a generic interface on which the rest of the library relies and allows us to implement a complete and easily extensible bignum library. It remains the programmer’s duty when introducing a new prime field-based primitive to implement the prime specific version for that particular prime and prove that it matches the provided interface. Since the implementation of a module which has an interface is left abstract by the type system once the module has been verified (only the interface is encoded to the verification system), this module implementation, which will be detailed later in this section, is nonetheless the only proof burden left to the programmer.

### 3.3.3 Representation and Templates

#### Motivations

Big integers for cryptography are too large to be stored on single words, they instead span over several limbs. Therefore, in the rest of the chapter we will assimilate low-level bignums to arrays of limbs. Now, to functionally reason about those arrays the programmer needs a function mapping the sequences of machine integers to their actual mathematical value. Implementing such a function requires knowledge of the radix used to represent the big integer. For general purpose, unbounded big integer libraries the radix used is typically the size of the limbs (32-bit or 64-bit on common platforms). However, for prime field bignum computations radices can be different in order to leverage on specific prime structures for further constant-time optimizations. We call \textit{packed} a representation where the radix takes all the bits of the limbs, and \textit{unpacked} a representation in which the radix is strictly smaller than the size of the limbs.

The former is inconvenient from a verification standpoint: the packed representation is such that the bignum is stored as an array of words where every bit is used. The mathematical value of the bignum is intuitively the concatenation of all the limbs of the array in little-endian representation, which makes it very easy to convert to and from bytes. However, since any computation on those limbs may lead to integer overflows, those must be tracked and the corresponding carries propagated. The fact that the carry steps cannot be separated from the rest of the computation makes it harder to verify such algorithms, while this is precisely what the unpacked representation enables.

Given our constraints, it becomes more interesting to represent bignums as unpacked arrays. It means that, when in their canonical form, the most significant bits of each of its words are left empty. As an example, an unpacked representation for a bignum of 255 bits (as used in Curve25519) is an array of 5 64-bit words in which only the first 51 bits would be used, when
the packed representation only requires 4 words of 64-bit. Now, because the unpacked representation has some additional space, several computations may be run consecutively without having to worry about overflows and carries. For instance, a 64-bit word can store the addition of 8191 51-bit values before overflowing. Even though the unpacked representation is not as memory efficient as the packed one, when properly used it provides more efficient algorithms in a constant-time setting. This representation is by far the most common for all bignum-based primitives on 32 or 64-bit platforms, as the additional memory consumption (more space is used to store each bignum) is balanced by the computational performance improvements. In practice, all mainstream cryptographic libraries for such platforms use unpacked representations to represent low-level bignums. More exotic platforms, such as 8-bit machines, may use different coding patterns but we will ignore them to only consider the mainstream ones.

**F* Templates**

*Templates* are used in the F* code to encode the representation of bignums. Their type definition is as follows:

\[
\text{type template} = \mathbb{N} \rightarrow \text{Tot} \mathbb{N}^*
\]

It specifies the radix of the representation for each index, in other terms the number of bits they should be encoded on when the bignum is in its *canonical* form, independently from the size of the platform. Assuming a platform of \(n\)-bit, if \(\forall i \in \mathbb{N}, t(i) = n\) then the representation is packed, and such representations are useful, even in our setting, to reason about inputs and outputs for instance, which are packed byte arrays (specified by the template \(t_{\text{bytes}} : i \rightarrow 8\)).

If \(\forall i \in \mathbb{N}, t(i) < n\), then the representation is unpacked. This case corresponds to the internal representation of all bignums for internal uses (after deserialization) in all popular cryptographic libraries. From this point on, we will be considering the unpacked representation and the details of the internal bignum algorithm implementations.

**Evaluating Low-level Bignums**

The template of a bignum specifies how to interpret its mathematical value. Given \(b\) a bignum, \(i \in \mathbb{N}^*\):
3.3. A verified generic bignum library

\[ w(b, n) = \sum_{i=0}^{n-1} t_b(i) \]

\[ \text{eval}(b, n) = \sum_{i=0}^{n-1} 2^{w(b, i)} \cdot b[i] \]

where \( t_b \) is the template associated to the bignum \( b \). Intuitively, the representation of a bignum with a certain template corresponds to its decomposition into the template’s base. Just as the hexadecimal representation of a number corresponds to writing it in base \( 2^4 \), the template \( t_{56} : n \rightarrow 51 \) used for Curve25519 for instance corresponds to the equivalent base \( 2^{51} \). Although we will consider mostly constant templates, more sophisticated ones could be used, like \( t_{26/25} : n \rightarrow 26 - (n \mod 2) \) for Curve25519 on a 32-bit platform. \( w(b, i) \) computes the \( \log_2 \) of the weight of the value stored in the \( i \)-th limb of the bignum \( b \) from its template, while \( \text{eval}(b, i, \text{len}) \) is the weighted sum of the first \( \text{len} \) limbs of the same bignum.

The \( \text{eval} \) function is the inverse of the decomposition of the integer on a base: from the concrete representation it computes back the mathematical value. Interestingly, the correctness of the \( \text{eval} \) function does not depend on the concrete value of the limbs being smaller that indicated by the template. The \( \text{eval} \) function is surjective: two different bignum encodings may represent the same mathematical integer.

\section*{Stateful Implementation}

We encode bignums, \( w \) and \( \text{eval} \) in \( \text{F}^* \) as follows:

```fsharp
noeq type biginteger (size:pos) =
  | Bigint: data:array (usint size) -> t:template -> biginteger size

let rec w (t:template) (n:nat) : Tot nat =
  match n with
  | 0 -> 0
  | _ -> t (n-1) + w t (n-1)

let rec eval (n#size:pos) (b:seq (usint size)) (t:template) (n:nat{ n <= Seq.length b }): GTot nat =
  match n with
  | 0 -> 0
  | _ -> pow2 (bitweight t (n-1)) * v (Seq.index b (n-1)) + eval b t (n-1)
```

A word of syntax: the \texttt{noeq} keyword specifies that there is no decidable equality on the \texttt{biginteger} type. This is because the \texttt{biginteger} is mutable: it wraps a value of type \texttt{array} which value depends on the memory state of the

\footnote{https://github.com/agl/curve25519-donna/}
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The `biginteger` type, and thus the `eval` function are parametrized by a `size` value, which indicates the size of the targeted platform in number of bits. In the `eval` function, the `size` parameter is annotated as implicit using the `#` notation. This means that when applying the `eval` function to a sequence of data, the programmer does not have to provide the actual size of the targeted platform. Rather it can rely on the inference of the type system to determine its value. Of course, should the inference algorithm fail, F∗ would complain and require these extra parameters to be explicitly provided by the programmer (again using the `#` notation).

The template-based `eval` function maps the representation of bignums as sequences of machine integers to mathematical integers, which lets the programmer reason about the algorithmic operations on bignums, not at the representation-dependent low level but directly at abstract and platform independent mathematical level. This whole reasoning happens in the pure core of F∗ as this is the only setting in which proofs and specification can live. While it would be possible to implement whole cryptographic algorithms in this setting, such a choice would not be comprehensible. Pure computations when compiled to real-life code lead to numerous implicit allocations and deallocations of fresh values, which typically results in inefficient code both in terms of memory consumption and computational speed. Furthermore, the purpose of this work is to explore the capabilities of a new language such as F∗ to tackle large and evolving cryptographic verification projects. One of the key aims is to prove the correctness of the various low-level optimizations introduced by crypto developers, and such developers always target low-level languages (typically C or assembly) where mutability is inherent to the language. Relying on one of the key strengths of the F∗ language — its effect system — we chose to make our library stateful, using mutable data types and in particular the native F∗ `array` type.

In the chapter 2 we saw several ways to encode a memory state in F∗, using either the single `Heap` model or the more refined region-based `HyperHeap` model. Here we chose to use the `ST` effect with a single heap because it provides sufficient granularity for our framework and proofs. Because in our setting the bignums’ data is represented as a mutable `array`, the stateful encoding of the code is crucial to the functional correctness proof.

**Generic and Specialized Bignum Definitions**

Consider the F∗ definition of bignums:

```fsharp
noeq type biginteger (size:pos) = | Bigint: data:array (usint size) → t:template → biginteger size
```

Bignums are represented as a data constructor wrapping both an array of unsigned secret integers of a certain platform size (the `size` parameters) and their template (mapping to their mathematical value). Given that the
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```
val prime: erased pos // Prime value, e.g. 2^255 - 19
val platform_size: pos // Default word size on the platform, e.g. 64 (bits)
val platform_wide: w:pos\{w = 2 * platform_size \}
val templ: t:(nat -> Tot pos) // Actual template, e.g. λx → 51
val norm_length: pos // Default length of the bignums, e.g. 5 limbs for Curve25519

// Necessary conditions for the parameters' values
val lemma_0: unit → Lemma (\forall (i:nat). i < 2*norm_length - 1 ⇒ templ i < platform_size)
val lemma_1: unit → Lemma (platform_wide - 1 ≥ log_2 norm_length)
```

Figure 3.3: Signature of the Parameters module which specializes the generic bignum library for a specific prime

The bigint type depends on both the size of the platform limbs and the values of its template, each bignum type must be instantiated using primitive-specific values. For instance, for the elliptic curve Curve25519, on a 64-bit platform, the community agrees that the most appropriate template is t25519: n → 51.

For simplicity, using the module system of F*, bignums are specialized using values from a generic Parameters (see its signature in figure 3.3):

```
type bigint = b:biginteger Parameters.platform_size{b.t = Patameters.templ}
```

The w and eval functions are defined in the listing above. w returns the log (in base 2) of the weight of each limb, in other terms the number of bits preceding that limb. For instance, in Curve25519, the bitweight of the lowest limb is 0 (hence a weight of $2^0 = 1$), the one of the second lowest limb is 51 (hence a weight of $2^{51}$), the one of the third is 102 etc. Relying on w, the recursive eval function maps the bignum to its mathematical value. In that intent, it takes a sequence of integers — corresponding to the value of a bignum in a certain memory state h — and a template, which should of course be the one of the said bignum, and it evaluates the sequence of integers, weighting each of the limbs according to the w value.

eval is purely aimed at specification and should not appear in concrete code; it is used to prove the validity of the low-level constant-time algorithms, it would have no meaning to extract it, instead it would likely defeat the side-channel mitigation discipline we want to set up, and render efforts to restrict ourselves to low-level representations of the bignums useless. Using the F* effect system, the function is annotated as ghost and is therefore erased by the compiler. The F* verification system guarantees that the function shall never be executed and thus has no impact on performance or secrecy. Those properties are all proven statically at compile time, and thus have absolutely no impact on the resulting compiled code. In particular such specifications do not introduce any dynamic checks.
### 3. An Extensible Bignum Framework for Cryptography

1. **let len = Parameters.norm_length // = 5 for Curve25519**

2. **let isSum (h0:heap) (h1:heap)**
   
   `(a:bigint{live h0 a ∧ live h1 a ∧ getLength h0 a ≥ len ∧ getLength h0 a = getLength h1 a})`
   
   `(b:bigint{live h0 b ∧ getLength h0 b ≥ len})`
   
   `(ctr:nat) =`
   
   `(∀ (i:nat). {:pattern (v (getValue h1 a i))})`
   
   `(i ≥ ctr ∧ i < len) ⇒ (v (getValue h1 a i) = v (getValue h0 a i) + v (getValue h0 b i)))`

3. **val fsum: a:bigint → b:bigint{similar a b} → ST unit**

   `(requires (λ h → normalized h a ∧ normalized h b))`

   `(ensures (λ h0 u h1 →
               normalized h0 a ∧ normalized h0 b ∧ normalized h1 b
               ∧ (live h1 a) ∧ (modifies (Set.singleton (Array.addr_of a.data)) h0 h1)
               ∧ (getLength h1 a = getLength h0 a) ∧ (getLength h0 b = getLength h1 b)
               ∧ (eval h1 a len = eval h0 a len + eval h0 b len)
               ∧ (isSum h0 h1 a b 0)))`

---

**Figure 3.4: Specification of the addition function**

### 3.3.4 Verifying Generic Bignum Operations

Using the previously defined low-level stateful representation of the bignums, it is possible to implement and verify the standard prime field operations on those low-level constructs. In rest of this section, the examples use the parameters of Curve25519 ($x → 51$ template and arrays of length $5$) for 64-bit platforms. The listing below shows the specification of a limb to limb addition operation which takes two bignums $a$ and $b$ as input and performs an in-place limb-to-limb addition of their contents, storing the results into $a$, the first argument.

The canonical length for bignums for Curve25519 64-bit is $5$, with a template for 51-bit for each limb. Given that the corresponding field is $\mathbb{Z}/(2^{255} − 19)\mathbb{Z}$, 255 bits are indeed sufficient to encode all the values in the field.

`isSum` defines a functional predicate over two heaps and two bignums. As we are in the ST effect, the pre and post-conditions are parametrized by a heap. $h0$ corresponds to the initial memory state when $h1$ corresponds to the resulting memory state when the function returns. This predicate states that the value of each limb of $a$ in $h1$ is the sum of the value of the corresponding limbs of $a$ and $b$ in $h0$. When used in the specification of the function `sum`, the predicate implies that `sum` performs an in-place, limb-to-limb addition between $a$ and $b$, with the result stored in $a$.

Obviously such a simple addition function requires some pre-conditions. In particular the predicate `isSum` specifies that each element of $a$ after the `sum`
function returns is the mathematical sum of the corresponding elements in the original values of \( a \) and \( b \), which can only be true if no overflow occurred.

The normalized predicate holds for both bignums \( a \) and \( b \) in the pre-state \( h \).

```plaintext
let normalized (h:heap) (#size:pos) (b:biginteger size { live h b }) =
  (∀ (n:nat). (∀ (v (getValue h b n))) n < getLength h b ——
  v (getValue h b n) < pow2 (getTemplate b n))
```

It specifies that the bignum’s data is canonically formatted under the template’s unpacked representation (all limb values fit within the number of bits indicated by the template). In our example it requires the bignum’s array to be a live reference to a memory block, to be at least 5 limbs long, each limbs to be both greater than or equal to 0 and less than \( 2^{51} \) and the associated template to be \( t_{25519} \).

The refinement on \( b \), the similar predicate

```plaintext
type similar (#size:pos) (a:biginteger size) (b:biginteger size) = a.t == b.t ∧ a.data == b.data
```

specifies that both \( a \) and \( b \) must be defined with the same template and that they must refer to disjoint memory blocks. It enforces the memory separation condition between \( a \) and \( b \) that is necessary to ensure memory safety.

In other terms, the type declaration of the \( \text{sum} \) function specifies that if provided with two inputs \( a \) and \( b \) which correspond to two distinct arrays of at least five limbs with values in range \( \{0; 2^{51}\} \), then the function mutates \( a \) in-place such that each of its limbs contains the sum of the initial limbs of the inputs.

**Proving Functional Correctness**

Given those properties, the verification system guarantees that the post-condition holds in the resulting memory state \( h1 \). The modifies clause states that only \( a \)'s data is modified through the execution of the function. Given the separation condition between \( a \) and \( b \) enforced by the similar predicate — \( a \) and \( b \) encapsulate different references pointing to different memory blocks — it implies that \( b \) is left untouched by \( \text{sum} \), and thus that the normalized predicate still holds. Now, as the reference \( a \) has been modified, we need to indicate and prove that it still exists and points to valid data when the function returns. That is what the live condition gives us. This liveness condition is also a prerequisite to be allowed to express logical properties on \( a \)'s data in the \( h1 \) environment, such as the fact that the length of the underlying array has been left unchanged.

Next are the functional correctness properties. First, the \( \text{isSum} \) predicate expresses what was computed by the function: the first limbs of \( a \) in state \( h1 \) contain the sum of the corresponding limbs of \( a \) and \( b \) in state \( h0 \). Knowing that the bignums satisfied the normalized predicate in the initial \( h0 \) state, it allows
for further proofs on the size of the limbs of \( a \) in \( h_1 \) as it keeps track of the ranges of possible values in each limb, which is essential to track and prove the absence of overflows through the computations.

Second, the equality on the \( \text{eval} \) function is the one which does guaranty the functional correctness of the \( \text{sum} \) function. Indeed, it shows that the result of the \( \text{sum} \) function maps to a mathematical integer which is the (integer) sum of the original value of the inputs in the mathematical integer space. In a second step, after computing the modulo function, the modular addition will be proven correct, not just with regard to integer arithmetic, but in finite field \( \mathbb{Z}/p\mathbb{Z} \).

The code snippet in Figure 3.5 illustrates how the functional correctness proofs are carried in \( F^* \).

```ocaml
abstract let notModified (h0:heap) (h1:heap)
        (a:bigint{live h0 a ∧ live h1 a ∧
        getLength h0 a = getLength h1 a
        ∧ getLength h0 a ≥ norm_length}))
        (ctr:nat) =
        (∀ (i:nat). {:pattern (getValue h1 a i)}
        ((i ≠ ctr ∧ i < getLength h0 a) ⇒ getValue h1 a i = getValue h0 a i))

val fsun_index:
    a:bigint → b:bigint{similar a b} → ctr:nat{ ctr ≤ norm_length } →
    ST unit
    (requires (λ h →
        (live h a) ∧ (live h b)
        ∧ (norm_length ≤ getLength h a ∧ norm_length ≤ getLength h b)
        ∧ (∀ (i:nat). (i ≥ ctr ∧ i < norm_length) ⇒
            (v (getValue h a i) + v (getValue h b i) < pow2 platform_size)) ))
    (ensures (λ h0 h1 →
        (live h0 a) ∧ (live h1 b) ∧ (live h1 a) ∧ (live h1 b)
        ∧ (norm_length ≤ getLength h0 a ∧ norm_length ≤ getLength h0 b)
        ∧ (modifies (Set.singleton (Array.addr_of a.data)) h0 h1)
        ∧ (getLength h0 a = getLength h1 a)
        ∧ (isSum h0 h1 a b ctr)
        ∧ (notModified2 h0 h1 a b ctr) ))
let rec fsun_index a b ctr =
    match l - ctr with
    | 0 → ()
    | _ →
        let ai = index_limb a ctr in let bi = index_limb b ctr in
        let z = add_limb ai bi in
        upd_limb a ctr z;
        fsun_index a b (ctr+1)
```

Figure 3.5: Implementation and proof of the recursive \( \text{fsun}_\text{index} \) function
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<table>
<thead>
<tr>
<th>val addition lemma:</th>
</tr>
</thead>
<tbody>
<tr>
<td>h0:heap → h1:heap → a:bigint{live h0 a &amp; live h1 a} →</td>
</tr>
<tr>
<td>b:bigint{live h0 b &amp; b.t = a.t} →</td>
</tr>
<tr>
<td>len:N{len ≤ getLength h0 a &amp; len ≤ getLength h0 b}</td>
</tr>
<tr>
<td>∧ live h0 b a</td>
</tr>
<tr>
<td>∧ live h0 b a</td>
</tr>
<tr>
<td>len ≤ getLength h1 a</td>
</tr>
<tr>
<td>∧ (∀ (i:N). i &lt; len ⇒⇒</td>
</tr>
<tr>
<td>v (get h1 a i) = v (get h0 a i) + v (get h0 b i)) } →</td>
</tr>
<tr>
<td>Lemma (eval h0 a len + eval h0 b len = eval h1 a len )</td>
</tr>
</tbody>
</table>

Figure 3.6: Functional correctness lemma for the bignum addition

Using the information available on the different functions called (for instance index_limb which returns the value of the i-th limb of bigint or add_limb which returns the machine integer sum of its operands) and a system of triggers to guide the SMT solver in its instantiation of quantifiers — see the :pattern (getValue h1 a i) trigger in the notModified predicate — the F* system is able to discharge the verification conditions for the fsum_index function automatically, meaning that the pre-conditions from the requires clause are sufficient to guaranty the ensures post-condition.

Hence, calling sum_index a b 0 on two bignums satisfying the requires clause will return a new memory state in which IsSum h0 h1 a b 0 holds as required in the post-condition of the sum function above. Additionally, if the Normalized predicate holds for a and b in the initial state h0, then using the properties of the unpacked representation, we can show that the pre-condition a[i]+b[i]<2^{SIZE} initially holds.

Eventually, the lemma in figure 3.6, proven by induction and based on the isSum predicate, demonstrates the equality on the eval functions in the sum function post-condition. Calling this lemma after the fsum_index function gives us the sum complete specification. The concrete code has to provide some additional intermediate lemmas to help the prover and make it more efficient and more flexible to amend the code without breaking the proof, but these are the key steps.

3.3.5 Extensible Bignum Library

To implement a generic and extensible prime field library we need to define the constraints imposed on the bignum operations. In particular, to run arbitrary sequences of computations the library API has to enforce that every bignum operation result satisfies the precondition of every bignum operation. The template defines this common ground: both input and output data in the bignum library have to fit into the canonical form and thus satisfy the normalized invariant.

The previous section highlighted how to implement and prove the correctness of a straightforward textbook addition operation: provided guarantees
that no overflow can occur, the verification system is easily able to prove that
the addition operation we just described returns a bignum which maps to a field
element which is indeed the field addition of the field elements corresponding
to the inputs.

In the same spirit, we implement other bignum textbook operations: sub-
traction, scalar multiplication and multiplication. Each of those bignum oper-
ations does assume that the input bignum in its canonical state. Their result,
however, does not meet the criteria we just defined, and legitimately: each of
these operations considers a bignum in $\mathbb{Z}$ and does not account for the modular
reduction. Indeed, the modular reduction is specific to each prime and cannot
be presumed in advance. Rather, generic algorithms exist which could allow
for modular reduction of any prime, but for efficiency reasons these are (most
of the time) not the ones used in real world cryptography and thus not the
ones we want to implement and verify.

To handle this difficulty we rely on the modularity of the F$^*$ code. F$^*$
benefits from a system of modules which lets the programmer specify the
interface of a certain module while leaving its actual implementation abstract.
The correctness of the implementation is checked by the F$^*$ verification system
against the interface but it is never made available outside the module. We
structure the library code as follows:

- a Parameters module contains platform and prime specific values (such as
  the size of the words, the value of the prime, the template, etc.) which
  will be used to instantiate different invariants other modules

- generic modules for addition, subtraction, scalar multiplication and multi-
  plication are provided and produce results for which generic invariants
  hold

- a prime-specific Modulo module contains the missing functions and proofs
  for fill the holes of the generic modules

- a top-level Bignum module combines the prime-specific and the generic
code into the finished API, usable by cryptographic primitives

3.3.6 Prime Specific Code

We implement constant-time modular arithmetic on bignums in a given prime
field. In modern cryptography, and in particular for the curves we are con-
sidering, the primes have been carefully chosen so as to allow for efficient
constant time modulo reductions. Still, the way these reduction operations
can be efficiently implemented depends on the value of each prime and cannot
be parametrized.

Inspired from existing libraries, we implement five distinct functions relying
on the prime value, and which have to be provided by the developer if she
wishes to extend our existing framework with new primitive and new prime
fields.

freduce_degree is a function which takes a bignum of size $2^l - 1$ where $l$ is the
length in the canonical unpacked representation, and returns a bignum of size
$l$ mapping to the same value in the field. The purpose of this function is
to provide a first reduction step after a textbook multiplication. Indeed, the
multiplication of two bignums of size $l$ leads to a new bignum of size $2^l - 1$ which
does not fit the rest of the computation settings: to ensure the genericity of
our bignum implementation all bignum operations take bignums in canonical
form (satisfying the normalized predicate), and return values satisfying the same
predicate. In particular, primes of the Mersenne family (which are the most
common in modern cryptographic primitives) lay themselves well to such a
function (see section 3.2.2).

freduce_coefficients serve a similar purpose as freduce_degree except that instead
of reducing the number of limbs of a bignum, it reduces the number of bits
of each limb of a bignum which is already at its canonical length. It will
typically proceed to two carry passes on the bignum of size $l$ to return a new
bignum of size $l$, which maps to the same field value through the eval function
but satisfies the normalized predicate. The combination of both freduce_degree
and freduce_coefficients is necessary to implement the modular reduction of the
multiplication (which make the number of limbs grow), while the addition or
subtraction for instance only need to call the freduce_coefficient function to get
their result back to the canonical normalized shape.

freduce_complete supposes that the input is a bignum which is already in its
canonical form. Its purpose is to further reduce the improper values which may
remain. Remember that the eval function is surjective and that two bignums
with different values may map to the same field value, even though they are
in canonical form. For instance, in the Curve25519 example, $1$ and $2^{255} - 18$
which can be respectively represented in the $t_{25519}$ template in little-endian
as $1|0|0|0$ and $0x7ffffffff|0x7ffffffff|0x7ffffffff|0x7ffffffff|0x7ffffffff$. The later,
however, is good for internal use but not to return a final value, since it is not
a value of the finite field. It has to be reduced to the former instead, which is
precisely the purpose of the freduce_complete function.

crecip is a prime specific inversion function. It is quite challenging to im-
plement a division function in constant-time in our setting, and indeed the
reference cryptographic libraries instead chose to use the finite field property
$\frac{1}{a} = e^{p-2}$ in which without a division specific algorithm, relying only on multi-
plication and squaring an inversion operation can be implemented. Of course
since $p$ depends on the chosen primitive, such an inversion function has to be provided for each primitive.

**add_big_zero** is the last prime specific function of our setting. It takes a bignum in canonical form, and adds a multiple of the prime to it such that it will prevent underflows in limb to limb subtraction with another bignum in canonical form. Indeed our specification of the subtraction function on the unsigned integers does not allow underflows, so one always has to prove that $a \geq b$ before computing $a - b$. Hence when subtracting two bignums limb to limb, it is necessary to have that $\forall i \in \mathbb{N}, i < l \implies a[i] \geq b[i]$.

To get this property while not modifying the encoded values of the bignums, we add to the bignum a a multiple of the prime, typically $2p$ or $4p$ encoded in such a way that $\forall i \in \mathbb{N}, i < l \implies p_{multiple}[i] \geq 2^{56}$ in our example, and then compute the value of $a'$ such that $\forall i \in \mathbb{N}, i < l \implies a'[i] = a[i] + p_{multiple}[i]$ minus $b$ limb to limb. As we encode the prime multiple to meet those specific constraints on each of its limbs, we cannot do it generically and the programmer has to provide such an encoding. For instance for Curve25519, the multiple of the prime $2^{256} - 38$ can be written in little endian form $\text{0xffffffff\text{ff}fda0xffffffffffiffffff}$, representation in which each of its limbs is greater than $2^{51}$ and hence it is fine to subtract any bignum in canonical form from the addition of this multiple of $2^{255} - 19$ with any bignum in canonical form.

It is not mandatory to split the modulo function into the three reduction functions. We chose to adopt this pattern which is already used in the standard implementations of the curves because each phase is relatively costly and needs not be executed after each bignum operation. Indeed the addition, subtraction and scalar multiplication functions on the bignums do not modify the size of the input arrays. They take normalized arrays (in canonical form) as inputs and return results in arrays of the same standard length. The multiplication operation, however, is different: it returns an array of size $2l-1$ where $l$ is the standard length. So when given the result of a multiplication, both freduce_degree and freduce_coefficient are required to get back a normalized bignum.

On the other hand, the freduce_complete function is only needed before serializing an internal value. Therefore, splitting the reduction into three bits allows for more efficient algorithms and has no impact on the correctness.

**Primes Specific Invariants** Our library already provides interfaces for all the functions above, shown in figure [1]. For instance the functional correctness of the freduce_degree or freduce_coefficients function is already specified:

```plaintext
val freduce_degree: b:bigint_wide \rightarrow ST unit
...
(ensures (\lambda h0\_h1 \rightarrow ... \land
  eval h1 b Parameters.norm_length \% reveal Parameters.prime =
```
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```haskell
val freduce_coefficients: b:bigint_wide{b.t == Parameterstempl} → ST unit
... (ensures (λ h0 h1 → ... ∧
  eval h1 b Parameters.norm_length % reveal Parameters.prime =
  eval h0 b Parameters.norm_length % reveal Parameters.prime))
```

The implementation has to, of course, satisfy this precise specification, because the top-level `Bignum` module relies on it for the correctness of the top-level bignum API. In our experience however, functional correctness does not constitute the challenging part of the proof. Rather, tracking that the bounds are appropriate is the difficult part. Indeed, the functional correctness relies only on the field mathematical properties, which are easily discharged at the mathematical level (e.g. $2^{255} \% (2^{255} - 19) = 19$), while the bounds depend on the reduction algorithm, as well as the platform size, the prime shape and the bounds which result from the provided generic functions. For instance, a naive implementation of the `freduce_coefficient` might work after a call to the addition `fsum` function, but not after a call to the subtraction `fdifference` function (remember that the subtraction carries the implicit addition of a multiple of the prime and thus that its limbs actually grow faster than in the addition case).

To account for those constraints without knowing the prime shape or the platform size in advance, the interface of the `Modulo` module we provide assumes abstract bound predicates and lemmas which enforce that the combination of those bound constraints with the bound predicates after addition, subtraction scalar multiplication and multiplication is right. The programmer has to implement both the functions and the bound specific predicates and prove the provided lemmas.

For instance the actual implementation of the `satisfies_modulo_constraints` predicate for Curve25519 is

```haskell
let satisfies_modulo_constraints h b =
  getLength h b ≥ 2*Parameters.norm_length–1 && b.t == Parameters.temp
  && maxValue h b * 20 < pow2 (Parameters.platform_wide – 1)
```

To prove the feasibility of these proofs we provided examples for Curve25519, Curve448 and P256 which all exhibit primes with different structures.

**Functionally Correct API**

For the internal intermediate computations the first two reduction functions are sufficient to implement functionally correct modular arithmetic. This is true because `freduce_coefficients` returns a normalized bignum. Nevertheless, given

---

4https://github.com/mitls/hacl-star/tree/master/snapshots/ecc-star/curve_proof
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that our bignum library encodes prime field elements, the final returned en-
coding must be unique for each element of the prime field. And a normalized
bignum does not satisfy this condition. Sticking to the example of Curve25519,
the prime has value \( p_{25519} = 2^{255} - 19 \). The unpacked representation guarantees
the uniqueness of the representation of integer values between 0 and \( 2^{255} - 1 \)
included, which means that values greater than or equal to \( p_{25519} \) and less than
\( 2^{255} \) have two different valid encodings. The \texttt{freduce_complete} function takes care
of this issue making sure that returned values are in bijection with the prime
field. However, as it is costly to implement in constant time and not required
for the correctness of the internal computations, \texttt{freduce_complete} will only be
computed once, when serializing data.

Therefore, the modular internal addition operation of bignums of \texttt{limbs} is
eventually exposed as

```haskell
val fsum: a:bigint \rightarrow b:bigint\{Similar a b\} \rightarrow ST unit
  (requires (\lambda h \rightarrow
    (Normalized h a) \land (Normalized h b))
  )
  (ensures (\lambda h0__h1 \rightarrow
    Normalized h0 a \land Normalized h1 a \land Normalized h0 b
    \land (valueOf h1 a = (valueOf h0 a ^+ valueOf h0 b))
    \land (modifies (getRef a) h0 h1))
  )
```

where the functional correctness relies entirely on the correctness of the
field operator \(^+\) defined in the \texttt{Field} module, and the \texttt{modifies} clause which
composed with the \texttt{similar} predicate gives enough information on the memory
states for further proofs.

At this point, the concrete values of the bignum limbs as well as all the
details of the algorithm are hidden by the interface, and the rest of the code
will rely solely on the exposed high level specifications, thus leading to modular
and extensible proofs.

### 3.4 A second approach: balancing code sharing and performance

#### 3.4.1 Inefficiencies of a Generic Bignum Library

In the previous sections we presented a new approach towards building a
generic and easily extensible framework for fixed-prime bignum modular arithmetic. This line of work was initiated by a simple but important ascertain-
ment: most of the flaws — and thus the verification efforts — from prime field
based cryptographic primitives come from the bignum code. Indeed, for such
primitives the bignum code is usually at the core of the computation and the
various modular reduction phases can be tricky to implement correctly and
in constant-time. Our approach shows that it is possible to follow a princi-
pled discipline to implement new prime fields, relying on the framework we
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designed, implementing only the very prime-specific details with the help of several similar examples and formal methods as a safety check. This successfully led to a verified generic bignum library which incorporates state-of-the-art implementation tricks in F* and reuses most of the code across several fields. We estimate to about 80% the amount of code shared across several cryptographic primitives, which does lower the proof effort significantly and should help people who wish to quickly scheme new functionally correct cryptographic primitives to do so easily.

One unfortunate drawback of this methodology is that is exhibits poor performance when measured on cryptographic primitives built on top of the bignum code. The generic fixed-prime bignum library aims at providing the most efficient API possible at the bignum level. The API of the library is intended to serve as a building block for any application which wishes to rely on verified prime field operations, therefore all the invariants provided by the different bignum operations have to be consistent with one another so that the application can easily implement arbitrary sequences of operations on top of them. However, these choices hurt when competing against code which has not only been specialized for a given prime as the library does, but also for a given primitive. In such cases, the additional specialization enables new optimizations such as reusing intermediate values or skipping some unnecessary reduction steps which make the generic code seem inefficient in comparison.

Indeed, remember that the modular reductions are the main cost of the algorithms. In particular, on recent platforms, limb to limb operations (like addition or multiplication) are heavily optimized by compilers, using vector instructions when available for instance, and thus become extremely fast. The constant-time modulo is more complex and depends on the prime and in particular its shape. To illustrate the flexibility of the proof system of F* and the libraries and verification techniques we developed to implement the extensible bignum library, we show how to specialize our bignum code for specific primitives, at the cost of some additional proof effort but incurring no performance hit compared to the best-in-class algorithms we can see in real world cryptographic libraries. Of course, although this code does not share as much code as it does for the prime-field bignum library, a significant share of it remains shared.

3.4.2 Fixed sequences of operations

The first and most straightforward way to cut some computations is to track unnecessary reductions in a primitive, and remove them. For generic code, one should be free to run arbitrary sequences of field computations using the bignum API, and thus all the bignums will be systematically reduced to their normalized state, however for real world primitives this is unnecessary in most cases. In Curve25519 for instance, our leading example in this chapter, the primitive being an elliptic curve point scalar multiplication, the whole com-
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Computation revolves around doubling and adding points together. Those elliptic curve operations boil down to operations on the point coordinates which live in the underlying prime field. And since these sequences of operations on coordinates are fixed, the operations can be optimized to remove some unnecessary extra carry passes or reduction steps for instance.

\[
\begin{align*}
A &= x_2 + z_2 \\
AA &= A^2 \\
B &= x_2 - z_2 \\
BB &= B^2 \\
E &= AA - BB \\
C &= x_3 + z_3 \\
D &= x_3 - z_3 \\
DA &= D * A \\
CB &= C * B \\
x_3 &= (DA + CB)^2 \\
z_3 &= x_1 * (DA - CB)^2 \\
x_2 &= AA * BB \\
z_2 &= E * (AA + a24 * E)
\end{align*}
\]

Figure 3.7: Specification of the doubling \((x2,z2)\) and adding \((x3,z3)\) of two points on a Montgomery curve

In the listing above, extracted from the RFC 7748 "Elliptic Curves for Security" which standardizes Curve25519, the sequence of operations describe how to compute the **doubling** of the point \((x_2, z_2)\) (stored in \((x_2, z_2)\) at the end of the sequence), and the **addition** of \((x_2, z_2)\) and \((x_3, z_3)\) (stored in \((x_3, z_3)\)). Although it may not be straightforward to notice, the sequences of field operations always follow the same discipline: each multiplication or squaring operation sees its operands being the result of either an addition or a subtraction. Contrary to the multiplication and the squaring, the addition and subtraction do not grow the size of the limbs of a normalized bignum very much. We thus use a **non-modular** version of the addition and the subtraction, which is faster, and only perform the modular reduction operation after the multiplication or squaring happen. Moreover, we show that the fix-point for such operation combinations is that in the Curve25519 example, we can get rid of 5 carries in the `freduce_coefficients` function, and still not overflow.

3.4.3 Prime specific optimizations for multiplication and squaring

In order to make the code as prime agnostic as possible for the generic bignum API, we chose to follow the method we outlined previously: each field operation (addition, subtraction etc.) is generically implemented without its associated modular reduction and an interface is provided for the modulo operation which
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splits the reduction in three steps. The first one reduces a bignum (seen as an array) to its canonical length and is useful only for multiplication and squaring, the second one reduces the bignum to its canonical shape, trimming the superfluous bits in each limb, and is useful for all modular reductions, the last one ensures that the encoding of the result is right and is only useful once, at the end of a cryptographic computation.

**Multiplication**

Now, because the prime is known in advance, both the multiplication and the squaring functions can be specialized. In the previous setting, the bignum operations were implemented using recursive functions because the length of the arrays is unknown, and the reduction happened in at least two steps. This pattern does not lead to a minimal number of computations. Taking the Curve25519 example, the original textbook multiplication is implemented the scalar multiplication of a bignum $a$ by each of the limbs of $b$, shifting the resulting array accordingly to the left and adding them together. Overall this means 25 64x64-bit multiplications and 20 128-bit additions. Then the \texttt{freduce\_degree} consists of 4 128-bit multiplications by 19 and 4 128-bit additions. We omit the copies corresponding to shifting values in an array.

In a slightly different implementation, the same operation could be implemented using a \texttt{shift-reduce} mechanism. The idea being that, instead of running a textbook multiplication and shifting the result of the scalar multiplication of $a$ by the $i$-th limb of $b$, we first shift and reduce $a$ and then only multiply it by the $i$-th limb of $b$. The algorithm is as follows:

```c
shift\_reduce(b) =
    b = (b[4]19) \& (b[0..4])

mul(a,b) =
    uint64 c[5] = \{0\};
    for (i = 0; i < 5; i++)
        c += b[i] * a
        if (i < 4) a = shift\_reduce(a)
    c
```

Because the shift and the reduction happen before the scalar multiplication, the operations happen on 64-bit values instead of 128-bit once and there is no more need to add the top limbs to the bottom limbs to perform the first step of the reduction. This new algorithm is thus more efficient: 25 64x64-bit multiplications, 20 128-bit additions and 4 64-bit multiplications by 19, which means that overall there are 4-less 128-bit additions and that 4 128-bit multiplications by 19 were turned into 4 64-bit multiplications, leading to better performance.

Interestingly this algorithm is still quite generic, provided that there exists a way to efficiently implement the \texttt{shift\_reduce} function. In particular, for
Mersenne or pseudo-Mersenne prime (such as \(2^{255} - 19\)) as shown above the shift-reduce function is trivial to implement. Therefore, this algorithm still allows a lot of code sharing (the \texttt{mul} function), only the \texttt{reduce} part of the \texttt{shift\_reduce} function has to be specifically implemented for each prime. For Mersenne or pseudo-Mersenne primes, this algorithm has the best known performance, it is as fast as fully specialized code (without recursive calls etc.), however in the general case it may not be and the \texttt{shift\_reduce} function can prove to be quite complex to implement, which is why we did not implement it as part of the generic bignum library.

The squaring function benefits from the same improvements as the multiplication, but can be optimized even further. Indeed, because of the symmetry of the operation, some values can be cached and reused.

### Conclusion

The high (almost prohibitive) time investment required to use formal methods to verify state-of-the-art implementations has been a major limiting factor to their adoption. Only in specific areas — such as cryptography — could we justify such an effort, due to the disastrous security impact of potential flaws. In this chapter, however, we showed that the entry cost for formal methods is getting lower. The keys to make them more accessible are modularity and automation. As seen in Chapter 2, automation is one of the strengths of F*. However, SMT solvers are still heuristic tools and proofs still require some efforts from the programmer. Fortunately, F* also supports a system of modules, as well as abstraction. The combination of those two features lets the programmer precisely define the semantics of the interfaces shared across modules. This process is convenient to build large proofs: one module can be easily replaced by another, provided that both implement the same interface, and automation is preserved by the fact that the unnecessary details are kept hidden from the SMT solver. We illustrated those mechanisms on a concrete hard example: bignum computations for cryptography. In cryptography, for security and efficiency reasons, bignums typically have similar shapes — we saw that for elliptic curves these are primes of the Mersenne family. Therefore, we wrote the bignum library and its modules to factor out the common patterns.
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and parameterize them with the primes’ shapes.

To that intent, we used the concept of templates, which describe the link between the mathematical and the concrete physical representation of the bignums, and we presented two different approaches to implementing the bignum library. This first approach is focused towards code sharing while the second shows that without sacrificing too much of this code sharing, we can prove the correctness of state-of-the-art algorithms in terms of complexity. However, this high-level of code and proof reuse heavily relies on high-order features of F∗. While the algorithms are efficient, the languages they compile to are not the best in class in terms of performance, and are difficult to protect against side-channel attacks.
Chapter 4

Low*, a Low-Level Programming Subset of F*

Parts of the text are taken from [107], a paper that appeared in ICFP 2017 and was co-authored by me along with Jonathan Protzenko, Aseem Rastogi, Tahina Ramananandro, Peng Wang, Santiago Zanella-Béguelin, Antoine Delignat-Lavaud, Cătălin Hrițcu, Karthikeyan Bhargavan, Cédric Fournet and Nikhil Swamy.

4.1 Verification Approach

4.1.1 Lessons from previous experiments

Chapter 3 illustrated how verifying state of the art cryptographic algorithms for bignums is feasible in F*, with a moderate proof effort. In addition to the generic bignum API on top of which one can easily build verified cryptographic primitives, we showed that, provided an extra proof effort, implementing and verifying the best-in-class algorithms for bignum-based cryptographic primitives was achievable.

While the proof methodology is promising, the overall performance remains disappointing. Although the algorithms implemented are the efficient, reference ones, and match a low-level C-like representation of the bignums as arrays, OCaml, the language F* natively extracts to, is not the ideal candidate for fast cryptographic implementations.

Garbage collection First, the OCaml language is a high-level functional language. In particular it hides the memory management details to the programmer, and handles function allocation and memory recollection automatically. In a normal setting this is a great feature since it guarantees the memory safety of compiled OCaml programs — which is typically hard to get with lower-level languages, such as C. The OCaml runtime system chooses where to allocate data structures and relies on a garbage collector to automatically
collect ad free memory addresses which are no longer in use. Unfortunately
garbage collectors behaviors are difficult to anticipate and are known to intro-
duce side-channels [111, 89]. This makes the OCaml language an unsatisfac-
tory candidate for cryptographic implementations. Furthermore, the bignum
generic API shows that the kind of code needed for cryptography does not re-
quire automated memory management. Rather, as the code was originally in-
spired from reference C implementations, the algorithms follow very consistent
allocation and freeing disciplines, and never rely on complex data structures
such as lists or trees, which are typically those which functional languages are
great at working with.

**Integer representation** The OCaml language uses an ad-hoc representa-
tion for machine integers. Indeed, to distinguish between and optimize the
implementation of integers and pointers, OCaml restricts the size of actual
integers by 1 bit (i.e. 63 bits on a 64-bit platform, 31 on a 32-bit platform),
the remaining bit being used to tag the object as either an integer or a pointer.
This restriction is annoying in a cryptographic implementation setting where
powers of two are heavily used. Furthermore, some algorithms for 64-bit or
32-bit words cannot be adapted to 63 or 31-bit without a performance loss.
The OCaml library also offers modules for 32 or 64-bits integers, but these are
wrappers which introduce extra level of indirection and do not offer the same
performance as native integers.

**Array representation** In OCaml, arrays are *boxed*, which means that an
array object is actually pointing to a first memory block, composed of two
distinct parts: a header, which contains the type of the data stored, the length
of the array etc., and the actual memory address of the data. Compared to a
C buffer, which is just a memory address, there is an extra indirection which
impacts the performance of memory accesses. This feature is great in some
settings, because it allows the runtime system to dynamically check that the
accesses are within the bounds of the array, which prevents all buffer overruns.
But this is precisely what our methodology aims at statically enforcing through
a low-level oriented verification framework. Also, because the programmer
does not control the management of the program’s memory, it is not possible
to perform pointer arithmetic natively in F* arrays. This restriction can be
worked around using implementation tricks, for instance writing a wrapper
around the Array library which records the length of the array and the current
address the pseudo-buffer is pointing to. But this introduces yet an extra
indirection and, paradoxically, while making the algorithm even closer to the
reference C code, hurts the overall performance even more.
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4.1.2 Targeted code

For this verification work to get attention from real world cryptographic library users, the resulting code has to be fast, portable and easy to review. The fastest algorithms target the simplest memory model, where memory is freely accessible to the program and the programmer for reading and writing. They do not rely on sophisticated data structures to avoid complexity and potential side-channel flaws, and use the typical word length of common platforms, 32 and 64-bit. This makes C code the dedicated language for reference crypto implementations — assembly is faster but even more difficult to implement properly and very platform specific. Our generic bignum library demonstrates the ability of vanilla F* to verify large, complex and parametrizable low-level projects. However in order to produce more efficient and idiomatic imperative code, a more specialized back-end, which would get rid of the garbage collection and the different memory oddities and indirections, is needed.

In this chapter, we describe Low\(^{\ast}\), a subset of F\(^{\ast}\) tailored for low-level programming and verification. In practice, Low\(^{\ast}\) is a shallow embedding of a small, sequential, well-behaved subset of C in F\(^{\ast}\). Low\(^{\ast}\) does not involve any garbage collection or implicit heap allocation; instead, it has a structured memory model à la CompCert, and it provides the control required for writing efficient low-level security-critical code. By virtue of typing, any Low\(^{\ast}\) program is memory safe. In addition, the programmer can make full use of the verification power of F\(^{\ast}\) to write high-level specifications and verify the functional correctness of Low\(^{\ast}\). At extraction time, specifications and proofs are erased, and the remaining code enjoys a predictable translation to C. We prove that this translation preserves semantics and side-channel resistance. And we provide KreMLin, a new compiler back-end from Low\(^{\ast}\) to C.

4.1.3 Verification Goals

For security-critical low-level programs, there are three main properties which programmers, and of course verification tools, try to tackle to the best of their abilities.

**Memory Safety** is the most essential security condition for any program. The C programming language for instance is a double-edged sword. Its expressiveness and the low-level programming features it provides to the programmer have made it the language of choice for a wide range of security critical projects, for which portability and performance are essential. Of course, it also entails that its inherently unsafe nature makes C code development extremely error-prone. Unfortunately, memory safety related bugs, such as using dangling pointers or accessing arrays out of their bounds, may result in the worst exploits, such as arbitrary code execution. Sadly, OpenSSL CVEs\(^{[1]}\) reveal that

\(^{[1]}\)https://www.openssl.org/news/vulnerabilities.html
these are the most common vulnerabilities. As such, memory safety should be the primary focus of all verification efforts aimed at producing or proving secure low-level, manually managed code.

**Functional correctness** is particularly important in protocols and cryptography. A functional correctness bug will not allow an attacker to corrupt the whole program; it may however have dramatic security consequences as we showed on the TLS state machine [39]. The traditional methods to check for functional correctness of programs are unit-tests and fuzzing methods. However, in the context of cryptography or cryptographic protocols, it happens that the probability that certain events will occur at random is very close to zero. A bug with such a low probability of occurrence would be very unlikely to be caught by random testing or fuzzing, although it could be exploited by a malicious attacker. It is therefore essential that the low-level, platform specific optimized implementation of a program can be precisely related to a shorter, easy to read and to audit functional specification, so that the behavior of the program can be expressed and checked for correctness with minimal efforts.

**Side-channel attacks** have been more and more widespread over the past decade [105, 120, 128, 32]. They cover all the exploits that can lead to sensitive information leakage, even though the code is perfectly sound from an algorithmic perspective. For instance, if a comparison between an attacker controlled value and a sensitive value is ran bit per bit and fails immediately at the bitwise first difference, the attacker needs only a simple statistical timing analysis to get every bit right. In this scenario, he would in no time retrieve the sensitive data (see section 3.2). Such flaws are difficult to detect and test for, which is why some very low-level tools have been developed [88], to try and detect side-channel vulnerabilities in assembly code. And security-critical low-level program developers try to enforce a constant-time implementation discipline in their code. Similarly, in a formal verification context, as side-channel vulnerabilities cannot be easily captured by functional correctness mechanisms, our verification framework has to embed specific counter measures to account for potential side-channel information leaks.

### 4.1.4 Designing Low*, a Low-Level Oriented Subset of F*

F* is a general purpose, proof-oriented programming language, and Chapter 2 illustrated how to write complex functional correctness proofs using the F* proof system. In particular, F* has a customizable memory model and an effect system which will let the programmer specify the model of her choice. As such, F* is a natural candidate to experiment with a specific back-end for low-level verification. On the other hand, the low-level language of choice in this context is the C language, as it is the most portable and the most broadly used at this time, for this kind of code. We know how to prove functional
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correctness of low-level algorithms as well as the absence of a certain class of side-channels. The remaining challenge is thus to design libraries that will ensure the correctness of the extraction from F* to C code, as well as a tool to perform such an extraction.

Chapter 2 described the effect mechanisms, and in particular the Ghost effect. By default, F* compiles to OCaml code, a functional language very close to the source language. Therefore this compilation phase is mostly comprised of an erasure pass: types that do not natively exist in OCaml are appropriately compiled, while other values can immediately be translated to the target language. However, only a fragment of F* can be relevant for C compilation. The computationally irrelevant parts of the code, i.e. all types and proofs, will be erased and therefore will not impact the generated C code in any way. To account for those different remarks, our approach is the following: we design a custom memory model which abstracts the low-level C memory management. We implement libraries to expose C specific constructs such as buffers with pointer arithmetic and we prove the correctness of a translation from a restricted fragment of F* to C code. Eventually we implement a tool, KreMLin, which implements this translation and produces C code from this subset. In the rest of the thesis we will denote as F* the general language, and Low* the language in which computationally relevant code is restricted to the C-compilable subset of F*.

4.2 The Low* language

4.2.1 Designing an Abstraction of the C Memory Model: HyperStack

A Region-based Memory Model The C memory model is structured between a heap and a stack. In the C calling convention, new stack frames are pushed and popped at function call sites, when entering new blocks, in loops, etc. These stack frames come with particular lifetimes and layouts, and therefore they impact the scope and the lifetimes of the different variables pointing to memory blocks from the stack, and which are bound by the constraints of the frame in which they were initially allocated. The management of those stack frames — and of the data allocated there — is semi-automated in the sense that it is guided by the control flow of the program. On the other hand, the heap is designed for more refined memory management: the programmer has control over when heap-based memory blocks are allocated or freed, and thus a function may allocate an object on the heap which will outlive the function call.

Remember that F* provides a STATE monad which allows the programmer to reason about the memory state of the program. This monad is parametrized by the type state, which can be freely defined by the programmer. F* also natively provides two memory models, Heap and HyperHeap (see §2.6.2 for more
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```fstar

type mem
type ref : Type → Type
val region_of : ref a → Ghost rid
val '∈' : mem → ref a → Tot Type (⋆ a ref is contained in a mem ⋆)
val '∈' : mem → ref a → Ghost a (⋆ selecting a ref ⋆)
val '∈' : mem → ref a → a → Ghost mem (⋆ updating a ref ⋆)
val ref r a = x:ref a (region_of x = r) (⋆ abbrev. for a ref in region r ⋆)

Figure 4.1: HyperStack reference type definitions
```

details). In this setting, however, a more refined and specialized memory model is required to match the previously discussed C behavior. To that intent, in Low the type state of the **STATE** monad (see Figure 2.8) is instantiated to **HyperStack.mem** (which we refer to as just “hyper-stack”), a new region-based memory model [118] covering both the stack and the heap. Hyper-stacks are a generalization of hyperheaps which provide lightweight support for memory separation and framing for stateful verification. They augment hyper-heaps with a shape invariant to indicate that the lifetime of a certain set of regions follows a specific stack-like discipline. They partition memory into a set of regions. Each region is identified by a region identifier rid and regions are classified as either stack regions or heap regions, according to the predicate is_stack_region—we use the type abbreviation sid for stack regions and hid for heap regions. A distinct stack region, root, outlives all other stack regions. The snippet below is the corresponding F* code.

```fstar

type rid
type is_stack_region : rid → Tot bool
type sid = r:rid{is_stack_region r}
type hid = r:rid{¬(is_stack_region r)}
val root: sid

The stack regions are **ephemeral**, and their lifetime is decided by the control flows of the program. Their stack shape invariant guarantees that new stack regions are created and destroyed similarly to stack frames in C, while the heap regions are **eternal** and never get destroyed once created.

The snippet in figure 4.1 shows the signature of **mem**, our model of the entire memory, which is equipped with a select/update theory [96] for typed references ref a. Additionally, we have a function to refer to the region_of a reference, and a relation r ∈ m to indicate that a reference is live in a given memory state.

**Heap regions** The heap set of regions is very close to the original HyperHeap model. All the eternal regions together form a tree structure, with the root at the top. The goal of this structure is to enable an easy separation mechanism. Indeed, in the case of a single region, the memory separation between
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```
val alloc: r:hid → init:a → ST (ref r a) (ensures (λ m0 x m1 → x ∉ m0 ∧ x ∈ m1 ∧ m1 = (m0[x]← init)))
val free: r:hid → x:ref r a → ST unit (requires (λ m → x ∈ m)) (ensures (λ m0_ m1 → x ∉ m1 ∧ ∀y ≠ x. m0[y] = m1[y]))
val (!): x:ref a → ST a (requires (λ m → x ∈ m)) (ensures (λ m0 y m1 → m0 = m1 ∧ y = m1[x]))
```

Figure 4.2: Excerpt of the HyperStack memory API

several references implies predicates which size is quadratic in the number of references. Consequently, such predicates may quickly grow to be impossible to manage. In the heap part of the tree, regions are either in a parent/child relationship, belong to the same branch, or belong to distinct branches. Regions from distinct branches automatically benefit from memory separation properties: values allocated in distinct regions are also necessarily distinct. Regions on the same branch can be considered distinct or included into one another depending on whether the distinct relation is transitive over the parent-children relationship or not. One property of the eternal regions (the heap regions) is that, as its name suggests, they cannot be removed. Once a fresh region has been generated, it will stay forever.

By defining the ST effect over the mem type, we can program stateful primitives for creating new heap regions, and allocating, reading, writing and freeing references in those regions—we show some of their signatures in figure 4.2. Assuming an infinite amount of memory, alloc’s pre-condition is trivial while its post-condition indicates that it returns a fresh reference in region r initialized appropriately. Freeing (the free function) and dereferencing (the ! "bang" operator) require their argument to be present in the current memory, eliminating double-free and use-after-free bugs.

Since we support freeing individual references within a region, our model of regions could seem similar to [25]’s reaps. However, at present, we do not support freeing heap objects en masse by deleting heap regions; indeed, this would require using a special memory allocator. Instead, for us heap regions serve only to logically partition the heap in support of separation and modular verification, as is already the case for hyper-heaps [11], and heap region creation is currently compiled to a no-op by KreMLin.

The stack has a more constrained structure; although its base structure is also that of a tree, it has a stack invariant which means that it contains only one branch, originating from the root. Each region on the stack is a frame and all frames are by default pairwise distinct. Moreover the stack can grow or decrease throughout the program’s lifetime, based on the stack discipline: only the tip, the top most region of the stack can be popped, at the exception of the root.
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Stack regions, which we will henceforth call stack frames, serve not just as a reasoning device, but provide the efficient C stack-based memory management mechanism. KreMLin maps stack frame creation and destruction directly to the C calling convention and lexical scope. To model this, we extend the signature of `mem` to include a `tip` region representing the currently active stack frame, ghost operations to `push` and `pop` frames on the stack of an explicitly threaded memory, and their effectful analogs, `push_frame` and `pop_frame` that modify the current memory. Finally, we show the signature of `salloc` which allocates a reference in the current `tip` stack frame.

```plaintext
val tip: mem → Ghost sid
val push: mem → Ghost mem
val push_frame: unit → ST unit (ensures (λ m0 (λ m1 m1 = push m0)))
val pop_frame: unit → ST unit (requires (λ m → tip m = root))
val pop: mem {tip m ≠ root} → Ghost mem
val pop_frame: unit → ST unit (ensures (λ m0 x m1 x ≠ x m1 ∧ region_of x = tip m1 ∧ tip m0 = tip m1 ∧ m1 = (m0[x] ← init)))
val salloc: init: a → ST (ref a) (ensures (λ m0 x m1 x /slash.left ∈ m0 ∧ x ∈ m1 ∧ region_of x = tip m1 ∧ tip m0 = tip m1 ∧ m1 = (m0[x] ← init)))
```

Let downward_closed (h:HH.t) =

∀ (r:rid). r 'is_in' h (* for any region in the memory *)

⇒⇒ (r=HH.root (* either is the root *)

⇒⇒ (∀ (s:rid). r 'is_above' s (* or, any region beneath it *)

∧ s 'is_in' h (* that is also in the memory *)

⇒⇒ (is_stack_region r = is_stack_region s)) (* must be of the same flavor as itself *)

Let is_tip (tip:HH.rid) (h:HH.t) =

(is_stack_region tip v tip=HH.root (* the tip is a stack region, or the root *)

∧ tip 'is_in' h (* the tip is active *)

∧ (∀ (r:rid). r 'is_in' h ↔ r 'is_above' tip) (* ny other sid activation is a above (or equal to) the tip *)

Let hh = h:HH.t{HH.root 'is_in' h ∧ HH.map_invariant h ∧ downward_closed h}

(* the memory itself, always contains the root region, and the parent of any active region is active *)

Noeq type mem =

| HS : h:hh

tip:rid{tip 'is_tip' h} (* the id of the current top-most region *)

to mem
```

Figure 4.3: HyperStack shape invariants

Custom effects are defined to account for the specificities of this memory model. The ST effect in this memory model is the default effect. It speci-
4.2. The Low* language

```haskell
let equalDomains (m0:mem) (m1:mem) =
    m0.tip = m1.tip 
∧ Set.equal (Map.domain m0 h) (Map.domain m1 h)
∧ (∀ r. Map.contains m0 h r ⇒ Heap.equal_dom (Map.sel m0 h r) (Map.sel m1 h r))
```

Figure 4.4: The `equal_domains` predicate which defines the Stack effect invariant.

```haskell
effect Stack (a:Type) (pre:st_pre) (post: (mem → Tot (st_post a))) =
    STATE a
    (λ (p:st_post a) (h:mem) → pre h ∧ (∀ a h1. (pre h ∧ post h a h1 ∧ 
        equal_domains h h1) ⇒ p a h1)) (* WP *)
```

Figure 4.5: Definition of the Stack effect: the ‘equal_domains’ clause enforces that 1) both mem have the same tip, 2) both mem reference the same heaps (their map: rid -> heap have the same domain), 3) in each region id, the corresponding heaps contain the same references on both sides.

...
correctness of the Stack invariant to ensure that our resulting code is memory
safe and does not suffer from memory leaks. The programmer can freely control
the allocation and de-allocation of frames on the stack using the push_frame and
pop_frame primitives. Intuitively those correspond respectively to opening and
closing blocks with curly braces in the C language. They must be called for
all functions which allocate on the stack, and systematically matched. They
have to be manually inserted by the programmer in such a way that the Stack
invariants are maintained. This condition is necessary to typecheck any Low*
program.

Although simplified, this abstract memory representation is detailed enough
to specify a subset of the C semantics in F*. \cite{107} details the correctness proof
between the semantics of the heap and stack in the HyperStack memory model,
and the C-Ligh CompCert \cite{92} semantics.

Stack computations are ST computations which leave the stack tip un-
changed (i.e., they pop all frames they pushed) and yield a final memory
state with the same domain as the initial one. This ensures that Low* code
with Stack effect has explicitly deallocated all heap allocated references before
returning, ruling out memory leaks. As such, we expect all externally callable
Low* functions to have Stack effect. External programs can safely pass pointers
to objects allocated in their heaps into Low* functions with Stack effect since
the definition of Stack forbids the Low* code from freeing these references.

4.2.2 Buffers

One key difference between automatically managed arrays in high level lan-
guages such as OCaml and low-level buffers is that the former are packaging
the memory address pointing to the data with a header containing safety related
information, such as the length of the allocated array. In the latter however,
the buffer simply consists of a memory address which is not guaranteed to be
readable. Of course, the length of the data it points to is known only to the
programmer. The former is safe, but carries an extra level of indirection, the
latter is unsafe but memory accesses are faster. The verification goal is thus
to ensure a safe use of the later, to benefit from the same security guaranties
as the former but with best performance.

In Low*, the encoding of buffer uses similar ideas to the one of arrays in
regular F*, but with additional constraints.

```haskell
abstract type buffer a =
  | MkBuffer: max_length:uint32
    → content:ref (s:seq a{Seq.length s = max_length})
    → idx:uint32
    → length:uint32 {idx + length ≤ max_length} → buffer a
```

Figure 4.6: Low* Buffer.buffer representation
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```haskell
let chacha20
  (len: uint32{len ≤ blocklen})
  (output: bytes{len = output.length})
  (key: keyBytes)
  (nonce: nonceBytes{disjoint [output; key; nonce]})
  (counter: uint32) : Stack unit
  (requires (λ m0 → output ∈ m0 ∧ key ∈ m0 ∧ nonce ∈ m0))
  (ensures (λ m0 _ m1 → modifies 1 output m0 m1 ∧
    m1.[output] ==
    Seq.prefix len (Spec.chacha20 m0.[key] m0.[nonce] counter))) =
  push_frame ();
let state = Buffer.create 0ul 32ul in
let block = Buffer.sub state 16ul 16ul in
chacha20_init block key nonce counter;
chacha20_update output state len;
pop_frame ()
```

Figure 4.7: A snippet from ChaCha20 in Low* (top) and its C compilation (bottom)

**Modeling arrays** Hyper-stacks separate heap and stack memory, but each region of memory still only supports abstract, ML-style references (see figure 4.1). A crucial element of low-level programming is control over the specific layout of objects, especially for arrays and structs. We describe first our modeling of arrays by implementing an abstract type for buffers in Low*, using just the references provided by hyper-stacks. Relying on its abstraction, KreMLin compiles our buffers to native C arrays.

The type `buffer a` in figure 4.6 is a single-constructor inductive type with 4 arguments. Its main content argument holds a reference to a `seq a`, a purely functional sequence of `a`'s which length is determined by the first argument `max_length`. The refinement type `b:buffer uint32{length b = n}` is translated to a C declaration `uint32_t b[n]` by KreMLin and, relying on C pointer decay, further referred to via `uint32_t *`. The last two arguments of a buffer are there
to support creating smaller sub-buffers from a larger buffer, via the `Buffer.sub` operation below. A call to `Buffer.sub b i l` returning `b'` is compiled to C pointer arithmetic `b + i` (as seen in Figure 4.7 line 13 in chacha20). To accurately model this, the `content` field is shared between `b` and `b'`, but `idx` and `length` differ, to indicate that the sub-buffer `b'` covers only a sub-range of the original buffer `b`. The `sub` operation has computation type `Tot`, meaning that it does not read or modify the state. The refinement on the result `b'` indicates its length and, using the includes relation, records that `b` and `b'` are aliased.

```fsharp
val sub : b:buffer a → i:uint32 → len:uint32 { i + len ≤ b.length } → Tot (b':buffer a { b'.length = len ∧ b.includes b' })
```

We also provide statically bound-checked operations for indexing and updating buffers. The signature of the `index` function below requires the buffer to be live and the index location to be within bounds. Its postcondition ensures that the memory is unchanged and describes what is returned in terms of the logical model of a buffer as a sequence.

```fsharp
let get (m:mem) (b:buffer a) (i:uint32 { i < b.length }) : Ghost a = Seq.index (m[b.content]) (b.idx + i)
val index : b:buffer a → i:uint32 { i < b.length } → Stack a
  (requires (λ m → b.content ∈ m))
  (ensures (λ m0 z m1 → m1 = m0 ∧ z = get m1 b i))
```

All lengths and indices are 32-bit machine integers, and refer to the number of elements in the buffer, not the number of bytes the buffer occupies. This currently prevents addressing very large buffers on 64-bit platforms. (To this end, we may parameterize our development over a C data model, wherein indices for buffers would reflect the underlying (proper) `ptrdiff_t` type.)

Similarly, memory allocation remains platform-specific. It may cause a (fatal) error as it runs out of memory. More technically, the type of `create` may not suffice to prevent pointer-arithmetic overflow; if the element size is greater than a byte, and if the number of elements is $2^{32}$, then the argument passed to `malloc` will overflow on a platform where `sizeof size_t` is 4. To prevent such cases, KreMLin inserts defensive dynamic checks (which typically end up eliminated by the C compiler since our stack-allocated buffer lengths are compile-time constants). In the future, we may statically prevent it by mirroring the C `sizeof` operator at the F* level, and requiring that for each `Buffer.create` operation, the resulting allocation size, in bytes, is no greater than what `size_t` can hold.

**Modeling structs** Generalizing ‘buffer t’ (abstractly, a reference to a finite map from natural numbers to `t`), we model C-style structs as an abstract reference to a ‘struct key value’, that is, a map from keys `k: key` to values whose type
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'value k' depends on the key. For example, we represent the type of a colored point as follows, using a struct with two fields X and Y for coordinates and one field Color, itself a nested struct of RGB values.

```
type color_fields = R | G | B

type color = struct color_fields (\lambda R | G | B -> uint32)

type colored_point_fields = X | Y | Color

type colored_point = struct colored_point_fields (\lambda X | Y -> int32 | Color -> color)
```

C structs are flatly allocated; the declaration above models a contiguous memory block that holds 20 bytes or more, depending on alignment constraints. As such, we cannot directly perform pointer arithmetic within that block; rather, we navigate it by referring to fields. To this end, our library of structs provides an interface to manipulate pointers to these C-like structs, including pointers that follow a path of fields throughout nested structs. The main type provided by our library is the indexed type `ptr` shown below, encapsulating a base reference `content: ref from` and a path `p` of fields leading to a value of type `to`.

```
abstract type ptr
    Type -> Type =>

    PTr: #from:Type -> content: ref from -> #to: Type -> p: path from to -> ptr to
```

When allocating a struct on the stack, the caller provides a 'struct k v' literal and obtains a 'ptr (struct k v)', a pointer to a struct literal in the current stack frame (a `Ptr` with an empty path). The `extend` operator below supports extending the access path associated with a 'ptr (struct k v)' to obtain a pointer to one of its fields.

```
val extend: #key: eqtype -> #value: (key -> Tot Type) -> p: ptr (struct key value) -> fd: key -> ST (ptr (value fd))
    (requires (\lambda h -> live h p))
    (ensures (\lambda h0 p' h1 -> h0 == h1 \land p' == field p fd))
```

Finally, the `read` and `write` operations allows accessing and mutating the field referred to by a `ptr`.

```
val read: #a:Type -> p: ptr a -> ST value
    (requires (\lambda h -> live h p))
    (ensures (\lambda h0 v h1 -> live h0 p \land h0 == h1 \land v == as_value h0 p))

val write: #a:Type -> b:ptr a -> z:a -> ST unit
    (requires (\lambda h -> live h b))
    (ensures (\lambda h0 _h1 -> live h0 b \land live h1 b \land modifies_1 b h0 h1 \land as_value h1 b == z))
```
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4.2.3 HACL\(^*\) integers

In F\(^*\), unsigned machine words are implemented over bitvectors as well as mathematical integers. The root of their specification is the bijection relationship which exists between bitvectors of n-bit and natural integers in the interval \([0; 2^n[. Therefore, at the F\(^*\) level there are \(\text{Tot}\) API functions available to coerce machine words to and from natural numbers and bitvectors.

As we detailed in the previous section, it is critical to protect sensitive data against side-channel information leaks. In our setting, we are restricting ourselves to only a few C constructs, namely buffers, structs and machine words. Therefore, one of the keys to prevent information leakage is to use a tainting mechanism, very common in information flow theory. Coincidentally this is achievable very easily using F\(^*\) type system, without involving the SMT solver. The idea is to rely on the type abstraction mechanism of F\(^*\). In F\(^*\) the \texttt{abstract} keyword specifies that the definition of a term shall remain unknown to other module calling into this one. Moreover the \texttt{noeq} key word indicates that one does not wish to define the equality on a particular type. In this setting we will use the actual F\(^*\) public machine words to specify and implement the Low\(^*\) sensitive integers while abstracting the relationship between the two and restricting the operators exposed by the sensitive integer modules.

It is difficult to make assumptions on the actual information leakage of integers operators at the processor level. It is extremely dependent on the platform and the manufacturers themselves do not always seem to know precisely which guaranties they provide. Thus we make assumptions about what we deem susceptible to leak information and what we assume not. Should those assumptions be wrong on some platform, we cannot guaranty any form of side channel resistance on this particular platform. Also these assumptions hold at the compiled C level, we cannot provide any kind of guaranties on the compiled binary.

On the sensitive integers we assume the following (constant-time) primitives:

- addition, subtraction and multiplication;
- logical AND, OR, NOT and XOR;
- logical shift right and left;
- \textit{masking} equality functions such as \texttt{eq\_mask} specified in figure 4.8.

As shown on figure 4.8 these secret integers are only wrappers around F\(^*\) integers, and they are implemented using the original F\(^*\) machine word operations. As explained some operators are not exposed though, such the division and remainder arithmetic operations, too often not constant time, and any kind of comparison function returning a boolean over two secret integer values. Furthermore the function that maps machine words to natural numbers
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Figure 4.8 on page 96 provides an overview of our translation from Low* to CompCert Clight, starting with EMF*, a recently proposed model of F* [9]; then Low*, a formal core of Low* after all erasure of ghost code and specifications; then C*, an intermediate language that switches the calling convention closer to C; and finally to Clight. In the end, our theorems establish that: (a) the safety and functional correctness properties verified at the F* level carry on to the generated Clight code (via semantics preservation), and (b) Low* programs that use the secrets parametrically enjoy the trace equivalence property, at least until the Clight level, thereby providing protection against side-channels.

Prelude: Internal transformations in EMF* We begin by briefly describing a few internal transformations on EMF*, focusing in the rest of this section
4. Low*, a Low-Level Programming Subset of F*

4.3.1 λow*: A Formal Core of Low* Post-Erasure

The meat of our formalization of Low* begins with λow*, a first-order, stateful language, whose state is structured as a stack of memory regions. It has a simple calling convention using a traditional, substitutive β-reduction rule.
Its small-step operational semantics is instrumented to produce traces that record branching and the accessed memory addresses. As such, our traces account for side-channel vulnerabilities in programs based on the program counter model [99] augmented to track potential leaks through cache behavior [21]. We define a simple type system for \( \lambda^{ow^*} \) and prove that programs well-typed with respect to some values at an abstract type produce traces independent of those values, e.g., our bigint library when translated to \( \lambda^{ow^*} \) is well-typed with respect to an abstract type of \( \text{limbs} \) and leaks no information about them via their traces.

**Syntax**  Figure 4.10 shows the syntax of \( \lambda^{ow^*} \). A program \( P \) is a sequence of top-level function definitions, \( d \). We omit loops but allow recursive function definitions. Values \( v \) include constants, immutable records, and buffers \((b,n,[])\) and mutable structures \((b,n,f)\) passed by reference, where \( b \) is the address of the buffer or structure, \( n \) is the offset in the buffer, and \( f \) designates the path to the structure field to take a reference of (this path, as a list, can be longer than 1 in the case of nested mutable structures.) Stack allocated buffers (\texttt{readbuf, writebuf, newbuf, and subbuf}), and their mutable structure counterparts (\texttt{readstruct, writestruct, newstruct, ▷}), are the main feature of the expression language, along with \texttt{withframe \( e \)}, which pushes a new frame on the stack for the evaluation of \( e \), after which it is popped (using \texttt{pop \( e \)}, an administrative form internal to the calculus). Once a frame is popped, all its local buffers and mutable structures become inaccessible.

Mutable structures can be nested, and stored into buffers, in both cases without extra indirection. However, the converse is not true, as \( \lambda^{ow^*} \) currently does not allow arbitrary nesting of arrays within mutable structures without explicit indirection via separately allocated buffers. We leave such generalization as future work.

**Type system** \( \lambda^{ow^*} \) types include the base types \texttt{int and unit}, record types \{\( f = \tau \)}, buffer types \texttt{buf \( \tau \)}, mutable structure types \texttt{struct \( \tau \)}, and abstract types \( \alpha \). The typing judgment has the form, \( \Gamma; \Sigma; \Gamma \vdash e : \tau \), where \( \Gamma; \Sigma \) includes the function signatures; \( \Sigma \) is the store typing; and \( \Gamma \) is the usual context of variables. We elide the rules, as it is a standard, simply-typed type system. The type system guarantees preservation, but not progress, since it does not attempt to account for bounds checks or buffer/mutable structure lifetime. However, memory safety (and progress) is a consequence of \( \text{Low}^* \) typing and its semantics-preserving erasure to \( \lambda^{ow^*} \).

**Semantics** We define evaluation contexts \( E \) for standard call-by-value, left-to-right evaluation order. The memory \( H \) is a stack of frames, where each frame maps addresses \( b \) to a sequence of values \( \vec{v} \). The \( \lambda^{ow^*} \) small-step semantics judgment has the form \( P \vdash (H,e) \rightarrow_\ell (H',e') \), meaning that under
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\[
\begin{align*}
\text{P} \vdash (H, \text{withframe } e) &\rightarrow (H; e, \text{pop } e) & \text{WF} \\
\text{P} \vdash (H; \text{pop } e) &\rightarrow (H, v) & \text{POP}
\end{align*}
\]

\[
\text{P} \vdash (H, \text{if } 0 \text{ then } e_1 \text{ else } e_2) \rightarrow \text{brF} (H, e_2)
\]

\[
P(f) = \lambda y : \tau_1. e_1 : \tau_2 \\
\text{P} \vdash (H, \text{let } x : \tau = f \text{ in } e) \rightarrow (H, \text{let } x : \tau = e_1[v/y] \text{ in } e)
\]

\[
\text{H}(b, n + n_1, []) = v \quad \ell = \text{read}(b, n + n_1, []) \\
\text{P} \vdash (H, \text{let } x = \text{readbuf } (b, n, []) n_1 \text{ in } e) \rightarrow \ell (H, e[v/x])
\]

\[
b \notin \text{dom}(H; h) \quad h_1 = h[b \mapsto v^n] \\
\ell = \text{write}(b, 0), \ldots, \text{write}(b, n - 1) \\
\text{P} \vdash (H; b, \text{let } x = \text{newbuf } n (v : \tau) \text{ in } e) \rightarrow \ell (H; h_1, e_1)
\]

Figure 4.11: Selected semantic rules from low\(^*\)

the program \(P\), configuration \((H, e)\) steps to \((H', e')\) emitting a trace \(\ell\), including reads and writes to buffer references or mutable structure references, and branching behavior, as shown below.

\[
\ell ::= \cdot \mid \text{read}(b, n, \overline{f}) \mid \text{write}(b, n, \overline{f}) \mid \text{brT} \mid \text{brF} \mid \ell_1, \ell_2
\]

Figure 4.11 shows selected reduction rules from low\(^*\). Rule WF pushes an empty frame on the stack, and rule POP pops the topmost frame once the expression has been evaluated. Rule LIFF is standard, except for the trace brF recorded on the transition. Rule APP is a standard, substitutive \(\beta\)-reduction. Rule LRD returns the value at the \((n + n_1)\) offset in the buffer at address \(b\), and emits a read \((b, n + n_1, [])\) event. Rule NEW initializes the new buffer, and emits write events corresponding to each offset in the buffer.

**Secret independence** A low\(^*\) program can be written against an interface providing secrets at an abstract type. For example, for the abstract type limb, one might augment the function signatures \(\Gamma_P\) of a program with an interface for the abstract type \(\Gamma_{\text{limb}} = \text{eq\_mask} : \text{limb}^2 \rightarrow \text{limb}\), and typecheck a source program with free limb variables (\(\Gamma = \text{secret\_limb}\)), and empty store typing, using the judgment \(\Gamma_{\text{limb}}; \Gamma_P; \Sigma; \Gamma \vdash e : \tau\). Given any representation \(\tau\) for limb, an implementation for eq\_mask whose trace is input independent, and any pair of values \(v_0 : \tau, v_1 : \tau\), we prove that running \(e[v_0/\text{secret}]\) and \(e[v_1/\text{secret}]\) produces identical traces, i.e., the traces reveal no information about the secret \(v_i\). We sketch the formal development next, leaving details to the appendix.

Given a derivation \(\Gamma_s, \Gamma_P; \Sigma; \Gamma \vdash e : \tau\), let \(\Delta\) map type variables in the interface \(\Gamma_s\) to concrete types and let \(P_s\) contain the implementations of the
functions (from \( \Gamma_s \)) that operate on secrets. To capture the secret independence of \( P_s \), we define a notion of *equivalence modulo secrets*, a type-indexed relation for values \( (v_1 \equiv_{\tau} v_2) \) and memories \( (\Sigma \vdash H_1 \equiv H_2) \). Intuitively two values (resp. memories) are equivalent modulo secrets if they only differ in subterms that have abstract types in the domain of the \( \Delta \) map—we abbreviate “equivalent modulo secrets” as “related” below. We then require that each function \( f \in P_s \), when applied in related stores to related values, always returns related results, while producing *identical* traces. Practically, \( P_s \) is a (small) library written carefully to ensure secret independence.

Our secret-independence theorem is then as follows:

**Theorem 4.3.1 (Secret independence).** Given

1. a program well-typed against a secret interface, \( \Gamma_s \), i.e., \( \Gamma_s, \Gamma_P; \Sigma; \Gamma \vdash (H, e) : \tau \),
2. a well-typed implementation of the \( \Gamma_s \) interface, \( \Gamma_s; \Sigma; \vdash \Delta P_s \), such that \( P_s \) is equivalent modulo secrets,
3. a pair \((\rho_1, \rho_2)\) of well-typed substitutions for \( \Gamma \),

then either:

1. both programs cannot reduce further, i.e. \( P_s, P \vdash (H, e)[\rho_1] \rightarrow \) and \( P_s, P \vdash (H, e)[\rho_2] \rightarrow \), or
2. both programs make progress with the same trace, i.e. there exists \( \Sigma' \supseteq \Sigma, \Gamma' \supseteq \Gamma, H', e' \), a pair \((\rho_1', \rho_2')\) of well-typed substitutions for \( \Gamma' \), and a trace \( \ell \) such that
   a) \( P_s, P \vdash (H, e)[\rho_1'] \rightarrow_{\ell} (H', e')[\rho_1'] \) and \( P_s, P \vdash (H, e)[\rho_2'] \rightarrow_{\ell} (H', e')[\rho_2'] \),
   and
   b) \( \Gamma_s, \Gamma_P; \Sigma'; \Gamma' \vdash (H', e') : \tau \)

### 4.3.2 C*: An Intermediate Language

We move from \( \text{low}^* \) to Clight in two steps. The \( C^* \) intermediate language retains \( \text{low}^* \)'s explicit scoping structure, but switches the calling convention to maintain an explicit call-stack of continuations (separate from the stack memory regions). \( C^* \) also switches to a more C-like syntax, separates side effect-free expressions from effectful statements.

\[
\begin{align*}
P & ::= \text{fun } f (x : \tau) : \tau \{ s \} \\
\hat{e} & ::= n | () | x | \hat{e} + \hat{e} | \{ f = \hat{e} \} | \hat{e}.f | \&\hat{e} \rightarrow f \\
s & ::= \tau x = \hat{e} | \tau x = f(\hat{e}) | \text{if } \hat{e} \text{ then } s \iff \text{else } \overline{s} | \text{return } \hat{e} \\
& \quad \mid \{ \overline{s} \} | \tau x[n] | \tau x = *[\hat{e}] | s[\hat{e}] = \hat{e} | \text{memset } \hat{e} n \hat{e}
\end{align*}
\]

The syntax is unsurprising, with two notable exceptions. First, despite the closeness to C syntax, contrary to C and similarly to \( \text{low}^* \), block scopes are not required for branches of a conditional statement, so that any local variable or local array declared in a conditional branch, if not enclosed by a further block, is still live after the conditional statement. Second, non-array local variables are immutable after initialization.
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Operational semantics, in contrast to low*: A C* evaluation configuration C consists of a stack S, a variable assignment V and a statement list \( \overrightarrow{s} \) to be reduced. A stack is a list of frames. A frame F includes frame memory M, local variable assignment V to be restored upon function exit, and continuation E to be restored upon function exit. Frame memory M is optional: when it is \( 1 \), the frame is called a “call frame”; otherwise a “block frame”, allocated whenever entering a statement block and deallocated upon exiting such block. A frame memory is just a partial map from block identifiers to value lists. Each C* statement performs at most one function call, or otherwise, at most one side effect. Thus, C* is deterministic.

The semantics of C* is shown to the right in Figure 4.12 also illustrating the translation from low* to C*. There are three main differences. First, C*’s calling convention (rule CALL) shows an explicit call frame being pushed on the stack, unlike low*’s \( \sigma \) reduction. Additionally, C* expressions do not have side effects and do not access memory; thus, their evaluation order does not matter and their evaluation can be formalized as a big-step semantics; by themselves, expressions do not produce events. This is apparent in rules like CIfF and CRead, where the expressions are evaluated atomically in the premises. Finally, newbuf in low* is translated to an array declaration followed by a separate initialization. In C*, declaring an array allocates a fresh memory block in the current memory frame, and makes its memory locations available but uninitialized. Memory write (resp. read) produces a write (resp. read)
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event. \texttt{memset} \(\hat{e}_1\) \(m\ \hat{e}_2\) produces \(m\ \text{write}\) events, and can be used only for arrays.

**Correctness of the Low∗-to-C∗ transformation** We proved that execution traces are exactly preserved from Low∗ to C∗:

**Lemma 4.3.2** (Low∗ to C∗). Let \(P\) be a Low∗ program and \(e\) be a Low∗ entry point expression, and assume that they compile: \(\not\Downarrow P = \not{P}\) for some C∗ program \(\not{P}\) and \(\Downarrow e = s; \hat{e}\) for some C∗ list of statements \(s\) and expression \(\hat{e}\).

Let \(V\) be a mapping of local variables containing the initial values of secrets. Then, the C∗ program \(\not{P}\) terminates with trace \(\ell\) and return value \(v\), i.e.,

\[
\not{P} \vdash ([], V, s; \text{return} \ \hat{e}) \xrightarrow{\ell} ([], V', \text{return} \ v) \text{ i.e., if, and only if, so does the Low∗ program}: P \vdash (\{\}, e[V]) \xrightarrow{\ell} (H', v); \text{ and similarly for divergence.}
\]

In particular, if the source Low∗ program is safe, then so is the target C∗ program. It also follows that the trace equality security property is preserved from Low∗ to C∗. We prove this theorem by bisimulation. In fact, it is enough to prove that any Low∗ behavior is a C∗ behavior, and flip the diagram since C∗ is deterministic. That C∗ semantics use big-step semantics for C∗ expressions complicates the bisimulation proof a bit because Low∗ and C∗ steps may go out-of-sync at times. Within the proof we used a relaxed notion of simulation (“quasi-refinement”) that allows this temporary discrepancy by some stuttering, but still implies bisimulation.

4.3.3 From C∗ to CompCert Clight and Beyond

CompCert Clight is a deterministic (up to system I/O) subset of C with no side effects in expressions, and actual byte-level representation of values. Clight has a realistic formal semantics [60, 61] and tractable enough to carry out the correctness proofs of our transformations from Low∗ to C. More importantly, Clight is the source language of the CompCert compiler backend, which we can thus leverage to preserve at least safety and functional correctness properties of Low∗ programs down to assembly

Recall that we need to produce an event in the trace whenever a memory location is read or written, and whenever a conditional branch is taken, to account for memory accesses and statements in the semantics of the generated Clight code for the purpose of our noninterference security guarantees. However, the semantics of CompCert Clight \emph{per se} produces no events on memory accesses; instead, CompCert provides a syntactic program annotation mechanism using no-op \emph{built-in calls}, whose only purpose is to add extra events in the trace. Thus, we leverage this mechanism by prepending each memory

\[2\] As a subset of C, Clight can be compiled by any C compiler, but only CompCert provides formal guarantees.
access and conditional statement in the Clight generated code with one such built-in call producing the corresponding events.

The main two differences between C* and Clight, which our translation deals with as described below, are immutable local structures, and scope management for local variables.

**Immutable local structures** C* handles immutable local structures as first-class values, whereas Clight only supports non-compound data (integers, floating-points or pointers) as values.

If we naively translate immutable local C* structures to C structures in Clight, then CompCert will allocate them in memory. This increases the number of memory accesses, which not only introduces discrepancies in the security preservation proof from C* to Clight, but also introduces significant performance overhead compared to GCC, which optimizes away structures whose addresses are never taken.

Instead, we split an immutable structure into the sequence of all its non-compound fields, each of which is to be taken as a potentially non-stack-allocated local variable except for functions that return structures, where, as usual, we add, as an extra argument to the callee, a pointer to the memory location written to by the callee and read by the caller.

**Local variable hoisting** Scoping rules for C* local arrays are not exactly the same as in C, in particular for branches of conditional statements. So, it is necessary to hoist all local variables to function-scope. CompCert 2.7.1 does support such hoisting but as an unproven elaboration step. While existing formal proofs (e.g., Dockins’ [66, §9.3]) only prove functional correctness, we also prove preservation of security guarantees, as shown below.

**Proof techniques** Contrary to the low*-to-C* transformation, our subsequent passes modify the memory layout leading to differences in traces between C* to Clight, due to pointer values. Thus, we need to address security preservation separately from functional correctness.

For each pass changing the memory layout, we split it into three passes. First, we reinterpret the program by replacing each pointer value in event traces with the function name and recursion depth of its function call, the name of the corresponding local variable, and the array index and structure field name within this local variable. Then, we perform the actual transformation and prove that it exactly preserves traces in this new “abstract” trace model. Finally, we reinterpret the generated code back to concrete pointer values. We

---

3Our benchmark without this structure erasure runs 20% slower than with structure erasure, both with CompCert 2.7. Without structure erasure, code generated with CompCert is 60% slower than with gcc -O1. CompCert-generated code without structure erasure may even segfault, due to stack overflow, which structure erasure successfully overcomes.
successfully used this technique to prove functional correctness and security preservation for variable hoisting.

For each pass that adds new memory accesses, we split it into two passes. First, a reinterpretation pass produces new events corresponding to the provisional memory accesses (without actually performing those memory accesses). Then, this pass is followed by the actual trace-preserving transformation that goes back to the non-reinterpreted language but adds the actual memory accesses into the program. We successfully used this technique to prove functional correctness and security preservation for structure return, where we add new events and memory accesses whenever a C* function returns a structure value.

In both cases, we mean reinterpretation as defining a new language with the same syntax and small-step semantic rules except that the produced traces are different, and relating executions of the same program in the two languages. There, it is easy to prove functional correctness, but for security preservation, we need to prove an invariant on two small-step executions of the same program with different secrets, to show that two equal pointer values in event traces coming from those two different executions will actually turn into two equal abstract pointer values in the reinterpreted language.

Our detailed functional correctness and security preservation proofs from \( \text{low}^* \) to Clight can be found in the appendix.

**Towards verified assembly code**  We conjecture that our reinterpretation techniques can be generalized to most passes of CompCert down to assembly. While we leave such generalization as future work, some guarantees from C to assembly can be derived by instrumenting CompCert [21] and LLVM [126, 127, 11] and turning them into certifying (rather than certified) compilers where security guarantees are statically rechecked on the compiled code through translation validation, thus re-establishing them independently of source-level security proofs. In this case, rather than being fully preserved down to the compiled code, Low*-level proofs are still useful to practically reduce the risk of failures in translation validation.

4.4 The KreMLin compiler

4.5 KreMLin: a Compiler from Low* to C

4.5.1 From Low* to Efficient, Elegant C

As explained previously, \( \text{low}^* \) is the core of Low*, post erasure. Transforming Low* into \( \text{low}^* \) proceeds in several stages. First, we rely on F*’s existing normalizer and erasure and extraction facility (similar to features in Coq [94]), to obtain an ML-like AST for Low* terms. Then, we use our new tool KreMLin
that transforms this AST further until it falls within the low* subset formalized above. KreMLin then performs the low* to C* transformation, followed by the C* to C transformation and pretty-printing to a set of C files. KreMLin generates C11 code that may be compiled by GCC; Clang; Microsoft’s C compiler or CompCert. We describe the main transformations performed by KreMLin, beyond those formalized in §4.3, next.

Structures by value We described earlier (§4.2.2) our Low* struct library that grants the programmer fine-grained control over the memory layout, as well as mutability of interior fields. As an alternative, KreMLin supports immutable, by-value structs. Such structures, being pure, come with no liveness proof obligations. The performance of the generated C code, however, is less predictable: in many cases, the C compiler will optimize and pass such structs by reference, but on some ABIs (x86), the worst-case scenario may be costly.

Concretely, the F* programmer uses tuples and inductive types. Tuples are monomorphized into specialized inductive types. Then, inductive types are translated into idiomatic C code: single-branch inductive types (e.g., records) become actual C structs, inductives with only constant constructors become C enums, and other inductives becomes C tagged unions, leveraging C11 anonymous unions for syntactic elegance. Pattern matches become, respectively, switches, let-bindings, or a series of cascading if-then-elses.

Whole-program transformations KreMLin perform a series of whole-program transformations. First, the programmer is free to use parameterized type abbreviations. KreMLin substitutes an application of a type abbreviation with its definition, since C’s typedef does not support parameters. (C++11 alias templates would support this use-case.) Second, KreMLin recursively inlines all StackInline functions, as required for soundness (cf. §??). Third, KreMLin performs a reachability analysis. Any function that is not reachable from the main function or, in the case of a library, from a distinguished API module, is dropped. This is essential for generating palatable C code that does not contain unused helper functions used only for verification. Fourth, KreMLin supports a concept of “bundle”, meaning that several F* modules may be grouped together into a single C translation unit, marking all of the functions as static, except for those reachable via the distinguished API module. This not only makes the code much more idiomatic, but also triggers a cascade of optimizations that the C compiler is unable to perform across translation units.

Going to an expression language F* is, just like ML, an expression language. Two transformations are required to go to a statement language: stratification and hoisting. Stratification places buffer allocations, assignments and conditionals in statement position before going to C*. Hoisting, as dis-
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As discussed in §4.3.3, deals with the discrepancy between C99 block scope and Low\textsuperscript{*} with \texttt{frame}; a buffer allocated under a \texttt{then} branch must be hoisted to the nearest enclosing \texttt{push\_frame}, otherwise its lifetime would be shortened by the resulting C99 block after translation.

**Readability** KreMLin puts a strong emphasis on generating readable C, in the hope that security experts not familiar with F\textsuperscript{*} can review the generated C code. Names are preserved; we use \texttt{enum} and \texttt{switch} whenever possible; functions that take \texttt{unit} are compiled into functions with no parameters; functions that return \texttt{unit} are compiled into \texttt{void}-returning functions. The internal architecture relies on an abstract C AST and what we believe is a correct C pretty-printer.

**Implementation** KreMLin represents about 10,000 lines of OCaml, along with a minimal set of primitives implemented in a few hundred lines of C. After F\textsuperscript{*} has extracted and erased the AEAD development, KreMLin takes less than a second to generate the entire set of C files. The implementation of KreMLin is optimized for readability and modularity; there was no specific performance concern in this first prototype version. KreMLin was designed to support multiple backends; we are currently implementing a WebAssembly backend to provide verified, efficient cryptographic libraries for the web.

**4.5.2 Integrating KreMLin’s Output**

KreMLin generates a set of C files that have no dependencies, beyond a single \texttt{.h} file and C11 standard headers, meaning KreMLin’s output can be readily integrated into an existing source tree.

To allow code sharing and re-use, programmers may want to generate a shared library, that is, a \texttt{.dll} or \texttt{.so} file that can be distributed along with a public header (\texttt{.h}) file. The programmer can achieve this by writing a distinguished API module in F\textsuperscript{*}, exposing only carefully-crafted function signatures. As exemplified earlier (Figure 4.7), the translation is predictable, meaning the programmer can precisely control, in F\textsuperscript{*}, what becomes, in C, the library’s public header. The bundle feature of KreMLin then generates a single C file for the library; upon compiling it into a shared object, the only visible symbols are those exposed by the programmer in the header file.

We used this approach for our HACL\textsuperscript{*} library. Our public header file exposes functions that have the exact same signature as their counterpart in the NaCL library. If an existing binary was compiled against NaCL’s public header file, then one can configure the dynamic linker to use our HACL\textsuperscript{*} library instead, without recompiling the original program (using the infamous “LD preload trick”).

The functions exposed by the library comply with the C ABI for the chosen toolchain. This means that one may use the library from a variety of programming languages, relying on foreign-function interfaces to interoperate.
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One popular approach is to generate bindings for the C library *at run-time* using the ctypes and the libffi [73] libraries. This is an approach leveraged by languages such as JavaScript, Python or OCaml, and requires no recompilation.

An alternative is to write bindings by hand, which allows for better performance and control over how data is transformed at the boundary, but requires writing and recompiling potentially error-prone C code. This is the historical way of writing bindings for many languages, including OCaml. We plan to have KreMLin generate these bindings automatically. We used this approach in miTLS, effectively making it a mixed C/OCaml project. We intend to eventually lower all of miTLS into Low*.

**Conclusion**

While F* is usually recognized for its expressiveness and its proof automation, we showed that it is also a suitable candidate to write efficient low-level code. Low-level languages give a lot of control to the programmer, which makes them fast, but also insecure and hard to verify. On the other hand, higher order functional languages are safe and provide many useful verification features, at the cost of complete control over the execution of the code.

In this Chapter, relying on Low* a shallow embedding of C in F*, we showed how to effectively write C (and thus as-fast-as-C) code in F*, while retaining the full proof capabilities of F*. The verification and compilation process effectively produces C code which is memory safe, functionally correct and provides secret-independence guaranties to mitigate side-channel attacks. The compilation process from F* to C is proven correct and a strong effort has been made to ensure that the resulting code is human readable and auditable.

One limitation of this approach to verify C code is that one has to reimplement everything in F*, we cannot directly prove the correctness of existing idiomatic C code. However, we claim that our approach is better suited to scale to large projects, as it is particularly hard to prove code that was not written with verification in mind, and that tools directly targeting low-level code are less expressive than high-level languages. Still, our Low* frontend is effectively F*, a functional language largely unknown to developers. For the computationally relevant code, a C or Rust front-end could be a substantial improvement to push the adoption of our verification framework, while the proof itself could stay in vanilla F*. 
Chapter 5

HACL*, a Fast and Verified Reference Cryptographic Library

Parts of the text are taken from [130], a paper that appeared in CCS 2017 and was co-authored by me along with Jonathan Protzenko, Karthikeyan Bhargavan and Benjamin Beurdouche.

Chapter 3 presented a new approach towards generic cryptographic code for fixed prime fields in $F^*$ which minimizes the proof burden at no algorithmic performance cost. Chapter 4 showed that such code could safely be compiled to efficient low-level languages, in particular to C code, in which most common cryptographic libraries are implemented. Leveraging on these results, this chapter illustrates how to combine generic cryptographic proofs with low-level compilation to implement a full-fledged cryptographic library. We show that our methods are not limited to prime-field arithmetic and easily extend to symmetric ciphers or complex cryptographic constructions such as Ed25519, a twisted Edward Curve based digital signature algorithm. In particular, this cryptographic library implements the full NaCl API, a modern small but complete general purpose API for cryptographic applications.

5.1 A self-contained, modern and efficient cryptographic library

Implementing cryptographic code is notoriously hard and error-prone. This claim is easily backed by a quick search for vulnerabilities in open source cryptographic code over the internet. It may be surprising given how security critical cryptographic code is, and how many pairs of eyes one can hope to get on widely used open source projects such as the OpenSSL cryptographic
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Unfortunately crypto developers have to balance between two antithetical goals. Security is obviously the main objective of cryptographic code and constructs, but performance is also essential. The TLS protocol for instance is one of the main secure protocols used over the internet. Its goal is to negotiate and create a secure channel over which two parties can safely communicate under confidentiality, integrity and authentication guarantees. In a world where all internet communications are slowly moving toward encryption, it is easy enough to understand why performance becomes critical for crypto code, especially for large content providers. Unfortunately the fastest algorithms are rarely the most secure. Certain optimizations may lead to either unwanted and potentially exploitable behaviors, or side-channel information leaks. From there, striking a balance between safe code and fast code becomes quite challenging and it is safe to say that only few people are actually trusted by the community to contribute new cryptographic code to popular cryptographic projects.

Our approach for this cryptographic library is thus a bit different. Rather than trusting the programmer, we advocate trusting the machine and letting the programmer rely on the proof checker to ascertain the correctness of her implementation. To that intent we leverage on the Low* subset of F* presented in Chapter 4 to ensure statically by typing that our compiled C code is safe and provides clear guaranties regarding its functional behavior, its memory discipline and information leakage by timing mitigation technique.

This library is not intended as a proof of concept but rather as a framework to build upon and to expand. Old and pervasive projects such as the OpenSSL library are too large for one to hope to thoroughly verify them in the coming years. More recent projects have aimed at offering a more restricted but carefully chosen set of cryptographic primitives which enable the main security guarantees needed by cryptographic applications. The NaCl API is such. Already implemented by libraries such as LibSodium or TweetNaCl, it relies on a small set of modern, recently standardized primitives. In HACL* we provide symmetric ciphers (Chacha20, Salsa20), hash functions (SHA2-256, SHA2-512), Message Authenticating Codes (MAC: Poly1305, HMAC), Elliptic Curve Diffie-Hellman (Curve25519) and Edwards Curve based digital signatures (Ed25519). Thanks to these primitives, not only can HACL* implement the NaCl API, but also one ciphersuite of the recently standardized TLS 1.3 secure communication protocol.

In the rest of the chapter we describe how the HACL* library is structured in order to be extensible, to provide a clear understanding of the security guaranties to external users and contributors and how it achieves state-of-the-art C performance on top of practical verification.
5.2 Methodology: Structuring the Library Between Specifications and Low-Level Code

The overall goal of this work is to illustrate the worth of formal methods for software development, democratize their use and improve the level of trust we can put into daily used software. Therefore, an essential milestone on the road to achieving this goal is to formulate the security and functionality guarantees in such a way that non F∗ expert users and contributors will be convinced — provided that they trust the formal method tools — that they understand the security claims well and that they match their expectations. To that intent, we designed a self-contained, full-fledged cryptographic library built around three inter-dependent components.

F∗ specifications The central property of a verified program is functional correctness. In essence, HACL∗ claims that its C compiled code has a correct input/output behavior, whatever the input values may be. This notion of correctness is relative to a reference program which is trusted to have the intended behavior. All other functionally verified implementations are proved to be functionally equivalent to this reference program which we will designate as the specification.

Therefore in HACL∗, a specification is a pure, simple and standalone F∗ program which aim is to provide to external readers a description of the primitive as clear, as concise and as readable as possible. Cryptographic primitive standards, for instance Requests For Comments (RFC) or NIST documents, tend to provide some pseudo-code or Python excerpts of the specified primitive in addition to the textual description in order to make it clearer, guide the developers through the implementation process and lift any potential ambiguity. HACL∗ specifications’ aim is to fulfill the exact same goal. Because they are trusted and all other implementations of the same primitive in HACL∗ is functionally equivalent to them, they must receive special attention from external reviewers. Conveniently, they are the only pieces of code one has to look at to know the exact behavior of the library functions.

Low∗ code Limitations of the pure fragment of F∗, in which the specifications are implemented, have been broadly discussed in Chapter 2. Therefore while specifications are great to provide concise and readable F∗ descriptions of a cryptographic primitive, the end goal of HACL∗ is to rival with the reference cryptographic libraries from the real world. To that intent, concrete HACL∗ code is written in the Low∗ subset and compiles to C code. It is memory-safe (by virtue of typing in the Low∗ subset) and its correctness comes from the soundness of the Low∗ to C compilation as well as the functional equivalence proof with the corresponding F∗ specification. Contrary to the specification, the Low∗ code implements all the low-level optimizations one could find in a
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C implementation of the same primitive which is why it can be compiled to efficient C code. It can also be used in larger F\(^*\) developments which may then benefit from all the invariants guaranteed for this code: functional correctness (by functional equivalence with the specifications), memory safety (by typing in Low\(*\)), and timing leakage mitigation techniques (by typing).

**C code** The Low\(^*\) code is an intermediate proof artifact: a Low\(^*\) program closely models the C memory model and thus can produce C code, and it belongs to the F\(^*\) system which enables proofs. However it is not natively executable, and has to go through a compilation phase beforehand. For users who do not care about reusing the proven Low\(^*\) invariants, this Low\(^*\) code has little value. Rather, these users will be interested in the produced C code directly, which is guaranteed to be safe, and in the F\(^*\) specification, which expresses the behavior of a primitive in a less verbose manner than optimized machine generated C code. HACL\(^*\) distributes snapshots of already compiled from Low\(^*\), ready-to-use C code which can be integrated in existing developments. In particular HACL\(^*\) exposes the NaCl API, a modern cryptographic API with few but carefully chosen cryptographic primitives.

5.3 High-Level Specifications

5.3.1 Reference code

The HACL\(^*\) library is built around functional equivalence proofs between simple, pure F\(^*\) programs and complex stateful Low\(^*\) programs. The former, the specifications, are meant to be easy to read, to understand, to review and to trust. They use only the pure fragment of F\(^*\) and a limited set of primitives which should make them very accessible and readable, even to users who are stranger to the F\(^*\) language. Familiarity with functional programming would of course help with the syntax. The later, the C compilable code, is much more complex and has to be proven not only functionally correct, but also memory safe and timing-leakage resistant. The relationship between the high-level specification and the low-level code is shown on figure 5.1 and figure 5.2, which display the top-level function for the Curve25519 algorithm in both settings.

Curve25519 is an elliptic curve point scalar multiplication algorithm which enables a variant of the Diffie-Hellman algorithm on elliptic curves (ECDH). The goal of this cryptographic construct is to negotiate a shared secret on an insecure channel. The Curve25519 elliptic curve can be equipped with a group structure and through a series of coordinate computations, from the \(x\) coordinate of a point \(P\) on the curve and a scalar \(k\) one can compute the \(x\) coordinate of the point \(kP\) where \(kP\) is \(P + P + ... + P \) \(k\) times, and + is the group additive law. The key idea here is that the scalar multiplication is difficult to invert. Hence from \(P\) and \(kP\) retrieving \(k\) is difficult for an adversary. Thereon, two parties Alice and Bob may negotiate a shared secret if \(P\) being public,
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module Spec.Curve25519
[...]

/* Type aliases */
type scalar = lbytes 32 // Sequence of bytes of length 32
type serialized_point = lbytes 32

let scalarmult (k:scalar) (u:serialized_point) : Tot serialized_point =
let k = decodeScalar25519 k in
let u = decodePoint u in
let res = montgomery_ladder u k in
encodePoint res

Figure 5.1: F\* top-level specification function for Curve25519

module Curve25519
[...]

val crypto_scalarmult:
  mypublic:uint8_p{length mypublic = 32} →
  secret:uint8_p{length secret = 32} →
  point:uint8_p{length point = 32} →
  Stack unit
  (requires (λ h → live h mypublic ∧ live h secret ∧ live h point))
  (ensures (λ h0 _ h1 → live h1 mypublic ∧ modifies_1 mypublic h0 h1 ∧
            live h0 mypublic ∧ live h0 secret ∧ live h0 point ∧
            h1.mypublic == Spec.Curve25519.scalarmult h0.secret h0.point))

Figure 5.2: Low\* top-level API for Curve25519

Alice sends \( k_a.P \) to Bob and Bob sends \( k_b.P \) to Alice, from which both of them
 can computation \( k_a.k_b.P = k_b.k_a.P \). Knowing neither \( k_a \) nor \( k_b \), an eavesdropping
 adversary will not be able to guess this value which will be used as a shared
 secret by Alice and Bob.

The scalarmult specification function implements this scalar multiplication
 algorithm. It takes as arguments two sequences of 32 bytes (the initial \( x \)
 coordinate of the point and the secret value), and returns a new sequence of
 32 bytes, which is the little endian encoding of the \( x \) coordinate of the result.
 For more details about the different components of the F\* specification of
 Curve25519 we refer to the full specification and the corresponding RFC [34,3].

The low-level Low\* equivalent function is a bit more verbose. As presented
 in Chapter [4] this function enforces the Stack effect, using the HyperStack
 memory model. Section 5.4 will discuss in more details the different invariants
 stated in this top-level function. For now, we want to focus on the last line of
 the post-condition:

Alice sends \( k_a.P \) to Bob and Bob sends \( k_b.P \) to Alice, from which both of them
can computation \( k_a.k_b.P = k_b.k_a.P \). Knowing neither \( k_a \) nor \( k_b \), an eavesdropping adversary will not be able to guess this value which will be used as a shared secret by Alice and Bob.

The scalarmult specification function implements this scalar multiplication algorithm. It takes as arguments two sequences of 32 bytes (the initial \( x \) coordinate of the point and the secret value), and returns a new sequence of 32 bytes, which is the little endian encoding of the \( x \) coordinate of the result. For more details about the different components of the F\* specification of Curve25519 we refer to the full specification and the corresponding RFC [34,3].

The low-level Low\* equivalent function is a bit more verbose. As presented in Chapter [4] this function enforces the Stack effect, using the HyperStack memory model. Section 5.4 will discuss in more details the different invariants stated in this top-level function. For now, we want to focus on the last line of the post-condition:
This line gives us the functional equivalence proof between the specification and the concrete code. Note that the excerpt uses the following type and syntax:

- \texttt{\texttt{uint8}_p} stands for \texttt{uint8 pointer}; objects of this type are byte arrays;
- the \texttt{\[]\]} notation designates an access to the HyperStack memory, in other terms, \texttt{h1[mypublic]} is the value of the memory block pointed by \texttt{mypublic} in the memory state \texttt{h1}.

Therefore this part of the post-condition equates the value of the \texttt{mypublic} buffer content in the resulting memory state \texttt{h1} with the application of the specification function \texttt{Spec.
Curve25519.scalarmult} to the buffer contents of \texttt{secret} and \texttt{point} in the initial memory state \texttt{h0}. This equality is the core of the functional correctness of the HACL* library. Consumer of the library do not need to review the complex low-level Low* code, they can rely on a review of the top-level Low* API and the corresponding specification and the functional equivalence proof which will guaranty that for any value the two programs will have the same input/output behavior.

To that intent, the specification modules of HACL* have been put aside from the concrete code modules. They are the "truth" for the HACL* library, which means that whenever we consider a certain cryptographic primitive, the definition of that particular primitive is given by its specification module. This design aims at encouraging external users and contributors to review those specifications to have complete trust into the library, especially since those specifications have been designed specifically to be easy to read and to match the reference literature (for instance the corresponding RFC).

### 5.3.2 Auditable code

F* is a new programming language and it would be unreasonable to ask new or external users and contributors to be familiar with the corner cases of the language and its syntax. Rather, F* shares a large part of its syntax with functional programming languages from the ML family, such as OCaml or F#. Its functional aspect may seem a bit odd to imperative programming oriented developers, more accustomed to languages such as C or Java, but apprehending the syntax and differences between functional and imperative programming is easy for seasoned developers.

Therefore, assuming some familiarity with the basic concepts of functional programming (such as \texttt{let}-bindings and recursion), we limit the complexity of the HACL* specification by restricting ourselves to only the following constructs:
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**Pure code**  Because these F\(^*\) functions are meant to be used in the pre- and post-condition of the type declaration of the concrete code API, they have to belong to the pure subset of the language. Furthermore, to further assert the correctness of the primitive specifications we want to be able to compile the specification code to OCaml, and run it on test vectors. Since ghost code cannot be extracted and run, HACL\(^*\) specifications are all written in the pure, non-ghost fragment and thus the associated effect will systematically be \(\text{Tot} \). As details in Chapter\(^2\) \(\text{Tot} \) implies termination and the absence of side-effects, it is syntactic sugar for Pure with degenerated pre- and post-conditions.

**Data structures**  The specifications only rely on a restricted subset of F\(^*\) data structures, which belongs to those which were described in Chapter\(^2\) Namely, depending on the primitive, the specifications will use:

- mathematical integers
- machine integers
- lists
- sequences
- non-recursive data constructors

In particular, the specification will make use of literals. For clarity sake, F\(^*\) does not rely on type inference to distinguish between overloaded versions of the same operator on machine integers of different sizes or unbounded integers, nor does it use inference mechanisms to infer the type of integer literals. Rather F\(^*\) uses a suffix notation to distinguish between the different types: \(y\) corresponds to 8-bits integers, \(s\) to 16-bits, \(l\) to 32-bits and \(L\) to 64-bits, all of which can be preceded by \(u\) to specify that the literal is of the corresponding unsigned type. Literals without suffixes are mathematical (unbounded) integers. Additionally F\(^*\) uses the classical pre-fix notations \(0b\), \(0o\) or \(0x\) to input respectively binary, octal or hexadecimal values. Hence \(0xa\), \(0o12u\) or \(10\) are all literals for the value 10, respectively for mathematical integers, unsigned 8-bits integers and signed 32-bits integers. To distinguish between the different operators, F\(^*\) uses the following convention:

- \(^\wedge\) suffixes machine integer operators while non-prefixed operators are the unbounded integers (the default)
- \(^%\) suffixes machine integer operators when they have wraparound semantics, while there is not suffix for the operator which prevents overflows (the default). Note that this is only for unsigned integers, signed integers have no wraparound semantics as overflow behaviors are not specified in the C standard for signed integers
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For instance, when working with 32-bit unsigned integers:

```
let example a b c d =
  let _ = a + b in (* F* infers a & b as unbounded integers, and '+' as the addition in Z *)
  let _ = c +%^ d in (* F* infers c & d as 32bit unsigned integers and '+' as the wrapping addition *)
  c +%^ d (* Fails to typecheck as F* cannot ensure that c + d < 2^32 and the default '+' operator forbids overflows *)
```

Note that infix notations can be locally redefined in F*, using the `let (+) = f in ...` to redefine the “plus” operator for instance. Therefore in general F* code those notations are susceptible to vary depending on the developer. HACL* and the rest of the thesis however will stick to the aforementioned notation.

Classically for lists, rather than using the `Cons` constructor, syntactic sugar is provided with the `[x1; ... ; xn]` notation. Sequence literals are entered using either specialized n-ary library functions of the form `create_n` which take n value and returns a sequence of such values, or using a list literal and a coercion function between lists and sequences.

HACL* specifications also make use of sum types to aggregate values together when convenient. For instance:

```
type proj_point = | Proj: x:elem -> z:elem -> proj_point
```

conveniently defines a point for Curve25519 as a constructor which takes two field elements.

Operations on integers, lists and sequences have been thoroughly presented in Chapter 2. Essentially HACL* specification will use the usual operators on integers (arithmetical, logical and comparison operators); creation, read and update functions on sequences, and lists as literals for large sequences of data. Sum types only use constructors and projectors.

**Specification Specific Notations and Definitions** To maximize code sharing, avoid repeating some definitions in every specification file and improve readability, shared definitions are factorized into a common module on which all the specification code depends. Notably the specification library contains functions to easily convert bytes into machine words and vice versa, as well as special combinators on sequences which mimic imperative behaviors.

Figure 5.3 shows an excerpt of the Chacha20 cipher specification. This piece of code does not present any complexity except for some syntactic specialities and library functions. Chacha20 is a symmetric stream cipher which relies on an internal state and a shuffling function to produce a stream of blocks of 64 bytes of random-looking data. This state is represented as a sequence of 16 32-bit integers, and the shuffling function is divided into different rounds: it alternatively shuffles the state by columns and by diagonal lines. The state
type state = m:seq Uint32.t {length m = 16}

let line (a:idx) (b:idx) (d:idx) (s:t{v s < 32}) (m:state) : Tot state =
  let m = m.[a] ← (m.[a] +%^ m.[b]) in
  let m = m.[d] ← ((m.[d] ^^ m.[a]) <<< s) in m

let quarter_round a b c d : shuffle =
  line a b d 16ul @
  line c d b 12ul @
  line a b d 8ul @
  line c d b 7ul

let column_round : shuffle =
  quarter_round 0 4 8 12 @
  quarter_round 1 5 9 13 @
  quarter_round 2 6 10 14 @
  quarter_round 3 7 11 15

let diagonal_round : shuffle =
  quarter_round 0 5 10 15 @
  quarter_round 1 6 11 12 @
  quarter_round 2 7 8 13 @
  quarter_round 3 4 9 14

let double_round : shuffle =
  column_round @ diagonal_round (* 2 rounds *)

let rounds : shuffle =
  Spec.Loops.iter 10 double_round (* 20 rounds *)

let chacha20_core (s:state) : Tot state =
  let s' = rounds s in
  Spec.Loops.seq_map2 (λ x y → x +%^ y) s' s

Figure 5.3: Example of Chacha20 code

type is the type of this internal state, while the shuffle function type designates a function mapping two states.

The building block of the shuffling algorithm is the line function. It takes 3 different indices from the state as well as an extra parameter for the depth of the rotation operation, and it changes two values of the state (out of 16) based on those parameters.
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\[
\text{let } m = m.[a] \leftarrow (m.[a] +^{\%} m.[b]) \text{ in }
\]
\[
\text{let } m = m.[d] \leftarrow ((m.[d] ^{\wedge} m.[a]) \lll s) \text{ in } m
\]

The \(m.[i]\) notation is syntactic sugar for the read access to sequences at index \(i\) (\texttt{Seq.index }m \ i\) and \(\texttt{let } m' = \texttt{Seq upd }m \ i \ v \ \texttt{in} \ e\) replaces the less readable \(\texttt{let } m' = \texttt{Seq upd }m \ i \ v \ \texttt{in} \ e\).

In an imperative language like C, the body of the line function would have been

\[
\#define \text{ROTL}(x, s) \left( ((x) \lll (s)) \mid ((x) \ggg (32 \text{-}(s))) \right)
\]

\(\lll \) is an infix operator for the \textit{rotate} function (the \texttt{ROTL} macro in the C excerpt), which shifts the bits of a 32-bits integer by \(s\) to the left and reinserts the trimmed bits to the right. Its semantics is defined in the specification library module of HACL∗.

The \(\&\) operator is a functional substitute for a semicolon. It feeds the result of the application of the function on the left hand side to the function on the right hand side, its concrete definition being \(\texttt{let } ( \& ) f g = \lambda x \rightarrow g (f x).\)

Eventually, lists and sequences are equipped with special combinators which can conveniently be used to specify imperative features such as loops. The excerpt shows two such examples: \texttt{iter} and \texttt{seq_map} from the \texttt{Spec.Loops} library module. The library module contains a third combinator, \texttt{seq_map}. \texttt{iter} consists in repeatedly applying a function \(f\) to a sequence of data \(s f (f f ... (f s))\) \(n\) times. Intuitively is corresponds to a loop of the form

\[
\texttt{for } (\text{int } i = 0; i < n; i++) f(s);
\]

The \texttt{seq_map} and \texttt{seq_map2} functions instead iterate on each element of one (\texttt{seq_map}) or two (\texttt{seq_map2}) sequences of data in the spirit of

\[
\texttt{for } (\text{int } i = 0; i < \text{length}(s); i++) f(s[i]);
\]

### 5.3.3 RFC-based code

HACL∗ specification modules are self-contained programs: they provide a top-level API similar to those of the exposed low-level code. Since programming styles are heavily dependent on the programmer, we implemented those modules so that they would stay as close as possible to the corresponding reference specification in the literature. The cryptographic primitives of HACL∗ are all standardized either in the NIST standards, or in RFCs. Those precisely describe the internals of the primitives and often guide the developer through
the implementation process, dividing the primitive into functional blocks. In such cases, HACL* reuses the same names for clarity.

The goal is that a reviewer familiar with the reference textual specification will easily recognize the different implementation parts in HACL* specification code and thus easily assert its correctness. Figure 3 from Appendix B displays the full HACL* specification for Curve25519. The reference textual specification for this elliptic curve is the RFC 7748.

RFC 7748 uses a mix of Python code examples and text descriptions to fully specify the X25519 and X448 primitives. Asserting the equivalence between the RFC and the HACL* specification requires careful reviewing of the Python and F* code. The analogy between functions such as decodeScalar is straightforward. The differences stem from the imperative style of the Python code versus the recursive style of the F* code. The decodeLittleEndian RFC function is implemented in a library file of HACL* as a general purpose function called little_endian, which turns a sequence of bytes into its little endian integer value, and the converse is little_bytes, which takes an integer value and the number of bytes on which to encode it, and returns the corresponding sequence of bytes. The F* functions big_endian and big_bytes serve the exact same purpose but in the big endian setting.

Although the style of the two Montgomery ladder algorithms is different, it is straightforward to see that the behaviors are equivalent. The F* specification only aims at expressing the functional correctness of a primitive, and not to enforce any kind of side-channel protection, the constant-time implementation of the cswap function is unnecessary here. It is however crucial that the F* code takes into account the textual remarks from the RFC which do not necessarily reflect into the Python example code. For instance, the RFC 7748 indicates that:

The \( u \)–coordinates are elements of the underlying field \( \text{GF}(2^{255} − 19) \) \([\ldots]\) and are encoded as an array of bytes, \( u \), in little–endian order such that \( u[0] + 256 \cdot u[1] + 256^2 \cdot u[2] + \ldots + 256^{(n−1)} \cdot u[n−1] \) is congruent to the value modulo \( p \) and \( u[n−1] \) is minimal. When receiving such an array, implementations of X25519 \([\ldots]\) MUST mask the most significant bit in the final byte. This is done to preserve compatibility with point formats that reserve the sign bit for use in other protocols and to increase resistance to implementation fingerprinting.

It is therefore essential that two input values for Curve25519 which only differ by their most significant bit (the 256-th bit of a 32-byte array) are processed identically by a correct implementation. HACL* specification enforces this criterion at:

```ml
let decodePoint (u:serialized_point) =
```
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Indeed, the little endian interpretation of $u$ is taken modulo $2^{255}$ which obviously ignores the top-most bit. Similarly the RFC states that

Implementations MUST accept non-canonical values and process them as if they had been reduced modulo the field prime. The non-canonical values are $2^{255} - 19$ through $2^{255} - 1$ for X25519[...].

This again appears in the F∗ definition of decodePoint which does not reject non-canonical values but simply treats them as if they were canonical (with the reduction modulo the prime $2^{255} - 19$).

```
let decodePoint (u:serialized_point) =
  (little_endian u % pow2 255) % prime
```

5.3.4 Executable Specifications

Any F∗ program can be extracted and compiled to OCaml code, and this feature is used to further ascertain the correctness of the HACL∗ specifications. The literature always provides test vectors alongside with the description of the primitives, and we test that the pure F∗ specification program of the each of the primitives we implement in the library passes the RFC test vectors.

The pure subset of F∗ has many inefficiencies which would be problematic for real-life code. In this particular setting however, it proves to be very convenient. The compiled code runs in OCaml, a safe language with automatic memory management. It relies on existing libraries of the language (for instance the Zarith OCaml bignum library for F∗ mathematical integers) which makes running vanilla F∗ examples extremely easy. The whole implementation and compilation process of new specifications in F∗ is very straightforward, and because all the implementation details such as side-channel protection or low-level handling of memory of completely ignored in this setting, the full specification of a cryptographic primitive such as Curve25519 is less than 80 lines of code (see figure 3).

5.4 Low-level Low∗ code

The low-level Low∗ code is really the core of the HACL∗ library. It is at the crossroad between the high-level specifications which are necessary to ensure functional correctness but, although runnable, cannot be used for production software, and the resulting C code which, although it implicitly carries all the properties proven from the Low∗ code, does not support a type and proof system which allows the programmer to make changes to it safely.
Chapter 4 presented the memory model and compilation scheme from the Low* subset of F* to safe C code. This section demonstrates the usefulness of this setting in the context of performance critical, security sensitive cryptographic code.

5.4.1 Efficient Symmetric Cryptography

HACL* supports hash functions from the SHA2 family as well as stream ciphers from the Salsa family. Neither these algorithms are complex, but they are often performance critical: hash functions on large files can take time and symmetric ciphers are the bottleneck of any encryption system. The library provides Low* implementations of these algorithms which compile to efficient C code, competitive with the state of the art C code in existing popular cryptographic libraries.

The main difference between specifications and concrete code for such algorithms is the persistence of the state. Symmetric cryptographic algorithms typically work with blocks of data and follow this pattern:

- The *initialization*, which sets up an initial internal state from the key and the nonce for instance;
- The *update*, which shuffles the internal state to new pseudo-random values and optionally process a block of input data;
- The *finalization*, which cleans up and returns the result

The description of the algorithms typically collapses the *initialization* and *update* steps into one, repeated for each block. While this is simpler and clearer for the actual algorithm description, it is often not the most efficient to implement actual code.

The example of the Chacha20 stream cipher The Chacha20 stream cipher algorithm is an illustrative example of the above. It produces a block of 64-bytes of pseudo random data using the following procedure:

1. An initial state of 16 32-bit integers is created from the Chacha20 secret key (32-bytes), a nonce (12-bytes) and a 32-bit counter in the IETF version of the algorithm;
2. A copy is made of the initial state, which is shuffled internally using 20 iterations of a round column and diagonal shuffling routine;
3. The result of this shuffling procedure is summed with the initial state;
4. The resulting array of 16 32-bit integers is serialized into a stream cipher block of 64-bytes of data;
let chacha20_block (k: key) (n: nonce) (c: counter): Tot block =
    let st = setup k n c in
    let st' = chacha20_core st in
    uint32s_to_le 16 st'

Figure 5.4: F* Specification of the Chacha20 routine for each block

5. The counter is incremented and the algorithm resumes at the first step

Figure 5.4 shows the chacha20_block function from HACL* specifications, with the initial setup of the state from a key, a nonce and a counter, then the chacha20_core function which shuffles the state and sums it with its initial value, and finally the serialization function which returns 64-bytes of a stream.

The algorithm is very simple and relies on a systematic internal state setup. However two consecutive states (for two adjacent blocks of the stream cipher to produce) initially only differ by the value of the counter, which is stored in the internal state array at index 12. Therefore a trivial algorithmic optimization consists in keeping a copy of the originally setup state throughout the computation and only update its index value at each new block, rather than systematically making copies of the key and the nonce.

Nonetheless we need to prove the equivalence between the naive specification implementation and the persistent state optimized Low* implementation.

Figure 5.5 shows the methodology we use to implement this in HACL*. Because the state is persistent, the key and the nonce which were used to set it up are not passed in arguments to the Low* chacha20_block function like they were in the Low* specifications. In order to be able to easily reason about the original key and nonce that were used, we carry them as ghost parameters inside a log argument. This log, which carries sequences of bytes for proof purposes but not to be extracted in actual code, is annotated as an erased type in F*. The erased type is defined in the F* standard library Ghost module as an abstract wrapper around a type α. While the hide function which turns a value of type α into an erased α value is a total function (val hide : #a:Type u#a → a → Tot (erased a)), the only way to access the underlying data is via the val reveal : #a:Type u#a → erased a → GTot a function. Being annotated GTot, the F* verification system enforces that the returned value is never used in concrete code. In other terms, an erased type value such as the log in chacha20_block can be passed around in concrete functions for proof purposes, it will later on be erased by the compiler and will have no impact on the resulting code. This is precisely what we want here.

The invariant predicate binds the key and the nonce from the log to the actual state, it is maintained throughout the function. Indeed it holds for the state st when the function is called, so that the returned block of stream can be proven equal to a block of the chacha20_block function from the specification applied
5.4. Low-level Low* code

```ocaml
let invariant (log:log_t) (h:mem) (st:state) : GTot Type0 = live h st \&\& (let log = Ghost.reveal log in let s = as_seq h st in
  match log with |
    MkLog key nonce \rightarrow MkLog key nonce \rightarrow reveal.h32s s == Spec.setup key nonce (H32.v (Seq.index s 12)))

val chacha20_block: log:log_t \rightarrow
  stream_block:uint8\{length stream_block = 64\} \rightarrow
  st:state\{disjoint st stream_block\} \rightarrow
  ctr:UInt32.t \rightarrow
  Stack log_t
  (requires (\lambda h \rightarrow live h stream_block \&\& invariant log h st))
  (ensures (\lambda h0 updated_log h1 \rightarrow live h1 stream_block \&\& invariant log h0 st
    \&\& invariant updated_log h1 st \&\& modifies_2 stream_block st h0 h1
    \&\& (let block = reveal_sbytes (as_seq h1 stream_block) in
      match Ghost.reveal log, Ghost.reveal updated_log with |
        MkLog k n, MkLog k' n' \rightarrow
        block == chacha20_block k n (U32.v ctr) \&\& k == k' \&\& n == n')))
```

Figure 5.5: Low* declaration of the chacha20_block function

```ocaml
(* Field types and parameters *)
let prime = pow2 130 - 5
type elem = e:int{e ≥ 0 \&\& e < prime}
let fadd (e1:elem) (e2:elem) = (e1 + e2) % prime
let fmul (e1:elem) (e2:elem) = (e1 * e2) % prime
let zero : elem = 0
let one : elem = 1
let (+ @) = fadd // Infix operator definition
let ( * @) = fmul // Infix operator definition
```

Figure 5.6: F* specification of the prime field for Poly1305

to the given key and nonce, and the code also ensures that it holds when the function returns. The latter is not completely straightforward as the state has been updated to use the counter \(\text{ctr}\) of the current block. As previously mentioned however, this update only affects a single cell of the state array and nonce of those which depend on the key and nonce.

5.4.2 Efficient Asymmetric Cryptography

Asymmetric cryptographic algorithms commonly rely on prime-field arithmetic, that is, addition and multiplication modulo a prime \(p\) in \(\mathbb{Z}_p\). In HACL*,
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the Poly1305, Curve25519, and Ed25519 algorithms all compute on various prime fields. The mathematical specification for these field operations is very simple; Figure 5.6 depicts the F* spec for the Poly1305 field.

For security, the primes used by cryptographic algorithms need to be quite large, which means that elements of the field cannot be represented by machine integers, and instead need to be encoded as bignums, that is, arrays of integers. Consequently, bignum arithmetic becomes a performance bottleneck for these algorithms. Furthermore, well known bignum implementation tricks that work well for numerical computations are not really suitable for cryptographic code since they may leak secrets. For example, when multiplying two bignums, a generic bignum library may shortcut the computation and return zero if one of the arguments is zero. In a crypto algorithm, however, the time taken by such optimizations may leak the value of a key. Implementing an efficient and secure generic modulus function is particularly hard. Consequently, cryptographic implementations are often faced with a trade-off between efficient field arithmetic and side-channel resistance.

5.4.3 Efficient Bignum Libraries for Poly1305, Curve25519, and Ed25519

For algorithms like RSA that use large and unpredictable primes, implementations often choose to forego side-channel resistance. However, for modern fixed-prime primitives like Poly1305 and Curve25519, it is possible to choose the shape of the prime carefully so that field arithmetic can be both efficient and side-channel resistant. For instance, given a fixed Mersenne prime of the form $2^n - 1$, the modulo operation is easy to implement: all the bits beyond $n$-th bit can be repeatedly lopped off and added to the low $n$ bits, until the result is an $n$ bit value. Computing the modulo for the Poly1305 prime $2^{130} - 5$ or Curve25519 $2^{255} - 19$ in constant time is similar.

Once a suitable prime is picked, the main implementation choice is whether to represent the field elements as packed bignums, where each array element (called a limb) is completely filled, or to use an unpacked representation, where the limbs are only partially filled. For example, in the Poly1305 field, elements are 130-bit values and can be stored in 3 64-bit integers. The little-endian packed layout of these elements would be 64bits|64bits|2bits, whereas a more evenly distributed unpacked layout is 44bits |44bits |42bits. The main advantage of the unpacked layout is that when performing several additions in a sequence, we can delay the carry propagation, since the limbs will not overflow. In the packed representation, we must propagate carries after each addition. Optimizing carry propagation by making it conditional on overflow would not be safe, since it would expose a timing side-channel. Indeed, most efficient 64-bit implementations of Poly1305 and Curve25519 use unpacked representations; Poly1305 uses the 44-44-42 layout on 64-bit platforms and 5 26-bit limbs.
on 32-bit platforms; Curve25519 and Ed25519 use 5 limbs of 51-bits each or 10 limbs of 25.5 bits each.

In summary, efficient implementations of Poly1305, Curve25519, and Ed25519 use prime-specific computations and different unpacked bignum representations for different platforms. Consequently, each of their implementations contains its own bignum library which must be independently verified. In particular, previous proofs of bignum arithmetic in Poly1305 [52] and Curve25519 [57] are implementation-specific and cannot be reused for other platforms or other implementations. In contrast, Zinzindohoue et al. [129] develop a generic verified bignum library in OCaml that can be used in multiple cryptographic algorithms. The cost of this genericity is significantly reduced performance. In the rest of this section, we present a novel approach that allows us to share verified bignum code across primitives and platforms, at no cost to performance.

5.4.4 Verifying a Generic Bignum Library

In HACL*, we uniformly adopt unpacked representations for our bignums. We define an evaluation function eval that maps a bignum to the mathematical integer it represents. This function is parametric over the base of the unpacked layout: for example, our Poly1305 elements are in base $2^{44}$, which means that a bignum $b$ represents the integer $\text{eval}(b) = b[0] + 2^{44} \cdot b[1] + 2^{88} \cdot b[2]$.

We observe that, except for modulo, all the bignum operations needed by our primitives are independent of the prime. Furthermore, generic bignum operations, such as addition, do not themselves depend on the specific unpacked representation; they only rely on having enough remaining space so that limbs do not overflow. Using these observations, we implement and verify a generic bignum library that includes modular addition, subtraction, multiplication, and inverse, and whose proofs do not depend on the prime or the unpacked representation. Each generic operation is parametric over the number of limbs in the bignum and requires as a pre-condition that each limb has enough spare room to avoid overflow. To satisfy these preconditions in a cryptographic primitive like Poly1305, the implementation must carefully interleave carry propagation steps and modular reduction with generic operations.

The only part of the bignum library that depends on the prime is the modular reduction, and this must be implemented and verified anew for each new prime. All other functions in the bignum library are written and verified just once. When compiling the code to C, the prime-specific code and the representation constants (e.g. the number of limbs, the evaluation base etc.) are inlined into the generic bignum code, yielding an automatically specialized bignum library in C for each primitive. As a result, our generated field arithmetic code is as efficient as the custom bignum libraries for each primitive. Hence, we are able to find a balance between generic code for verification and specialized code for efficiency. We are able to reuse more than half of the field arithmetic code between Poly1305, Curve25519, and Ed25519. We could
share even more of the code if we specialized our bignum library for pseudo-Mersenne primes. For primes which shapes do not enable optimized modulo computations, we also implement and verify a generic modulo function based on Barrett reduction, which we use in the Ed25519 signature algorithm.

When programming with unpacked bignums, carry propagation and modular reduction are the most expensive operations. Consequently, this style encourages programmers to find clever ways of delaying these expensive operations until they become necessary. Some implementations break long carry chains into shorter sequences that can be executed in parallel and then merged. These low-level optimizations are error-prone and require careful analysis. In particular, carry propagation bugs are the leading functional correctness flaws in OpenSSL crypto, with two recent bugs in Poly1305 [27, 51], and two others in Montgomery multiplication (CVE-2017-3732, CVE-2016-7055). A carry propagation bug was also found in TweetNaCl [38].

Our Curve25519 implementation is closely inspired by Adam Langley’s donna_c64 64-bit implementation, which is widely used and considered the state-of-the-art C implementation. In 2014, Langley reported a bug in this implementation: the implementation incorrectly skipped a necessary modular reduction step. In response, Langley explored the use of formal methods to prove the absence of such bugs, but gave up after failing to prove even modular addition using existing tools. This paper presents the first complete proof of a C implementation of Curve25519, including all its field arithmetic. In particular, our proofs guarantee the absence of carry propagation bugs in Poly1305, Curve25519, and Ed25519.

A surprising benefit of formal verification is that it sometimes identifies potential optimizations. When verifying Curve25519, we observed that donna_c64 was too conservative in certain cases. Each multiplication and squaring operation had an unnecessary extra carry step, which over the whole Curve25519 scalar multiplication totaled to about 3400 extra cycles on 64-bit Intel processors. We removed these redundant carries in our code and proved that it was still correct. Consequently, the Curve25519 C code generated from HACL* is slightly (about 2.2%) faster than donna_c64 making it the fastest C implementation that we know of.

5.4.5 Verifying elliptic curve operations

Curve25519

Curve25519 [34, 3] a Montgomery elliptic curve designed for use in a Diffie-Hellman (ECDH) key exchange. The key operation over this curve is the multiplication $nP$ of a public curve point $P$ by a secret scalar $n$. A distinctive property of this family of curves is only the x-coordinate of $P$ is needed to

---

1https://www.imperialviolet.org/2014/09/07/provers.html
5.4. Low-level Low* code

```haskell
let prime = pow2 255 - 19

type elem = e:int{0 ≤ e ∧ e < prime}

type serialized_point = b:bytes{length b = 32}

type proj_point = | Proj: x:elem → z:elem → proj_point

let decodePoint (u:serialized_point) =
  (little_endian u % pow2 255) % prime

let encodePoint (p:proj_point) =
  let x = p.x * @(p.z ** (prime - 2)) in
  little_bytes 32ul x
```

Figure 5.7: F* specification of Curve25519 point format

compute the x-coordinate of \(nP\). This leads to both efficient computations and small keys.

The simplicity of the algorithm and its adoption in protocols like TLS and Signal have made it a popular candidate for formal verification. Several other works have been tackling Curve25519. However, our implementation is, to the best of our knowledge, the first implementation to verify the full byte-level scalar multiplication operation. Chen et al. [57] verified one step of the Montgomery ladder for a qasm implementation, but did not verify the ladder algorithm or point encodings; Zinzindohoue et al. [129] implemented and verified the Montgomery ladder for Curve25519 and two other curves, but they did not verify the point encodings. Our Curve25519 implementation is verified to be fully RFC-compliant.

Figure 5.7 shows the F* specification for the point encoding and decoding functions that translate between curve points and byte arrays. Implementing and verifying these functions is not just a proof detail. Compliance with `encodePoint` avoids the missing reduction bug that Adam Langley described in `donna_c64`. The first line of `encodePoint` computes \(x\) as a result of the modular multiplication operation \(*@\) (see Figure 5.6). Hence, the result of `encodePoint` is a little-endian encoding of a number strictly less than \(2^{255} - 19\). Consequently, a Low* implementation of Curve25519 that forgets to perform a modular reduction before the little-endian encoding does not meet this specification and so will fail F* verification.

**Ed25519** The Ed25519 signature scheme [37] is an EdDSA algorithm based on the twisted Edwards curve birationally equivalent to Curve25519. Despite their close relation, the implementation of Ed25519 involves many more components than Curve25519. It uses a different coordinate system and different point addition and doubling formulas. The signature input is first hashed using the SHA-512 hash function, which we verify separately. The signature operation itself involves prime-field arithmetic over two primes:
the Curve25519 prime $2^{255} - 19$ and a second non-Mersenne prime $2^{252} + 27742317773723535851937790883648493$. This second prime does not enjoy an efficient modulo operation, so we implement and verify a slower but generic modulo function using the Barrett reduction. We thus obtain the first verified implementation of Ed25519 in any language. In terms of size and proof complexity, Ed25519 was the most challenging primitive in HACL∗; implementing and verifying the full construct took about 3 person-weeks, despite our reuse of the Curve25519 and SHA-512 proofs.

Our implementation is conservative and closely follows the RFC specification. It is faster than the naive Ed25519 reference implementation (ref) in TweetNaCl, but about 2.5x slower than the optimized ref10 implementation, which relies on a precomputed table containing multiples of the curve base point. Our code does not currently use precomputation. Using precomputed tables in a provably side-channel resistant way is non-trivial; for example, [101] demonstrate side-channel attacks on Ed25519 precomputations on certain platforms. We leave the implementation and verification of secure precomputation for Ed25519 as future work.

### 5.5 Vectorization

In the previous section, we saw how we can implement cryptographic primitives in Low∗ by closely following their high-level F∗ specification. By including a few straight-forward optimizations, we can already generate C code that is as fast as hand-written C reference implementations for these primitives. However, the record-breaking state-of-the-art assembly implementations for these primitives can be several times faster than such naive C implementations, primarily because they rely on modern hardware features that are not available on all platforms and are hence not part of standard portable C. In particular, the fastest implementations of all the primitives considered in this paper make use of vector instructions that are available on modern Intel and ARM platforms.

Intel architectures have supported 128-bit registers since 1999, and, through a series of instruction sets (SSE, SSE2, SSSE3, AVX, AVX2, AVX512), have provided more and more sophisticated instructions to perform on 128, 256, and now 512-bit registers, treated as vectors of 8, 16, 32, or 64-bit integers. ARM recently introduced the NEON instruction set in 2009 that provides 128-bit vector operations. So, on platforms that support 128-bit vectors, a single vector instruction can add 4 32-bit integers using a special vector processing unit. This does not strictly translate to a 4x speedup, since vector units have their own overheads, but can significantly boost the speed of programs that exhibit single-instruction multiple-data (SIMD) parallelism.

Many modern cryptographic primitives are specifically designed to take advantage of vectorization. However, making good use of vector instructions
Figure 5.8: (Partial) F∗ Interface for 128-bit vectors interpreted as 4 32-bit unsigned integers.

typedef unsigned int uint32x4
uint32x4 load32x4(uint32_t x1, uint32_t x2, uint32_t x3, uint32_t x4){
  return ((uint32x4) _mm_set_epi32(x4,x3,x2,x1));
}

uint32x4 shuffle_right(uint32x4 x, unsigned int n) {
  return ((uint32x4) _mm_shuffle_epi32((__m128i)x,
  _MM_SHUFFLE((3+n)%4,(2+n)%4,(1+n)%4,n%4)));
}

uint32x4 uint32x4_addmod(uint32x4 x, uint32x4 y) {
  return ((uint32x4) _mm_add_epi32((__m128i)x,(__m128i)y);}

Figure 5.9: (Partial) GCC library for 128-bit vectors using Intel SSE3 intrinsics: [https://software.intel.com/sites/landingpage/IntrinsicsGuide/]

often requires restructuring the sequential implementation to expose the inherent parallelism and to avoid operations that are unavailable or expensive on specific vector architectures. Consequently, the vectorized code is no longer a straightforward adaptation of the high-level specification and needs new verification. In this section, we develop a verified vectorized implementation of ChaCha20 in Low∗. Notably, we show how to verify vectorized C code by relying on vector libraries provided as compiler builtins and intrinsics. We do not need to rely on or verify assembly code. We believe this is the first verified vectorized code for any cryptographic primitive and shows the way forward for verifying other record-breaking cryptographic implementations.

5.5.1 Modeling Vectors in F∗

In F∗, the underlying machine model is represented by a set of trusted library interfaces that are given precise specifications, but which are implemented at runtime by hardware or system libraries. For example, machine integers are
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represented by a standard library interface that formally interprets integer types like UInt32 and primitive operations on them to the corresponding operations on mathematical integers int. When compiling to C, KreMLin translates these operations to native integer operations in C. However, F* programmers are free to add new libraries or modify existing libraries to better reflect their assumptions on the underlying hardware. For C compilation to succeed, they must then provide a Low* or C implementation that meets this interface.

We follow the same approach to model vectors in HACL* as a new kind of machine integer interface. Like integers, vectors are pure values. Their natural representation is a sequence of integers. For example, Figure 5.8 shows a fragment of our F* interface for 128-bit vectors, represented as an abstract type uint32x4. Each vector can be interpreted, via the v function, as a sequence of four 32-bit unsigned integers. (More generally, such vectors can be also interpreted as eight 16-bit or sixteen 8-bit integers, and we can make these representations interconvertible.) Many classic integer operations (+, -, *, &<:<,>>) are lifted to uint32x4, and interpreted as the corresponding point-wise operations over sequences of integers. In addition, the interface declares vector-specific operations like load32x4 to load vectors, and shuffle_, which allows the order of integers in a vector to be switched.

We provide C implementations of this interface for Intel SSE3 and ARM NEON platforms. Figure 5.9 shows a fragment of the Intel library relying on GCC compiler intrinsics. This C code is not verified, it is trusted. Hence, it is important to minimize the code in such libraries, and to carefully review them to make sure that their implementation matches their assumed specification in F*. However, once we have this F* interface and its C implementation for some platform, we can build and verify vectorized cryptographic implementations in Low*.

5.5.2 Verified Vectorized ChaCha20

The ChaCha20 stream cipher was designed by D. Bernstein [35] and standardized as an IETF RFC [2]. It is widely recommended as an alternative to AES in Internet protocols. For example, ChaCha20 is one of the two encryption algorithms (other than AES) included in TLS 1.3 [5]. The NaCl API includes Salsa20, which differs a little from ChaCha20 [35], but for the purposes of verification, these differences are irrelevant; we implemented both in HACL*.

Figure 5.10 depicts a fragment of our RFC-based F* specification of ChaCha20. ChaCha20 maintains an internal state that consists of 16 32-bit integers interpreted as a 4x4 matrix. This state is initialized using the encryption key, nonce, and the initial counter (typically 0). Starting from this initial state, ChaCha20 generates a sequence of states, one for each counter value. Each state is serialized as a key block and XORed with the corresponding plaintext (or ciphertext) block to obtain the ciphertext (or plaintext). To generate a key block, ChaCha20 shuffles the input state 20 times, with 10 column rounds
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(type state = m:seq Uint32.t{length m = 16})
(type idx = n:nat{n < 16})

let line (a:idx) (b:idx) (d:idx) (s:Uint32.t{v s < 32}) (m:state) =
  let m = m.[a] ↔ (m.[a] +% m.[b]) in
  let m = m.[d] ↔ ((m.[d] ++ m.[a]) << s) in m

let quarter_round a b c d =
  line a b d 16ul @
  line c d b 12ul @
  line a b d 8ul @
  line c d b 7ul

let column_round =
  quarter_round 0 4 8 12 @
  quarter_round 1 5 9 13 @
  quarter_round 2 6 10 14 @
  quarter_round 3 7 11 15

Figure 5.10: RFC-based ChaCha20 specification in F∗. The @ operator is serial function composition: (f @ g)(x) = g(f(x))

(type state = m:seq uint32x4 {length m = 4})
(type idx = n:nat{n < 4})

let line (a:idx) (b:idx) (d:idx) (s:Uint32.t{v s < 32}) (m:state) =
  let ma = m.[a] in let mb = m.[b] in let md = m.[d] in
  let ma = ma +% mb in
  let md = (md ++ ma) << s in
  let m = m.[a] ↔ ma in
  let m = m.[d] ↔ md in m

let column_round =
  line 0 1 3 16ul @
  line 2 3 1 12ul @
  line 0 1 3 8ul @
  line 2 3 1 7ul

Figure 5.11: F∗ specification for 128-bit vectorized ChaCha20

and 10 diagonal rounds. Figure 5.10 shows the computation for each column round.

As we did for SHA-256, we wrote a reference stateful implementation for ChaCha20 and proved that it conforms to the RFC-based specification. The generated code takes 6.26 cycles/byte to encrypt data on 64-bit Intel platforms; this is as fast as the C implementations in popular libraries like OpenSSL and libsodium, but is far slower than vectorized implementations. Indeed, previous work (see [38, 72]) has identified two inherent forms of parallelism in ChaCha20 that lend themselves to efficient vector implementations:
5. **HACL\(^\ast\), A Fast and Verified Reference Cryptographic Library**

**Line-level Parallelism:** The computations in each column and diagonal round can be reorganized to perform 4 line shufflings in parallel.

**Block-level Parallelism:** Since each block is independent, multiple blocks can be computed in parallel.

We are inspired by a 128-bit vector implementation in SUPERCOP due to Ted Krovetz, which is written in C using compiler intrinsics for ARM and Intel platforms, and reimplement it in HACL\(^\ast\). Krovetz exploits line-level parallelism by storing the state in 4 vectors, resulting in 4 vector operations per column-round, compared to 16 integer operations in unvectorized code. Diagonal rounds are a little more expensive (9 vector operations), since the state vectors have to be reorganized before and after the 3 line operations. Next, Krovetz exploits block-level parallelism and the fact that modern processors have multiple vector units (typically 3 on Intel platforms and 2 on ARM) to process multiple interleaving block computations at the same time. Finally, Krovetz vectorizes the XOR step for encryption/decryption by loading and processing 128 bits of plaintext/ciphertext at once. All these strategies requires significant refactoring of the source code, so it becomes important to verify that the code is still correct with respect to the ChaCha20 RFC.

We write a second F\(^\ast\) specification for vectorized ChaCha20 that incorporates these changes to the core algorithm. The portion of this spec up to the column round is shown in Figure 5.11. We modify the state to store four vectors, and rearrange the line and column_round using vector operations. We then prove that the new column_round function has the same functional behavior as the RFC-based column_round function from Figure 5.10. Building up from this proof, we show that the vectorized specification for full ChaCha20 computes the same function as the original spec.

Finally, we implement a stateful implementation of vectorized ChaCha20 in Low\(^\ast\) and prove that it conforms to our vectorized specification. (As usual, we also prove that our code is memory safe and side-channel resistant.) This completes the proof for our vectorized ChaCha20, which we believe is the first verified vectorized implementation for any cryptographic primitive.

When compiled to C and linked with our C library for uint32x4, our vectorized ChaCha20 implementation has the same performance as Krovetz’s implementation on both Intel and ARM platforms. This makes our implementation the 8th fastest in the Supercop benchmark on Intel processors, and the 2nd fastest on ARM. As we did with Krovetz, we believe we can adapt and verify the implementation techniques of faster C implementations and match their performance.
5.6 Evaluation (LoC, verification time, benchmarks etc.)

In this section, we assess the coding and verification effort that went into the HACL* library, and evaluate its performance relative to state-of-the-art cryptographic libraries.

**Coding and Verification Effort**

Taking an RFC and writing a specification for it in F* is straightforward; similarly, taking inspiration from existing C algorithms and injecting them into the Low* subset is a mundane task. Proving that the Low* code is memory safe, secret independent, and that it implements the RFC specification is the bulk of the work. Table 5.1 lists, for each algorithm, the size of the RFC-like specification and the size of the Low* implementation, in lines of code. Specifications are intended to be read by experts and are the source of “truth” for our library: the smaller, the better. The size of the Low* implementation captures both the cost of going into a low-level subset (meaning code is more imperative and verbose) and the cost of verification (these include lines of proof). We also list the size of the resulting C program, in lines of code. Since the (erased) Low* code and the C code are in close correspondence, the ratio of C code to Low* code provides a good estimate of code-to-proof ratio.

One should note that a large chunk of the bignum verified code is shared across Poly1305, Curve25519 and Ed25519, meaning that this code is verified once but used in three different ways. The sharing has no impact on the quality of the generated code, as we rely on KreMLin to inline the generic code and

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Spec</th>
<th>Code+Proofs</th>
<th>C Code</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(F* loc)</td>
<td>(Low* loc)</td>
<td>(C loc)</td>
<td>(s)</td>
</tr>
<tr>
<td>Salsa20</td>
<td>70</td>
<td>651</td>
<td>372</td>
<td>280</td>
</tr>
<tr>
<td>Chacha20</td>
<td>70</td>
<td>691</td>
<td>243</td>
<td>336</td>
</tr>
<tr>
<td>Chacha20-Vac</td>
<td>100</td>
<td>1656</td>
<td>355</td>
<td>614</td>
</tr>
<tr>
<td>SHA-256</td>
<td>96</td>
<td>622</td>
<td>313</td>
<td>798</td>
</tr>
<tr>
<td>SHA-512</td>
<td>120</td>
<td>737</td>
<td>357</td>
<td>1565</td>
</tr>
<tr>
<td>HMAC</td>
<td>38</td>
<td>215</td>
<td>28</td>
<td>512</td>
</tr>
<tr>
<td>Bignum-lib</td>
<td>-</td>
<td>1508</td>
<td>-</td>
<td>264</td>
</tr>
<tr>
<td>Poly1305</td>
<td>45</td>
<td>3208</td>
<td>451</td>
<td>915</td>
</tr>
<tr>
<td>X25519-lib</td>
<td>-</td>
<td>3849</td>
<td>-</td>
<td>768</td>
</tr>
<tr>
<td>Curve25519</td>
<td>73</td>
<td>1901</td>
<td>798</td>
<td>246</td>
</tr>
<tr>
<td>Ed25519</td>
<td>148</td>
<td>7219</td>
<td>2479</td>
<td>2118</td>
</tr>
<tr>
<td>AEAD</td>
<td>41</td>
<td>309</td>
<td>100</td>
<td>606</td>
</tr>
<tr>
<td>SecretBox</td>
<td>-</td>
<td>171</td>
<td>132</td>
<td>62</td>
</tr>
<tr>
<td>Box</td>
<td>-</td>
<td>188</td>
<td>270</td>
<td>43</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>801</strong></td>
<td><strong>22,926</strong></td>
<td><strong>7,225</strong></td>
<td><strong>9127</strong></td>
</tr>
</tbody>
</table>

Table 5.1: HACL* code size and verification times

5.6 Evaluation (LoC, verification time, benchmarks etc.)
5. **HACL**, a Fast and Verified Reference Cryptographic Library

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HACL*</th>
<th>OpenSSL</th>
<th>libsodium</th>
<th>TweetNaCl</th>
<th>OpenSSL (asm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-256</td>
<td>13.43</td>
<td>16.11</td>
<td>12.00</td>
<td>-</td>
<td>7.77</td>
</tr>
<tr>
<td>SHA-512</td>
<td>8.09</td>
<td>10.34</td>
<td>8.06</td>
<td>12.46</td>
<td>5.28</td>
</tr>
<tr>
<td>Salsa20</td>
<td>6.26</td>
<td>-</td>
<td>8.41</td>
<td>15.28</td>
<td>-</td>
</tr>
<tr>
<td>ChaCha20</td>
<td>6.37</td>
<td>7.84</td>
<td>6.96</td>
<td>-</td>
<td>1.24</td>
</tr>
<tr>
<td>Poly1305</td>
<td>2.19</td>
<td>2.16</td>
<td>2.48</td>
<td>32.65</td>
<td>0.67</td>
</tr>
<tr>
<td>Curve25519</td>
<td>154,580</td>
<td>358,764</td>
<td>162,184</td>
<td>2,108,716</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519 sign</td>
<td>63.80</td>
<td>-</td>
<td>24.88</td>
<td>286.25</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519 verify</td>
<td>57.42</td>
<td>-</td>
<td>32.27</td>
<td>536.27</td>
<td>-</td>
</tr>
<tr>
<td>AEAD</td>
<td>8.56</td>
<td>8.55</td>
<td>9.60</td>
<td>-</td>
<td>2.00</td>
</tr>
<tr>
<td>SecretBox</td>
<td>5.05</td>
<td>-</td>
<td>11.03</td>
<td>47.75</td>
<td>-</td>
</tr>
<tr>
<td>Box</td>
<td>21.24</td>
<td>-</td>
<td>21.04</td>
<td>148.79</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.2: Intel64-GCC: Performance Comparison in cycles/byte on an Intel(R) Xeon(R) CPU E5-1630 v4 @ 3.70GHz running 64-bit Debian Linux 4.8.15. All measurements (except Curve25519) are for processing a 16KB message; for Curve25519 we report the number of cycles for a single ECDH shared-secret computation. All code was compiled with GCC 6.3. OpenSSL version is 1.1.1-dev (compiled with no-asm); Libsodium version is 1.0.12-stable (compiled with --disable-asm), and TweetNaCl version is 20140427.

specialize it for one particular set of bignum parameters. The net result is that Poly1305 and Curve25519 contain separate, specialized versions of the original Low* bignum library. Chacha20 and Salsa20, just like SHA-256 and SHA-512, are very similar to each other, but the common code has not yet been factored out. We intend to leverage recent improvements in F* to implement more aggressive code sharing, allowing us to write, say, a generic SHA-2 algorithm that can be specialized and compiled twice, for SHA-256 and SHA-512.

Our estimates for the human effort are as follows. Symmetric algorithms like Chacha20 and SHA2 do not involve sophisticated math, and were in comparison relatively easy to prove. The proof-to-code ratio hovers around 2, and each primitive took around one person-week. Code that involves bignums requires more advanced reasoning. While the cost of proving the shared bignum code is constant, each new primitive requires a fresh verification effort. The proof-to-code ratio is up to 6, and verifying Poly1305, X25519 and Ed25519 took several person-months. High-level APIs like AEAD and SecretBox have comparably little proof substance, and took on the order of a few person-days.

Finally, we provide timings, in seconds, of the time it takes to verify a given algorithm. These are measured on an Intel Xeon workstation without relying on parallelism. The total cost of one-time HACL* verification is a few hours; when extending the library, the programmer writes and proves code interactively, and may wait for up to a minute to verify a fragment depending on its complexity.
The HACL\(^*\) library is open source and is being actively developed on GitHub. Expert users can download and verify the F\(^*\) code, and generate the C library themselves. Casual users can directly downloaded the generated C code. The full C library is about 7Kloc and compresses to a 42KB zip file. Restricting the library to just the NaCl API yields 5Kloc, which compresses to a 25KB file. For comparison, the TweetNaCl library has 700 lines of C code and compresses to 6Kb, whereas libsodium is 95Kloc (including 24K lines of pure C code) and compresses to a 1.8MB distributable. We believe our library is quite compact, auditable, and easy to use.

**Measuring Performance**  We focus our performance measurements on the popular 64-bit Intel platforms found on modern laptops and desktops. These machines support 128-bit integers as well as vector instructions with up to 256-bit registers. We also measured the performance of our library on a 64-bit ARM device (Raspberry Pi 3) running both a 64-bit and a 32-bit operating system.

On each platform, we measured the performance of the HACL\(^*\) library in several ways. First, for each primitive, we uses the CPU performance counter to measure the average number of cycles needed to perform a typical operation. (Using the median instead of the average yielded similar results.) Second, we used the SUPERCOP benchmarking suite to compare HACL\(^*\) with state-of-the-art assembly and C implementations. Third, we used the OpenSSL speed benchmarking tool to compare the speed of the HACL\(^*\) OpenSSL engine with the built-in OpenSSL engine. In the rest of this section, we describe and interpret these measurements.

**Performance on 64-bit Platforms**  Table 5.2 shows our cycle measurements on a Xeon workstation; we also measured performance on other Intel processors, and the results were quite similar. We compare the results from HACL\(^*\), OpenSSL, and two implementations of the NaCl API: libsodium and TweetNaCl. OpenSSL and libsodium include multiple C and assembly implementations for each primitive. We are primarily interested in comparing like-for-like C implementations, but for reference, we also show the speed of the fastest assembly code in OpenSSL. In the Appendix, Table 11 ranks the top performing SUPERCOP implementations on our test machine, and Table 5 displays the OpenSSL speed measurements.

For most primitives, our HACL\(^*\) implementations are as fast as (and sometimes faster than) state-of-the-art C implementations in OpenSSL, libsodium, and SUPERCOP. Notably, all our code is significantly faster than the naive reference implementations included in TweetNaCl and SUPERCOP. However, some assembly implementations and vectorized C implementations are faster than HACL\(^*\). Our vectorized Chacha20 implementation was inspired by Krovetz’s 128-bit vectorized implementation, and hence is as fast as that implementation, but slower than implementations that use 256-bit vectors. Our Poly1305 and Curve25519 implementations rely on 64x64 bit multiplication;
they are faster than all other C implementations, but slower than vectorized assembly code. Our Ed25519 code is not optimized (it does not precompute fixed-base scalar multiplication) and hence is significantly slower than the fast C implementation in libsodium, but still much faster than the reference implementation in TweetNaCl.

Table 2 measures performance on a cheap ARM device (Raspberry Pi 3) running a 64-bit operating system. The cycle counts were estimated based on the running time, since the processor does not expose a convenient cycle counter. The performance of all implementations is worse on this low-end platform, but on the whole, our HACL∗ implementations remain comparable in speed with libsodium, and remains significantly faster than TweetNaCl. OpenSSL Poly1305 and SHA-512 perform much better than HACL∗ on this device.

Performance on 32-bit Platforms Our HACL∗ code is tailored for 64-bit platforms that support 128-bit integer arithmetic, but our code can still be run on 32-bit platforms using our custom library for 128-bit integers. However, we expect our code to be slower on such platforms than code that is optimized to use only 32-bit instructions. Table 3 shows the performance of our code on an ARM device (Raspberry Pi 3) running a 32-bit OS. In the Appendix, Table 4 ranks the top SUPERCOP implementations on this device.

For symmetric primitives, HACL∗ continues to be as fast as (or faster than) the fastest C implementations of these primitives. In fact, our vectorized Chacha20 implementation is the second fastest implementation in SUPERCOP. However, the algorithms that rely on Bignum operations, such as Poly1305, Curve25519, and Ed25519, suffer a serious loss in performance on 32-bit platforms. This is because we represent 128-bit integers as a pair of 64-bit integers, and we encode 128-bit operations in terms of 32-bit instructions. Using a generic 64-bit implementation in this way results in a 3x penalty. If performance on 32-bit machines is desired, we recommend writing custom 32-bit implementations for these algorithms. As an experiment, we wrote and verified a 32-bit implementation of Poly1305 and found that its performance was close to that of libsodium. We again note that even with the performance penalty, our code is faster than TweetNaCl.

CompCert Performance Finally, we evaluate the performance of our code when compiled with the new 64-bit CompCert compiler (version 3.0) for Intel platforms. Although CompCert supports 64-bit instructions, it still does not provide 128-bit integers. Consequently, our code again needs to encode 128-bit integers as pairs of 64-bit integers. Furthermore, CompCert only includes verified optimizations and hence does not compile code that is as fast as GCC. Table 5.3 depicts the performance of HACL∗, libsodium, and TweetNaCl, all compiled with CompCert. As with 32-bit platforms, HACL∗ performs well for symmetric algorithms, and suffers a penalty for algorithms that rely on 128-bit integers. If CompCert supports 128-bit integers in the future, we expect this
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HACL*</th>
<th>libsodium</th>
<th>TweetNaCl</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-256</td>
<td>25.71</td>
<td>30.87</td>
<td>-</td>
</tr>
<tr>
<td>SHA-512</td>
<td>16.15</td>
<td>26.08</td>
<td>97.80</td>
</tr>
<tr>
<td>Salsa20</td>
<td>13.63</td>
<td>43.75</td>
<td>99.07</td>
</tr>
<tr>
<td>ChaCha20 (ref)</td>
<td>10.28</td>
<td>17.69</td>
<td>-</td>
</tr>
<tr>
<td>Poly1305</td>
<td>13.89</td>
<td>10.79</td>
<td>111.42</td>
</tr>
<tr>
<td>Curve25519</td>
<td>980,692</td>
<td>458,561</td>
<td>4,866,233</td>
</tr>
<tr>
<td>Ed25519 sign</td>
<td>276.66</td>
<td>70.71</td>
<td>736.07</td>
</tr>
<tr>
<td>Ed25519 verify</td>
<td>272.39</td>
<td>58.37</td>
<td>1153.42</td>
</tr>
<tr>
<td>Chacha20Poly1305</td>
<td>23.28</td>
<td>28.21</td>
<td>-</td>
</tr>
<tr>
<td>NaCl SecretBox</td>
<td>27.51</td>
<td>54.31</td>
<td>206.36</td>
</tr>
<tr>
<td>NaCl Box</td>
<td>94.63</td>
<td>83.64</td>
<td>527.07</td>
</tr>
</tbody>
</table>

Table 5.3: Intel64-CompCert: Performance Comparison in cycles/byte on an Intel(R) Xeon(R) CPU E5-1630 v4 @ 3.70GHz running 64-bit Debian Linux 4.8.15. Code was compiled with CompCert 3.0.1 with a custom library for 128-bit integers.

...penalty to disappear.

**Conclusion**

Formal methods are bow applicable to large scale projects. While the complete verification of historically large codebases such as OpenSSL is still out of reach, we were able to release HACL\(^*\), a standalone, full-fledged and entirely verified cryptographic library. Besides the scale of the project, it demonstrates that our approach is viable to produce industry-grade code, both in terms of code quality and performance. After integrating the F\(^*\) verification and compilation process to Mozilla’s continuous integration framework, HACL\(^*\)’s implementations of Curve25519, ChaCha20 and Poly1305 have been integrated to NSS, Mozilla’s cryptographic library, notably used by the Firefox web browser and Red Hat. In the integration process, the code has been manually reviewed and audited, contributing and validating our approach to make the output of the KreMLin compiler as clean as possible.

HACL\(^*\) benefits from all the advances presented in the preceeding chapters: it relies entirely on F\(^*\) for the proofs, a heavy use of code sharing among different cryptographic primitives to reduce the proof burden and the Low\(^*\) compilation backend to generate verified and fast C code. Off course, it would also benefit from the improvement of those techniques. In particular, memory safety proofs require a significant proof effort, while tools like Rust can handle it completely automatically. Specifically improving the proof automation for the memory safety clauses is future work.
Chapter 6

Going Further: Building Secure Cryptographic Applications

Parts of the text are taken from [45], a paper that appeared in IEEE S&P 2017 and was co-authored by me along with Karthikeyan Bhargavan, Antoine Delignat-Lavaud, Cédric Fournet, Markulf Kohlweiss, Jianyang Pan, Jonathan Petrenko, Aseem Rastogi, Nikhil Swamy and Santiago Zanella-Béguelin, as well as from [39], a paper that appeared in IEEE S&P 2015, and was co-authored by me along with Benjamin Beurdouche, Karthikeyan Bhargavan, Antoine Delignat-Lavaud, Cédric Fournet, Markulf Kohlweiss, Alfredo Pironti and Pierre-Yves Strub.

The development and verification methodology demonstrated in the HACL* library does not only apply to cryptographic primitives, but also extends to other fields. In particular, while cryptographic algorithms are an essential component of cryptographic applications, other parts of those applications are also security critical and would certainly benefit from the additional guaranties provided by formal methods.

A typical application built on top of cryptographic libraries is a secure communication application, aimed at transferring data between two authenticated parties, while ensuring confidentiality and integrity for instance. The security of the cryptographic protocols in such applications relies not only on the cryptographic library, but also:

- on the proper combination of the cryptographic algorithms together to get security guarantees;
- on the implementation of the state machine of the protocol;
- on the parsing and serializing of the incoming and outgoing messages before and after the internal processing.

Section 6.1 illustrates how to leverage on a verified cryptographic library such as HACL* to build cryptographic proofs for complex cryptographic pro-
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Protocols, taking the example of the record layer in TLS1.3. Section 6.2 describes how to implement a verified state-machine monitor which can track implementation flaws for complex protocols. Such flaws can have terrible consequences for security as described in previous work on a series of attacks on TLS popular implementations [39]. Eventually we discuss in Section 6.3 how to verify the correctness of parsing and serializing algorithms, for instance following the ASN.1 standard, using the F* proof capabilities.

6.1 Towards Cryptographic Proofs of Protocols

Part of the complexity regarding cryptographic protocol verification is having end-to-end verification with a minimal trusted computing base. In practice, many verified cryptographic protocols do make strong assumptions about the underlying cryptography. Often, cryptographic components will be treated as black boxes, assuming perfectly secure functions, regardless of the correctness of the algorithms, and their combination together. Functional correctness and memory safety and essential, but cryptographic guarantees are the very reason why we rely on cryptographic software. Incorrectly using cryptographic primitives often results in attacks.

In order to mitigate these potential attack vectors, it is possible to leverage on the proof methods developed in the preceding chapters: one can go from functionally verified and memory safe cryptographic primitives to basic cryptographic constructions such as Message Authenticating Codes (MAC) and Pseudo Random Functions (PRF) to more elaborate constructions (Authenticated Encryption with Associated Data (AEAD) for instance) to complex cryptographic protocols. The detail is highlighted in a previous contribution [45]. Chapter 5 presented the value of going from F* to verified C standalone primitives, which can readily be integrated into existing projects and libraries. In this section, on the contrary, we highlight the additional security value of maintaining a full modular F* development, from the low-level cryptographic primitives to the high-level protocol. This approach allows us to strengthen the functional correctness and memory safety guarantees with cryptographic security guarantees.

We illustrate it by showing how to implement and verify the AEAD construction of the TLS 1.3 record layer, using a compositional approach to functional correctness and cryptographic security based on F*.

6.1.1 Methodology: Compositional Verification by Typing

This section does not focus on the subtleties of cryptographic proofs in F*. For more details, [70] gives a general presentation of our approach and [22] gives a probabilistic semantics of F* and additional cryptographic examples. Rather, this section focuses on the methodology and the approach we follow.
6.1. Towards Cryptographic Proofs of Protocols

The key idea is that we use F* not only to implement cryptographic primitives, but also as the formal syntax for their game-based security definitions. This is akin to the approach taken by [13] in their proof of a TLS 1.2 handshake implementation using F7, an ancestor of F*. However, in contrast to F7, F* supports an imperative programming style that is closer to pseudo-code used by cryptographers in code-based games [26].

The AEAD cryptographic construction is a generic encryption construction which simultaneously ensures confidentiality, integrity and authenticity. The scheme relies on a PRF, which is needed for the confidentiality part, and a MAC, needed for the integrity and the authenticity part. The first step of the compositional proof is thus to map verified cryptographic primitives in F*, such as those of HACL*, to MAC functions and PRFs.

A crypto game example Let us consider a simplified version of the authenticated encryption (AE) functionality found at the core of the TLS record layer. In F*, we may write an AE module with the following interface:

```fsharp
val ℓp : nat (* Length of the plaintext *)
val ℓc : nat (* Length of the ciphertext *)
type lbytes (ℓ:nat) = b:bytes{length b = ℓ}
type bbytes (ℓ:nat) = b:bytes{length b ≤ ℓ}
type plain = lbytes ℓp
type cipher = lbytes ℓc
abstract type key
val keygen : unit → ST key
val decrypt : key → cipher → Tot (option plain)
val encrypt : k:key → p:plain → ST (c:cipher{decrypt k c = Some p})
```

 Plaintexts and ciphertexts are represented as immutable bytestrings of fixed lengths ℓp and ℓc. We rely on type abbreviations to statically enforce length checks for fixed-length bytestings using lbytes ℓ, and for bounded-length bytestrings using bbytes ℓ. The excerpt uses immutable bytestings for simplicity, the real record-layer implementation also uses mutable buffers of bytes.

Next, our interface defines an abstract type key; because of the abstraction, values of this type can only be generated via the keygen method and accessed via encrypt and decrypt. In this setting the internal representation of keys is hidden from all other modules to protect their integrity and secrecy. The function keygen needs to generate randomness by calling an effectful external function; so we give this function the ST effect to indicate that the computation is impure and stateful, even though it does not explicitly modify the memory. In particular, two calls to keygen may yield different results. The function encrypt would typically generate a nonce for use in the underlying AE construction, and hence is also marked as stateful. In contrast, decrypt is deterministic, so is marked with the Tot effect. Its result is an optional plain value: either Some p if decryption succeeds, or None (or ⊥ in pseudo-code) otherwise.
This interface does not express any security guarantees yet, but it does require a functional correctness guarantee, namely that decryption undoes encryption.

**Expressing Security Guarantees** Given an AE scheme, one usually measures its concrete security as the advantage of an adversary \( \mathcal{A} \) that attempts to guess the value of \( b \) in the following game:

\[
\text{Game } \text{Ae}(\mathcal{A}, \text{AE})
\]

\[
\begin{align*}
 b & \leftarrow \{0,1\}; \quad L \leftarrow \emptyset; \quad k \leftarrow \text{AE.keygen}() \\
 b' & \leftarrow \mathcal{A}^{\text{Encrypt.Decrypt}}(); \quad \text{return } (b \neq b')
\end{align*}
\]

The adversary \( \mathcal{A} \) is a program that can call the two oracle functions to encrypt and decrypt using a secret key \( k \). In the real case \( (b = 0) \) they just call the real AE implementation. In the ideal case \( (b = 1) \), Encrypt returns a randomly sampled ciphertext and stores the associated plaintext in a log \( L \), while Decrypt performs decryption by looking up the plaintext in the log, returning \( \bot \) when there is no plaintext associated with the ciphertext. Ideal AE is perfectly secure, inasmuch as the ciphertext does not depend on the plaintext. Thus, we define AE security by saying that the attacker cannot easily distinguish between the real and ideal cases.

For such a game as is standard, we define \( \mathcal{A} 's \) advantage probabilistically as \( 2 \Pr[\text{Ae}(\mathcal{A}, \text{AE})] - 1 \), e.g. an adversary flipping a coin to guess \( b \) will succeed with probability \( \frac{1}{2} \) and has 0 advantage.

**Embedding games in F* modules** Although we wrote the game \( \text{Ae}^b \) above in pseudo-code, each the game reflects a verified F* module, written e.g. \( \text{AE}^b \), that uses a boolean flag \( b \) to select between real and ideal implementations of the underlying cryptographic module \( \text{AE} \). For example, \( \text{AE}^b \) may define the key type and encrypt function as

```fsharp
abstract type key = {key: AE.key; log: encryption_log}
let encrypt (k: key) (p:plain) =
    if b then
        let c = random_bytes l_c in
        k.log <- k.log ++ (c, p);
    c
    else AE.encrypt k.key p
```

where the (private) key representation now includes both the real key and the ideal encryption log. The encrypt function uses \( k \cdot \log \) to access the current log, and ++ to append a new entry, much as the Encrypt oracle.
Idealization Interfaces  The idealized module $\text{AE}^b$ can be shown to implement the following typed interface that reflects the security guarantee of the $\text{AE}^b$ game:

```
abstract type key
val log: memory → key → Ghost (seq (cipher × plain))
val keygen: unit → ST k:key
  (ensures b \implies \log k' = \varnothing)
val encrypt: k:key → p:plain → ST (c:_cipher)
  (ensures b \implies \log k' = \log k ++ (c,p))
val decrypt: k:key → c:cipher → ST (o:option plain)
  (ensures b \implies o = lookup c (\log k) \land \log k' = \log k)
```

The interface declares keys as abstract, hiding both the real key value and the ideal log, and relies on the log to specify the effects of encryption and decryption. To this end, it provides a $\log$ function that reads the current content of the log—a sequence of ciphertexts and plaintexts. This function is marked as $\text{Ghost}$, indicating that it may be used only in specification and will be discarded by the compiler after typechecking.

Each of the 3 $\text{ensures}$ clauses above uses this proof-only function to specify the state of the log before ($\log k$) and after the call ($\log k'$). Hence, the interface states that, in the ideal case, the function $\text{keygen}$ creates a key with an empty log; $\text{encrypt}$ $k$ $p$ returns a ciphertext $c$ and extends the log for $k$ with an entry mapping $c$ to $p$; and $\text{decrypt}$ $k$ $c$ returns exactly the result of looking up for $c$ in the current log. This post-condition formally guarantees that $\text{decrypt}$ succeeds if and only if it is passed a ciphertext that was generated by $\text{encrypt}$; in other words it guarantees both functional correctness and authentication (a notion similar to INT-CTX).

$\text{AE}^b$ is also parametrized by a module $\text{Plain}^b$ that defines abstract plaintexts, with an interface that allows access to their concrete byte representation only when $b = 0$ (for real encryption). By typing $\text{AE}^b$, we verify that, when $b = 1$, our idealized functionality is independent (information-theoretically) from the values of the plaintexts it processes.

From the viewpoint of the application, the plaintext abstraction guarantees that $\text{AE}^1$ preserves the confidentiality and integrity of encrypted data (as in classic information flow type systems). An application can rely on this fact to prove application-level guarantees. For instance, an application may prove, as an invariant, that only well-formed messages are encrypted under a given key, and thus that parsing and processing a decrypted message always succeeds.

Probabilistic Semantics  We model randomness (e.g. random_bytes) using primitive sampling functions. Two Boolean terminating $P^*$ programs $A^0$ and $A^1$ are equivalent, written $A^0 \approx A^1$, when they return true with the same probability. They are $\epsilon$-equivalent, noted $A^0 \approx_\epsilon A^1$, when $\left| \Pr[A^1 \Downarrow \text{true}] - \Pr[A^0 \Downarrow \text{true}] \right| \leq \epsilon$ where $\Pr[A \Downarrow v]$ denotes the probability that program $A$ evaluates to
value $v$ according to the probabilistic semantics of $F^*$. These definitions extend to program evaluation contexts, written $A^{q[\_]}$, in which case $\epsilon$ depends on the program plugged into the context, which intuitively stands for the adversary. From here on, we can develop code-based game-playing proofs following the well-established approach of Bellare and Rogaway \cite{26} directly applied to $F^*$ programs rather than pseudo-code.

Security definitions will consist of a game and a notation for the adversary advantage, parameterized by a measure of oracle use (e.g. how many times an adversary calls an oracle is called). We can then provide concrete bounds on those advantages, as a function of their parameters for the record layer. To this end, in \cite{45} for the full record composition, reduction theorems will relate the advantage for a given construction to the advantages of its building blocks.

### Games vs Idealized Modules

We conclude this presentation of our approach by discussing differences between the games on paper and the modules of the $F^*$ implementation.

Standard-compliant modules include many details elided in informal games; they also use lower level representations to yield more efficient code, and require additional type annotations to keep track of memory management.

These modules are part of the HACL* general-purpose verified cryptographic libraries, providing real functionality (when idealizations flags are off) so they always support multiple instances of their functionality. Here for instance, $\text{AEb}$ has a function to generate keys, passed as parameters to the $\text{encrypt}$ function, whereas the game oracle uses a single, implicit key.

Modules rely on the $F^*$ type system to enforce the rules of the games. Hence, dynamic checks in games (say, to test whether a nonce has already been used) are often replaced with static pre-conditions on typed adversaries. Similarly, types enforce many important but trivial conditions, such as the length of oracle arguments, and are often kept implicit in the paper.

#### 6.1.2 One-Time MACs

The AEAD construction uses fresh key materials for each message, so we consider authentication when keys are used to compute at most one MAC.

We treat one main MAC construction, Poly1305, although we could rely on others, such as GHASH. We suppose that the whole key is freshly generated for each MAC (as in ChaCha20-Poly1305).

### One-time MAC functionality and security

The interface for the message authentication code (MAC) is outlined below:

```haskell
val \ell_{k_0} : \text{nat} \ (\ast \ \text{static key length, may be 0} \ \ast)
val \ell_k : n: \text{nat} \ \{ \ell_{k_0} \leq \ell_k \} \ (\ast \ \text{total key length} \ \ast)
```
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val ℓₜ: nat (* tag length *)
val ℓₘ: nat (* maximal message length *)
type key₀ = lbytes ℓₖ₀ (* static key shared between MACs *)
type key = lbytes ℓₖ (* one-time key (including static key *)
type tag = lbytes ℓₜ (* authentication tag *)
type message = b: bbytes ℓₜ {wellformed b}

val keygen₀: unit → ST key
val keygen: key₀ → ST key
val verify: key → message → tag → Tot bool
val mac: k: key → m: message → Tot (t: tag {verify k m t})

This interface defines concrete byte formats for keys, tags, and messages. Authenticated messages are strings of at most ℓₘ bytes that comply with an implementation-specific well-formedness condition. We let ℓₘ range over well-formed messages.

Key-generation functions are marked as stateful (ST) to reflect their use of random sampling. Static keys of type key₀ may be used to generate multiple one-time keys of type key. (For example, keygen may concatenate the static key with ℓₖ − ℓₖ₀ random bytes.) To begin with, we assume ℓₖ₀ = 0 so that k₀ is the empty string ε.

The two main functions produce and verify MACs. Their correctness is captured in the verify post-condition of mac: verification succeeds at least on the tags correctly produced using mac with matching key and message.

**One-Time Security** MAC security is usually defined using computational unforgeability, as in the following game:

**Game UF-1CMA(Å, MAC)**

\[ k \sim \text{MAC.keygen(} \varepsilon \text{)}; \ log \leftarrow \bot \]
\[ (m^*, t^*) \leftarrow \mathcal{A}^{\text{MAC}} \]
\[ \text{return MAC.verify}(k, m^*, t^*) \land log \neq (m^*, t^*) \]

**Oracle Mac(m)**

\[ \text{if } log \neq \bot \text{ return } \bot \]
\[ t \leftarrow \text{MAC.mac}(k, m) \]
\[ log \leftarrow (m, t) \]
\[ \text{return } t \]

The oracle permits the adversary a single chosen-message query (recorded in log) before trying to produce a forgery. The advantage of Å playing the UF-1CMA game is defined as \( \epsilon_{\text{UF-1CMA}}(Å[ℓₘ]) \approx \Pr[\text{UF-1CMA}(Å, MAC) = 1] \).

We seek a stronger property for AEAD—the whole ciphertext must be indistinguishable from random bytes—and we need a decisional game for type-based composition, so we introduce a variant of unforgeability that captures indistinguishability from a random tag (when \( r \) is set).

**Definition 1** (IND-UF-1CMA). Let \( \epsilon_{\text{Mac1}}(Å[ℓₘ,q_v]) \) be the advantage of an adversary Å that makes \( q_v \) Verify queries on messages of length at most ℓₘ in the following game:
In this game, the MAC oracle is called at most once, on some chosen message \( m \); it returns a tag \( t \) and logs \((m,t)\). Conversely, Verify is called \( q_v \) times before and after calling MAC. When \( b \) is set, the game idealizes MAC in two ways: verification is replaced by a comparison with the log; and (when \( r \) is also set) the tag is replaced with random bytes.

This definition implies UF-1CMA (see [45]) when \( q_v \geq 1 \) and that random tags are neither necessary nor sufficient for unforgeability.

**Verified Implementation** m-IND-UF-1CMA security reflects the type-based security specification of our idealized module \( \text{MMac}^b \), which has an interface of the form

\[
\begin{align*}
\text{val log} & : \text{memory} \rightarrow \text{key} \rightarrow \text{Ghost} \ (\text{option} \ (\text{message} \times \text{tag})) \\
\text{val mac} & : \text{key} \rightarrow \text{message} \rightarrow \text{ST} \ (t: \text{tag}) \\
& \quad \text{(requires) log} \\n& \quad \text{k = None} \\
& \quad \text{(ensures) log k'} = \text{Some}(m,t)) \\
\text{val verify} & : \text{key} \rightarrow \text{message} \rightarrow t: \text{tag} \rightarrow \text{ST} \ (v: \text{bool}) \\
& \quad \text{(ensures) b \implies v = (log k'} = \text{Some}(m,t)))
\end{align*}
\]

The types of \( \text{mac} \) and \( \text{verify} \) express the gist of our security property: the specification function \( \text{log} \) gives access to the current content of the log associated with a one-time key; \( \text{mac} \) requires that the log be empty (\( \text{None} \) in \( \text{F}^* \)) thereby enforcing our one-time MAC discipline; \( \text{verify} \) ensures that, when \( b \) is set, verification succeeds if and only if \( \text{mac} \) logged exactly the same message and tag. Their implementation is automatically verified by typing \( \text{MMac}^b \). However, recall that typing says nothing about the security loss incurred by switching \( b \)—this is the subject of the next subsection.

Our verified implementation of \( \text{MMac}^b \) supports the construction described next, including code and functional correctness proofs for the algorithm. It also provides a more efficient interface for computing MACs incrementally. Instead of actually concatenating all authenticated materials in a message, the user creates a stateful hash, then repeatedly appends 16-byte words to the hash, and finally calls \( \text{mac} \) or \( \text{verify} \) on this hash, with a type that binds the message to the final hash contents in their security specifications. Our code further relies on indexed abstract types to separate keys and hashes for different instances of the functionality, and to support static key compromise.
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6.1.3 Wegman-Carter-Shoup (WCS) Constructions

Next, we set up notations so that our presentation applies to multiple constructions, including of course Poly1305; we factor out the encodings to have a core security assumption on sequences of field elements; we verify their injectivity; we finally prove concrete bounds in general, and in particular for Poly1305.

From bytes to polynomials and back In addition to fixed lengths for keys and tags, the construction is parameterized by

- a field \( \mathbb{F} \);
- an encoding function \( \tau \) from messages to polynomials in \( \mathbb{F} \), represented as sequences of coefficients \( \overline{m} \in \mathbb{F}^* \).
- a truncation function from \( e \in \mathbb{F} \) to \( \text{tag}(e)\in \text{byte}^{\ell} \).

The key consists of two parts: an element \( r \in \mathbb{F} \) and a one-time pad \( s \in \text{byte}^{\ell} \). We assume that \( r \) and \( s \) are sampled uniformly at random, from some \( R \subseteq \mathbb{F} \) and from \( \text{byte}^{\ell} \), respectively. We write \( r|s\leftarrow k \) for the parsing of key materials into \( r \) and \( s \), including the encoding of \( r \) into \( R \).

Generic Construction Given a message \( m \) encoded into the sequence of \( d \) coefficients \( \overline{m}_0, \ldots, \overline{m}_{d-1} \) of a polynomial \( \overline{m}(x) = \sum_{i=1}^{d} \overline{m}_{d-i} x^i \) in \( \mathbb{F} \), the tag is computed as:

\[
\text{hash}_r(m) \leftarrow \text{tag}(\overline{m}(r)) \quad \text{in } \mathbb{F} \text{ before truncation} \\
\text{mac}(r|s, m) \leftarrow \text{hash}_r(m) \oplus s \quad \text{in } \text{byte}^{\ell} 
\]

where the blinding operation \( \oplus \) is related to addition in \( \mathbb{F} \) (see specific details below). We refer to \( \text{hash}_r(m) \), the part of the construction before blinding, as the hash.

Poly1305 uses the field \( GF(p) \) for \( p = 2^{130} - 5 \), that is, the prime field of integer addition and multiplication modulo \( p \), whose elements can all be represented as 130-bits integers. Its message encoding \( \tau \) similarly splits the input message into 16-byte words, seen as integers in \( 0..2^{128} - 1 \), then adds \( 2^\ell \) to each of these integers, where \( \ell \) is the word length in bits. (Hence, the encoding precisely keeps track of the length of the last word; this feature is unused for AEAD, which applies its own padding to ensure \( \ell = 128 \).) The truncation function is \( \text{tag}(e) = e \mod 2^{128} \). The blinding operation \( \oplus \) and its inverse \( \oplus \) are addition and subtraction modulo \( 2^{128} \). For ChaCha20-Poly1305, both \( r \) and \( s \) are single-use (\( \ell_{k_{\text{cha}}} = 0 \)) but our proof also applies to the original Poly1305-AES construction [31] where \( r \) is shared.

Injectivity Properties We intend to authenticate messages, not just polynomial coefficients. To this end, we instantiate our wellformed predicate on messages and show (in \( \mathbb{F}^* \)) that
∀(m0: bytes) (m1: bytes). ( wellformed m0 \land \text{wellformed } m1 \land \text{Poly}.\text{equals } m0 \land m1 ) \implies m0 + m1

where \text{Poly}.\text{equals} specifies the equality of two formal polynomials by comparing their sequences of coefficients, extending the shorter sequence with zero coefficients if necessary.

We verify that the property above suffices to prove that both encodings are secure, and also that it holds in particular once we define \text{wellformed} as the range of formatted messages for AEAD (which are 16-byte aligned and embed their own lengths). We also confirm by typing that, with Poly1305, there is no need to restrict messages: its encoding is injective for all bytestrings [31, Theorem 3.2].

From those properties, we can deduce a security theorem and concrete bounds for Poly1305.

6.1.4 Pseudo-Random Functions for AEAD

Let us now consider the use of symmetric ciphers in counter mode, both for keying one-time MACs and for generating one-time pads for encryption. We model ciphers as PRFs. From HACL∗, we will use Chacha20. A pseudo-random function family \text{PRF} implements the following interface:

```plaintext
type key
val keygen: unit \rightarrow \text{ST} key
val \ell_d : \text{nat} (* fixed domain length *)
val \ell_b : \text{nat} (* fixed block length *)
type domain = lbytes \ell_d
type block = lbytes \ell_b
val eval: key \rightarrow \text{domain} \rightarrow \text{Tot block} (* \lambda ctional specification *)
```

This interface specifies an abstract type for keys and a key-generation algorithm. (Type abstraction ensures that these keys are used only for PRF computations.) It also specifies concrete, fixed-length bytestrings for the domain and range of the PRF, and a function to compute the PRF. We refer to the PRF outputs as blocks. As usual, we define security as indistinguishability from a uniformly random function with lazy sampling.

**Game Prf**\(^0\)\((\text{PRF})\)

\[
\begin{align*}
T & \leftarrow \varnothing \\
& \quad \text{if } T[m] = 1 \\
& \quad \text{if } b \text{ then } T[m] \leftarrow \text{byte}\ell_b \\
& \quad \text{else } T[m] \leftarrow \text{PRF}\text{.eval}(k,m) \\
& \quad \text{return } T[m] \\
& \quad \text{return } \{\text{Eval}\}
\end{align*}
\]

**Oracle Eval**\((m)\)

\[
\begin{align*}
& \text{if } T[m] = 1 \\
& \quad \text{return } \{\text{Eval}\} \\
& \quad \text{return } \{\text{Eval}\} \\
& \quad \text{return } \{\text{Eval}\} \\
& \quad \text{return } \{\text{Eval}\}
\end{align*}
\]

**Verified Implementation**

We use an idealized PRF module parametrized by a Cipher module that implements real ChaCha20 and by a MAC module. The separation of the
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PRF domain is enforced by typing: depending on \( \text{alg}, j_0, j, b, \) and \( b' \), its range includes keys, blocks, and pairs \( (p,c) \).

6.1.5 From MAC and PRF to AEAD

From the MAC and the PRF constructions, we can implement the two main AEAD constructions used by TLS 1.3 and modern ciphersuites of TLS 1.2. Their composition of a PRF and a one-time MAC yields a standard notion of AEAD security. The proof is generic and carefully designed to be modular and TLS-agnostic: the AEAD code is shared between TLS 1.2 and 1.3, and can be generalized for other protocols such as QUIC.

**AEAD functionality** Our F* authenticated encryption with associated data (AEAD) implementation has a real interface of the form

```fsharp
val ℓn: nat (* fixed nonce length *)
val ℓa, ℓp: n:nat{\{ n ≤ ℓp \}} → Tot nat
val ℓc: n:nat{\{ n ≤ ℓp \}} (* maximal plaintext length *)
val cipherlen: n:nat{\{ n ≤ ℓp \}} → Tot nat

val decrypt: key → nonce → ad → c: cipher → ST (option {p:plain{length c = cipherlen (length p)}})
val encrypt: k:key → n:nonce → a:ad → p:plain → ST (c:cipher{length c = cipherlen (length p)})
```

with two functions to encrypt and decrypt messages with associated data of variable lengths, and types that specify the cipher length as a function of the plain length. We omit declarations for keys, similar to those for PRFs earlier in the section.

**Definition 2 (Aead security).** Let \( \epsilon_{\text{Aead}}(A[q_e,q_d,ℓ_p,ℓ_a]) \) be the advantage of an adversary that makes at most \( q_e \) Encrypt and \( q_d \) Decrypt queries on messages and associated data of lengths at most \( ℓ_p \) and \( ℓ_a \) in the game:

```
Game Aead^l(AEAD)
\[\begin{align*}
C &\leftarrow \epsilon \\
k &\leftarrow \text{AEAD.keygen}() \\
\text{return} & \{\text{Encrypt}, \text{Decrypt}\}
\end{align*}\]

Oracle Encrypt(n,a,p)
\[\begin{align*}
\text{if} \ C[n] \neq 1 & \text{return} 1 \\
\text{if} \ b \text{ c} \leftarrow \text{byte.cipherlen}(p) & \text{return} 1 \\
\text{else} & c \leftarrow \text{AEAD.encrypt}(k,n,a,p) \\
C[n] &\leftarrow (a,p,c) \\
\text{return} & c
\end{align*}\]

Oracle Decrypt(n,a,c)

\[\begin{align*}
\text{if} \ b & \text{return} 1 \\
\text{if} \ C[n] = (a,p,c) \text{ for some } p & \text{return} p \\
\text{else} & p \leftarrow \text{AEAD.decrypt}(k,n,a,c) \\
\text{return} & p
\end{align*}\]
```


6. Going Further: Building Secure Cryptographic Applications

Our definition generalizes the AE game presented earlier; it has a richer domain with plaintext and associated data of variable lengths; a function ciphertext from plaintext lengths to ciphertext lengths; and nonces $n$. It similarly maintains a log of encryptions, indexed by nonces. Crucially, `Encrypt` uses the log to ensure that each nonce is used at most once for encryption.

**Generic AEAD Construction** Given a PRF and a compatible MAC, AEAD splits plaintexts into blocks which are then blinded by pseudo-random one-time pads generated by calling PRF on increasing counter values. (Blocks for MAC keys and the last mask may require truncation.)

To authenticate the ciphertext and associated data, the construction formats them into a single 16-byte-aligned buffer (ready to be hashed as polynomial coefficients) using an encoding function declared as `val encode : bbytes $\ell_p \times$ bbytes $\ell_a$ $\rightarrow$ Tot bbytes $(\ell_p + \ell_a + 46)$ and implemented (in pseudo-code) as

\[
\begin{array}{l}
\text{Function } encode(c, a) \\
\text{return pad}_{16}(a) \parallel pad_{16}(c) \\
\parallel \text{length}_8(a) \parallel \text{length}_8(c)
\end{array}
\]

where the auxiliary function `split_k(b)` splits the bytestring $b$ into a sequence of $r$ non-empty bytestrings, all of size $\ell$, except for the last one which may be shorter. (that is, if $r, b_1, \ldots, b_r \leftarrow \text{split}_k(\ell)$, then $b = b_1 \cdots b_r$); where `zeros(\ell)` is the bytestring of $\ell$ zero bytes; and where `length_x(n)` is the 8-byte representation of the length of $n$. Thus, our encoding adds minimal zero-padding to $a$ and $c$, so that they are both 16-bytes aligned, and appends a final 16-byte encoding of their lengths.

The rest of the AEAD construction is defined below, using an operator $\oplus p$ that abbreviates the expression $\text{truncate}(\cdot | p) \oplus p$, and a function `untag_{16}` that separates the ciphertext from the tag,

\[
\begin{align*}
\text{Function } &\text{keygen()} \\
&k \leftarrow \text{PRF.keygen()}; k_0 \leftarrow \varepsilon \\
&\text{if } j_0 \\
&o \leftarrow \text{PRF.eval}(k, 0) \\
&k_0 \leftarrow \text{truncate}(o, \text{MAC.$\ell_0$}) \\
&\text{return } k_0 | k
\end{align*}
\]

\[
\begin{align*}
\text{Function } &\text{encrypt}(K, n, a, p) \\
&(k_0, k) \leftarrow \text{split}_{16}(K); c \leftarrow \varepsilon \\
&k_1 \leftarrow \text{PRF.eval}(k, j_0 | n) \\
&k_m \leftarrow \text{truncate}(k_0, \text{MAC.$\ell_k$}) \\
&r, p_1, \ldots, p_r \leftarrow \text{split}_{16}(p); \\
&\text{for } j = 1 \ldots r \\
&\text{otp} \leftarrow \text{PRF.eval}(k, j_0 + j | n) \\
&c \leftarrow c | (\text{otp} \oplus p_j) \\
&t \leftarrow \text{MAC.mac}(k_m, \text{encode}(c, a)) \\
&\text{return } c | t
\end{align*}
\]

\[
\begin{align*}
\text{Function } &\text{decrypt}(K, n, a, c) \\
&(k_0, k) \leftarrow \text{split}_{16}(K); p \leftarrow \varepsilon \\
&k_1 \leftarrow \text{PRF.eval}(k, j_0 | n) \\
&k_m \leftarrow \text{truncate}(k_0, k_1, \text{MAC.$\ell_k$}) \\
&(c, t) \leftarrow \text{untag}_{16}(c) \\
&m \leftarrow \text{encode}(c, a) \\
&\text{if } \neg \text{MAC.verify}(k_m, m, t) \\
&\text{return } 1 \\
&\text{for } j = 1 \ldots r \\
&\text{otp} \leftarrow \text{PRF.eval}(k, j_0 + j | n) \\
&p \leftarrow p | (\text{otp} \oplus c_j) \\
&\text{return } p
\end{align*}
\]
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The main result is that it is Aead-secure when PRF is Prf-secure and MAC is MMac1-secure \cite{45}:

**Theorem 6.1.1 (AEAD construction).** Given $A$ against Aead, we construct $B$ against Prf and $C$ against MMac1, with:

$$
\epsilon_{\text{Aead(AEAD)}}(A[q_b, q_d, \ell_p, \ell_a]) \leq \epsilon_{\text{Prf(Prf)}}(B[q_b]) + \epsilon_{\text{MMac1(MAC)}}(C[\ell_p + \ell_a + 46, q_d, q_e + q_d])
$$

where $q_b$ (the number of distinct queries to the PRF) satisfies:

$$
q_b \leq j_0 + \frac{q_e}{\ell_a} + \frac{q_d}{\ell_b} + q_d
$$

**Verified Implementation** We outline below the idealized interface of our main AEAD$^B$ module built on top of the idealized interfaces of PRF and MAC, the security guaranties of both taken as cryptographic assumption. For types for encryption and decryption:

```plaintext
abstract type key (* stateful key, now containing the log *)
val log: memory -> key ->
  Ghost(seq(nonce x ad x cipher x plain))
val keygen: unit -> ST(k: key)
  (ensures b = log k = $\varnothing$)
val encrypt: k: key -> n: nonce -> a: ad -> p: plain -> ST(c: cipher)
  (requires b = lookup n (log k) = None)
  (ensures b = log k' = log k ++ (n,a,c,p))
val decrypt: k: key -> n: nonce -> a: ad -> c: cipher ->
  ST(o: option plain)
  (ensures b = o = lookup (n,a,c) (log k))
```

This is a multi-instance idealization, with a log for each instance stored within an abstract, stateful key; and we provide a proof-only function log to access its current contents in logical specifications. Hence, key generation allocates an empty log for the instance; encryption requires that the nonce be fresh and records its results; and decryption behaves exactly as a table lookup, returning a plaintext if, and only if, it was previously stored in the log by calling encryption with the same nonce and additional data.

This step of the construction is entirely verifiable by typing. To this end, we supplement its implementation with a precise invariant that relates the AEAD log to the underlying PRF table and MAC logs. For each entry in the log, we specify the corresponding entries in the PRF table (one for the one-time MAC key, and one for each block required for encryption) and, for each one-time MAC key entry, the contents of the MAC log (an encoded message and the tag at the end of the ciphertext in the AEAD log entry). By typing the AEAD code that implements the construction, we verify that the invariant is preserved as it completes its series of calls to the PRF and MAC idealized
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interfaces. Hence, although our code for decryption does not actually decrypt by a log lookup, we prove that (when b holds) its results always matches the result of a lookup on the current log. As usual, by setting all idealization flags to false, the verified code yields our concrete TLS implementation.

Following this methodology, one can build and run a full, verified down to the cryptographic primitives, implementation of her protocol.

6.2 A Verified State Machine for OpenSSL

In complex protocols, such as TLS, properly implementing the cryptographic constructions is not the only challenging part. Implementing composite state machines for TLS has also proven to be hard and error-prone. Systematic state machine testing can be useful to uncover bugs but does not guarantee that all flaws have been found and eliminated. Instead, it would be valuable to formally prove that a given state machine implementation complies with the TLS standard. Since new ciphersuites and protocol versions are continuously added to TLS implementations, it would be even better if we could set up an automated verification framework that could be maintained and systematically used to prevent regressions.

The miTLS implementation [42] uses refinement types to verify that its handshake implementation is correct with respect to a logical state machine specification. The handshake protocol is one of the four inner protocols described in the TLS specification. It is responsible for negotiating the shared secret between the two communicating parties, on an insecure channel and with dynamically chosen parameters. However, in the miTLS implementation, it only covers RSA and DHE ciphersuites and only applies to carefully written F* code. In this section, we investigate how to achieve a similar, if less ambitious, proof for the state machine implemented in the OpenSSL open source library.

OpenSSL Clients and Servers In OpenSSL 1.0.1j, the client and server state machines for SSLv3 and TLSv1.0-TLSv1.2 are implemented in ssl/s3_clnt.c and ssl/s3_svr.c, respectively. Both state machines maintain a data structure of type SSL that has almost 100 fields, including negotiation parameters like the version and ciphersuite, cryptographic material like session keys and certificates, running hashes of the handshake log, and other data specific to various TLS extensions.

Both state machines implement the message sequences depicted in Figure 1 in Appendix 7, structured as an infinite loop with a large switch statement, where each case corresponds to a different state, roughly one for each message in the protocol. Depending on the state, the switch statement either calls a ssl3_send_* function to construct and send a message or calls a ssl3_get_* function to receive and process a message.

For example, when the OpenSSL client is in the state SSL3_ST_CR_KEY_EXCH_A, it expects to receive a ServerKeyExchange, so it calls the function ssl3_get_key_exchange(s).
6.2. A Verified State Machine for OpenSSL

This function in turn calls `ssl3_get_message` in `s3_both.c` and asks to receive any handshake message. If the received message is a `ServerKeyExchange`, it processes the message. Otherwise, it assumes that the message was optional and returns control to the state machine which transitions to the next state (to try and process the message as a `CertificateRequest`). If the `ServerKeyExchange` message was in fact not optional, this error may only be discovered later when the client tries to send the `ClientKeyExchange` message.

Due to its complex handling of optional messages, it is often difficult to understand whether an OpenSSL client or server correctly implements the intended state machine. The flaws discussed in [39] indicate that they do not. Furthermore, the message sequence needs to be consistent with the values stored in the SSL session structure (such as the handshake hashes), and this is easy to get wrong.

**A new state machine** We propose a new state machine structure for OpenSSL that makes the allowed message sequences more explicit and easier to verify.

In addition to the full SSL data structure that is maintained and updated by the OpenSSL messaging functions, we define a separate data structure that includes only those elements that we need to track the message sequences allowed by Figure 1 in Appendix 7:

```c
typedef struct state {
    /* r ∈ \{Client, Server\} */
    Role role;
    /* v ∈ \{SSLv3, TLSv1.0, TLSv1.1, TLSv1.2\} */
    PV version;
    /* kx ∈ \{DH*, ECDH*, RSA*\} */
    KEM kx;
    /* (cask, offer) */
    Auth client_auth;
    /* (r{id, tick}) */
    int resumption;
    /* reneg = 1 if renegotiating */
    int renegotiation;
    /* n{tick} */
    int tick;
    /* previous message type */
    unsigned char* log;
    /* full handshake log */
    unsigned int log_length;
} STATE;
```

The `STATE` structure contains various negotiation parameters: a role that indicates whether the current state machine is being run in a client or a server, the protocol version (\(v\) in Figure 1), the key exchange method (\(kx\)), the client authentication mode (\(c_{ask}, c_{offer}\)), and flags that indicate whether the current handshake is a resumption or a renegotiation, and whether the server sends a `ServerNewSessionTicket`. Each field is represented by an `enum` that includes an `UNDEFINED` value to denote the initial state. The server sets all the fields except `client_auth` immediately after `ServerHello`. The client must wait until later in the handshake to discover the final values for `resumption`, `client_auth` and `tick`.

The `STATE` structure keeps track of the last message received, to record the current position within a protocol message sequence. It also keeps the full
handshake log as a byte array. We use this array to specify and verify our invariants about the state machine, but in production environments it would probably be replaced by the running hashes of the handshake log already maintained by OpenSSL.

The core of our state machine is in one function:

```c
int ssl3_next_message(SSL* ssl, STATE *st,
        unsigned char* msg, int msg_len,
        int direction, unsigned char content_type);
```

This function takes the current state (ssl, st), the next message to send or receive msg, the content type (handshake/CCS/alert/application data) and direction (outgoing/incoming) of the message. Whenever a message is received by the record layer, this function is called. It then executes one step of the state machine in Figure 6.1 to check whether the incoming message is allowed in the current state. If it is, it calls the corresponding message handler, which processes the message and may in turn want to send some messages by calling `ssl3_next_message` with an outgoing message. For an outgoing message, the function again checks whether it is allowed by the state machine before writing it out to the record layer. In other words, `ssl3_next_message` is called on all incoming and outgoing messages. It enforces the state machine and maintains the handshake log for the current message sequence.

To implement our verified state machine, while being interoperable with OpenSSL’s original code, we were able to reuse the OpenSSL message handlers (with small modifications). We wrote our own simple message parsing functions to extract the handshake message type, to extract the protocol version and key exchange method from the `ServerHello`, and to check for empty certificates.

**Experimental Evaluation** We tested our new state machine implementation in two ways.

First, we checked that our new state machine does not inhibit compliant message sequences for ciphersuites supported by OpenSSL. To this end, we implemented our state machine as an inline reference monitor. As before, the function `ssl3_get_message` is called whenever a message is to be sent or received. However, it does not itself call any message handlers; it simply returns success or failure based on whether the incoming or outgoing message is allowed. Other than this modification, messages are processed by the usual OpenSSL machine. In effect, our new state machine runs in parallel with OpenSSL on the same traces.

We ran this monitored version of OpenSSL against various implementations and against OpenSSL itself (using its inbuilt tests). We tested that our inline monitor does not flag any errors for these valid traces. In the process, we found and fixed some early bugs in our state machine.
Second, we checked that our new state machine does detect and prevent the deviant traces presented in [39]. We ran our monitored OpenSSL implementation against a FlexTLS peer running deviant traces and, in every case, our monitor flagged an error.

**Logical Specification of the State Machine** To gain further confidence in our new state machine, we formalized the allowed message traces of Figure 6.1 as a logical invariant to be maintained by `ssl3_next_message`. Our invariant is called `isValidState` and is depicted in Figure 6.1.

The predicate `StateAfterInitialState` specifies how the `STATE` structure is initialized at the beginning of a message sequence. The predicate `isValidState` says that the current `STATE` structure should be consistent with either the initial state or the expected state after receiving some message; it has a disjunction for every message handled by our state machine.

For example, after `ServerHelloDone` the current state `st` must satisfy the predicate `StateAfterServerHelloDone`. This predicate states that there has to exist a previous state `prev` and a new message, such that the following holds:

- `message` must be a `ServerHelloDone`,
- `st→last_message` must be `S_HD` (a `Msg_type` denoting `ServerHelloDone`),
- `st→log` must be the concatenation of `prev→log` and the new message,
- and for each incoming edge in the state machine:
  - the previous state `prev` must an allowed predecessor (a valid state after an allowed previous message),
  - if the previous message was `CertificateRequest` then `st→client_auth` remains unchanged from `prev→client_auth`; in all other cases it must be set to `AUTH_NONE`
  - (plus other conditions to account for other ciphersuites.)

Predicates like `StateAfterServerHelloDone` can be directly encoded by looking at the state machine; they do not have to account for the particular details of any implementation. Indeed, our state predicates look remarkably similar to (and were inspired by) the `log predicates` used in the cryptographic verification of MITLS [42]. The properties they capture depend only on the TLS specification; except for syntactic differences, they are even independent of the programming language.

**Verification with Frama-C** To mechanically verify that our state machine implementation satisfies the `isValidState` specification, we used the C verification tool Frama-C [64]. Contrary to the HACL* approach where we implement code in the high-level F* language, verify that some properties hold and then compile it down to C code while retaining the original properties, here we start straight from C code. The Frama-C tool is built to work on native C
code out of the box, hence we annotated our code with logical assertions and requirements in Frama-C’s specification language, called ACSL.

For example, the logical contract on the inline monitor variant of our state machine is listed in Figure 6.2, embedded within a /*@ ... @*/ comment.

We read this contract bottom-up. The main pre-condition (requires) is that the state must be valid when the function is called (isValidState(st)). (The OpenSSL state SSL is not used by the monitor.) The post-condition (ensures) states that the function either rejects the message or returns a valid state.
That is, isValidState is an invariant for error-free runs.

Moving up, the next block of pre-conditions requires that the areas of memory pointed to by various variables do not intersect. In particular, the given msg, state st, and log st→log must all be disjoint blocks of memory. This pre-condition is required for verification. In particular, when ssl3_next_message tries to copy msg over to the end of the log, it uses memcpy, which has a logical pre-condition in Frama-C (reflecting its input assumptions) that the two arrays are disjoint.

The first set of pre-conditions require that the pointers given to the function be valid, that is, they must be non-null and lie within validly allocated areas of memory that are owned by the current process. These annotations are required for Frama-C to prove memory safety for our code: that is, all our memory accesses are valid, and that our code does not accidentally overrun buffers or access null-pointers.

From the viewpoint of the code that uses our state machine (the OpenSSL client or server) the preconditions specified here require that the caller provide ssl3_next_message with validly allocated and separated data structures. Otherwise, we cannot give any functional guarantees.

**Formal Evaluation** Our state machine is written in about 750 lines of code, about 250 lines of which are message processing functions. This is about the same length as the current OpenSSL state machine.

The Frama-C specification is written in a separate file and takes about 460 lines of first-order-logic to describe the state machine. To verify the code, we
ran Frama-C which generates proof obligations for multiple SMT solvers. We used Alt-Ergo to verify some obligations and Z3 for others (the two solvers have different proficiencies). Verifying each function took about 2 minutes, resulting in a total verification time of about 30 minutes.

Technically, to verify the code in a reasonable amount of time, we had to provide many annotations (intermediate lemmas) to each function. The total number of annotations in the file amounts to 900 lines. Adding a single annotation often halves the verification time of a function.

One may question the value of a logical specification that is almost as long as the code being verified (460 lines is all we have to trust). What, besides being declarative, makes it a better specification than the code itself? And at that relative size, how can we be confident that the predicates themselves are not as buggy as the code?

We find our specification and its verification useful in several ways. First, in addition to our state invariant, we also prove memory safety for our code, a mundane but important goal for C programs. Second, our predicates provide an alternative specification of the state machine, and verifying that they agree with the code helped us find bugs, especially regressions due to the addition of new features to the machine. Third, our logical formulation of the state machine allows us to prove theorems about its precision. For example, we can use off-the-shelf interactive proof assistants for deriving more advanced properties.

To illustrate this point, using the Coq proof assistant, we formally establish that the valid logs are unambiguous, that is, equal logs imply equal states:

\begin{verbatim}
theorem UnambiguousValidity: ∀ STATE *s1, *s2;
(isValidState(s1) && isValidState(s2)
&& LogEquality(s1,s2))
==> HaveSameStateValues_E(s1,s2);
\end{verbatim}

This property is a key lemma for proving the security of TLS, inasmuch as the logs (not the states they encode) are authenticated in Finished messages at the end of the handshake. Its proof is similar to the one for the unambiguity of the logs in miTLS. However, the Frama-C predicates are more abstract, they better capture what makes the log unambiguous, and they cover a more complete set of ciphersuites.

**Frama-C vs F**

This example shows the convenience and capabilities of other verification tools than F*. We could have followed the same approach as in HACL* to verify the state machine implementation, enforcing memory safety and checking C-compilable code against a short and clean version of the automaton. However, while taking that path would have also lead to clean and secure code, the produced C code would not have been as idiomatic as the one obtain with
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For large and complex programs, it is extremely difficult to get a complete coverage of all possible cases with unit tests. For that reason, fuzzing techniques are getting more and more attention, and people are trying hard to make them smarter in order to find bugs more quickly, and automatically adapt to black-box software.

And indeed, fuzzers have had quite some success in finding bugs in various kinds of programs \cite{fuzz1,fuzz2}. Among those, cryptographic protocols remain a target of choice. For certain kinds of protocol, such as the Transport Layer Security (TLS) protocol, the legacy and retrocompatibility constraints of the protocol have led to very complex messages and state machine structures. As outlined in the previous section, deciding whether messages of certain shapes are valid or not is challenging, as it depends on previously negotiated cryptographic parameters, protocol extensions etc.

In this context, fuzzers will help indeed, but they cannot be called the panacea. They remain heuristic tools, which rely on their ability to learn of course, but also on time, computational resources and luck. Therefore, we advocate the use of formal methods to statically verify the correctness of security critical components of software. Parsers, which process uncontrolled — and potentially malicious — data, are particularly suited candidates.

**Parsing** Parsers are essential components for software which accepts input data from the outside. From the programmer’s point of view, the code of the application is trusted: although it may contain bugs, the application has been genuinely designed and implemented to serve its purpose, and typically tested for correctness on legitimate and expected inputs. A risk remains, which may trigger bugs and lead to potential vulnerabilities. It is the control an attacker may be given over the code through the only channel she controls: the input of the program. A proper parser is designed to graciously handle data for any
input value. But for complex and extensible protocols such as TLS, properly designing such a parser comes with several challenges. One is that the protocol itself is complex. It is difficult to implement the parsing functions so that they properly match the RFC specifications. Another one stems from the fact that those specifications are difficult to implement: common implementations tend to be over tolerant and accept messages which are not completely specification compliant in order to be more widely interoperable. Yet another challenge goes down to the very specification of the protocol. Indeed, the TLS protocol being widely used, it has to adapt to the new constraints of the web, and thus new versions of the protocol are standardized. A typical issue which appears during the standardization of a new version of the protocol, which will interoperate with all prior versions, is that none of the new message formats must present any kind of ambiguity with already existing ones. If that happened, the specifications would not be deterministic, leading to failures or vulnerabilities. Hence, enforcing the correctness of the parsing algorithms, including at the level of the reference textual specifications, is a dire necessity. Formal methods (through an injectivity proof of the parsing for instance) can provide great help to such needs.

**Specifying Injective Parsers**  The approach we propose to verify parsers in F* relies on a systematic typing discipline for the parsing and serializing functions. To be correct, a parsing function needs to be at least injective. Indeed, this injectivity property is necessary to ensure an unambiguous exchange of messages between two parties. A non-injective parser implies that the same message could be interpreted in two different ways, which will inevitably lead to comprehension issues between the parties. The second property a parsing message should verify is that parsing a serialized data structure must return
the same data structure as the original one. It ensures that the messages are properly interpreted: the parsing function should at least be capable of processing the messages the serializing function produces.

The other way is more complex. Indeed, for large and complicated protocols such as TLS, some messages may not be supported by a particular implementation, because they are not mandatory part of the standard, but only extensions. Hence, in practice, protocol implementations will tend not to be able to serialize a parsed message back into exactly the original, because some parts of the original message are not supported, and thus the corresponding pieces of data were discarded. Nonetheless, the F∗ system allows for ghost witnesses, which allow us to account even for those more complicated cases and show that, in the event of properly formatted messages, a well written parser is the inverse of the corresponding serializer.

Figure 6.3 shows the types we use to describe mutually inverse functions. An object of type $\textit{pinverse}_t \ #a \ #b \ f$ is a function which takes a value of type $b$ in argument and returns a value of type $\textit{Result} \ a$. The $\textit{Result}$ type is shown on figure 6.4. It is an optional type which either contains an error modeled as a descriptor and a string message, or the actual value. Is it accompanied by two additional lemmas: $\textit{lemma}_{\textit{inverse}}_g \ f$ and $\textit{lemma}_{\textit{pinverse}}_f \ g$. The first one specifies that the composition of $g$ and $f$ always yields a Correct result. Transposed to our goal, this means that $g$ is the parser, $f$ the serializing function, and that since the serializing function always produces a properly formatted result, we are guaranteed to get a result of the Correct type when parsing the output of this serializing $f$ function.

The second lemma, $\textit{lemma}_{\textit{pinverse}}_f \ g$ states that, if we take $g$ as a parsing and $f$ as a serializing function, if the parser yields a Correct result (if the input data is well formatted), then the original data and the result of the serialization function on the parsed value from the original data satisfy the $r$ relationship. $r$ is typically meant to be the equality, but as discussed, it can be a more relaxed version of it. It could, for instance, ignore the unsupported part of the message. That way, one still gets the fact that except for the unsupported part of the protocol, the rest of the message is encoded and processed properly.

**Unambiguous datastructures** The input messages for the parsing functions are bytestrings. Because bytestrings are extremely simple and unconstrained data structures, protocol specifications typically use a first encoding to encapsulate the length of the underlying messages. It is made so that the parser can decide, based on the specification of the protocol, where to cut the stream of bytes and how to isolate a message as a unit of data. The ASN.1 standard is typically used to describe how to interpret bytestrings into data structures. Its variants specify how to encode all types of data, either of fixed or variable length. We propose an F∗ approach to automatically verify the correctness of parsers with regard to the corresponding ASN.1 like specifi-
To that intent, message parts which have variable length are encoded using \( \text{vlbytes} \). The definition of \( \text{vlbytes} \) is shown in figure 6.5. The “vl” part of the \( \text{vlbytes} \) name stands for variable length. The \( \text{vlbytes} \) type itself carries a variable length field which contains the length of the piece of data which follows it. Because those variable length data blobs can go up to different values, the length on which the \( \text{vlbytes} \) encode the length also varies, from 1 bytes (for blobs which length is smaller than 256), up to 4 bytes in our case (for lengths of at most 4294967296). The actual data is then concatenated to its length encoding on \( n \)-bytes to form the \( \text{vlbytes} \) structure.

Because this data structure is so useful and so convenient, we also provide the programmer with two helper functions:

- \( \text{vlsplit} \), which takes a \( \text{vlbytes} \) value and returns a tuple which contains its length, and the actual data;

- and \( \text{vlparse} \), which takes a \( \text{vlbytes} \) value and returns only the actual data.

In both case, of course, in order to properly process the provided data structure, the programmer has to input the expected number of bytes the length of
the underlying data is encoded on, otherwise parsing become impossible. The
result is of type Result, which is an optional type: if the provided buffer is too
short for the length of the data it supposedly encodes, the parsing function
fails.

The encoding of bytes into a vlbytes value is done by the vlbytes function
which intuitively acts as a constructor here, while vlsplit and vlpars are instances
of projectors.

The data structure has nice properties. Is it easy to retrieve the length of
the data and the data itself, provided that the size the length is encoded on is
known in advance. Since those properties are often needed for the correctness
or the injectivity proofs of the more complex structures formed with vlbytes,
those are equipped in our F* setting with dedicated lemmas. Those lemmas
(some of them are shown in figure 6.6) are part of the library and can either
be instantiated manually in the code, or automatically, using patterns.

F* also shines in such situations because of its abstraction feature. Since we
consider that the vlbytes are the base components of arbitrary structures from
RFC protocol messages, we precisely decide how much information is leaked
from the data structure to the SMT solver. This way, proofs get faster and
more easily automatable. If needed, the abstraction can be lifted manually by
the programmer, who then controls which part of the encoding information is

![Figure 6.6: vlbytes associated lemmas](image-url)
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An example of the parsing function for PreSharedKey:

```ocaml
val parsePreSharedKey: pinverse_t preSharedKeyBytes
let parsePreSharedKey b =
  match vlparse 2 b with
  | Correct b' ->
    begin
      match vlparse 2 b with
      | Correct b'' ->(* Client case *)
        begin
          if length b >= 2 && length b < 65538 then
            begin
              match parseClientPreSharedKey b with
              | Correct psks ->Correct (ClientPreSharedKey psks)
              | Error z ->Error z
            end
          else Error(AD_decode_error, perror __SOURCE_FILE__ __LINE__
            "Failed to parse psk")
        end
      | Error _ ->(* Server case *)
        begin
          match parseServerPreSharedKey b with
          | Correct psk ->Correct (ServerPreSharedKey psk)
          | Error z ->Error z
        end
      end
  | Error z ->Error(AD_decode_error, perror __SOURCE_FILE__ __LINE__
    "Failed to parse pre shared key")
```

Figure 6.7: Example of parser: the PreSharedKey parsing function

passed to the SMT solver. It lets us differentiate between the concrete data being processed by the parsing and serializing functions, and the representation of that data the automated solver works with.

Combining parsers The other reason why our F* verification methodology is a great for writing parsers is the modular structure of the code, which lets it scale easily. Indeed, however complex a protocol message is, it can be broken down into smaller and smaller parts, until we get to the original unit of data.

Therefore, the corresponding parsing function just needs to multiplex between the different sub-parsing functions which handle the different blobs of data. The programmer then relies on the already proven properties of those subsequent functions to ensure the correctness of the code. We follow a bottom-up approach, where the library provides functionalities such as `vlparse` to process the base components. We give an example in Figure 6.7. It represents the parsing of the pre-shared key part of a message. There are actually two different possibilities: either the piece of data is the imbrication of two `vlbyte` which lengths are encoded on two bytes. It then corresponds to a client pre-
shared key, and the corresponding function can be called. Otherwise, it has to be a single \texttt{vlbytes} encoding, in which case it corresponds to a server pre-shared key and again the corresponding function is called. Of course, if it is none of the two, then an error is raised as the message is ill-formatted.

The verification of these functions relies on the injectivity of the underlying \texttt{parseClientPreSharedKey} and \texttt{parseServerPreSharedKey}, but the $F^*$ verification system is also able to automatically prove that the two encodings (for the client, and for the server) are mutually distinct and unambiguous.

This lets us ensure by construction that the parsing function is injective, and that the serializing function is the inverse of the parsing function, and the small parsing / serializing functions compose together gracefully in the $F^*$ verification system. And because the system is rich, it is not limited or restricted to simple structures: recursive data structures can also be handled just the same way, relying on the fact that length of the data being parsed strictly decreases to ensure termination and correction.

This scales from to core \texttt{vlbytes} handling to full TLS 1.2 message parsing. The use of the $F^*$ type system, its lemma triggers and the abstraction mechanism reduce the proof burden on the programmer significantly. As of today this mechanism allows an $F^*$ programmer to ensure the correctness of a parser with regard to an $F^*$ specification, the in spirit of what we do in HACL*. Potential improvements could consist of extracting the $F^*$ specification automatically from textual RFC specification. Going further, we could even generate the parsing code automatically, as it code generation is directed completely from the specification, and contrary to HACL*, parsing code is not performance critical. Even if it were, one could easily write function equivalence proofs between two parts of the parsing functions, and replace on with the other to gain additional performance. The $F^*$ modular system has the advantage that, provided that two pieces of code expose the same contract, one can be swapped for the other for free.

\section*{Conclusion}

This work was heavily focused on formal methods applied to cryptographic primitives, as these are the foundation of all cryptographic software. This does not preclude that $F^*$ and the techniques presented in the previous chapters can be applied outside low-level cryptographic code. On the contrary, $F^*$, as a functional language relying on SMT solvers to discharge verification conditions is not \textit{a priori} a good candidate to verify imperative code, which correctness relies on complex non-linear arithmetic properties. However, since even those properties are achievable in $F^*$, it opens to way to a single, unified verification framework based on $F^*$ where all the different components can share the specified properties.

Above cryptographic primitives, cryptographic protocols have a wide range
of security critical components and we highlighted in this Chapter how $F^*$ could be used to verify some of them, namely cryptographic constructions, state machine implementations and message parsing. Building incrementally, one can used $F^*$ to verify entire stacks of software. The Everest project which aims to verify the full HTTPS stack is a good illustration of it, and throughout this work we showed how to contribute to the verification of a number of those stack layers.
Chapter 7

Conclusion

This work presented how the recent advances in formal methods allow us to raise the level of trust in software. It is now feasible to verify large scale applications, with components of various complexities and of different security and performance criticality. With the end goal to make formal methods usable in real world software, we presented throughout this work the several steps which enabled us to implement a full-fledged verified and efficient cryptographic library.

Any formal verification work revolves around a set of tools and languages. Among the different approaches and solutions which exist, we chose the F* verification language for its expressiveness, its proof automation capabilities and the active community around it. Rather than verifying existing large scale projects written without verification in mind, we chose to reimplement everything in F*. The fact that we were quickly able to provide a verified and extensible cryptographic library for elliptic curves validated this choice. Indeed, thanks to the modularity and the abstraction mechanisms of F*, we were able to reuse more than 50% of the code and the proofs in our bignum library, which let us cover specific bignum code for three different curves — Curve25519, Curve448 and P-256 — certainly faster than if we had tried to tackle existing code.

Yet, as vanilla F* extracts to OCaml and we wished to generate reference code in a widely known language, without garbage collector, we proposed to use Low* to implement our library. Being a shallow embedding of C in F*, Low* benefits from a compilation correctness proof which ensures functional correctness and memory safety to the generated code. Furthermore, the compilation process guarantees secret-independence for the security sensitive inputs. Low* allowed us to effectively write C code while using the full F* verification system to prove security and safety properties about that code. A specific emphasis was made on ensuring that the resulting code was clean and human readable, so that people willing to incorporate Low* generated code into their projects could do so without having to trust the compiler.
7. Conclusion

We validated our code generation and compilation to C approach by implementing HACL*. HACL* is a standalone, full-fledged and fully verified cryptographic library. We chose C code has a backend as it provides a great compromise between performance and portability, and is the most widely used language for cryptographic software reference implementations. Originally inspired from the reference C implementations of the cryptographic primitives, HACL* compiled and verified code performs as fast if not faster than the originals. The code of several primitives of HACL* has readily been integrated into NSS, Mozilla’s cryptographic library and is now used by millions of users of the Firefox web browsers. In addition to the integration of the verification and compilation process of HACL* into Mozilla’s continuous integration toolchain, the fact that the generated code was readable and thus audited by Mozilla’s developers helped a lot in their adoption of the code.

Yet, our methodology does not only apply to cryptographic code. We started from cryptographic primitives because they are notoriously hard to implement properly, have good mathematical specifications and constitute the foundations of any cryptographic software. However, many other critical components can benefit from this technology. We illustrated that with cryptographic constructions, state-machines and message parsing. Still, because a language such as F* is so expressive, the programmer is free to model, implement and verify almost anything. Furthermore, F*’s module system allows for a clean separation of components, sharing specifications through a common interface, but isolating the proof and code complexity.

Of course, a lot remains to be done in order to make formal methods more widespread. If the proof is, in contrast with other solutions, a strength of F*, a lot remains to be done in that area, with two main paths to explore. The first one is to rely more heavily on F*’s normalizer for the proofs. SMT solvers are particularly bad at non-linear arithmetic. Hence, it would make sense to discharge such verification conditions to another backend. In future work, we should add symbolic execution capabilities to the F* normalizer in order to discharge certain assertions without querying the solver. Other possible proof backends include computer algebraic systems such as SAGE, or proof-assistants such as Coq or Isabelle/HOL. The second automation weakness in our approach concerns memory safety. The HACL* library is entirely stack-based, and the memory management is quite simple. Yet, proving memory safety in a Low* setting still requires significant proof and annotation effort from the programmer. In future work, we will work at automating it better, with the end goal to reach a level of automation such as the one of Rust. We will also focus on reducing the trusted computing base in F*. The F* compiler and the Low* compiler could be verified with a mechanized proof, while they only have pencil and paper proofs for now. From the SMT solver, we will extract proof certificates which can be processed by third party verified tools to ensure that, although the SMT solver itself is not trusted, the proofs produced are indeed correct.
Overall, although a lot remains to be done, we have made a step towards "industrializing" formal methods. The verification projects are getting larger and larger, the Everest Project which aims to verify the full HTTPS stack is one example, and knowing that leading companies such as Google or Mozilla are not only interested but also integrating formally verified code into their products is great news. The process can only become faster as we improve the tooling around formal methods.
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Appendix A : Bignum code excerpts

Listing 1: F* Modulo module interface, to be implemented per prime

1. let op_Bar_Amp x y = log_and_limb x y
2. let op_Bar_Greater_Greater x y = shift_left_wide x y
3. let op_Bar_Plus x y = add_wide x y
4. let op_Bar_Star x y = mul_wide x y

5. (* Set of constraints to satisfy, necessary to call the 'freduce_degree' and 'carry' functions
6. conveniently *)
7. val satisfies_modulo_constraints : h:FStar.Heap.heap → b:bigint_wide{live h b} → GTot bool

9. val freduce_degree : b:bigint_wide → ST unit
10. (requires (fun h → live h b ∩ satisfies_modulo_constraints h b))
11. (ensures (fun h0 _ h1 → live h0 b ∩ live h1 b ∩ satisfies_modulo_constraints h0 b
12. \ getLength h0 b >= 2 * norm_length – 1
13. \ getLength h1 b = getLength h0 b ∩ modifies (getRef b) h0 h1 \ getLength h1 b >=
14. norm_length + 1
15. (forall i:nat). {:pattern (v (getValue h b i))} i <= norm_length ==>
16. v (getValue h b i) < pow2 (platform_wide – 1))
17. \ eval h1 b norm_length % reveal prime = eval h0 b (2 * norm_length – 1) % reveal prime)
19. val freduce_coefficients : b:bigint_wide{getTemplate b = templ} → ST unit
20. (requires (fun h → live h b ∩ getLength h b >= 2 * norm_length – 1 \ getLength h b >=
21. norm_length + 1
22. (forall i:nat). {:pattern (v (getValue h b i))} i <= norm_length ==>
23. v (getValue h b i) < pow2 (platform_wide – 1)))
24. (ensures (fun h0 _ h1 → live h0 b ∩ getLength h0 b >= 2 * norm_length – 1
25. \ Normalized h1 b \ modifies (getRef b) h0 h1
26. \ eval h1 b norm_length % reveal prime = eval h0 b norm_length % reveal prime)
27. val carry:
28. b:bigint_wide{getTemplate b = templ} → ctr:nat → ST unit
29. (requires (fun h → live h b ∩ getLength h b >= norm_length + 1
30. (forall i:nat). {:pattern (v (getValue h b i))} i <= norm_length ==>
31. v (getValue h b i) < pow2 (platform_wide – 1))}
32. (ensures (fun h0 _ h1 → live h0 b ∩ getLength h0 b >= norm_length + 1
33. \ Normalized h1 b \ modifies (getRef b) h0 h1 \ getLength h1 b = getLength h0 b
34. \ eval h1 b (norm_length + 1) % reveal prime = eval h0 b (norm_length + 1) % reveal prime)
35. val carry_top_to_0:
36. b:bigint_wide → ST unit (requires (fun h → True)) (ensures (fun h0 _ h1 → True))
38. val normalize:
40. output:bigint → ST unit
41. (requires (fun h → Normalized h output))
42. (ensures (fun h0 _ h1 → Normalized h0 output \ Normalized h1 output
43. \ eval h0 output norm_length % reveal prime = eval h1 output norm_length % reveal prime
44. \ eval h1 output norm_length < reveal prime
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opaque type Larger (h:FStar.Heap.heap) (b:bigint) (n:pos) =
live h b \ / getLength h b >= norm_length \ / getTemplate b = templ
\ (forall (i:nat). \{pattern (v (getValue h b i))\} i < norm_length =>>
(v (getValue h b i) < pow2 n) \ / \ v (getValue h b i) >= pow2 (getTemplate b i))

(* Same as in parameters.fsti *)
assume val n1: n:pos\{n = Parameters.ndiff \ / n <= platform_size\}
assume val n0: n:pos\{n = Parameters.ndiff\}

val add_big_zero:
output:bigint -> ST unit
\ (requires (fun h ->Normalized h output))
\ (ensures (fun h0 _ h1 ->Normalized h0 output
\ / Filled h1 output n0 n1
\ / eval h0 output norm_length % reveal prime = eval h1 output
\ / modifies (getRef output) h0 h1))

val sum_satisfies_constraints: h0:heap \rightarrow h1:heap \rightarrow cpy:bigint_wide{getTemplate cpy = templ}
\rightarrow a:bigint \rightarrow b:bigint
Lemma
\ (requires (Normalized h0 a \ / Normalized h0 b \ / live h1 cpy \ / getLength h1 cpy >= 2*norm_length-1
\ / (forall (i:nat). i < norm_length => v (getValue h1 cpy i) = v (getValue h0 a i)
\ / (forall (i:nat). i >= norm_length \ / i < getLength h1 cpy) =>
\ / v (getValue h1 cpy i) = 0)))
\ (ensures (live h1 cpy \ / satisfies_modulo_constraints h1 cpy))

val difference_satisfies_constraints: h0:heap \rightarrow h1:heap \rightarrow cpy:bigint_wide{getTemplate cpy = templ}
\rightarrow a:bigint \rightarrow b:bigint
Lemma
\ (requires (Filled h0 a n0 n1 \ / Normalized h0 b \ / live h1 cpy
\ / getLength h1 cpy >= 2*norm_length-1
\ / (forall (i:nat). i < norm_length => v (getValue h1 cpy i) = v (getValue h0 a i)
\ / (forall (i:nat). i >= norm_length \ / i < getLength h1 cpy) => v (getValue h1 cpy i) = 0)))
\ (ensures (live h1 cpy \ / satisfies_modulo_constraints h1 cpy))

val mul_satisfies_constraints: h0:heap \rightarrow h1:heap \rightarrow cpy:bigint_wide{getTemplate cpy = templ}
\rightarrow a:bigint \rightarrow b:bigint
Lemma
\ (requires (Normalized h0 a \ / Normalized h0 b \ / live h1 cpy
\ / getLength h1 cpy >= 2*norm_length-1
\ / maxValue h1 cpy <= norm_length * maxValueNorm h0 a * maxValueNorm h0 b))
\ (ensures (live h1 cpy \ / satisfies_modulo_constraints h1 cpy))
Listing 2: Top-level generic bignum API

1 val fsum:  
a:bigint{getTemplate a = templ} → b:bigint{Similar a b} →
2 ST unit
3
4 (requires (fun h → (Norm h a) \ (Norm h b)))
5 (ensures (fun h0 _ h1 →
6 (Norm h0 a) \ (Norm h1 a) \ (Norm h0 b)
7 \ (valueOf h1 a = (valueOf h0 a ** valueOf h0 b))
8 \ (modifies (getRef a) h0 h1)))
9
10 val fdifference:  
a:bigint{getTemplate a = templ} → b:bigint{Similar a b} →
11 ST unit
12
13 (requires (fun h → (Norm h a) \ (Norm h b)))
14 (ensures (fun h0 _ h1 →
15 (Norm h0 a) \ (Norm h0 b) \ (Norm h1 a)
16 \ (valueOf h1 a = (valueOf h0 b ** ~ valueOf h0 a))
17 \ (modifies (getRef a) h0 h1)))
18
19
20 val fscalar:  
res:bigint{getTemplate res = templ} → b:bigint{Similar res b} → # n:nat{n <= ndiff'} → s:
21 limb{bitsize (v s) n} → ST unit
22
23 (requires (fun h → (Live h res) \ (Norm h b)))
24 (ensures (fun h0 _ h1 →
25 (Norm h0 b) \ (Live h0 b) \ (Norm h1 res)
26 \ (valueOf h1 res = (v s ++ valueOf h0 b))
27 \ (modifies (getRef res) h0 h1)))
28
29
30 val fmul:  
res:bigint{getTemplate res = templ} →
31 a:bigint{Similar res a} →
32 b:bigint{Similar res b} →
33 ST unit
34
35 (requires (fun h → (Live h res) \ (Norm h a) \ (Norm h b)))
36 (ensures (fun h0 _ h1 →
37 (Norm h0 a) \ (Norm h0 b) \ (Norm h1 res)
38 \ (valueOf h1 res = (valueOf h0 a ** valueOf h0 b))
39 \ (modifies (getRef res) h0 h1)))
40
41
42 val fsquare:  
res:bigint{getTemplate res = templ} →
43 a:bigint{Similar res a} →
44 ST unit
45
46 (requires (fun h → (Live h res) \ (Norm h a)))
47 (ensures (fun h0 _ h1 →
48 (Norm h0 a) \ (Live h0 res) \ (Norm h1 res)
49 \ (valueOf h1 res = (valueOf h0 a ** valueOf h0 a))
50 \ (modifies (getRef res) h0 h1)))
51
52 185
Appendix B : HACL* specification and code

Listing 3: Curve25519 F* specification

(* Field types and parameters *)
let prime  = pow2 255 − 19
let fadd e1 e2 = (e1 + e2) % prime
let fsub e1 e2 = (e1 − e2) % prime
let fmul e1 e2 = (e1 * e2) % prime
let zero   : elem = 0
let one    : elem = 1
let (@) = fadd
let (@) = fmul

(** Exponentiation **) let rec (** ) (e:elem) (n:pos) :Tot elem (decreases n) =
if n = 1 then e
else if n % 2 = 0 then op_Star_Star (e ‘fmul’ e) (n / 2)
else e ‘fmul’ (op_Star_Star (e ‘fmul’ e) ((n−1)/2))

(* Type aliases *) type scalar = lbytes 32
  type serialised_point = lbytes 32
  type proj_point = Proj
                       x : elem → z : elem → proj_point

  let decodeScalar25519 (k:scalar) =
    let k = k.0 <− (k.0 &^ 248uy) in
    let k = k.31 <− ((k.31 &^ 127uy) |^ 64uy) in k

  let decodePoint (u:serialised_point) =
    (little_endian u % pow2 255) % prime

  let add_and_double qx nq nqp1 =
    let x_1 = qx in
    let x_2, z_2 = nq.x, nq.z in
    let x_3, z_3 = nqp1.x, nqp1.z in
    let a = x_2 ‘fadd’ z_2 in
    let aa = a**2 in
    let b = x_2 ‘fsub’ z_2 in
    let bb = b**2 in
    let c = x_3 ‘fadd’ z_3 in
    let d = x_3 ‘fsub’ z_3 in
    let da = d ‘fmul’ a in
    let cb = c ‘fmul’ b in
    let x_3 = (da ‘fadd’ cb)**2 in
    let z_3 = x_1 ‘fmul’ ((da ‘fsub’ cb)**2) in
    let x_2 = aa ‘fmul’ bb in
let \( z_2 = e \cdot \text{fml}' (aa \cdot \text{fadd}' (121665 \cdot \text{fml}' e) \) in
\[
\text{Proj } x_2 \ z_2, \text{Proj } x_3 \ z_3
\]

let \( \text{ith\_bit} (k:\text{scalar}) (i:\text{nat}\{i < 256\}) = \)
let \( q = i / 8 \) in let \( r = i \mod 8 \in \)
(\( v (k[q]) / \text{pow2 } r \)) \mod 2

let rec \( \text{montgomery\_ladder\_} (\text{init:elem}) \times xpl (k:\text{scalar}) (\text{ctr:nat}\{\text{ctr}<256\}) \)
: \( \text{Tot proj\_point} \) (\( \text{decreases ctr} \)) =
if \( \text{ctr} = 0 \) then \( x \)
else (  
let \( \text{ctr}' = \text{ctr} - 1 \) in
let \( (x', \text{xpl}') = \)
if \( \text{ith\_bit } k \text{ ctr}' = 1 \) then (  
let \( \text{nqp2, nqp1} = \text{add\_and\_double init } xpl \times \in \)
nqp1, nqp2  
) else \( \text{add\_and\_double init } xpl \in \)
\( \text{montgomery\_ladder\_} \text{init } x' \times \text{xpl}' k \text{ ctr}' \)
)

let \( \text{montgomery\_ladder} (\text{init:elem}) (k:\text{scalar}) : \text{Tot proj\_point} =\)
\( \text{montgomery\_ladder\_} \text{init } (\text{Proj one zero}) (\text{Proj init one}) k 256 \)

let \( \text{encodePoint} (p:\text{proj\_point}) : \text{Tot serialized\_point} = \)
let \( p = p.x \cdot \text{fml}' (p.z ** (\text{prime} - 2)) \) in
\( \text{little\_bytes } 32ul \ p \)

let \( \text{scalarmult} (k:\text{scalar}) (u:\text{serialized\_point}) : \text{Tot serialized\_point} = \)
let \( k = \text{decodeScalar25519 } k \) in
let \( u = \text{decodePoint } u \in \)
let \( \text{res} = \text{montgomery\_ladder } u k \) in
\( \text{encodePoint } \text{res} \)

Listing 4: Curve25519 RFC extracts

[...] The "X25519" and "X448" functions perform scalar multiplication on the Montgomery form of the above curves. (This is used when implementing Diffie-Hellman.) The functions take a scalar and a u-coordinate as inputs and produce a u-coordinate as output. Although the functions work internally with integers, the inputs and outputs are 32-byte strings (for X25519) or 56-byte strings (for X448) and this specification defines their encoding.

def \( \text{decodeLittle\_Endian} (b, \text{bits}) : \)
return \( \sum([b[i] \ll 8i \text{ for } i \in \text{range}((\text{bits}+7)/8)]) \)

def \( \text{decodeUCoordinate}(u, \text{bits}) : \)
\( u\_\text{list} = [\text{ord}(b) \text{ for } b \text{ in } u] \)
# Ignore any unused bits.
if \( \text{bits} \mod 8: \)
\( u\_\text{list}[-1] \&= (1<<((\text{bits})8))-1 \)
def encodeUCoordinate(u, bits):
    u = u % p
    return ''.join([chr((u >> 8*i) & 0xff) for i in range((bits+7)/8)])

def decodeScalar25519(k):
    k_list = [ord(b) for b in k]
    k_list[0] &= 248
    k_list[31] &= 127
    k_list[31] |= 64
    return decodeLittleEndian(k_list, 255)

x_1 = u
x_2 = 1
z_2 = 0
x_3 = u
z_3 = 1
swap = 0

For t = bits-1 down to 0:
    k_t = (k >> t) & 1
    swap ^= k_t  // Conditional swap; see text below.
    (x_2, x_3) = cswap(swap, x_2, x_3)
    (z_2, z_3) = cswap(swap, z_2, z_3)
    swap = k_t
    A = x_2 + z_2
    AA = A^2
    B = x_2 - z_2
    BB = B^2
    E = AA - BB
    C = x_3 + z_3
    D = x_3 - z_3
    DA = D * A
    CB = C * B
    x_3 = (DA + CB)^2
    z_3 = x_1 * (DA - CB)^2
    x_2 = AA * BB
    z_2 = E * (AA + a24 * E)

    // Conditional swap; see text below.
    (x_2, x_3) = cswap(swap, x_2, x_3)
    (z_2, z_3) = cswap(swap, z_2, z_3)
    Return x_2 * (z_2^*(p - 2))

cswap(swap, x_2, x_3):
    dummy = mask(swap) AND (x_2 XOR x_3)
    x_2 = x_2 XOR dummy
    x_3 = x_3 XOR dummy
    Return (x_2, x_3)
### Appendix C: HACL* Performance Benchmarks

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Implementation</th>
<th>Language</th>
<th>Architecture</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChaCha20</td>
<td>moon/avx2/64</td>
<td>assembly</td>
<td>AVX2</td>
<td>1908</td>
</tr>
<tr>
<td></td>
<td>dolbeau/amd64-avx2</td>
<td>C</td>
<td>AVX2</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>goll_guerin</td>
<td>C</td>
<td>AVX2</td>
<td>2224</td>
</tr>
<tr>
<td></td>
<td>krovetz/avx2</td>
<td>C</td>
<td>AVX2</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>moon/avx/64</td>
<td>assembly</td>
<td>AVX</td>
<td>3584</td>
</tr>
<tr>
<td></td>
<td>moon/sse3/64</td>
<td>assembly</td>
<td>SSSE3</td>
<td>3644</td>
</tr>
<tr>
<td></td>
<td>krovetz/vec128</td>
<td>C</td>
<td>SSSE3</td>
<td>4340</td>
</tr>
<tr>
<td></td>
<td>hacl-star/vec128</td>
<td>C</td>
<td>SSSE3</td>
<td>4364</td>
</tr>
<tr>
<td></td>
<td>e/amd64-xmm6</td>
<td>assembly</td>
<td>SSE</td>
<td>4896</td>
</tr>
<tr>
<td></td>
<td>e/x86-xmm6</td>
<td>assembly</td>
<td>SSE</td>
<td>5656</td>
</tr>
<tr>
<td></td>
<td>hacl-star/ref</td>
<td>C</td>
<td>x86_64</td>
<td>9248</td>
</tr>
<tr>
<td></td>
<td>e/amd64-3</td>
<td>assembly</td>
<td>x86_64</td>
<td>9280</td>
</tr>
<tr>
<td></td>
<td>e/ref</td>
<td>C</td>
<td>x86</td>
<td>9596</td>
</tr>
<tr>
<td>Poly1305</td>
<td>moon/avx2/64</td>
<td>assembly</td>
<td>AVX2</td>
<td>2508</td>
</tr>
<tr>
<td></td>
<td>moon/avx/64</td>
<td>assembly</td>
<td>AVX</td>
<td>4052</td>
</tr>
<tr>
<td></td>
<td>moon/sse2/64</td>
<td>assembly</td>
<td>SSE2</td>
<td>4232</td>
</tr>
<tr>
<td></td>
<td>hacl-star</td>
<td>C</td>
<td>x86_64</td>
<td>5936</td>
</tr>
<tr>
<td></td>
<td>amd64</td>
<td>assembly</td>
<td>x86_64</td>
<td>8128</td>
</tr>
<tr>
<td></td>
<td>x86</td>
<td>assembly</td>
<td>x86</td>
<td>8160</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>C</td>
<td>x86</td>
<td>11356</td>
</tr>
<tr>
<td></td>
<td>avx</td>
<td>assembly</td>
<td>AVX</td>
<td>13480</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>x86</td>
<td>111212</td>
</tr>
<tr>
<td>Curve25519</td>
<td>amd-64-64</td>
<td>assembly</td>
<td>x86_64</td>
<td>580132</td>
</tr>
<tr>
<td></td>
<td>sandy2x</td>
<td>assembly</td>
<td>AVX</td>
<td>595272</td>
</tr>
<tr>
<td></td>
<td>amd-64-51</td>
<td>assembly</td>
<td>x86_64</td>
<td>617244</td>
</tr>
<tr>
<td></td>
<td>hacl-star</td>
<td>C</td>
<td>x86_64</td>
<td>632544</td>
</tr>
<tr>
<td></td>
<td>donna_c64</td>
<td>C</td>
<td>x86_64</td>
<td>635620</td>
</tr>
<tr>
<td></td>
<td>donna</td>
<td>assembly</td>
<td>x86</td>
<td>1026040</td>
</tr>
<tr>
<td></td>
<td>ref10</td>
<td>C</td>
<td>x86</td>
<td>1453308</td>
</tr>
<tr>
<td></td>
<td>athlon</td>
<td>assembly</td>
<td>x86</td>
<td>1645992</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>x86</td>
<td>17169436</td>
</tr>
<tr>
<td>SHA-512</td>
<td>openssl</td>
<td>assembly</td>
<td>x86</td>
<td>9028</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>x86</td>
<td>12620</td>
</tr>
<tr>
<td></td>
<td>sphlib</td>
<td>C</td>
<td>x86</td>
<td>13396</td>
</tr>
<tr>
<td></td>
<td>hacl-star</td>
<td>C</td>
<td>x86</td>
<td>15844</td>
</tr>
<tr>
<td>Ed25519</td>
<td>amd64-64-24k</td>
<td>assembly</td>
<td>x86_64</td>
<td>255932</td>
</tr>
<tr>
<td></td>
<td>ref10</td>
<td>C</td>
<td>x86</td>
<td>580232</td>
</tr>
<tr>
<td></td>
<td>hacl-star</td>
<td>C</td>
<td>x86_64</td>
<td>1353932</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>x86</td>
<td>5234724</td>
</tr>
</tbody>
</table>

Table 1: Intel64 SUPERCOP Benchmarks: ranked list of best performing implementations on an Intel(R) Xeon(R) CPU E5-1630 v4 @ 3.70GHz running 64-bit Debian Linux 4.8.15. All numbers are estimated CPU cycles. Curve25519 is measured for two variable-base and two fixed-base scalar multiplications. All other primitives are measured for an input of 1536 bytes: ChaCha20 is measured for a single encryption; Poly1305 is measured for one MAC plus one verify; SHA-512 is measured for a single hash computation; Ed25519 is measured for one sign plus one verify.
### Appendices

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operation</th>
<th>HACL*</th>
<th>OpenSSL (C)</th>
<th>libodium (C)</th>
<th>TweetNaCl</th>
<th>OpenSSL (asm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-256</td>
<td>Hash</td>
<td>45.83</td>
<td>40.94</td>
<td>37.60</td>
<td>-</td>
<td>14.02</td>
</tr>
<tr>
<td>SHA-512</td>
<td>Hash</td>
<td>34.76</td>
<td>20.58</td>
<td>27.26</td>
<td>37.70</td>
<td>15.65</td>
</tr>
<tr>
<td>Salsa20</td>
<td>Encrypt</td>
<td>13.50</td>
<td>-</td>
<td>27.24</td>
<td>40.19</td>
<td>-</td>
</tr>
<tr>
<td>ChaCha20</td>
<td>Encrypt</td>
<td>17.85 (ref)</td>
<td>30.73</td>
<td>19.60</td>
<td>-</td>
<td>9.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14.45 (vec)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly1305</td>
<td>MAC</td>
<td>11.09</td>
<td>7.05</td>
<td>10.47</td>
<td>310.84</td>
<td>3.00</td>
</tr>
<tr>
<td>Curve25519</td>
<td>ECDH</td>
<td>833.177</td>
<td>890.283</td>
<td>810.893</td>
<td>5,875,655</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519</td>
<td>Sign</td>
<td>310.07</td>
<td>-</td>
<td>84.39</td>
<td>1157.73</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519</td>
<td>Verify</td>
<td>283.86</td>
<td>-</td>
<td>105.27</td>
<td>2227.41</td>
<td>-</td>
</tr>
<tr>
<td>Chacha20</td>
<td>Poly1305</td>
<td>Aead</td>
<td>29.32</td>
<td>26.48</td>
<td>30.40</td>
<td>-</td>
</tr>
<tr>
<td>NaCl SecretBox</td>
<td>Encrypt</td>
<td>24.56</td>
<td>-</td>
<td>38.23</td>
<td>349.96</td>
<td>-</td>
</tr>
<tr>
<td>NaCl Box</td>
<td>Encrypt</td>
<td>85.62</td>
<td>-</td>
<td>97.80</td>
<td>779.91</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: AARCH64-GCC: Performance Comparison in cycles/byte on an ARMv7 Cortex A53 Processor @ 1GHz running 64-bit OpenSuse Linux 4.4.62. All code was compiled with GCC 6.2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HACL*</th>
<th>OpenSSL</th>
<th>libodium</th>
<th>TweetNaCl</th>
<th>OpenSSL (asm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA-256</td>
<td>25.70</td>
<td>30.41</td>
<td>25.72</td>
<td>-</td>
<td>14.02</td>
</tr>
<tr>
<td>SHA-512</td>
<td>70.45</td>
<td>96.20</td>
<td>101.97</td>
<td>100.05</td>
<td>15.65</td>
</tr>
<tr>
<td>Salsa20</td>
<td>14.10</td>
<td>-</td>
<td>19.47</td>
<td>21.42</td>
<td>-</td>
</tr>
<tr>
<td>ChaCha20</td>
<td>15.21 (ref)</td>
<td>18.81</td>
<td>15.59</td>
<td>-</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>7.66 (vec)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly1305</td>
<td>42.7</td>
<td>17.41</td>
<td>7.41</td>
<td>140.26</td>
<td>1.65</td>
</tr>
<tr>
<td>Curve25519</td>
<td>5,191.847</td>
<td>1,812,780</td>
<td>1,766,122</td>
<td>11,181,384</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519</td>
<td>1092.83</td>
<td>-</td>
<td>244.75</td>
<td>1393.16</td>
<td>-</td>
</tr>
<tr>
<td>Ed25519</td>
<td>1064.75</td>
<td>-</td>
<td>220.92</td>
<td>2493.59</td>
<td>-</td>
</tr>
<tr>
<td>Chacha20</td>
<td>Poly1305</td>
<td>62.40</td>
<td>33.43</td>
<td>23.35</td>
<td>-</td>
</tr>
<tr>
<td>NaCl SecretBox</td>
<td>56.79</td>
<td>-</td>
<td>27.47</td>
<td>161.94</td>
<td>-</td>
</tr>
<tr>
<td>NaCl Box</td>
<td>371.67</td>
<td>-</td>
<td>135.80</td>
<td>862.58</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: ARM32-GCC: Performance Comparison in cycles/byte on an ARMv7 Cortex A53 Processor @ 1GHz running 32-bit Raspbian Linux 4.4.50. All code was compiled with GCC 6.3 with a custom library providing 128-bit integers.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Implementation</th>
<th>Language</th>
<th>Architecture</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChaCha20</td>
<td>moon/neon/32</td>
<td>assembly</td>
<td>NEON</td>
<td>9694</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star/vec128</a></td>
<td>C</td>
<td>NEON</td>
<td>12602</td>
</tr>
<tr>
<td></td>
<td>dolbeau/arm-neon</td>
<td>C</td>
<td>NEON</td>
<td>13345</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star/ref</a></td>
<td>C</td>
<td>NEON</td>
<td>17691</td>
</tr>
<tr>
<td></td>
<td>moon/armv6/32</td>
<td>assembly</td>
<td>ARM</td>
<td>18438</td>
</tr>
<tr>
<td></td>
<td>e/ref</td>
<td>C</td>
<td>ARM</td>
<td>22664</td>
</tr>
<tr>
<td>Poly1305</td>
<td>moon/neon/32</td>
<td>assembly</td>
<td>NEON</td>
<td>10475</td>
</tr>
<tr>
<td></td>
<td>neon2</td>
<td>assembly</td>
<td>NEON</td>
<td>11403</td>
</tr>
<tr>
<td></td>
<td>moon/armv6/32</td>
<td>assembly</td>
<td>ARM</td>
<td>18676</td>
</tr>
<tr>
<td></td>
<td>5d</td>
<td>C</td>
<td>ARM</td>
<td>20346</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star</a></td>
<td>C</td>
<td>ARM</td>
<td>127134</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>ARM</td>
<td>395722</td>
</tr>
<tr>
<td>Curve25519</td>
<td>neon2</td>
<td>assembly</td>
<td>NEON</td>
<td>1935283</td>
</tr>
<tr>
<td></td>
<td>ref10</td>
<td>C</td>
<td>ARM</td>
<td>4969185</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star</a></td>
<td>C</td>
<td>ARM</td>
<td>13352774</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>ARM</td>
<td>60874070</td>
</tr>
<tr>
<td>SHA-512</td>
<td>sphlib</td>
<td>C</td>
<td>ARM</td>
<td>82589</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>ARM</td>
<td>118118</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star</a></td>
<td>C</td>
<td>ARM</td>
<td>121327</td>
</tr>
<tr>
<td>Ed25519</td>
<td>ref10</td>
<td>C</td>
<td>ARM</td>
<td>2,093,238</td>
</tr>
<tr>
<td></td>
<td>ref</td>
<td>C</td>
<td>ARM</td>
<td>18,763,464</td>
</tr>
<tr>
<td></td>
<td><a href="#">hacl-star</a></td>
<td>C</td>
<td>ARM</td>
<td>29,345,891</td>
</tr>
</tbody>
</table>

Table .4: ARM32 SUPERCOP Benchmarks: ranked list of best performing implementations on an ARMv7 Cortex A53 Processor @ 1GHz running 32-bit Raspbian Linux 4.4.50.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Implementation</th>
<th>Language</th>
<th>Architecture</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChaChaPoly</td>
<td>HACL*</td>
<td>90381.10k</td>
<td>353297.74k</td>
<td>90381.10k</td>
</tr>
<tr>
<td></td>
<td>HACL* vec</td>
<td>115770.29k</td>
<td>486701.81k</td>
<td>115770.29k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>204675.84k</td>
<td>318616.27k</td>
<td>204675.84k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>289769.47k</td>
<td>1105745.92k</td>
<td>289769.47k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>305795.99k</td>
<td>303636.89k</td>
<td>305795.99k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>217872.74k</td>
<td>848875.62k</td>
<td>217872.74k</td>
</tr>
<tr>
<td>SHA-256</td>
<td>HACL*</td>
<td>169095.99k</td>
<td>143826.18k</td>
<td>169095.99k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>289769.47k</td>
<td>285738.89k</td>
<td>289769.47k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>217872.74k</td>
<td>848875.62k</td>
<td>217872.74k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>305795.99k</td>
<td>303636.89k</td>
<td>305795.99k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>217872.74k</td>
<td>848875.62k</td>
<td>217872.74k</td>
</tr>
<tr>
<td>SHA-512</td>
<td>HACL*</td>
<td>20331.67k</td>
<td>143826.18k</td>
<td>20331.67k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>18121.99k</td>
<td>143826.18k</td>
<td>18121.99k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>25321.67k</td>
<td>285738.89k</td>
<td>25321.67k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>169095.99k</td>
<td>143826.18k</td>
<td>169095.99k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>289769.47k</td>
<td>285738.89k</td>
<td>289769.47k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>217872.74k</td>
<td>848875.62k</td>
<td>217872.74k</td>
</tr>
<tr>
<td>SHA-512</td>
<td>HACL*</td>
<td>16513.59k</td>
<td>143826.18k</td>
<td>16513.59k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>17280.47k</td>
<td>143826.18k</td>
<td>17280.47k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>20556.52k</td>
<td>143826.18k</td>
<td>20556.52k</td>
</tr>
<tr>
<td>Poly1305</td>
<td>HACL*</td>
<td>33045.66k</td>
<td>125854.18k</td>
<td>33045.66k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>33455.96k</td>
<td>125854.18k</td>
<td>33455.96k</td>
</tr>
<tr>
<td></td>
<td>OpenSSL ASM</td>
<td>33455.96k</td>
<td>125854.18k</td>
<td>33455.96k</td>
</tr>
<tr>
<td>Curve25519</td>
<td>HACL*</td>
<td>144895</td>
<td>144895</td>
<td>144895</td>
</tr>
<tr>
<td></td>
<td>OpenSSL C</td>
<td>68107</td>
<td>68107</td>
<td>68107</td>
</tr>
</tbody>
</table>

Table .5: OpenSSL speed comparison for our algorithms. Each algorithm is run repeatedly for three seconds on different input sizes, and we measure the number of bytes per second via the `openssl speed` command. The experiment is performed on an Intel Core i7 @ 2.2Ghz running OSX 10.12.4. For Curve25519, we measure the number of ECDH computations per second.
Appendix D : TLS charts

Figure 1: Message sequences for the ciphersuites commonly enabled in OpenSSL
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