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Abstract 
In the past decade, photovoltaics (PV) has become a key player for the future of worldwide energy genera-

tion. Innovation in PV is likely to rely on high efficiency PV with flexible and lightweight thin films to enable 

PV deployement for mobile applications. In the framework of the Japanese-French laboratory “NextPV”, 

this thesis investigates the development of III-V quantum structured solar cells to explore high-efficiency 

photovoltaic concepts especially intermediate band solar cells (IBSC). Quantum structured IBSC have prov-

en to be limited by thermal escape at room temperature and by low subbandgap light absorption. Follow-

ing a consistent approach, we evaluate the topology, thermal escape mechanism, quantum structure and 

optical absorption of In(Ga)As quantum dots in a wide gap Al0.2GaAs host material. We also characterize 

quantitatively the device operation and improve the optical design. For a high irradiation, we evidence a 

hot carrier population in the quantum dots. At the same time, sequential two-photon absorption (S-TPA) is 

demonstrated both optically and electrically. We also show that S-TPA for both subbandgap transitions can 

be enhanced by a factor x5-10 with light management techniques, for example by implementation of Fab-

ry-Perot cavities with the different epitaxial transfer methods that we developed. More advanced periodi-

cal nanostructures were also fabricated in the case of multi-quantum well solar cells using nanoimprint 

lithography techniques. Overall we discuss the possibility of realizing intermediate-band-assisted hot-

carrier solar cells with light management to open the path for high-efficiency quantum structured IBSC. 

Key words: photovoltaics, thin films, quantum structures, high efficiency, light management, nanofabrica-

tion 
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Résumé 
Le photovoltaïque (PV) s’est imposé comme un acteur majeur de l’énergie. L’innovation dans ce domaine 

passera sans doute par le PV à haut rendement sur des couches minces flexibles et légères permettant son 

déploiement dans les applications mobiles. Cette thèse étudie le dévelopement de cellules solaires III-V à 

structures quantiques visant des concepts PV hauts rendements tels les cellules solaires à bande intermé-

diaire (IBSC). Ces IBSC se sont montrés limités du fait de l’échappement thermique des porteurs à tempéra-

ture ambiante ainsi que la faible absorption optique sous le gap. Nous avons évalué la topologie, le méca-

nisme d’échappement thermique, la structure quantique ainsi que l’absorption de boites quantiques en 

In(Ga)As dans un matériau hôte en Al0.2GaAs à grand gap. Nous avons aussi caractérisé de manière quanti-

tative comment opère ce système et avons amélioré son design optique. Sous une forte irradiation, nous 

avons mis en évidence l’apparition d’une population de porteurs chauds dans les boites quantiques. Par 

ailleurs, l’effet d’absorption sequentielle à deux photons (S-TPA) a été démontré. Nous avons observé une 

augmentation de ce S-TPA d’un facteur x5-10 grâce à du management de la lumière réalisé notamment 

avec des cavités de Fabry-Pérot. Des nanostructures périodiques ont aussi été fabriquées dans le cas de 

cellules solaires à multi-puits quantiques par l’utilisation de lithographie en nanoimpression. Dans 

l’ensemble cette étude vise à discuter la possibilité de réaliser des cellules solaires à porteurs chauds assis-

tés d’une bande intermédiaire et améliorées par un management optique afin d’ouvrir la voie pour des 

cellules à hauts rendements. 

Mots clés: photovoltaïque, couches minces, structures quantiques, haut rendement, management optique, 

nanofabrication 

 

 

 

 

 

 

 

 

 

 



Résumé 

ix 

Dans ce travail de thèse nous explorons le domaine des nouveaux concepts pour le photovoltaïque, en par-

ticulier, pour le dévelopement d’une nouvelle génération de cellule solaire à haut rendement. Pour cela 

nous avons participé à la fabrication et à l’étude des hétérostructures III-V semiconductrices contenant des 

structures quantiques. Ce travail de thèse s’est déroulé dans le cadre du laboratoire international associé 

(LIA) « NextPV » hébergé au « Research Center for Advanced Science and Technology » (RCAST) de 

l’Université de Tokyo, en collaboration avec deux laboratoires du CNRS : le Centre de Nanosciences et de 

Nanotechnologies (C2N) ainsi que l’institut de recherche et développement sur l’énergie photovoltaïque 

(IRDEP) faisant maintenant partie de l’Institut Photovoltaïque d'Ile-de-France (IPVF). 

Le chapitre 1 constitue une introduction sur le sujet du photovoltaïque ainsi que les possibilités pour le 

haut rendement, en particulier pour le domaine spécifique des cellules solaires à bandes intermédiaires 

(IBSC). L’apport du management de la lumière est précisé essentiellement pour promouvoir l’absorption, 

naturellement faible dans les nanostructures quantiques. En illustration de ce chapitre, il peut être intéres-

sant de commenter la Fig. i ci-dessous qui résume les challenges clés liés à la fabrication de ces cellules. Ces 

challenges peuvent être séparés en trois parties. En premier lieu, ceux qui sont directement relatifs au 

fonctionnement d’une IBSC. D’un côté la préservation d’un voltage au même niveau qu’une cellule clas-

sique simple jonction doit être réalisée. Et de l’autre, un courant additionnel venant de l’absorption se-

quentielle de deux photons sous le gap doit être assuré via l’introduction de la bande intermédiare. Dans le 

cadre spécifique des cellules solaires à boites quantiques (QDSC), plusieurs problèmes interviennent relati-

vement à ces deux challenges. D’un côté, l’échapement thermique des porteurs venant des boites ainsi que 

le fort taux de recombinaisons non-radiatives pénalisent la préservation du voltage. De l’autre, la faible 

densité volumique des boites dans les couches quantiques ainsi que le faible niveau de remplissage de la 

bande intermédiaire ne permettent pas une absorption efficace de photons sous le gap. Enfin toutes ces 

problématiques sont intrinséquement liées aux conditions de fabrication de ces boites. Nous citons en 

exemple deux procédés permettant d’améliorer les proprités de nos IBSC, la technique du « capping » ou 

recouvrement et la technique de dopage des boites quantiques. 

 

Fig. i: Schéma explicatif résumant les challenges clés liés à la fabrication de cellules solaires à bande intermédiaires fabriqués à 
l’aide de boites quantiques. 
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Dans le chapitre 2, nous introduisons les principales étapes technologiques nécessaires à la réalisation de 

nos cellules. Nous expliquons notamment les technologies de report sur substrat hôte que nous avons utili-

sé ainsi que les différentes étapes de nanostructuration. La Fig. ii, donne une vision d’ensemble du process 

flow. 

 

Fig. ii: Schéma du process flow résumant les différentes étapes de fabrication menant à la realisation d’une cellule solaire à boites 
quantiques avec nanostructuration (ici en face avant). 

Tout d’abord, (1) la jonction p-i-n avec les structures quantiques est crû sur un substrat en GaAs dopé n 

avec une couche « etch STOP layer » pour la phase de transfert de substrat. En (2), les contacts métalliques 

localisés en face arrière sont effectués par enrésinement, lithographie UV, dépôt de métal et lift-off et la 

couche de contact en GaAs dopé p est gravée. En (3), un dépôt de mirroir est effectué puis un collage sur 

un substrat de verre est fait à l’aide d’une résine photosensible. En (4), le substrat en GaAs est gravé sélec-

tivement sans que la couche « etch STOP » soit attaquée. Les bords de la couche epitaxiée sont protégés de 

la gravure latérale par une cire de protection. La couche « etch STOP » est ensuite gravée séléctivement 

sans que la couche de contact ne soit attaquée. En (5), l’étape de fabrication des contacts avant est effec-
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tuée de la même manière que pour les contacts arrière. En (6), l’étape de « mesa » est réalisée qui consiste 

à isoler les cellules solaires les unes des autres en les protégeant avec de la résine et en gravant entre. En 

(7), une couche de TiO2 est déposée. En (8), l’étape de nanostructuration en face avant est effectuée à 

l’aide de plusieurs étapes décrites au chapitre 2. Enfin en (9), le reste du TiO2 déposé est retiré des contacts 

pour pouvoir effectuer la caractérisation éléctrique des cellules. 

Dans le chapitre 3, le design et le fonctionnement des IBSC à boites quantiques semiconductrices sont in-

troduits en particulier avec les matériaux constitués de boites quantiques d’In(Ga)As avec matrice en 

Al0.2Ga0.8As. Nous signalons aussi l’influence de facteurs comme la concentration en boites quantiques sur 

le mécanisme d’absorption séquentielle à deux photons et le rôle clé que peut jouer à cet égard la concen-

tration du champ électromagnétique par piégeage optique. Les procédés de croissance épitaxiale sont briè-

vement décrits, ainsi que la topographie des nanostructures obtenues. Une étude plus approfondie sur les 

mécanismes d’échappement et de collecte des porteurs est ensuite présentée. Les mesures de photolumi-

nescence résolue en température, présentées dans la Fig. iii, permettent notamment de mettre en évi-

dence un régime d’échappement et de transfert par saut et relaxation vers les boîtes quantiques les plus 

grandes.  

 

Fig. iii: Mesure de photoluminescence en temperature mettant en évidence une transition dans les boites à partir de T > 100 K. L’on 
passe d’un régime où les porteurs sont « gelés » à un régime où ils peuvent « sauter » de boites en boites. 

Des mesures électriques ont par ailleurs mis en évidence l’impact des défauts dans la matrice d’AlGaAs sur 

les mécanismes de transport et d’échappement des porteurs. Enfin nous avons essayé d’étudier de ma-

nière précise l’absorption dans ces structures quantiques de plusieurs manières, notamment de manière 

expérimentale à l’aide d’une méthode interférentiel fondé sur l’utilisation de cavité de Fabry-Pérot à l’aide 

de différentes épaisseurs de diéléctriques positionnées en face avant comme réprésenté dans la Fig. iv. Des 

« marches » en diélectriques (SiNx) sont effectuées sur le dessus de la surface des couches reportées sur 

miroir afin de créer des cavités de Fabry-Pérot d’épaisseur différentes comme cela est indiqué sur le sché-

ma ainsi que la photo au microscope. Ces différentes épaisseurs de cavité induisent des résonances posi-

tionnées à différents endroits spectralement, que l’on remarque sur les spectres de réflectométrie. En fit-

tant ces courbes on est en mesure de remonter à la valeur de l’absorption sur la plage du spectre balayé 

par le décalage de ces pics de résonances. 
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Fig. iv: Principe de l’interférométrie de Fabry-Pérot pour la caractérisation de l’absorption. Des « marches » en diélectriques (SiNx) 
sont effectuées sur le dessus de la surface des couches reportées afin de créer différentes cavités de Fabry-Pérot d’épaisseur diffé-
rentes comme cela est indiqué sur la photo au microscope. Ces différentes épaisseurs de cavité induisent des résonances position-
nées à différents endroits spectrallement, que l’on remarque sur les spectres de réflectométrie. En fittant ces courbes on est en 
mesure de remonter à la valeur de l’absorption sur la plage du spectre balayé par le décalage de ces pics de résonances. 
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Le chapitre 4 présente une étude de la dynamique de la bande intermédiaire constitué par les états quan-

tiques formés dans les boites. Un ensemble de caractérisations optiques est présenté, en vue d’évaluer les 

paramètres importants des cellules solaires à boites quantiques. Il s’agit notamment des facteurs d’idéalité, 

des effets de saturation des niveaux des boîtes, et de la mise en évidence de populations possiblement 

indépendantes entre boîtes et milieu hôte. Lorsque la concentration de porteurs dans les larges boites 

quantiques atteint le niveau de semiconducteurs dégénérés, un régime de porteurs chauds semble pouvoir 

apparaître. Cette population chaude semble avoir un effet thermoelectrique qui sépare le potentiel chi-

mique dans le matériau hôte de celui dans les boites quantiques permettant ainsi d’isoler la bande inter-

médiaire lorsque celle-ci se retrouve à moitié remplie. Cette interprétation s’appuie notamment sur 

l’analyse de la Fig. v. Ces graphes représentent l’évolution de la température d’une part (gauche) et celle de 

la séparation des quasi niveaux de Fermi (QFL) d’autre part (droite) en fonction de l’excitation laser pour la 

population de porteurs dans les boites quantiques et celle dans la wetting layer (WL) et le matériau hôte. 

L’augmentation en température des porteurs dans les boites semblent suivre une loi d’Arrhénius avec une 

énergie d’activation (Ea) d’envrion 250 meV tandis que la température dans le matériau hôte semble rester 

à tempérautre ambiante. Cette différence en température semble conduire à la séparation des QFL jusqu’à 

une valeur de 140 meV. 

 
Fig. v: Graphes représentant l’évolution de la température d’une part (gauche) et celle de la séparation des quasi niveaux de Fermi 
(QFL) d’autre part (droite) en fonction de l’excitation laser pour la population de porteurs dans les boites quantiques et celle dans la 
wetting layer (WL) et le matériau hôte. L’augmentation en température des porteurs dans les boites semblent suivre une loi 
d’Arrhénius avec une énergie d’activation (Ea) d’envrion 250 meV tandis que la température dans le matériau hôte semble rester à 
tempérautre ambiante. Cette différence en température semble conduire à la séparation des QFL jusqu’à une valeur de 140 meV. 

Dans ce chapitre, nous étudions par ailleurs les propriétés relatives à l’absorption sequentielle de deux 

photons qui sont indispensables au fonctionnement des cellules solaires à bande intermédiaire. Ainsi nous 

démontrons la possibilité pour ces cellules de combiner à la fois le concept de bande intermédiaire et de 

porteurs chauds sous le nom de cellules solaires à porteurs chauds assistées d’une bande intermediaire (IB-

HCSC). Nous évaluons les performances et perspectives de telles cellules qui pourraient fonctionner comme 

cellule à haut rendement à condition de disposer d’un matériau hôte de qualité optimisée et de pré-remplir 

les niveaux des boîtes (par capping ou dopage). 
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Le cinquième et dernier chapitre concerne l’utilisation de résonances optiques, qu’elles soient simples 

comme dans le cas de Fabry-Pérot verticaux ou plus complexe comme avec des réseaux périodiques à deux 

dimensions réalisés à l’avant ou à l’arrière de la cellule. Ces effets sont étudiés dans le cas de matériaux à 

base de multi-puits quantiques et de matériaux à base de boites quantiques. On observe un effet de 

l’augmentation du courant de court-circuit, qui est reliée à l’absorption dans les structures quantiques. Les 

possibilités d'augmenter le rendement au-delà, au travers du positionnement optimal des structures quan-

tiques est discuté pour la structure à puits et illustré dans la Fig. vi. 

 

Fig. vi: Illustation de l’effet du positionnement des structures quantiques. Dans le cas (b), la zone des multi-puits est divisée en trois 
parties pour correspondre parfaitement aux maxima du champ éléctrique de la lumière incidente. Cela induit directement un gain 
dans l’absorption comme cela est illustré sur les spectres d’absorption. 

Dans le cas des structures à boîtes quantiques, dont l’absorption initiale est très faible aux grandes lon-

gueurs d’onde, une stratégie exploitant des structures métal-isolant-métal (MIM) est proposée. Cette struc-

ture, présente une efficacité qui n’est pas suffisante au regard de l’augmentation nécessaire dans les pré-

sentes structures. Cette augmentation ne peut être obtenue qu’au travers d’une grande densité de réso-

nances à fort facteur de qualité. 
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En conclusion de ce manuscrit, nous établissons un certain nombre d’idées et de perspectives pour le futur 

des ces cellules. Tout d’abord, nous pensons que l’effort devrait être en priorité porté sur l’aspect fabrica-

tion des boites quantiques notamment en essayant d’avoir un matériau hôte présentant moins de défauts 

afin d’avoir une efficacité radiative du même ordre qu’une cellule simple jonction III-V à l’état de l’art. En 

deuxième axe, l’étude du dopage des boites quantiques semblent être aussi important afin d’essayer de 

préremplir avec des porteurs dans l’optique d’avoir un niveau d’apparition des porteurs chauds pour des 

niveaux d’irradiation moins élevé. Il est aussi intéressant de noter qu’un fort dopage des boites pourrait 

peut-être conduire à réaliser des objets optiques exotiques intéressants de type « relai plasmonique » en 

utilisant des effets de couplage plasmonique dans le proche infrarouge. Enfin, niveau fabrication, il paraît 

essentiel de s’orienter vers des structures quantiques plus denses dans la direction de croissance afin de 

gagner sur le plan de l’absorption. En terme de dispositif optoéléctronique, l’idée d’aller vers une cellule 

sans jonction composée seulement de boites quantiques avec des contacts sélectifs couplé à une structure 

MIM paraît intéressante pour maximiser le ratio de structure quantique par rapport à l’épaisseur totale de 

la couche absorbante ainsi que dans l’idée d’avoir un photofilling pour le concept de cellules IBSC à por-

teurs chauds. Enfin, toutes ces approches doivent être étudiées dans le cadre du développement de cel-

lules solaires flexibles, légères et bas coût. Ainsi le dévelopement des techniques de transfert déjà com-

mencé dans ce sens doit être prolongé. En suivant un certain nombre des pous pensons que pour les dix 

prochaines années, il pourrait y avoir une cellule IBSC à porteurs chauds à simple junction qui dépasse la 

barrière symbolique des 30% de rendement.  
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General introduction 
In the past decade, growth of photovoltaics (PV) has followed an exponential curve making it a key player 

for the future of worldwide energy generation. PV manufacturing companies have been consolidating and 

more money is being invested in research and development (R&D). Innovation in PV is blooming in three 

directions: (i) the cost of the device, (ii) the energy efficiency gain and (iii) the ease of deployment via new 

PV architectures. On one hand, industrials compete and invest a lot of efforts to reduce the cost of PV 

modules, and at the same time, research on new materials like Perovskite seems to be promising to reduce 

production cost of a solar cell. On the other hand, research on high-efficiency PV is still in an exploratory 

phase and needs proof of concept in order to attract more attention. Finally, new PV architectures are be-

ing developed thanks to flexible and lightweight thin-films. In the future, it is likely that high-efficiency PV 

with flexible and lightweight thin-films will become more conventional and unlock novel applications e.g. 

indoor PV, solar-powered vehicule, PV high altitude sky platforms, etc. 

This thesis work is born thanks to the will of Japanese and French researchers to collaborate on PV up-

stream concepts throught the creation of an international joint laboratory called “NextPV”. From the Japa-

nese side, Okada and Sugiyama laboratories from the Research Center for Advanced Science and Technolo-

gy (RCAST) of the University of Tokyo have brought their expertise in the realization of quantum-structured 

materials necessary to achieve promising high-efficiency PV concepts. On the other side, the French Na-

tional Center for Scientific Research (CNRS) has contributed on the topic of nanophotonics and nanofabri-

cation for thin-films via the Centre for Nanoscience and Nanotechnology (C2N). The CNRS Institute of Re-

search and Development on Photovoltaic Energy (IRDEP) was also involved for advanced characterization. 

In the framework of this collaboration, my time was divided evenly between France and Japan, in particular 

thanks to the Monbukagakusho scholarship from the Japanese Ministry of Education, Culture, Sports, Sci-

ence and Technology (MEXT) and the involvement of the Embassy of Japan in France. 

In this thesis, we investigate III-V quantum-structured solar cells with light management strategies and 

nanofabrication for the realization of high-efficiency PV concepts. This solution has great potential to reach 

high-efficiency PV and has the advantage of having a less complex device structure compared to nowadays 

high-efficiency PV solutions. We believe that in the future it could become an economically viable light-

weight, flexible and high-efficiency solution and we want to work towards a proof-of-concept solar cell to 

validate the theory and open the path for future investments. 

In chapter 1, we introduce our topic. We explain the basic principles of PV energy conversion, the main 

properties of solar cells and novel concepts to overcome the energy efficiency limit of conventional PV, for 

example in our case by using quantum-structured solar cells. We also discuss the need of light management 
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strategies in PV devices and especially we give examples of state-of-the-art investigations on quantum-

structured solar cell.  

In chapter 2, we describe the fabrication techniques that were involved all along our work. We cover the 

topic of the clean room microfabrication of PV devices and report on two epitaxial layer transfer methods 

that we developped and used in the framework of the “NextPV” collaboration. We also detail the technique 

that was used to implement nanophotonics at the C2N and we give a general process flow of a final solar 

cell fabricated during this thesis. 

In chapter 3, we thoroughly investigate the physical properties of the main quantum-structured system 

that was used: the In(Ga)As / Al0.2Ga0.8As quantum dot (QD) system designed especially for high-efficiency 

intermediate band solar cell (IBSC). We explain the target, design and material growth of such system that 

are being fabricated in Okada laboratory. We give details on basic characterization from a topological and 

morphological point of view. We also investigate thermal, electrical and optical properties by characteriza-

tions and simulations. 

In chapter 4, we demonstrate the potential of such systems for the realization of high-efficiency PV, espe-

cially for the concept of intermediate band assisted hot carrier solar cells (IB-HCSCs). We use specific char-

acterization techniques dedicated to the investigation of carrier and light dynamics and interactions in the 

In(Ga)As / Al0.2Ga0.8As QD system. 

Finally, in chapter 5, we investigate the light management strategies that were implemented on quantum-

structured solar cell. We optimize optical design by numerical calculations and fabricate nanopatterned 

structures at the back or the front to induce a multi-resonant photonic effect inside PV layers. Nanopat-

terning was made only on multi-quantum well (MQW) solar cells fabricated in Sugiyama laboratory. Such 

quantum-structured solar cells are easier than QD solar cells in terms of growth control and physical inter-

pretation. Fabrication, characterization, analysis and comparison of a simple Fabry-Pérot (FP) cavity effect 

is presented for QD solar cells. 

This thesis presents results in many domains of experiments. Design and numerical simulations, material 

growth and fabrication in clean room, basic and advanced characterization and analytical or numerical fit-

ting. I want to acknowledge here the different contributions to the work presented in this manuscript. The 

III-V quantum-structured layers were epitaxially grown at RCAST in Japan by Dr. Kentaroh Watanabe and 

Dr. Yasushi Shoji. Some of QDs AFM images were taken by Dr. Yasushi Shoji. PL at low temperature was 

done under the supervision of Dr. Ryo Tamaki. A special acknowledgment goes to Dr. Christophe Dupuis, 

Dr. Nicolas Vandamme and Dr. Naoya Miyashita, whose help and advice have been really appreciated along 

the different fabrication processes. I also had the pleasure to supervise and receive help from Lea Tatry 

during her 6-month Master’s internship on the development of epitaxial lift-off (ELO) transfer technique. All 

SEM images presented in this thesis have been taken at C2N by coworkers (Dr. Christophe Dupuis, Dr. Juan 

Castro, Dr. Alexandre Gaucher and Dr. Julie Goffard). The process of transfer using UV reticulation polymer 

glue was proposed by Dr. Andrea Cattoni. He also trained me to the nanoimprint lithography. The sol-gel 

TiO2 was provided by Dr. David Grosso and his team (LCMCP, Collège de France, Paris). The deposition of 

dielectric coatings on samples were supervised by Dr. Xavier Lafosse and Dr. Alan Durnez. Regarding char-

acterization, the current-voltage (I-V) and external quantum efficiency (EQE) characterizations were made 

in RCAST, C2N or IRDEP. I-V at low temperature were done under the supervision of Dr. Zacharie Jehl. The 

calibrated PL and two-color excitation characterization presented in chapter 4 have been performed at 
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IRDEP by Dr. Pierre Rale and Hung-Ling Chen. Data analysis, PL numerical fitting and interpretations have 

been done with the help of Dr. Pierre Rale, Hung-Ling Chen, Dr. Laurent Lombez, Dr. François Gibelli and Dr. 

Dac-Trung Nguyen. Optical numerical calculations have been performed using transfer matrix or Rouard’s 

method for simple FP cavity. In chapter 5, I used the Reticolo software provided by Dr. Philippe Lalanne and 

Dr. Christophe Sauvan (Institut d’Optique, Palaiseau) in order to investigate the effect of nanostructuration. 

Dr. Katsuhisa Yoshida and Dr. Tomah Sogabe helped me to better understand the 8-band k·p calculations 

made using nextnano software provided by Dr. Stefan Birner. I finally want to acknowledge the fruitful dis-

cussions that we had with Dr. Amaury Delamarre, Dr. Nazmul Ahsan, Dr. Stéphane Guillet and Dr. Takuya 

Hoshii. 
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 Introduction to photovoltaics and 

light management 
Photovoltaic technologies are becoming essential to the development of renewable energy pro-

duction at world scale. Nowadays most of photovoltaics revolve around one economical and competitive 

solution, which has ensured a fast deployment of solar energy in the last decade. For many reasons, it is 

strategic and reasonable to keep pushing the research and development (R&D) towards other solutions 

that can offer more flexibility in the use of solar energy for the market. In this perspective, we propose to 

focus on the challenge of high-efficiency solar cells. In a first part, we describe the basic principle of photo-

voltaics with the coming of novel concepts. We describe in particular the solution of an intermediate band 

solar cell (IBSC) based on III-V quantum-structured materials. All along the manuscript, we will see the 

many advantages and disadvantages of these materials. The development and emergence of new PV tech-

nologies often necessitate the control of three phases: (1) control over the material fabrication and proper-

ties, (2) control over the device fabrication and characterization, and finally (3) the control over optical or 

light management. For this reason, in a second part, we introduce and discuss the application of light man-

agement for PV applications and especially for quantum-structured solar cells. 

1.1 Photovoltaics: towards high-efficiency solar cells 

In this first part, we introduce the origin and principle of PV in order to discuss the possibility of increasing 

its efficiency. We report on various innovative paths that are being investigated worldwide. In the frame-

work of the French-Japanese International Joint Laboratory “NextPV”, we chose to focus on intermediate 

band solar cell (IBSC) concept based on III-V quantum-structured materials. We describe the core concept 

and underline the advantages and disadvantages of this approach. 

1.1.1 Principle of photovoltaic conversion of solar energy 

The photovoltaic effect has been first observed by French physicist Edmond Becquerel in 1839 

throught his work on electrochemical cell [1]. It is defined as the creation of voltage or electric cur-

rent in a material upon exposure to light. Later in 1940, with the advance of solid-state devices, 

semiconductor researchers at Bell Labs paved the route towards the nowadays-dominant silicon p-

n junction technology. In 1954, they demonstrated the first practical silicon solar cell with about 6% 

efficiency at converting sunlight energy into electricity. In the sixties, Shockley and Queisser pro-

posed a model to determine the theoretical efficiency limit [2]. At the same time as the rest of the 

scientific community, they evidenced the future routes towards higher efficiency [3]. 
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1.1.1.1 Basic principle of PV conversion 

i). Electron-hole pair generation in a two-level system 

The photovoltaic effect is a fundamental effect that can be seen as the response of an ensemble of 

atoms under irradiation. As represented in Figure 1.1-1 (a), the representation of atoms by Bohr in-

troduce the idea that positively charged atomic nucleus possess electrons jumping between orbits 

by emitting or absorbing electromagnetic energy: Δ𝐸 = ℎ𝜈 with ℎ the Planck constant and 𝜈 the ir-

radiation frequency. More precisely, quantum mechanics band theory has been successfully used in 

solid-state physics to model the electronic structure of ensemble of atoms. It is especially true for 

periodic organization like crystals, which have specific electronic band structures.  

 
Figure 1.1-1: (a) Bohr model of the hydrogen atom where the negatively charged electron confined to an atomic shell en-
circles a small positively charged atomic nucleus. Electron jump between orbits is accompanied by an emitted or ab-
sorbed amount of electromagnetic energy (hν). The orbits in which the electron may travel are shown as grey circles. 
(b) Filling of the electronic states in various types of materials at equilibrium. Here, height is energy while width is the 
density of available states for a certain energy in the material listed. The shade follows the Fermi-Dirac distribution (black 
= all states filled, white = no state filled). In metals, the Fermi level EF lies inside at least one band. In insulators and semi-
conductors, the Fermi level is inside a band gap between the valence and conduction bands. Adapted from Wikipedia. 

As represented in Figure 1.1-1 (b), in the case of semiconductor materials, a two-level system is 

usually used to model the electronic band structure with carrier filling of the electronic states fol-

lowing a Fermi-Dirac distribution, represented with the shades (black = all states filled, white = no 

state filled). The bottom level is the valence band (VB) and is defined as the highest range of elec-

tron energies in which electrons are normally present at absolute zero temperature. The upper lev-

el is the conduction band (CB) and is defined as the lowest range of vacant electronic states. In PV, 

the energy band gap between the two bands is used to absorb the electromagnetic energy irradia-

tion to promote an electron from VB to CB. This phenomenon creates an electron-hole pair harvest-

ing a potential energy corresponding to the bandgap energy. The hole in the VB is seen as a positive 

charge like an electronic vacancy in chemistry. The PV conversion is successful if the electron in the 

CB becomes a free electron that can be extracted in the form of an electric power for the system: 

𝑃𝑒𝑙𝑒𝑐 = 𝐼 × 𝑉 with 𝐼 the electric current and 𝑉 the electric potential.  

The Fermi level can be considered to be a hypothetical energy level, such that at thermodynamic 

equilibrium this energy level would have a 50% probability of being occupied at any given time. 

Quasi-Fermi levels (QFLs) are used to describe electrons and holes populations respectively in the 

CB and VB when they are displaced from equilibrium and reach a quasi-equilibrium. For example in 

the case of photon flux generating continuous electron transitions from VB to CB, it is possible to 

describe the two populations of carriers using Fermi-dirac distribution. In this case, the difference 
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between the two QFLs is called QFL splitting (QFLS) expressed with notation 𝛥µ. It represents the 

electrochemical potential when a solar cell absorbs a photon flux. 

Current extraction is favored by an efficient spatial charge separation of photogenerated carriers 

(electrons and holes) before they recombine. To optimize the separation of the generated free car-

riers we differentiate electron and hole using various schemes. At least two types of strategies are 

often used and combined: implementation of a junction and implementation of selective contacts. 

Both techniques are used in our devices and will be described in chapter 2 when discussing the fab-

rication of PV devices. 

ii). Electric equivalent circuit and I-V characteristics 

In order to characterize and compare solar cells, an electrically equivalent model is often used as 

shown in Figure 1.1-2 (a). The generated photocurrent IL for an applied voltage V is modeled as an 

ideal current generator. PV conversion process is limited by several sources of losses that are taken 

into account by the following electric components. (1) Electron-hole recombination losses are rep-

resented as a dark current ID modeled by a diode in parallel. (2) Leakage currents are modeled by a 

shunt resistance RSH that is in parallel with the current generator. (3) The semiconductor resistance 

and contact resistance are modeled by a serie resistance RS. Series resistance is particularly im-

portant in the case of high injection levels, as for concentrated light. For the study of our solar cells, 

to take into account different recombination mechanisms, we used a two-diode model fitting of 

dark I-V curves measured at forward bias using Equation 1.1-1 with q the electron charge, kB the 

Boltzmann constant and T the temperature [4]. 

𝐼 = 𝐼𝑑𝑎𝑟𝑘 (𝑛=2) exp (
𝑞(𝑉 + 𝐼𝑅𝑆)

2𝑘𝐵𝑇
) + 𝐼𝑑𝑎𝑟𝑘 (𝑛=1) exp (

𝑞(𝑉 + 𝐼𝑅𝑆)

𝑘𝐵𝑇
) +

𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
 

Equation 1.1-1: Two-diode equation of a solar cell in dark condition (IL=0) 

 
Figure 1.1-2: (a) Electric equivalent circuit (taken from Wikipedia) and (b) schematic of I-V curve characteristics. 

A standard characterization often found is the current-voltage (I-V) curve as represented (green 

line) in Figure 1.1-2 (b). As the generated photocurrent depends on the irradiated area, it is com-

mon to use the current density (J), usually expressed in mA/cm². JSC is the short-circuit current den-

sity and corresponds to the current that can be extracted from the cell at zero bias (V = 0). VOC is the 

open-circuit voltage and corresponds to the potential of the cell for zero current (J = 0). It is equiva-

lent to the quasi-Fermi level splitting (QFLS) or electrochemical potential of a solar cell.  
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Between these two points (JSC and VOC), there is a point where the solar cell can achieve a maximum 

electrical power:  𝑃𝑚𝑎𝑥 = 𝐽𝑚𝑝 × 𝑉𝑚𝑝 (red square). The fill factor (FF), as defined in Figure 1.1-2 (b), 

gives a useful indication of the deviation between an ideal solar cell and the actual device. 

1.1.1.2 Solar energy and Shockley-Queisser limit 

i). Solar spectral irradiance 

In order to calculate the efficiency of a solar cell, the output maximum electrical power is divided 

by the incident light power. For PV application, the solar spectral irradiance is taken as a reference 

to calculate solar cell efficiencies. In Figure 1.1-3, we represent the solar spectral irradiance in pho-

tons flux (mA/cm²) per photon energy in electron-volt (eV) unit. The solar spectral irradiance out-

side the atmosphere, also called air mass zero (black line AM0), is very close to the one of a black 

body at 6000 K. The Sun behaves like a black body whose emission follows the Planck’s law. PV in-

dustry uses American standards for solar spectral irradiance with a 1.5 atmosphere thickness due to 

the latitude of the USA (AM1.5G). The presence of absorption bands can be noticed, due to atmos-

phere elements such as dioxygen, water vapor and carbon dioxyde. On Earth surface, the global ir-

radiance integrated over all photon energies is close to 100 mW/cm², which is defined as the irradi-

ance used in standard testing conditions (STC) and is often used to rescale power density in “suns” 

value for example in the case of concentration application. 

In Figure 1.1-3, we indicate and represent the energy bandgap of Al0.2GaAs semiconductor material 

that will be a reference material in this study. We see that in the case where the photon energy is 

lower than the bandgap energy, the photon can pass through the material without being absorbed. 

In other cases, the photon can be absorbed, promoting an electron to an excited state within the 

CB resulting in the creation of an electron-hole pair as discussed earlier.  

 
Figure 1.1-3: Solar spectral irradiance in photons flux (mA/cm²) per photon energy in eV outside the atmosphere (black 
line AM0) and on earth surface (AM1.5G). Energy position of Al0.2GaAs bandgap is shown to indicate absorbed photons 
with higher energies (on the right: UV and visible light) and non-absorbed photons with lower energies (on the left: IR 
light).  

For electrons (or holes) in excited states with energy higher than the CB minimum (lower than the 

VB maximum) also called “hot carriers”, there is a relaxation of the excess energy so that both car-
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rier populations reach a quasi-equilibrium at band edges. There are three mechanisms that can dis-

sipate the excess energy: (1) carrier-carrier scattering (Auger effect, impact ionization), (2) phonon 

emission (thermalization) or (3) photon emission (intra-band emission of a thermal photon). These 

processes are competing with each other but thermalization is usually considered as the dominant 

mechanism for a bulk material. These dissipation mechanisms are limiting the PV efficiency of a so-

lar cell based on a two-level material. In the case of a semiconductor with a low-energy bandgap, 

most photons will be absorbed but the extracted electrons will have a low energy due to thermali-

zation. On the contrary for a semiconductor with a high-energy bandgap, electrons with high-

energy will be extracted but a reduced ratio of solar spectrum will be absorbed. We see that a 

trade-off on the bandgap energy is needed in order to get a maximum output electrical power from 

the solar spectral irradiance. 

ii). Shockley-Queisser limit for a single-junction solar cell 

This trade-off has been investigated by Shockley and Queisser in 1961 [2]. They were the first to 

express the efficiency limit of a single-junction solar cell as a function of its bandgap. Shockley-

Queisser (SQ) analysis was based on the following assumptions. (1) One electron-hole pair excited 

per incoming photon. (2) Thermal relaxation of the electron-hole pair energy in excess of the band 

gap. (3) QFLs are constant in the cell. (4) Perfect absorption of photons with energy higher than the 

bandgap. They considered a solar cell at 300 K under the AM1.5G illumination, only impacted by 

radiative recombination. Combining altogether the different loss contributions due to blackbody 

radiation, radiative recombination and spectral losses (hot carriers relaxation and non-absorbed be-

low bandgap photons), they calculated the maximal conversion efficiency as a function of the mate-

rial bandgap. In Figure 1.1-4, we represent a graph where the causes of the SQ limit are attributed 

to the different mechanisms. The black zone represents energy that can be extracted as useful elec-

trical power. The pink and green zones represent different spectral losses, respectively the energy 

of non-absorbed below-bandgap photons and the “excess energy” lost by relaxation of hot carriers 

to band edges. The blue zone is the energy lost in the trade-off between low radiative recombina-

tion versus high operating voltage. The SQ limit curve gives a maximal efficiency of 33.7% under 1 

sun illumination for bandgaps close to 1.4 eV. 

 

Figure 1.1-4: SQ limit and the origin of losses. The black zone represent energy that can be extracted as useful electrical 
power. The pink and green zones represent spectral losses, respectively the energy of non-absorbed below-bandgap pho-
tons and the energy lost by relaxation of hot carriers to band edges. The blue zone is energy lost in the trade-off between 
low radiative recombination versus high operating voltage. Taken from Wikipedia. 
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In Table 1.1-1, we summarize recent world record efficiencies for different PV devices compared 

with the SQ limit of single-junction with Silicon and GaAs semiconductor materials. Publications of 

efficiency results can be found on the websites of the different companies and are usually summa-

rized by Professor Martin A. Green in its biannual Solar cell efficiency tables [5]. On one hand, we 

see that the world best single-junction solar cells are made of thin-film crystalline GaAs (bandgap 

energy of 1.42 eV) grown by metalorganic chemical vapor deposition (MOCVD) with record effi-

ciency of 28.8% under 1 sun achieved in 2012 by Alta Devices in their lab and certified by the Na-

tional Renewable Energy Laboratory (NREL). Flexible small size commercial solar cells (8.5 cm²) have 

an efficiency of about 26% using industrial processes and they advertise their PV modules to have 

24.8% efficiency. On the other hand, Silicon (bandgap energy of 1.11 eV) solar cell industry has 

been dominating the market for the past sixty years. A highest efficiency record of 26.7% under 1 

sun was achieved in 2017 by Kaneka in practical size (79 cm²) solar cells and 26.6% for large size 

(180 cm²). In 2016, Kaneka had already taken over the crown for module efficiency from SunPower 

builduing a PV module that was verified by the Japanese National Institute of Advanced Industrial 

Science and Technology (AIST) to be 24.4 percent efficient, the highest among manufacturers of sil-

icon panels catching up with GaAs solar cell technology. 

Table 1.1-1: Recent world record efficiency for different PV devices compared with SQ limit of single-junction with Silicon 
and GaAs semiconductor materials (updated in 2017). 

PV devices / Efficiencies (%) Silicon – 1.11 eV GaAs – 1.42 eV 

SQ limit 33 33 
Solar cells (lab record) 26.7 (Kaneka) 28.8 (Alta Devices) 
Solar cells (industry size) 26.6 (Kaneka) ~26 (Alta Devices) 
Modules   (commercial) 24.4 (Kaneka) 24.8 (Alta Devices) 

 

iii). Importance of the external radiative efficiency (ERE) 

Three losses can be categorized as causes for the experimental performance to fall below the SQ 

limits [6]: (1) photon collection losses, (2) non-radiative recombination (𝑅𝑛𝑟) versus radiative (𝑅𝑟𝑎𝑑) 

represented by the external radiative efficiency (ERE) [7] and (3) electrical losses.  

ERE, also called external luminescent efficiency (𝜂𝑒𝑥𝑡) represents the fraction of electron-hole pairs 

that recombine radiatively to yield a photon that ultimately escapes the cell [8]. It depends on both 

the quality of the material throught the internal radiative efficiency (IRE), as well as the optical de-

sign, also called light management [9]. IRE, also called internal luminescent efficiency (𝜂𝑖𝑛𝑡) repre-

sents the fraction of electron-hole pairs that recombine radiatively inside the material. On thermo-

dynamic grounds [10], it has been shown that the VOC would be penalized by poor ERE [8], [9]. In 

Equation 1.1-2, we summarize the different relations between the VOC, 𝜂𝑒𝑥𝑡 and 𝜂𝑖𝑛𝑡. 𝑉𝑂𝐶−𝑖𝑑𝑒𝑎𝑙 is 

the value of VOC in the ideal, detailed-balance limit where there are no non-thermodynamic losses. 

𝑃𝑒𝑠𝑐
̅̅ ̅̅ ̅ and 𝑃𝑎𝑏𝑠

̅̅ ̅̅ ̅̅  are the energy-, solid-angle-, and volume-averaged probabilities that a photon emit-

ted either escapes directly or is reabsorbed. This expression of 𝜂𝑒𝑥𝑡 is only valid assuming 𝜂𝑖𝑛𝑡 is 

uniformly distributed over the cell volume, which is often the case for very high quality solar cells. 

For cells that are dominated by non-radiative recombination, whether in the bulk or in the deple-

tion region, the influence of the optical design seems to be negligible [8]. 
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𝑉𝑂𝐶 = 𝑉𝑂𝐶−𝑖𝑑𝑒𝑎𝑙 −
𝑘𝐵𝑇

𝑞
ln (

1

𝜂𝑒𝑥𝑡
) ;       𝜂𝑒𝑥𝑡 =

𝜂𝑖𝑛𝑡𝑃𝑒𝑠𝑐
̅̅ ̅̅ ̅

1 − 𝜂𝑖𝑛𝑡𝑃𝑎𝑏𝑠
̅̅ ̅̅ ̅̅

;        𝜂𝑖𝑛𝑡 =
𝑅𝑟𝑎𝑑

𝑅𝑟𝑎𝑑 + 𝑅𝑛𝑟
 

Equation 1.1-2: Expression of VOC, 𝜂𝑒𝑥𝑡  and 𝜂𝑖𝑛𝑡 showing the importance of ERE over a solar cell efficiency 

We notice that the three categorized losses respond to the three phases described in the introduc-

tion. On one hand, control on the material is essential to have a high ERE by increasing the IRE. On 

the other hand, control over devices fabrication and light management can address losses (3) and 

(1). Finally, in the case when IRE is high enough, light management can also be used as a refinement 

to increase ERE for example using photon recycling (increasing 𝑃𝑎𝑏𝑠
̅̅ ̅̅ ̅̅ ). 

Solar cells from laboratories have the best control over all losses especially for loss (1) and (3) com-

pared with industrial cells or even commercial modules. Therefore, they show the best perfor-

mances. SQ theory assumes 100% ERE, therefore the ERE ratio determines how we can get close to 

an ideal solar cell. We notice that laboratories’ Silicon solar cells have lower efficiencies than GaAs 

solar cells. For Silicon, ERE is lower (0.1-2.2%) and constrained to values well below 100%, as intrin-

sic non-radiative Auger recombination is stronger than radiative recombination [7]. By considering 

this factor, a specific limit of 29.4% was predicted for Silicon solar cells by Glunz’s group from the 

Fraunhofer Institute for Solar Energy (ISE) systems [11]. For crystalline III-V materials, ERE can be 

higher. GaAs is an example of one of the very few material systems that can reach IRE close to 

100% [12]. In the case of the record 28.8%-efficient GaAs cell, it is interesting to notice that not only 

high quality material but also light management was used to achieve 32.3% ERE. 

Overall, we see that record single-junction solar cells are about 4% below their ideal limits. There-

fore, PV R&D on single-junction technology will likely reach a maximum limit in the next five years. 

In Figure 1.1-4, we notice that for the maximum efficiency around 1.4 eV, losses are almost evenly 

splitted between the two spectral losses (non-absorbed and excess energy) with about 26% for 

each zones (respectively pink and green zones). Therefore, we see that actual PV solar cell might 

potentially increase their efficiency by a factor x3 if they can convert the spectral losses in usable 

electric power. 

1.1.2 Novel concepts for high-efficiency PV conversion of solar energy 

In the first part, we have seen the basic principle of PV conversion of solar energy using single-

junction technologies and we have seen the potential efficiency gain by overcoming the SQ limit. In 

this second part, we show that various innovative paths are being investigated worldwide. We fo-

cus on the intermediate band solar cell (IBSC) concept describing the theoretical limit and different 

methods to create an intermediate band (IB). Finally, we explain the main reasons for choosing a 

system based on III-V quantum-structured materials and the many challenges to fabricate proper 

high-efficiency IBSCs. 

1.1.2.1 Overcoming SQ limit 

In order to overcome the SQ limit, two options are considered: (i) the use of photonics application 

in order to concentrate sunlight or to restrict the cell acceptance angles and (ii) the development of 

novel solar cell design to convert the spectral losses in usable electric power. 
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i). Photonics implementation: concentrated sunlight and restriction of cell acceptance angles  

One way to exceed the SQ limits by using photonics application is to focus sunlight from the outside 

using concentrator PV (CPV). The JSC increases linearly with photon flux, whereas VOC increases loga-

rithmically with concentration (C), thus giving a superlinear increase in power [6]. A maximum con-

centration limit of 46,200 suns is determined by Sun’s acceptance half-angle with Earth’s surface 

[13] and a maximum efficiency around 45% is calculated for direct sunlight (AM1.5D) on single-

junction solar cell material with energy bandgap close to 1.1 eV like Silicon [6]. Concentrators like 

Fresnel lens array need to be used with Sun trackers to optimize the concentrating system. For bad 

weather, the diffuse fraction of light becomes more important and CPV becomes less interesting. 

Additionally, optical and resistive losses are more significant under concentration. However, con-

centration reduces the importance of cell costs by reducing cell area, which is an important factor 

for the large deployment of pricy materials for example like III-V semiconductors. 

The other way around, it is also possible to overcome the SQ limit by restricting cell acceptance an-

gles, by a an angular selectivity factor (s) [14], so that cells convert light only from a limited direc-

tional range [6]. Recently, the impact of light management was thoroughly studied by Yablo-

novitch’s group and NREL [15]. As an example of the importance of this technique, efficiencies 

above the SQ limit have been calculated by Polman and Atwater for Auger-limited Silicon (33.4%) 

and GaAs (35.4%) solar cells with maximum angle restriction of about 3°, a perfect back reflector 

and considering only the direct portion of the spectrum [16], [17].  

If we compare the concentration (C) and angular selectivity (s) techniques, we see that in both case, 

the objective is to increase the density of photons inside the cell. In the first case, an increase of the 

density is achieved by reducing the absorber area with CPV. In the second case, the increase of the 

density is obtained throught the reduction of the photon losses betting on photon recycling in-

crease by angular restriction. As explained earlier, in the case of photon recycling, the impact of 

non-radiative recombination is significant. The VOC gain (Δ𝑉𝑂𝐶) for both techniques is summarized in 

Equation 1.1-3 for a solar cell depending if the total electron-hole pair recombinations are domi-

nated by radiative (𝑅𝑟𝑎𝑑: n=1) or non-radiative recombinations (𝑅𝑛𝑟: n=2). 

                            𝑉𝑂𝐶−𝑟𝑎𝑑~
𝑘𝐵𝑇

𝑞
ln (

𝐽𝑆𝐶 × 𝐶

𝐽𝑑𝑎𝑟𝑘−𝑟𝑎𝑑
𝑠

)    ⇒     Δ𝑉𝑂𝐶−𝑟𝑎𝑑 =
𝑘𝐵𝑇

𝑞
ln(𝐶) +

𝑘𝐵𝑇

𝑞
ln(𝑠) 

                            𝑉𝑂𝐶−𝑛𝑟~
2𝑘𝐵𝑇

𝑞
ln (

𝐽𝑆𝐶 × 𝐶

𝐽𝑑𝑎𝑟𝑘−𝑛𝑟
)         ⇒     Δ𝑉𝑂𝐶−𝑛𝑟 =

2𝑘𝐵𝑇

𝑞
ln(𝐶) 

Equation 1.1-3: VOC gain (Δ𝑉𝑂𝐶) for concentration (C) and angular selectivity (s) techniques for radiatively (Δ𝑉𝑂𝐶−𝑟𝑎𝑑) or 
non-radiatively (Δ𝑉𝑂𝐶−𝑛𝑟) dominated cases. 

We see that in the radiatively dominated case (Δ𝑉𝑂𝐶−𝑟𝑎𝑑), both concentration and selectivity can 

contribute equally to the VOC gain. However, in the non-radiatively dominated case, only the con-

centration effect can contribute because the selectivity factor has a neglible impact on non-

radiative dark current. Here again, we understand that for low internal radiative efficiency (IRE) ma-

terials, the influence of optical design seems to be not so important to overcome SQ limit throught 

a VOC gain. 

 



Introduction to Photovoltaics and light management 

32 

ii). Solar cell strategies to deal with the non-absorbed and excess energy 

Many solutions have been suggested to convert the spectral losses in usable electric power. Figure 

1.1-5 summarizes the different propositions [18]. First, we present two concepts using spectral 

splitting to cover different parts of the solar spectrum and then we discuss solutions that focus on 

using the “excess energy” for example when working from a low-energy bandgap material. 

Multi-junction solar cells (MJSCs): It is the most used and steadiest solution, which consists in using 

numerous absorbers with different bandgaps. Nowadays the solar cell world record efficiency is 

held by MJSC technology for a four-junction solar cell [19] with 46% efficiency under concentration 

fabricated by the Fraunhofer ISE / Soitec French-German cooperation in 2014. They were also able 

to demonstrate a 43.4 % efficiency for mini-modules using the same technology. Under 1-sun illu-

mination, the highest efficiency was achieved with a five-junction solar cell at 38.8% by Boeing-

Spectrolab. However, the complicated multilayered structures needed for MJSCs is a big issue. In 

2015, even with the best technology, Soitec had to give up on solar CPV because they could not 

compete on the PV market. Nevertheless, these solutions are usually considered economically prof-

itable for space applications thanks to their high power-per-weight ratio. 

Intermediate band solar cells (IBSCs): Another idea using spectral splitting is the intermediate band 

solar cell (IBSC) concept that uses an absorber with an intermediate band (IB) in its fundamental 

bandgap [20]–[23]. In an IBSC, photons of low energies excite electrons from the VB to the IB and 

then from the IB to the CB. In the literature, this effect is called the “two-step two-photon absorp-

tion” (TSTPA), “resonant TPA”, "sequential TPA" (S-TPA), or "1+1 absorption". For S-TPA, the ab-

sorption for each transition is a first order (linear) process. It should not be confused with “nonres-

onant TPA” which is a third order (nonlinear) optical process occurring via a "virtual" state created 

by the interaction of multiple photons. The “nonresonant TPA” is several orders of magnitude 

weaker than linear absorption. This concept of two low-energy particles generating one high-

energy particle follow the same principle as spectral up-conversion [24]. However, IBSCs involve 

various issues that will be detailed in the next part.  

 

Figure 1.1-5: Solar cell concepts to exceed the SQ limit. Taken from [18]. 
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In parallel of spectral splitting, other solutions are being studied which are dedicated to converting 

the “excess energy”. As discussed earlier, three mechanisms can dissipate the excess energy: (1) 

carrier-carrier scattering (Auger effect, impact ionization), (2) phonon emission (thermalization) or 

(3) photon emission (intra-band emission of a thermal photon). The “excess energy” solutions are 

focused on dealing with these mechanisms so that they do not impair but on the contrary favors 

the current generation [18] throught the development of (1) multiple-exciton generation (MEG) so-

lar cells, (2) hot carrier solar cells (HCSCs) and (3) intermediate band assisted hot carrier solar cells 

(IB-HCSCs). It is interesting to notice that for all these solutions thermalization mechanism (2) leads 

to irreversible losses and should be avoided. 

MEG solar cells: The basic principle is that a high-energy photon can generate two or more carriers 

for example throught impact ionization as described in Figure 1.1-5 [25]–[28]. Although previously 

reported quantum yields are not sufficiently high to boost the conversion efficiency [29]. This pro-

cess is similar to that in spectral down-converters [30] because one high-energy particle is convert-

ed to two (or more) low-energy particles. 

Hot carrier solar cells (HCSCs): In contrast with MEG solar cells, carriers of high energies are directly 

extracted from HCSCs [31]–[34]. The most essential requisite for HCSCs to realize high conversion 

efficiency is to suppress thermalization because it is often the fastest relaxation process and repre-

sents an irreversible loss for the hot carrier population. This technology is conceptually attractive as 

a long-term photovoltaic solution but is facing many challenges [35].  

Intermediate band assisted hot carrier solar cells (IB-HCSCs): An intermediate band assisted hot 

carrier solar cell (IB-HCSC) has been proposed recently in order to help the extraction of hot carriers 

from an absorber that has an IB [18], [36]–[39]. It provides a higher limiting efficiency and enables 

to work on all relaxation mechanisms. For example, in this configuration, MEG can be used to fill 

the IB with more carriers. 

Among all the novel concepts, we see that the use of an IB provides an attractive way of achieving 

high-efficiency keeping a relatively simpler design than MJSCs. In the next part, we discuss in detail 

the theory and challenges to realize an IBSC. 

1.1.2.2 IBSC theory and challenges 

First, we describe the historical evolution of the IBSC concept and its limits starting with the theory 

of “impurity PV”. Then we discuss the different paths to engineer an intermediate band. 

i). IBSC rules and limits 

The concept of using mid-gap states for two-step absorption process was first proposed by Wolf in 

1960 [3]. Using intentional mid-gap defects or impurities, this concept is often called “impurity PV” 

as represented in Figure 1.1-6 (a). In 1970 Güttler and Queisser confirmed the previous finding of 

SQ [2] that “impurity PV” could not improve SQ limit of single-junction solar cells [40].  

In 1990, a new proposal of a related multiple-absorption-threshold device was proposed by Barn-

ham (Blackett Laboratory) and Duggan using multi-quantum well (MQW) solar cells [41] as repre-

sented in Figure 1.1-6 (b). The carrier photogeneration in lower-bandgap quantum-well regions and 

subsequent thermal escape to the higher-bandgap host material, stimulated work that clarified the 

basic thermodynamics of the two-step absorption process.  
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In 1997, associated thermodynamic constraints were resolved by extending SQ concepts to intro-

duce the idea of IBSC throught Luque and Marti’s study (Instituto de Energia Solar) [20]. Three as-

sumptions were made when calculating the detailed balance limit of IBSC: (i) non-radiative transi-

tions are forbidden, (ii) no carriers should be extracted from the IB and (iii) no overlapping between 

absorption coefficients for each interband transition. In practice, at room temperature, none of 

these assumptions was proven to be true for IBSC materials at the moment.  

Green et al. refined the model by considering “relaxation” of IB carriers in a state that does not 

communicate with the VB [42], [43], which was recently envisioned in the term of a photon “ratch-

et band” by the Blackett Laboratory [44], [45] as described in Figure 1.1-6 (c). 

In Figure 1.1-6 (d), we show an electric equivalent circuit that is common to IBSC approach. The 

boxes indicate SQ-like cells, with box length representing the value of the cell’s energy absorption 

threshold. The circuit illustrates that non-radiative communications between IB and edge bands can 

short-circuit the system, which will be equivalent to a C2 or C3 SQ-like cell. In Figure 1.1-6 (e), we 

show the calculated limiting efficiency under unconcentrated AM1.5G sunlight (solid lines) with and 

without the energy relaxation towards a “ratchet band”. The dashed line shows results under max-

imally concentrated direct (D) AM1.5D radiation, where relaxation makes no significant difference. 

 

Figure 1.1-6: (a) Solar cell in which an intermediate band (IB) is present, such as when impurities are present in sufficient 
quantities to cause overlapping between isolated states. (b) MQW solar cell showing carrier generation by low-energy 
photons in quantum wells, with subsequent thermal escape to the higher-bandgap host material. (c) Excitation from the 
valence band (VB) to the conduction band (CB) through an IB with energy relaxation using a photon “ratchet band”, which 
does not communicate with the VB. (d) Electric equivalent circuit that is common to IBSC approach. The boxes indicate 
SQ-like cells, with box length representing the value of the cell’s energy absorption threshold. (e) Limiting efficiency under 
unconcentrated AM1.5G sunlight (solid lines) with and without the energy relaxation towards a “ratchet band” [44]. The 
dashed line shows results under maximally concentrated AM1.5D radiation, where relaxation makes no significant differ-
ence. Adapted from [6]. 

In Figure 1.1-7, we show the unconcentrated AM1.5G sunlight (1-sun) and maximally concentrated 

limits calculated by varying the CB-VB (C1) and CB-IB (C2 or C3) energy gaps [46] indicating the max-

imum points. Optimal energy positions of the IB is calculated to be at 1/3 to 2/5 of the CB-VB 

bandgap. 
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Figure 1.1-7: Limiting efficiency under unconcentrated AM1.5G sunlight (1sun) and maximally concentrated sunlight vary-
ing the CB-VB (C1) and CB-IB (C2 or C3) energy gaps [46]. 

ii). Intermediate band engineering 

In the academic world, three solutions using different materials properties are being investigated to 

achieve IBSCs. 

(1) Impurity PV: Historically, the oldest solution envisioned with the aim of extending cell response 

by excitations through energy states due to controlled defects. For example, this solution is being 

studied at the Massachusetts Institute of Technology (MIT) for hyperdoped Silicon (HD-Si) [47], 

[48].  

(2) Quantum-structured solar cells: The most studied solution in the world nowadays for IBSC’s 

purpose. Excitation in the lower bandgap regions provides a different energy threshold compared 

to the wider bandgap. For reference, we can cite two leading groups. The Blackett Laboratory (Im-

perial College London) for MQW solar cells [49] and the Okada laboratory (University of Tokyo) for 

quantum dots solar cells (QDSCs) [50].  

(3) Highly mismatched alloys: This solution especially emerged with the topic of nitride-based sem-

iconductor alloys. It appears that some alloys have a CB splitting predicted by the band anticrossing 

model [51]. For example, this solution is being studied at Lawrence Berkeley National Laboratory by 

Walukiewicz’s group [52]–[54]. 

The different attempts to implement an IB have not been particularly successful [55]. Introducing 

an IB greatly increases non-radiative recombination mechanisms. Additionally, the IB needs to be 

partially filled to allow for carrier movement to and from the IB. This often requires donor carriers. 

The second solution that uses quantum structures is the one we will use during our study. It is the 

most promising solution because these structures are supposed to be better controlled. They were 

initially developed and are already used for other applications in the semiconductor industry (e.g. 

high-speed optical switches, high-gain amplifiers). 
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1.1.2.3 III-V quantum-structured solar cells 

The quantum-structured IBSC system that we study relies on the combination of III-V materials well 

known and used in the semiconductor science and industry. Unfortunately, quantum structures 

have several issues that hinders IBSCs to work properly. The chapter 3 is dedicated to the study of 

QD-IBSCs from an ideal quantum-structured IBSC system to a realistic experimental device. In Fi-

gure 1.1-8, we represent the key challenges for realizing a proper QD-IBSC. The two important 

things that need to be considered from an IBSC point of view are the voltage preservation of the 

high-energy material bandgap (VOC: VB-CB) and the subbangap current generation from the sequen-

tial-TPA process (JSC: VB-IB and JSC: IB-CB). 

 

Figure 1.1-8: QD-IBSC key challenges at different level to achieve voltage preservation (blue) and subbandgap current 
generation (red). Inside the first circle (I), is represented the IBSC equivalent system with on the left the VOC: VB-CB (green) 
from the higher-energy bandgap material and on the right JSC: VB-IB (orange) and JSC: IB-CB (purple) are the subbandgap cur-
rent from sequential two-photon absorption (S-TPA). The second circle represents major challenges for QDSCs (II) that are 
sometime codependent. All contribute to both voltage preservation and subbandgap current generation. However, the 
limitation of thermal escape and non-radiative recombinations (on the left) are more likely to preserve voltage while an 
increase of QDs density and electrofilling (on the right) contribute more to subbandgap current generation. The last circle 
represents QDs fabrication challenges (III). Two important issues are indicated as examples: capping and doping that are 
both studied in the literature. 

From a quantum dot solar cell (QDSC) point of view, these two things are confronted with four key 

challenges that are sometime codependent: thermal escape, non-radiative recombinations, the 

QDs density per volume and the QDs electrofilling. 

Thermal escape: Devices are often found to be only effective at low temperature as they are prone 

to thermal escape. It has the effect of short-circuiting the higher-bandgap host material in the 

equivalent circuit representation of an IBSC. This phenomenon has been investigated by I-V meas-

urements for QDSCs under concentration by varying temperature. It was found that at low temper-

ature there is a “voltage recovery” effect meaning that QDSCs with lower-bandgap QD regions have 

an equivalent VOC compared to reference high-energy host material single-junction solar cells with-

out QDs [56]. From a thermodynamic point of view, the limitation of thermal escape has been stud-
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ied for MQW solar cell [57]. Fundamental improvements are only possible if carrier excitation from 

wells involves particles that are not in equilibrium with the lattice, for example like in the case of 

hot carriers. Therefore, IB-HCSCs might be a good option for quantum-structured materials. Recent-

ly, different studies seem to indicate that the thermal escape would be reduced by the use of high-

er-energy material [58], capping [59], [60] and doping [61]–[64] techniques. Capping and doping 

techniques are also used to decrease non-radiative recombinations and increase QDs electrofilling. 

Non-radiative recombinations: First, the use of numerous quantum structures increases non-

radiative recombination even though it is necessary to increases subbandgap absorption (QDs den-

sity per volume). In order to compensate this phenomenon, high quality materials need to be 

grown. However, quantum heterostructures usually have a lot of interfaces and strains which might 

induce defects [65]–[70] and low internal radiative efficiency (IRE). In addition, in the case of mate-

rial like InAs QDs, the use of Indium gives a limit on the temperature growth because of Indium dif-

fusion. Therefore, low-temperature capping layers are used, which often result in a high density of 

defects. In some cases, annealing is used after the growth. Recently, different studies seem to indi-

cate that capping techniques might reduce non-radiative recombination and doping techniques 

might have a passivation effect on defects or simply might fill the QDs, which can also reduce non-

radiative recombinations [61]–[64]. 

QDs density per volume: Quantum-structured solar cells exhibit poor absorption for below-

bandgap-energy photons. The QD surface density and number of QD layers need to be increased 

for that purpose. Using closely stacked structures can help to reach a higher level of light absorp-

tion. In the case of QDs, even for a very dense material, only 10% will be made of QD absorbing el-

ements. In the case of superlattices, the ratio can exceed 50%. However, a higher surface density of 

QDs might induce an increase of non-radiative recombinations. In addition, the growth of numer-

ous quantum layers can impede the carrier transport and increases the lattice strain on the device. 

Superlattices [71], [72], closely stacked QDs [73], type-II QDs [50] and wire-on-well (WoW) [74] fab-

rication techniques with strain release or strain balancing layers have been proposed to alleviate 

this constraint.  

QDs electrofilling: In the IBSC theory, an electrofilled intermediate band (IB) or metal-like IB is 

needed [75]. It is especially important for the subbandgap absorption of photon for the transition 

between the IB and the CB. Indirect and direct doping of QDs have demonstrated a positive effect 

for IBSC, both numerically [64] and experimentally [61]–[64]. It seems doping can pre-fill QDs excit-

ed states, which might help to reach a higher electron density in quantum structures necessary to 

trigger hot carrier effects. 

As we have seen, all of these four key challenges influence the voltage preservation and sub-

bandgap current generations. However, to simplify we can say that thermal escape and non-

radiative recombinations are more essential for the voltage preservation while QDs density per vol-

ume and QDs electrofilling is more important for subbandgap absorption and current generation as 

indicated in Figure 1.1-8.  
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1.2 Light management for quantum-structured IBSCs 

In the first part, we introduced high efficiency PV solutions and more precisely, we focused on intermediate 

band solar cells (IBSCs) fabricated using III-V quantum structured materials. We have seen that the chal-

lenges are mostly on the control of material and device fabrication (phase 1 and 2). In this second part, we 

will discuss the use of light management for PV applications and especially for quantum-structured IBSCs. In 

the discussion on the importance of external radiative efficiency (ERE), we discussed that light management 

can be used to increase the photon recycling inside the absorber. We reckon this effect would be interest-

ing for IBSCs. However, due to very low internal radiative efficiency (IRE) in quantum-structured materials, 

we believe that such application of light management is not of primary importance. Nevertheless, there are 

at least two reasons why light management can be attractive for quantum-structured IBSCs: (1) to have a 

thinner quantum structured region and (2) to enhance absorption in specific spectral regions. 

Light management is often used in PV for light trapping in order to enhance the light path in a PV absorber. 

For thin-film PV, it is especially interesting to reduce the thickness of the grown PV layers, which is of the 

greatest importance for quantum-structured materials. From a fabrication point of view, we saw that it is 

easier to grow a limited number of quantum layers, for example to reduce the risk of dislocations and limit 

non-radiative recombinations. In term of device, a limited number of layers is also interesting to have a 

better separation and collection of photogenerated carriers. In term of QD density, a high density of QDs is 

not an essential condition if the light trapping can be localized directly in the quantum absorbing elements 

where the subbandgap absorption takes place. In term of QDs electrofilling, by enhancing light absorption 

for thinner structure, a higher concentration of photons but also a higher electron density inside QD layers 

can be achieved offering an alternative solution to electrofilling called “photofilling” [76]. Finally, it is theo-

retically possible to change the emission of a quantum structure by inserting it into an optical resonator. In 

our case, we will only study optical cavity where light is weakly coupled, however it is theoretically possible 

that light management has a direct effect on the dynamics of carriers inside the intermediate band (IB). 

In all cases, we see that the goal of light management for QD-IBSCs is usually (i) primary to increase the JSC 

contribution from subbangap absorption. (ii) Secondary, to fabricate innovating device structures more 

compact and more efficient. (iii) Third, investigate the effect on the IB dynamic.  

In this part, we first introduce the topic of optimal light trapping for PV in the case of Lambertian scattering. 

Then, we discuss its application to quantum-structured material and we present another approach using 

multiresonant effects. Finally, we give some examples of recent results for light management in quantum 

structured IBSCs. 

1.2.1 Lambertian scattering PV light trapping 

Research on light-trapping strategies for PV application has been a hot topic in the past few years. 

It is theoretically possible to calculate a maximum enhancement due to optimal light trapping. In 

the early 1980s, almost simultaneously, Goetzberger [77] and Yablonovitch [78] described schemes 

based on randomising light directions in solar cells by the use of diffusely scattering (Lambertian) 

surface textures. Their models work with two assumptions: (i) ray optics regime which means that 

the typical size R of the structure is larger than the wavelength of light (R >> 𝜆) and (ii) weakly ab-

sorbing materials. Recently, Martin A. Green from the University of New South Wales (UNSW) ex-
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tended their studies by describing an analytical solutions that applies to both weakly and strongly 

absorbed light [79]. 

1.2.1.1 Principle 

For thick films, light is not coherent over the thickness of the film and light trapping can be de-

scribed with ray optics. For an absorbing layer of thickness t without light trapping, the intensity of 

light decreases exponentially with the traveled distance, according to Beer-Lambert’s law. Single-

pass absorption is given by Equation 1.2-1 assuming no reflection on the front and back surface. 

The absorption coefficient 𝛼 is wavelength-dependent (𝜆) and related to the imaginary part of the 

refractive index of the material (𝜅 or sometime expressed by variable k in this manuscript). 

𝐴𝑏𝑠(𝜆) = 1 − exp(−𝛼(𝜆)𝑡)      𝑤𝑖𝑡ℎ     𝛼(𝜆) =
4𝜋𝜅(𝜆)

𝜆
 

Equation 1.2-1: Single-pass absorption assuming no reflection on the front and back surfaces 

Standard light-trapping schemes rely on scatterers disposed at the front or at the back surface of a 

solar cell in order to increase the light path in the absorbing media. In Figure 1.2-1, we show three 

possible Lambertian texturing approaches usually represented [79].  

 

Figure 1.2-1: Three possible Lambertian texturing approaches. Taken from [79]. 

A Lambertian surface is a perfectly randomising surface that scatters light isotropically, which 

means that all reflected angles have the same probability. We consider incident light hitting a flat 

front surface as described in the case of Figure 1.2-1 (c). After reflection on the rear surface, if the 

ray strikes the front surface with an angle wider than the critical angle, it is internally reflected for 

another double pass within the cell. Only rays that are reflected within the escape cone come out 

of the cell. 

1.2.1.2 Yablonovitch or Lambertian limit 

We find the average path length due to Lambertian scattering 𝑙𝑠𝑐(𝜆) following Equation 1.2-2 [78], 

where a factor of 2 is related to the back mirror, another factor of 2 is related to the increased ef-

fective thickness of oblique rays. The n² term is due to the increased portion of light traveling out-

side the light cone with 𝑛(𝜆) the refractive index of the absorbing material. 

𝑙𝑠𝑐(𝜆)̅̅ ̅̅ ̅̅ ̅̅ = 4𝑛(𝜆)2𝑡 

Equation 1.2-2: Average path length due to Lambertian scattering. 
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It is well known as the Yablonovitch or Lambertian limit and it represents a light path enhancement 

factor 𝐹 = 4𝑛² with respect to single-path absorption. Total absorptivity is expressed by Equation 

1.2-3 [79]. 

𝐴𝑏𝑠(𝜆) =
1 − exp (−4𝛼(𝜆)𝑡)

1 − (1 −
1

𝑛(𝜆)2)exp (−4𝛼(𝜆)𝑡)
      𝑜𝑟     𝐴𝑏𝑠(𝜆) =

𝐹𝛼(𝜆)𝑡

1 + 𝐹𝛼(𝜆)𝑡
     𝑓𝑜𝑟 "𝑙𝑜𝑤" 𝛼(𝜆)𝑡 

Equation 1.2-3: Total absorptivity for a Lambertian texturing (left expression) simplified for weakly absorbing materials 
with low and intermediate values of the product 𝛼(𝜆)𝑡 (right expression) and 𝐹 the light path enhancement factor. 

The simplified expression is a good approximation in practice for weakly absorbing materials with 

low and intermediate values of the product “𝛼(𝜆)𝑡”. 

1.2.2 Application to quantum-structured solar cells 

In this part, we describe the application of light management to quantum-structured solar cells. 

First, we discuss the specificity of these materials in term of absorption, and then we introduce the 

use of cumulated resonant effects in the multi-resonant approach. Finally, we give examples of re-

cent achievements. 

1.2.2.1 Absorption for quantum structured materials 

In Figure 1.2-2, we represent a slab of a quantum structured material with a Lambertian scatterer 

at the back. In the case of quantum structured IBSCs, we are focusing on enhancing light absorption 

in the subbandgap region of the high-energy material (𝜆 > 𝜆ℎ𝑖𝑔ℎ−𝑒𝑛𝑒𝑟𝑔𝑦). For this region, only 

quantum structures are absorbing the light, therefore the effective medium absorption coefficient 

for the total solar cell can be written as: 𝛼(𝜆) = 𝛼𝑞𝑢𝑎𝑛𝑡𝑢𝑚 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠(𝜆) × 𝑡𝑞𝑢𝑎𝑛𝑡𝑢𝑚 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠/𝑡. 

 

Figure 1.2-2: Schematic of Lambertian light-trapping for a quantum structured material of thickness t with quantum struc-
tured layer of thickness tquantum structures 

It means that in order to have maximum subbandgap light absorption, using a Lambertian scatter-

ing approach, we need to have: 𝑡𝑞𝑢𝑎𝑛𝑡𝑢𝑚 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠 = 𝑡. In other term, the part of the solar cell 

with no quantum structures need to be reduced at the minimum if we want to focus on helping 

subbandgap absorption. This might be obvious but in practice, it is generally not taken into consid-

eration because solar cells are usually designed to maximize the generated current that is often 

more important for the high-energy bandgap region. However, if we strictly consider the IBSC 

equivalent circuit as represented in Figure 1.1-8, attention should be paid to the fact that the cur-

rent generated by an IBSC should follow condition described by Equation 1.2-4. 

𝐽𝑆𝐶: 𝑉𝐵−𝐶𝐵 = 𝐽𝑆𝐶: 𝑉𝐵−𝐼𝐵 + 𝐽𝑆𝐶: 𝐼𝐵−𝐶𝐵 

Equation 1.2-4: IBSC condition on current generation 
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In this sense, QD-IBSCs design should be made almost only with quantum structures. This conclu-

sion is true for spectrally homogeneous light trapping. However, by using specific resonant effect, 

we are able to enhance only specific part of the spectral region, which is particularly interesting for 

subbandgap absorption by low absorbing quantum structures. 

1.2.2.2 Multi-resonant approach using nanophotonics 

We have seen that the Lambertian approach work in ray optics regime for relatively “thick” absorb-

ers (R >> 𝜆). The apparition of resonant mechanisms is usually considered for wave optics regime 

for dimensions of the same order as the wavelength (R~𝜆). In the case of PV application, solar 

spectrum wavelength range is roughly between 300 nm and 3 µm. Therefore, we see that nanopho-

tonic objects can be used to induce resonant effects in solar cells of wavelength dimensions. In the 

wave-optics domain, a solar cell can support a great diversity of optical modes [80], [81]. 

The multi-resonant approach is achieved by juxtaposing different resonant mechanisms at different 

wavelengths. Collin’s group at C2N laboratory has extensively studied this effect for PV application 

in different PV materials [81]–[84]. The basic idea is to maximize the number of resonant modes, 

and to optimize the absorption maxima at resonance wavelengths. Upon the penetration of light 

inside a PV layer, we want to excite optical modes whose energy remains trapped inside the mate-

rial. These modes are often called guided or trap modes. It was originally proposed to combine ver-

tical Fabry-Pérot resonances and guided modes in very thin solar cells with absorber thickness of 

hundred of nanometers [83].  

In order to achieve light trapping and coupling to guided modes a typical structure with front or 

back nano-grating is used. The scattering, or diffractive, nanostructures bring the additional mo-

mentum required to couple bound modes to free space. Different PV groups in the world have 

studied this topic extensively [85]–[91]. The use of such structures offer a combination of resonant 

optical modes to enhance the light path for a certain spectral domain. We can make use of at least 

three different optical effects: 

- Periodic resonances in the vertical direction as Fabry-Pérot (FP) modes or in the horizontal di-

rection as waveguide modes by coupling incident light with a nanostructured optical grating.  

- Localized Mie resonance induced by the geometry of a nanostructures. 

- Near-field resonant effect for example due to plasmonic resonances. 

In Figure 1.2-3, we reproduce a figure from [92], which illustrates the origin of the resonant effects 

in a front nanostructured solar cell with a metallic back mirror and an a front dielectric layer that 

acts as an anti-reflection coating. The numbers 1–4 label four distinct coupling mechanisms. In Fig-

ure 1.2-3b, simulated absorption is shown as a function of the illumination wavelength and angle of 

incidence for a 1-μm-thick c-Si cell with a light-trapping layer consisting of a periodic array of c-Si 

nanowires. The numbers 1–4 label four specific illumination wavelength-angle pairs at which the 

coupling mechanisms illustrated in Figure 1.2-3a are active. In Figure 1.2-3 c–f, a side views of the 

electric-field-intensity distribution inside the cell are represented for the four different illumination 

conditions (1–4) shown in Figure 1.2-3b. The Figure 1.2-3c, shows the excitation of a mixture of a 

hexapolar-symmetry Mie resonance in the nanowires with a guided resonance at λ = 880 nm and 

for normal incidence conditions. Figure 1.2-3d, shows the excitation of a low-quality-factor Fabry-

Pérot resonance at λ = 1031 nm and 28° incident angle. Figure 1.2-3e shows the excitation of a 

guided resonance in the Si layer at λ = 946 nm and normal incidence. Finally, Figure 1.2-3f shows a 
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diffracted resonance by which a laterally propagating wave is excited in the light-trapping layer at 

λ = 1011 nm and normal incidence. 

 

Figure 1.2-3: Absorption enhancement caused by the excitation of optical resonances in a thin PV cell. a, Schematic show-
ing how various optical resonances supported by a model cell structure can be excited to enhance light absorption in the 
active semiconductor material (green). The numbers 1–4 label four distinct coupling mechanisms. b, Simulated absorption 
as a function of the illumination wavelength and angle of incidence for a 1-μm-thick c-Si cell with a light-trapping layer 
consisting of a periodic array of c-Si nanowires. The numbers 1–4 label four specific illumination wavelength-angle pairs at 
which the coupling mechanisms illustrated in a are active. c–f, Electric-field-intensity distribution inside the cell for the 
four different illumination conditions (1–4) shown in b. The dashed white lines outline the c-Si structure. c, λ = 880 nm, 
normal incidence, showing the excitation of a mixture of a Mie resonance with a guided resonance. d, λ = 1,031 nm, 28° 
angle of incidence, showing the excitation of a Fabry-Pérot resonance. e, λ = 946 nm, normal incidence, showing the exci-
tation of a guided resonance in the Si layer. f, λ = 1,011 nm, normal incidence, showing a diffracted resonance by which a 
laterally propagating wave is excited in the light-trapping layer. Adapted from [92]. 

It is possible to assess the maximal light trapping enhancement due to the multi-resonant absorp-

tion approach with the help of the temporal coupled-mode theory that will be used in some part of 

this manuscript [80], [81]. Overall absorption is considered as a set of overlapping independent 

resonant optical modes in the critical coupling condition, for which the total absorption of the 

structure reaches 100% and radiative and non-radiative decay rates are perfectly balanced [82]. Its 

average value depends on the density of modes and resonance bandwidth of each mode. Consider-

ing the density of optical states (DOS) of bulk material, a light-trapping limit has been calculated as 

a function of absorber thickness by Collin’s group [93]. In the literature, the use of nanophotonic 

structures that enhance the density of optical modes over a broadband range of wavelengths have 
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proven that a light-trapping enhancement ratio significantly beyond the conventional limit can be 

achieved [94]–[96]. 

 

Figure 1.2-4: (a) Calculated absorption fraction in the GaAs layer (orange) and silver (top grid + back mirror; gray) at nor-
mal incidence. (b−f) Maps of the electric field intensity |E2| at λ = 517, 606, 711, 802, and 881 nm for an excitation at 
normal incidence. All the intensity maps have the same unit. Taken from [97]. 

In Figure 1.2-4, we present an example of broadband juxtaposition of multiple resonances for a de-

sign that consists in a metal-semiconductor-metal (MSM) structure. This design also called metal-

insulator-metal (MIM) has been previously explored for new types of photodetectors [98] with the 

absorbing layer in-between a back silver mirror and a top metal layer nanopatterned as a 2D silver 

nanogrid as represented in Figure 1.2-5. The grid is embedded in a top dielectric layer made of 80 

nm of silicon nitride (SiNx) with an ultrathin 25 nm-thick unintentionally doped GaAs layer as the 

absorber. The absorption in these structures has been calculated using rigorous coupled wave anal-

ysis (RCWA) calculations. 

 

Figure 1.2-5: (Top) Schematic of an ultrathin MIM structure with a two-dimensional metal nanogrid. (Bottom) Schematic 
of the unit cell made of two crossed gratings: length = 500 nm, width = 125 nm, thickness = 20 nm. Taken from [97]. 

In Figure 1.2-4, we see that the coupling of the metal grid to the ultrathin GaAs layer and the metal 

mirror leads to a multiresonant absorption spectrum with five main absorption peaks at λ = 517, 

606, 650−710, 802, and 881 nm. The total absorption is higher than 0.9 at each resonance wave-

length in particular, for the long wavelength resonances (802 and 881 nm) where critical coupling 

condition is nearly fulfilled. As in Figure 1.2-3, electric field intensity maps allow to better identify 

resonant effects, however here we benefit from near-field resonant effect due to plasmonic reso-

nances originating from the metallic interfaces. For example, we recognize a localized plasmonic 

resonance under the silver nanostructure for 802 nm. Coupling between SPPs at the two met-
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al/semiconductor interfaces leads to an horizontal oscillation of the electric field with very high en-

hancement factors (>100) [97]. 

1.2.2.3 State of the art investigations 

In order to perform light management in quantum structured solar cells, different approaches have 

been proposed using a simple epitaxial transfer on a metallic mirror [99]–[102], distributed Bragg 

reflectors [103], diffractive gratings with nanostructures [104]–[111] and near-field enhancement 

[112]–[114]. In this part first, we discuss recent numerical simulations of Lambertian light-trapping 

in QDSCs [115]. Then we focus on the work of McPheeters who calculated and fabricated ~800 nm-

thin MQW solar cells and QDSCs transferred with a 2D metallic back grating [108]. 

i). Example of a numerical simulation of Lambertian light-trapping 

In Figure 1.2-6, is shown recent numerical simulations of Lambertian light-trapping (LT) in QDSCs 

[115].  

 

Figure 1.2-6: (Table left) Cell structure parameters. (Table right) QDs parameters. (bottom figure) EQE spectra of undoped 
reference cell, undoped QDSC, and directly doped 18 e/dot QDSC for single pass and Lambertian light-trapping configura-
tion. Taken from [115]. 
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A Jsc gain of 4.3 mA/cm² (+17%) is found and we see how the doping has a negative effect on the 

absorption because of the bandfilling that will be discussed in chapter 4. 

ii). Example of an experimental realization of quantum structured solar cells with nanophotonics 

In Figure 1.2-7, we summarized results from McPheeters work [108]. In Figure 1.2-7 (a), we see that 

he fabricated a cavity with SiO2 anti-reflection coating (ARC) at the front and a back grating with 

SiO2 and Pd metal as a reflector at the back. There are numerous types of solar cells with quantum 

structures based on the combination of GaAs/InGaAs: (‘GaAs-p’) p-i-n GaAs with planar metal back-

side; (‘QW-p’) quantum-well solar cell with planar metal backside; (‘QD-p’) quantum-dot-in-well so-

lar cell with planar metal backside; and (‘QD-g’) quantum-dot-in-well solar cell with a backside dif-

fraction grating. Overall for the subbandgap part of the spectrum (850-1250 nm), he finds average 

enhancement of about x4 due to the diffraction grating which is on the same level as his simula-

tions. However, we notice that the level of spectral response for the QD-p (red) is about on the 

same level as the noise level that we see for a spectral response at 1500 nm which is far below QDs 

PL emission. 

 

Figure 1.2-7: (a) Diagram of the simulated device, which is equivalent in semiconductor layer structure to the experi-
mental quantum-well solar cell shown in figure 1, and, additionally, has a broadband, two-dimensional grating located on 
its rear with dimensions W1 = 184 nm, L1 = 474 nm, W2 = 168 nm, L2 = 356 nm, D1 = 900 nm, D2 = 1.13 μm. (b) Normal-
ized spectral response of thin-film devices: (‘GaAs-p’) p-i-n GaAs with planar metal backside; (‘QW-p’) quantum-well solar 
cell with planar metal backside; (‘QD-p’) quantum-dot-in-well solar cell with planar metal backside; and (‘QD-g’) quantum-
dot-in-well solar cell with a backside diffraction grating. Inset: the response of the grating-equipped and planar metal 
backside quantum-dot-in-well devices at wavelengths longer than the quantum-well absorption edge. Ratios of (‘Expt’) 
measured spectral response and (‘Sim’) simulated absorption in a thin-film quantum-dot-in-well solar cell to devices with 
planar metal backsides at wavelengths (c) shorter and (d) longer than the GaAs band edge, respectively. 
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From the analysis of these two papers, we understand that light management is still a new topic for 

quantum-structured solar cells and especially for QD solar cells. We see the potential gain for the 

cell and the limitation in term of subbandgap absorption. This aspect will be investigated in chapter 

5 after careful investigation of our system in chapter 3 and 4. 



Introduction to Photovoltaics and light management 

47 



Introduction to Photovoltaics and light management 

48 

Conclusion 

In this chapter, we have introduced the topic, motivations and challenges of our work on high-efficiency 

photovoltaic concepts. We would like to summarize and underline some messages that we think are im-

portant for our study: 

 Mass production of single-junction PV technologies with lower cost has enabled PV industry and mar-

ket to bloom and become steady but it is now reaching a limit in efficiency. The future of PV will be in 

economically viable light-weight, flexible and high-efficiency solutions. The solution we propose to 

study rely on PV thin-films that can theoretically fulfill all these conditions but we need proof-of-

concept experimental results to validate the theory and open the path for future investments. 

 In PV, three improvement paths need to be followed when investigating a new solution: (1) control 

over the material fabrication and properties, (2) control over the device fabrication and characteriza-

tion, and finally (3) the control over optical or light management. It is best to follow them in this order 

but practically they can be intricately linked. In the following chapters, we will present the research 

work that has been made to investigate our solution following this procedure: (1) chapter 3: fabrication 

and material properties, (2) chapter 2 and 4: device fabrication and characterization, and (3) chapter 2 

and 5: implementation of light management and results. 

 Our solution rely on three cornerstones: (1) quantum-structured materials, (2) high-efficiency concepts, 

and (3) multi-resonant light management solutions.  

 We noticed that, for high-efficiency concepts like multi-exciton generation solar cells (MEG-SCs), hot 

carrier solar cells (HCSCs) or intermediate band solar cells (IBSCs), the main question is how we can re-

trieve the excess energy that is usually lost through three channels of loss: (i) carrier-carrier scattering 

(Auger effect, impact ionization), (ii) phonon emission (thermalization) or (iii) photon emission (intra-

band emission of a thermal photon). The intermediate band assisted hot carrier solar cell (IB-HCSC) 

concept seems to encompass all the high-efficiency concepts. 

 We proposed to focus on quantum-structured materials because they seem to be good candidates to 

investigate IBSCs, HCSCs and eventually IB-HCSCs that will be discussed in chapter 4. We underlined the 

different challenges to fabricate quantum dot solar cells (QDSCs) that will be detailed in chapter 3 and 

especially the importance of balancing subbandgap generation with voltage preservation for IBSCs. 

 Finally, we discussed the potential gain of using light management on quantum-structured materials: (i) 

primary to increase the JSC contribution from subbangap absorption, (ii) secondary to fabricate more 

compact and more efficient devices, and (iii) third to investigate the effect on the intermediate band 

dynamic. We underlined the fact that in most case, QD-IBSCs design should be made almost only with 

quantum structures and we presented the main idea of multi-resonant light management strategy that 

we will use in our study (chapter 2 and 5). 

 



Fabrication and nanofabrication for quantum structured solar cells 

49 



Fabrication and nanofabrication for quantum structured solar cells 

50 

 Fabrication and nanofabrication 

for quantum structured solar cells 
In the study of new concepts for photovoltaics, we need stability and control of the fabrication 

steps. In the case of this study, we deal with nanostructures for electronic and photonic applications. In this 

chapter, we will discuss about the fabrication of the devices we use and we will focus especially on two 

important steps: the transfer process of semiconductor layers on a host substrate and the surface nanopat-

terning.  

2.1 Sample fabrication 

In this part, we detail the different steps that are necessary to fabricate the solar cells that are used in our 

study. First, we will discuss about the important parameters to take into consideration before the epitaxial 

growth. Then we will cover the main fabrication steps and finally some additive steps that are sometimes 

used to improve the device. A scheme of the protocol is detailed in Figure 2.1-1. It is a general simple 

method but we want to underline the fact that characterizations are necessary as milestones to monitor 

the evolution of the sample. 

 

Figure 2.1-1: Sample fabrication protocol 

2.1.1 Stacking design and growth 

In our study, we wish to combine new concepts based on nanostructures for photovoltaic applica-

tion. On the side of electronics, we want to use quantum nanostructured heterostructures that are 

implemented during the growth step. On the side of photonics, we want to use nanophotonic 

strategies that are usually implemented after the growth of the material. In both cases, we need to 

developp specific designs that are different from those employed in conventional solar cell. 
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2.1.1.1 Solar cell design 

The principle of a solar cell is to harvest the optical power from the sun. The photon flux is convert-

ed into an electric current by absorption while the energy of photons is collected as an electro-

chemical potential that depends on the cell structure. The main goal is to separate and collect pho-

togenerated electrons and holes before they recombine. To optimize the separation of the gener-

ated free carriers we differentiate electrons and holes using different strategies.  

At least two types of strategies are often used: implementation of a junction and implementation 

of selective contacts. 

i). Junction implementation 

The implementation of a junction is usually thought as an upstream solution for the separation of 

carriers. The juxtaposition of two inversely doped semiconductors leads to the creation of a deple-

tion region dedicated to carriers separation [116]. In a way, the p-n junction secures the carrier 

separation and enable to control the position where the electric field is important. It is the most 

used solution nowadays for PV applications. In some cases, like in most quantum-structured solar 

cells, the depletion region is increased by the insertion of a non intentionnaly doped layer also 

called intrinsic region i. 

ii). Selective contacts implementation 

On the other hand, implementation of selective contacts (or selective barriers) is a downstream so-

lution to filter carriers before they are taken out of the cell. This solution is used especially for or-

ganic PV where it is more difficult to make use of high quality junctions. In the case of III-V semi-

conductors, selective barriers are often used to support the junction like in the case of front or back 

surface field (BSF) layers. These layers are especially usefull to decrease the probability of recombi-

nations at sensitive spots such as metal or air interfaces with the semiconductor. The front surface 

field layer (FSF) is also called a window layer as it plays the same role as in a house letting the light 

through while maintaining a controled flow of energy inside. 

In Figure 2.1-2, the energy band diagram scheme summarizes the typical strategies of solar cells 

that will be used in our study. The slope in the n-i-p junction highlights the effect of the electric field 

that is neglected in the other parts of the energy band diagram. 

 

Figure 2.1-2: Energy band diagram scheme to summarize the strategies used for our solar cells. Electrons (red) and holes 
(blue) are separated by the combined action of n-i-p junction and selective contacts with barriers to enhance the filtering 
effect. EF: n and EF: p represent the quasi-Fermi level for population of electrons and holes. The difference is equal to the 
electrochemical potential of the cell. 
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Electrons (red) and holes (blue) are separated by the combined action of n-i-p junction and selec-

tive contacts with barriers to enhance the filtering effect. EF: n and EF: p represent the quasi-Fermi 

level for population of electrons and holes. The difference is equal to the electrochemical potential 

of the cell. We also want to point out that barriers and contacts are not always perfect. For exam-

ple, in some cases, the p-barriers might also induce a small barrier for electrons. In addition, the 

contact with metal electrode has to be controlled in order to avoid the formation of a Schottky bar-

rier, which can decrease the performance of the cell. For this reason, highly doped semiconductor 

layers (> 1e18 cm-3) are usually used as contact layers. 

2.1.1.2 Quantum-structured materials 

For the development of novel PV concepts, we want to use quantum-nanostructured heterostruc-

tures that are especially important for bandgap engineering of the absorbing material. For III-V ma-

terials, the implementation of these nanostructures usually takes place during the growth step. 

Two methods are considered in our study for growing III-V semiconductor thin films: molecular 

beam epitaxy (MBE) and metalorganic vapor phase epitaxy (MOVPE). The latter is also known as 

metalorganic chemical vapor deposition (MOCVD). 

 i). Quantum nanostructured heterostructures for bandgap engineering 

The main goal behind the growth of quantum heterostructures is to confine the electrical wave and 

trigger new properties inside the absorbing material. The difficulty is to obtain a monolayer preci-

sion with the same interface quality as in typical heterostructures. Confinement can be implement-

ed in: 

- One-direction, as it is the case for quantum wells (QWs). 

- Two-direction, as it is the case for quantum wires (QWRs). 

- Three-direction, as it is the case for quantum dots (QDs). 

Usually the confining material with the highest bandgap energy is called the “barrier” for QWs and 

“host” material in the case of QDs. 

ii). Multi-quantum well layers grown by MOCVD 

In the framework of NextPV collaboration with RCAST, we were able to work with multi-quantum 

well (MQW) layers grown by MOCVD in Sugiyama Laboratory [71], [74], [117], [118]. A special care 

was taken to balance the strain induced by wells that have some lattice mismatch with GaAs. In 

Figure 2.1-3, we detail the basic scheme of the QW solar cell structure. The quantum-

nanostructured zone is sandwiched inside the n-i-p junction, the well material is In0.18Ga0.82As and 

strain compensation barriers are made of GaAs0.78P0.22. Two excitonic energy levels are shown for 

electrons (red) and holes (blue). 



Fabrication and nanofabrication for quantum structured solar cells 

53 

 

Figure 2.1-3: Energy band diagram of a QW solar cell in our study. The band structure is based on GaAs with window and 
BSF layers in InGaP. Well material is In0.18Ga0.82As and strain compensation barriers are made of GaAs0.78P0.22. Two exci-
tonic energy levels are shown for electrons (red) and holes (blue). 

Such system offers a first step to apprehend the physics of quantum-structured solar cell as dis-

cussed in the first chapter with the possibility of absorbing subbandgap photons in QW levels. They 

are well-controlled and less complex than QDs solar cells. 

iii). Multi-stacked quantum dot layers grown by MBE 

We were also able to work with multi-stacked QD layers grown by MBE in Okada Laboratory [22], 

[46], [50]. In theory, QDs have a higher potential for the development of novel concepts because 

they offer a higher confinement and more versatility. However, they are also more challenging than 

QWs both in terms of fabrication and in terms of physical interpretation. In the framework of a 

French-Japanese exchange supported by the Japanese Ministry of Education, Culture, Sports, Sci-

ence and Technology (MEXT), we were able to closely investigate QDs solar cells grown in Okada 

Laboratory. Chapter 3 is dedicated to the description of such system. 

We used multi-quantum well (MQW) solar cells as a first system because the fabrication was better 

controlled and it was easier to understand the effect of light management strategies, as it will be 

discussed in chapter 5. The QD system was investigated to highlight the potential of quantum-

structured solar cells in the realization of novel concepts especially for example in the discussion of 

intermediate band assisted hot carrier solar cell (IB-HCSC) in chapter 4. 

2.1.1.3 Light management constraint on thickness and epitaxial transfer 

In order to achieve light management in quantum-structured solar cells, we decided to focus on the 

multi-resonant approach discussed earlier using nanophotonics. In this approach, we wish to use a 

combination of resonant optical modes to enhance the light path for a certain spectral domain. We 

can make use of at least four different optical effects: 

- Fabry-Pérot (FP) resonances corresponding to round-trips of light between the front and back 

surface of the cell. 

- Guided mode resonances induced by periodical nanopatterns allowing incident light to couple 

to waveguide modes. 

- Localized Mie resonance induced by the geometry of nanostructures. 

- Near-field resonant effect (plasmonic resonances) in metallic nanostructures. 
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i). Thin FP cavity as a first step 

For subwavelength thicknesses, the vertical confinement can be properly tuned to induce broad 

resonances in the structure thanks to FP vertical cavity. Afterwards, other resonant effects can be 

added by implementing dielectric or metallic nanostructures. The addition of different resonant ef-

fects contribute to the realization of a multi-resonant light management strategy. 

Accordingly, a special care has to be taken to design, control and check the thickness of the layer 

stacking in the PV device in order to tune FP resonances in the spectral range of interest. In our 

study, we worked with samples having a FP cavity thickness below or equal to 500 nm. The con-

straint of having to work with very thin films is another difficulty for the fabrication of our device. 

We need precise control on the growth and fabrication processes. 

ii). Back mirror implementation 

In Figure 2.1-4, we summarize two different ways of implementing a back mirror for solar cells by 

epitaxial growth or by epitaxial transfer. In both cases, we need to use a “target layer” that is grown 

between the substrate and PV active layers.  

 

Figure 2.1-4: Description of two methods to implement a back mirror on quantum-structured solar cells using a target 
layer positioned between the substrate and PV active layers. In the first method, the target layer is a grown DBR acting as 
an internal back mirror creating a FP cavity in the PV active layers. The fabrication of solar cells is on the front side of the 
device. In the second method, the target layer is a transfer layer that enables the removal of the substrate. It becomes 
possible to deposit a mirror on the front surface to create a FP cavity for the PV active layers and fabricate solar cells from 
the rear side of the sample. 

In the first method, the target layer is a grown distributed Bragg reflector (DBR) acting as an inter-

nal back mirror. It is a structure formed from multiple layers of alternating materials with varying 

refractive index. The DBR creates a FP cavity between the PV active layers and the top interface and 

enables the fabrication of solar cells from the front side of the device. In the case of GaAs-based III-

V semiconductors, DBR are often made by alternating growth of AlxGa1-xAs layers with different 

concentrations of Aluminium. This path has been thoroughly investigated by the Blackett Laborato-

ry for light management in MQWs [119], [103], [120]. 
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In the second method, the target layer is a transfer layer that enables the removal of the substrate 

and keeps the PV active layers intact. It becomes possible to deposit a mirror on the front surface 

to create a FP cavity for the PV active layers and fabricate solar cells from the rear side of the sam-

ple upon substrate removal. 

During our study, we used the epitaxial transfer strategy and explored two ways of achieving epi-

taxial transfer that will be detailed next. Anyhow, if the transfer step is a success, the fabrication of 

solar cells will be more or less the same. We will discuss it now. 

2.1.2 Device fabrication 

After the growth of the adequate structure, we follow the protocol detailed in Figure 2.1-1. If the 

post-growth characterizations are satisfactory, we can move on to the fabrication of the device 

starting with wafer cutting. In our study, we usually worked with samples taken from 2 inches wafer 

in the case of MQWs by MOCVD and 3 inches wafer for QDs solar cells grown by MBE. Samples 

were usually cut manually using a diamond scriber to graze the sample and then using a needle as a 

lever to cleave. For device fabrication, sample size were usually chosen at maximum around 

1.5 x 1.5 cm² and at minimum around 0.7 x 0.7 cm² depending on which kind of mask were chosen 

for micro-patterning and in order to create dozens of solar cells on each sample. In Figure 2.1-5, we 

summarize the main fabrication processes that are used to fabricate the device. UV-lithography, 

metal deposition, lift-off and chemical etching processes are often combined to contribute at each 

steps. 

 

Figure 2.1-5: Main fabrication processes and device fabrication steps 

In the case of the “back contact” step, the simplest is to deposit metal directly on the rear side of 

the wafer. In some cases, we have to fetch the back contact layer from the front side. Therefore, 

we need to combine mesa step in order to etch the epitaxial layers and reach the contact layer. In 

the next paragraphs, we detail the fabrication processes that are used. As an example, a detailed 

process for a simple as-grown (non-transferred) solar cell is described in appendice A-1. 

2.1.2.1 Micro-patterning 

Combining UV-lithography, deposition techniques, lift-off and etching is essential to control the 

fabrication of patterns at a micrometer level. 

i). UV-lithography process 

The UV-lithography process has at least four steps: 

- Resin spin-coating 

- Thermal curing 

- UV insolation with a mask 

- Chemical development 
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In our study, three different UV-machines were used but they mostly function the same way. In 

Figure 2.1-6, we present an MJB4 machine with a microscope for alignement and a chrome mask 

for micro-patterning. Over all, every steps need to be precisely controlled and sometimes has to be 

adjusted when using a new mask. 

     
Figure 2.1-6: UV-lithography MJB4 machine with a microscope for alignment (left) and chrome mask (right) to design solar 
cells. For the round-shaped solar cells, pattern #5 is used in the front contact step and pattern #6 for mesa fabrication. 

In our study, we used different masks dedicated to the fabrication of our solar cells but also for 

testing samples dedicated to other purposes (e.g. chemical etching tests, transmission line meas-

urement tests, etc). For the fabrication of the solar cells we used two different masks. The one for 

MQWs sample is presented in Figure 2.1-6 with annular contacts (#5) and round-shaped mesa (#6). 

The typical diameter size vary from 150 µm to 1 mm. The width of the contact is around 70 µm for 

the largest solar cells which makes it almost impossible to contact by eyes and usually necessitates 

the use of a particular setup with a microscope and microprobing.  

  

Figure 2.1-7: Photos of a typical 1 cm² sample with QDSCs (left) and zoom on a 1 mm² small cell with inner grid optimized 
for solar concentration and 15% shading ratio. White bar scale represents 1 mm. 
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For QDSCs, we fabricated solar cells as shown in Figure 2.1-7 with median size and small solar cells. 

We usually study the 1x1 mm² small diodes as they are more robust to our fabrication process es-

pecially in the case of transferred sample with a back mirror. Such small diodes have a 150 µm con-

tact pad which is large enough for contacting by eyes with spring-probe. We notice small damages 

at the surface of the contact but no degradation of the electrical properties. 

ii). Metal deposition and lift-off 

For metal deposition, we used three different types of machines: sputtering, thermal evaporation 

and electron-beam evaporation. We notice that the thermal evaporation machine we used could 

heat our samples up to 200°C, which damaged a serie of our transferred sample. The adhesion of 

metallic gold mirror on semiconductor surface was always checked (e.g. using commercial Kapton® 

tape) and we tried different techniques to enhance such adhesion. The best one we could find was 

to use a 5-10 minutes deoxidation bath with 37%-HCl commercial solution diluted at 20% in deion-

ized water just before putting our samples in the vacuum chamber. 

After metal deposition, we used a lift-off process as described in Figure 2.1-8. We used acetone to 

dissolve AZ5214 resist. 

 

Figure 2.1-8: Lift-off general process for patterning of a target material on a substrate with the use of a sacrificial layer. In 
our case, after the metal has been deposited (a), the acetone bath will dissolve the remaining resist entering from the 
sides (b) and then only the metal remains on the surface (c). Adapted from Wikipedia. 

iii). Chemical etching 

Chemical etching is especially important for mesa step to isolate solar cells from each other. The 

“mesa” term refers to the geographical mesa in some deserted area and it is illustrated in Figure 

2.1-9 by the depiction of an unsuccessful and succesful mesa. 

 

 
Figure 2.1-9: Photos of unsuccessful and successful resist protection for mesa etching. In this sample, the chemical etch-
ing is non-selective and is stopped in the intrinsic zone of the nip junction. This sample has been transferred on a gold 
mirror. Color change is due to FP interferences and indicates different etched thicknesses due to inhomogeneous etching 
of the chemical solution. 



Fabrication and nanofabrication for quantum structured solar cells 

58 

There are two types of chemical solutions: selective and non-selective. By definition, the selective 

etching solution only attacks some type of material and stops at the interface with other. For ex-

ample, in the case of MQW samples the interface between GaAs and InGaP material enables the se-

lective etching of contact layers after deposition of metal contact. A non-selective solution in con-

trary is blind and can prove to be useful in the case of etching difficult interfaces for example. In 

Table 2.1-1, we detail the main chemical solutions that were used or adapted from the literature 

[121]–[123]. 

Table 2.1-1: Main etching solutions that were used for the fabrication of our solar cells 

Composition Etched materials Etch stop Etching speed Purpose 

H2O2/H3PO4/H20 (1/3/80) GaAs and AlGaAs InGaP 50 nm/min Precise etching 
Citric acid based GaAs and Alx < 0.35GaAs Alx > 0.35GaAs 300 nm/min Long etching 
NH3/H2O2/H20 (1/1/2) GaAs and Alx < 0.45GaAs Alx > 0.45GaAs > 3 µm/min Long etching 
37%-HCl non diluted InGaP and Alx > 0.45GaAs GaAs and Alx < 0.45GaAs > 1 µm/min Flash etching 
HF solution Alx > 0.45GaAs, TiO2, SiO2 GaAs and Alx < 0.45GaAs > 1 µm/min Flash etching 
Bromure based All No > 1 µm/min Flash etching 

 

We will see in chapter 3.4.2.2 that the depositon of dielectric layer, the use of UV-lithography and 

dry etching (for example using reactive ion etching) can also lead to micro-patterning. 

2.1.2.2 Control characterization tools 

During the fabrication process, the use of characterization tools is important to control or even 

adapt the process. We list different techniques that were used all along our study. 

i). Microscope and visual observation 

It is an essential tool to evaluate directly and quickly the impact of a process on the sample. It is al-

so important to notice every little things happening during each steps. For example bubbles during 

chemical etching, melting of metal source during thermal evaporation, resist thermal or UV curing, 

etc. 

ii). Profilometer analysis 

The mechanical profilometer enables to know the vertical profile of a surface. By repeating meas-

urements at a precise location on the sample, the accuracy can be of about 10 nm. 

iii). Reflectometer analysis 

We used it in order to have a more precise idea of the thickness of the layer stacking for a trans-

ferred cell on a mirror. It is a very accurate technique but some assumptions are needed for the fit-

ting. More details on reflectometry fitting will be given in chapter 3.4.2.2. 

iv). SEM analysis 

Finally, scanning electron microscope (SEM) offers a nanometer resolution in vertical and horizontal 

directions as illustrated in Figure 2.1-10. 
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Figure 2.1-10: SEM images for different purposes. Top left shows the cross-section of a MQW solar cell stacking layers 
from the side. Top right show cracks due to uncontrolled strains in a patterned dielectric front layer. Bottom left shows 
quantum dot solar cell (QDSC) stacks with a crack attributed to uncontrolled strains at the position of the etch stop layer. 
Bottom right show TiO2 nanocones for front patterning. 

It can be used as a way to check layer stacking from the side of a sample as we show for a MQWs 

solar cell in Figure 2.1-10 top left. It can also be used to better understand a problem as in the case 

of cracks due to uncontrolled strain (top right and bottom left). Finally, it enables to assess the di-

mensions of nanopatterned structure (bottom right). 

2.1.3 Additional processes 

After fabrication of the samples, additional processes can be used to optimize the efficiency of our 

solar cells. These additional processes have the same problematic as other processes, we need to 

adapt recipes to find optimal parameters. 

2.1.3.1 Rapid thermal annealing 

Rapid thermal annealing (RTA) is used as a heat treatment for example in order to activate dopants, 

change interfaces, densify deposited films or change states of grown films. The annealing duration 

can range from a few seconds to several minutes. In our case, the RTA is made by an oven with 

lamp-based heating under reduced pressure with an argon-hydrogen flow. Heating results from the 

temperature conduction to graphite sample holder and protecting cap, which absorb the lamps ra-

diation.  

During the course of our work we tested RTA to try to get better ohmic contacts. However, we did 

not obtain any enhancement and even in some cases, we noticed a decrease in the performance of 

our cells. This decrease was attributed to defaults induced by metallic atom diffusion with heat. The 
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metal diffusion length is thought to be non-negligible for our thin junctions. The RTA process is a 

difficulty that needs to be considered especially for solar cells transferred on a metallic mirror. The 

increase in temperature can have an effect on the interdiffusion of metal atoms in the semiconduc-

tor and induces defects or even be an issue for the adhesion of the epitaxial layers on the support-

ing substrate.  

For simplicity, we decided to stop using RTA for all of our samples (non-transferred and trans-

ferred). For 1-sun or low concentration PV irradiation conditions, annealing is thought to be unnec-

essary if the doping level of contact layers is high enough. 

2.1.3.2 Anti-reflection coating 

The goal of anti-reflection coating (ARC) is to increase the coupling between the incident light and 

the absorbing layers and therefore reduce the reflection. Many coatings consist of transparent thin 

film structures with alternating layers of contrasting refractive index. In our study, we used three 

different types of machines to deposit SiO2, SiNx and TiO2 layers: sputtering, e-beam evaporation 

and ion beam assisted deposition (IBAD). These deposition methods imply different temperatures 

but also different qualities for the deposited material or surface. As we showed in Figure 2.1-10 top 

right, the deposition of layers can induce strains and even damage the solar cell. 

2.1.3.3 Wire-bonding 

In the case of a collaboration, laboratories do not all have the same setup for characterizing solar 

cells sample. For electrical characterization, wire bonding can help to facilitate the connection and 

use of a sample. We used three different machines with ball bonding technique where the wire is 

attached using a combination of downward pressure, ultrasonic energy and heat. For non-

transferred samples, this technique was well-controled. However, in the case of transferred solar 

cells even after optimization of different parameters we found a success ratio less than one out of 

five. We consider the failure is because of the very thin transferred layers. Another way of connect-

ing wires to the cell was attempted with epitaxy glue. However, after the solidification, the glue 

seems to induce strain that also damage the very thin layers. 

Finally, we consider that wire-bonding needs to be better optimized and should be reduced to its 

minimum use. Therefore, we advice that during the fabrication metal contacts should be made 

large enough so that it is not a limitation for the characterization. We reckon that a 200 µm metal 

pad is large enough for spring probing by eyes and can be easily found in many laboratories. 
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2.2 Epitaxial transfer processes 

In order to implement light management strategies, we choose to use FP-based strategies with a back mir-

ror. We consider to use transfer process strategies instead of an internal grown DBR. The practical reasons 

are because DBR takes time to be grown and necessitates a particular strain-balance control. The growth of 

quantum structures and especially QDs growth is very time consuming and also induces strain in the epitax-

ial layers. There is also an industrial reason. Optimized transfer process can be cost effective especially if 

the substrate can be reused for a few more growths. 

In our study, we investigated two different transfer methods. In both methods, we use selective chemical 

etching to separate the substrate from the PV active layers. In the first method, the transfer layer is used as 

an etch stop layer during the chemical etching of the substrate as described in [99]. In the second method, 

it is used as a sacrificial layer etched in order to lift-off the active layers without substrate etching as in 

[100]. 

2.2.1 Etch stop layer technique 

This method has been developed and has proven to work relatively well for PV application in the 

French PV CNRS collaboration [82]. First, we describe the basic principle to make use of this tech-

nique and we discuss about the main obstacles and difficulties that we had to face. As an example, 

a detailed protocol for the etch-stop layer transfer process is shown in appendice A-2 including the 

fabrication of back contacts.  

2.2.1.1 Principle 

In Figure 2.2-1, we summarize the main steps necessary for the epitaxial transfer technique with an 

etch stop layer. First, during the growth step, an etch stop layer is grown and positioned in-

between the GaAs substrate and the PV active layers with quantum structures. For MQWs solar 

cells the etch stop layer is a 50 nm InGaP layer while in the case of QDSCs it is an AlxGaAs whose Al 

composition and thickness had to be optimized. Second, during the back mirror step, there are two 

phases. Back contacts (not depicted in this figure) are made on the front surface following the main 

fabrication steps detailed in Figure 2.1-5. Afterwards, a gold layer ≥ 200 nm is deposited. Third, dur-

ing the bonding step on a host substrate, a UV-sensitive resin (ORMOSTAMP) is spin-coated on the 

gold mirror surface and then bonded to a 1 mm soda-lime glass substrate by UV curing during 

20 minutes. Fourth, during the wafer substrate removal step, we use a selective chemical attack of 

GaAs substrate followed by a selective chemical attack of the etch stop layer. 

 
Figure 2.2-1: Schematic of epitaxial transfer technique with an etch stop layer. (1) Growth step: etch stop layer is grown 
and positioned in-between GaAs substrate and the PV active layers with quantum structures. (2) Back mirror step: contact 
fabrication is made on the front surface by gold deposition. (3) Support bonding: UV-sensitive resin is spin-coated on the 
gold mirror surface and bonded to a 1 mm glass substrate by UV curing. (4) Wafer substrate removal: 1/. Selective chemi-
cal etching of the GaAs substrate followed by 2/. Selective chemical etching of the etch stop layer. 
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All steps are equally important but it is usually during the fourth step that we can judge of the suc-

cess of the transfer process which is why this fabrication process is delicate and time-consuming. In 

Figure 2.2-2, we show a comparison of successful non-transferred and transferred QDSCs. The 

transferred sample is cut smaller to save material because in this case the process was only opti-

mized for small diodes because of fabrication issues that we are going to discuss. 

   

Figure 2.2-2: Comparison of non-transferred (left) and transferred (right) samples with QDSCs. The transferred sample 
was cut smaller on purpose to save material. We can see the back mirror and back contacts with small lines (10 µm-thick 
grid) and large bands (300 µm-thick busbars) of remaining GaAs contact layer. 

2.2.1.2 Difficulties 

In the development of transferred MQW solar cells, Sugiyama laboratory had already worked on an 

optimized epitaxial transfer process therefore we only had to follow and adapt the same recipe in 

the French laboratory. However, for QDSCs, the path was more complicated. First, we noticed that 

in the case of MBE growth from Okada laboratory, the NH3/H2O2/H20 (1/1/2) solution presented in 

Table 2.1-1, is also etching the AlAs etch stop layer while it is not the case for MOVPE growth from 

Sugiyama laboratory. Therefore, we used a citric acid based solution with a slow etching time as in 

[99], [124]. Overall, the duration of the substrate removal step became four times longer but we 

were able to process four samples at the same time so overall this long time did not weight too 

much on our fabrication process. Other issues had a more damageable impact. 

i). Strains in the epitaxial layers 

Strain related problems were found in Okd-1 and Okd-4 growths, as detailed in Table 3.2-1. For 

Okd-1, we used a 50 nm-thick AlAs etch stop layer. However, we noticed cracks near the etch stop 

layer as shown in Figure 2.1-10 bottom left SEM image. It resulted in the lift-off of the etch stop 

layer along with the GaAs contact layer that is etched by the chemical solution used for substrate 

removal as shown in Figure 2.2-3. The etching stops on the Al0.8GaAs window layer (yellow-white 

part).  

For Okd-1, replacing AlAs etch stop layer by an Al0.8GaAs etch stop layer seemed to solve the cracks 

problems in the etch stop layer. 
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Figure 2.2-3: Illustration of strain problems. For Okd-1 (left), cracks in AlAs etch stop layer induces the layer lift-off with 
GaAs contact layer. For Okd-4 (right), substrate removal induce strain release that is too strong for the bonding glue. 

For Okd-4 the problem was a bit different. The growth of a 3 µm thick epitaxial layer with many 

QDs layers resulted in strain accumulation in the epitaxial stacks. By removing the GaAs substrate, 

the strain is released in the resin bonding glue, which is not strong enough to resist, and therefore 

the epilayers separates from the supporting substrate. This is also happening in the case of samples 

heated at temperatures above 200°C. We show an illustration in Figure 2.2-3. To solve this issue, it 

is better to have a strain-controlled epilayer and use a sufficiently strong glue. 

ii). MBE growth defects 

In Figure 2.2-4, we summarize one issue related to MBE growth defects. Microscope and Dektak 

profile measurements reveal holes with deep trenches all throught the epitaxial layer just after 

MBE growth. During substrate removal, it results in an inefficient etch stop layer (bottom figures) 

with square-shaped lateral etching and lift-off resulting in the apparition of the back gold mirror. 

 

Figure 2.2-4: Illustration of growth defects. Microscope and Dektak profile measurements reveal holes with deep trenches 
all throught the epitaxial layer. During substrate removal, it results in an inefficient etch stop layer (bottom figures) with 
lateral etching and lift-off resulting in the apparition of the back gold mirror. 

In the literature, we find that oval defects or polyhedral pits defects are often encountered in MBE 

growth. In order to reduce the density of such defects, many parameters can be used like the 
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growth temperature, growth rate, gas pressure and pollution free MBE chamber. By reducing the 

growth rate by half we were able to significantly reduce the defect density and therefore succeed-

ed in the etch stop layer transfer process. 

2.2.2 Sacrificial layer technique 

This method may offer a way to reuse the substrate and enable low cost III-V PV with high efficien-

cy. The technique is usually associated with flexible substrates, which offer a broader range of ap-

plication than typical PV module. It has been investigated during the past four decades by renown 

academic groups [125], [126]. It lead to the creation of industrial projects with companies like IBM 

[127], MicroLink Devices [128] or Alta Devices, which today is a leading company for high-efficient 

III-V solar cells with numerous patents and world records. First, we describe the basic principle of 

the method we chose and then discuss about the main obstacles and challenges. 

2.2.2.1 Principle 

In the case of the sacrificial technique, the principle is to separate the epitaxial PV layers from the 

supporting substrate by destroying a sacrificial layer that is grown in-between. The layer can be de-

stroyed by different means for example by mechanical, thermal treatments or chemical etching. 

Chemical etching is a common technique used for PV layers with GaAs substrate. However, it is 

usually a slow technique because the etching is perpendiculat to the growth direction. It is especial-

ly difficult for the reactants and products of the chemical reaction to penetrate far in the perpen-

dicular direction. To speed up the process different lift-off techniques have been investigated, 

where the use of a flexible substrate facilitates the penetration of the chemical solution. 

In Figure 2.2-5, we describe the basic steps to realize a successful transfer with the sacrificial layer 

technique by chemical etching. First, we need to choose a supporting substrate that is flexible and 

resistant to the chemical solution that will be used. And we need to find a way to bond the PV sam-

ple to the supporting substrate. In our case, we used a commercial plastic tape. Second, we need to 

think about the right etchant solution. In our case, we used diluted hydrofluoric acid (HF) to etch 

selectively the AlAs sacrificial layer. The solution needs to be inert for the PV layers therefore 

Al0.4GaAs windows and BSF layers have to be grown instead of Al0.8GaAs because of the etching se-

lectivity. Third, we need to choose an epitaxial lift-off process (ELO). In our case, we studied many 

different options but I will only discuss about the option that showed the best results which is the 

weight-induced (WI) ELO technique that was extensively studied by Schermer’s group [126]. Fourth, 

the substrate reuse and process optimization have to be taken into account if we want to make full 

profit of this transfer process. 
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Figure 2.2-5: Basic steps to realize a successful transfer with the sacrificial layer technique (left). Photos of weight-induced 
epitaxial lift-off (ELO) process that we used (right). We can see the HF droplet attacking the edge of the sample to detach 
the epitaxial layers from the GaAs substrate. A close P.E.T. beaker resistant to HF is used to avoid evaporation of HF. 

2.2.2.2 Challenges of the WI-ELO process 

In Figure 2.2-5, we show a photo of our WI-ELO setup. A weight is bending the flexible supporting 

substrate while we see the HF droplet etching the edge of the sample to detach the epitaxial layers 

from the GaAs substrate. A close P.E.T. beaker resistant to HF is used to avoid evaporation of HF. 

Many parameters need to be optimized to have a fast and succesfull WI-ELO process for example 

the thickness of the sacrificial layer, the weight, the HF volume and concentration of the droplet. 

After careful investigation, we found that the sacrificial layer thickness should be around a dozen of 

nanometers. This result is coherent with Schermer’s group findings. For hundreds of nanometers 

the sacrificial layer is not etched homogeneously and some cracks are appearing that are damagea-

ble for the fabrication of solar cells as shown in Figure 2.2-6. 

 

Figure 2.2-6: PV epitaxial layers after WI-ELO process for AlAs sacrificial layer of different thicknesses. The successful WI-
ELO lead to the fabrication of solar cells on flexible substrate in Okada Lab. As illustrated in the right photos taken from 
[129]. 

In Figure 2.2-6, we show an illustration of solar cells fabricated using the WI-ELO technique that we 

developed in Okada Lab. Because of time issues, we could not apply this technique for quantum 

structured solar cells but it was recently successfully used in Okada Lab. for GaInNAsSb solar cells 

[129]. 
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2.3 Nanofabrication 

In this final part, we discuss the different fabrication of nanopatterns we investigated in our study for quan-

tum-structured solar cells. First, we introduce the nanoimprint lithography that was used, and then we 

detail the process for the fabrication of back structured and front structured cells. 

2.3.1 Soft nanoimprint lithography 

Many techniques can be used in order to realize the nanofabrication of patterns. Nanoimprint li-

thography consists in reproducing a nanopattern by printing a stamp on a resist deposited on a tar-

geted substrate. In C2N laboratory, a specific degassing assisted patterning (DAP) technique has 

been developed in the recent years by Andrea Cattoni [130]. 

In Figure 2.3-1, we detail the main steps necessary to the realization of the technique. First, a na-

nopattern is reproduced from a master mold onto a PDMS stamp. In our case, the master mold was 

usually a Silicon wafer nanostructured by electron beam lithography. Second, the PDMS stamp is 

degassed in a dessicator for 10 minutes. Third, the stamp is deposited on the target surface with 

spin-coated resist. During this step, the degassed stamp is sucking the resist inside the nanostruc-

tures and air bubbles trapped between the substrate and the stamp are removed. Fourth, we pro-

ceed to UV or thermal curing to solidify the resist, and we carefully remove the mold, thereby 

achieving the nanopatterning of the target surface. For this final step, a residual layer might remain 

on the target surface, in-between the nanostructures but it can be easily removed for example by 

anisotropic reactive ion etching. 

 

Figure 2.3-1: Main steps for the realization of soft nanoimprint lithography. (1): a nanopattern is reproduced from a mas-
ter mold onto a PDMS stamp. (2): degassing of the stamp in a dessicator for 10 minutes. (3): Deposition of the stamp on 
the target surface with spin-coated resist. (4): UV or thermal curing and demolding to achieve the nanopatterning of the 
target surface. A residual layer might remains on the target surface, in-between the nanostructures. Courtesy of A. Catto-
ni. 

For the fabrication of solar cells, we have seen that UV-lithography plays an import role for the mi-

cropatterning of our samples. The soft nanoimprint lithography enables to realize patterning at the 

nanometer scale for pitches as small as 40 nm [130]. In the next part, we will show how we used 

this technique for our quantum-structured solar cells. For the application to solar cells, we focused 

on using and developing nanoimprint with TiO2 sol-gel resist because we wanted to benefit from its 

higher refractive index. 
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2.3.2 Application to solar cells 

In this part, we will detail the application of soft nanoimprint lithography to solar cells for light 

management purpose. In all cases, we build our light management strategy from existing Fabry-

Pérot cavity devices that we developed by achieving a good control over the epitaxial transfer pro-

cess. First, we will discuss about metallic structured patterns and then dielectric structured pat-

terns. 

2.3.2.1 Metallic structured nanopatterns 

Metallic structured nanopatterns can be used for the structuration of a back mirror or on the front 

side. For the deposition of metallic nanostructures, we make use of the soft nanoimprint lithogra-

phy on a TiO2 sol-gel layer with subsequent metal deposition. In Figure 2.3-2, we show two exam-

ples for solar cell application that we developed for quantum-structured solar cells. Results and 

simulation will be shown and commented in chapter 5. 

 

Figure 2.3-2: Two examples of metallic nanopatterns for light management in quantum-structured solar cells. In the left 
figure, gold nanopatterns are positioned at the back acting as a back grating while in the right figure they are positioned 
at the front in the metal-insulator-metal (MIM) configuration. In both case, Fabry-Pérot, waveguide and plasmonic reso-
nant effects will span over the solar cell junction. In the case of the MIM configuration we notice that plasmonic effects 
from the front and the back might be coupled throught the absorbing layer for very thin junction.  

In the left figure, gold nanopatterns are positioned at the back acting as a back grating while in the 

right figure they are positioned at the front in the metal-insulator-metal (MIM) configuration. In 

both cases, Fabry-Pérot, waveguide and plasmonic resonant effects will span over the solar cell 

junction and enhance the light path. In the case of the MIM configuration, we notice that plasmonic 

effects from the front and the back might be coupled throught the absorbing layer for very thin 

junctions. In Figure 2.3-3, we show SEM images of a nanoimprint grid that can be used for back 

structured mirror or front nanopatterning. Pitch is of 700 nm in the left SEM image and height is 

around 100 nm in the side-view SEM image (middle). The photo on the right shows the back mirror 

of a MQWs solar cell sample with nanostructures of different pitches (700 nm and 800 nm). 
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Figure 2.3-3: SEM images of a nanoimprint Ti02 sol-gel grid for back structured mirror or front nanopatterns. Pitch is of 
700 nm in the left image and height is around 100 nm in the middle image. Photo on the right shows the back mirror of a 
MQWs solar cell with nanostructures of different pitches (700 and 800 nm). 

2.3.2.2 Dielectric structured nanopatterns 

Dielectric structured nanopatterns are especially interesting to avoid plasmonic losses. However, 

contrary to metallic patterns it often needs to be thicker to have a higher aspect ratio and use the 

benefit of localized Mie resonance. It is also usually necessary to use transparent dielectric with 

high refractive index [131], [92].  

In Figure 2.3-4, we describe the process we used for the fabrication of TiO2 front nanopatterns on 

transferred quantum structured solar cells. First, after the deposition of a 200 nm-thick high-index 

TiO2 layer by ion beam assisted deposition (IBAD), we use soft nanoimprint lithography with ade-

quate PDMS stamp: squared-shape nanopatterns of 200 x 200 nm with period of 400 nm. 

 

Figure 2.3-4: TiO2 front nanopatterns on quantum-structured solar cell. (1): after the deposition of a 200 nm-thick high-
index TiO2 layer by ion beam assisted deposition, we use soft nanoimprint lithography with adequate PDMS stamp and a 
bi-layer “soft nanoimprint resist” made of a sol-gel TiO2 layer deposited on a 100 nm-thick PMMA layer (for the lift-off 
step). (2): removal of remaining nanoimprint resist by reactive ion etching. (3): deposition of 20 nm-thick layer of alumini-
um. (4): lift-off step, only aluminium nanopatterns remain to mask TiO2 layer. (5): reactive ion etching of the TiO2 dielec-
tric layer. (6): aluminium nanopatterns removal in a NaOH bath. Fabry-Pérot and waveguide effects are represented as in 
Figure 2.3-2 but also localized Mie resonant effect originating from the high aspect ratio and shape of the TiO2 dielectric 
nanopatterns. 
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Prior to the deposition of the sol-gel TiO2 nanoimprint resist, a 100 nm-thick PMMA resist is depos-

ited by spin-coating and annealed at 110°C. Second, we remove the remaining nanoimprint resist 

and PMMA by reactive ion etching (RIE). Specific RIE programs were developed: we use a “RIE TiO2” 

program during 40 seconds and a “RIE NIMPR” during 90 seconds for the PMMA. Third, after check-

ing with SEM, we deposit a 20 nm-thick layer of aluminium by electron beam evaporation. Fourth, 

we lift-off the PMMA and the sol-gel TiO2 nanoimprint resist with trichloroethylene so that alumini-

um nanopatterns remain to mask the 200 nm-thick TiO2 layer deposited by IBAD. Fifth, we use reac-

tive ion etching on the TiO2 dielectric layer: “GEJ10” program for about 15 minutes. Sixth, alumini-

um nanopatterns are removed in a NaOH bath (40 g/L) for 1 minute. 

  

Figure 2.3-5: SEM images of 200 nm cubic TiO2 nanostrucutres before (left) and after removal of aluminium mask (right). 

At the end of the process, we notice Fabry-Pérot and waveguide effects as in Figure 2.3-2 but we al-

so have localized Mie resonant effect originating from the high aspect ratio and shape of the TiO2 

dielectric nanopatterns. In Figure 2.3-5, we show SEM images of 200 nm-size cubic TiO2 nanostruc-

utres before (left) and after removal of aluminium mask (right). 

In Figure 2.3-6, the general process flow to fabricate a transferred quantum-structured solar cell 

with front nanopatterned TiO2 is detailed. First, we show the stacking structure of the grown p-i-n 

junction with quantum structures on an n-doped GaAs substrate with an etch stop layer. Back-

surface field (BSF) and front-surface-field (FSF) layers are 20 nm-thick and highly doped GaAs con-

tact layers are 50 nm-thick. Total growth is less than 1 µm-thick. Second, back contacts are fabri-

cated by: UV lithography, Ti/Au metal deposition, lift-off and selective chemical etching of the p-

doped GaAs contact layer as explained earlier. Spacing between contacts vary between 100 and 

400 µm depending on the mask used. Third, we show the transfer process with UV photoresist 

bonding layer after gold mirror deposition. Fourth step shows the substrate removal after protec-

tion of edges by wax and then the etch stop removal. Fith step shows the fabrication of front con-

tact for the cells the same way as the back contacts. Cell size vary between 100 µm and 2 mm de-

pending on the mask used. In the sixth step, mesa are made to isolate cells from each other. Sev-

enth, TiO2 is deposited by IBAD. Eight we show the front nanostructuration by the process de-

scribed in Figure 2.3-4. Finally, in the ninth step we need to remove the residual TiO2 layer on con-

tacts by RIE after UV lithography. 
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Figure 2.3-6: General process flow to fabricate a transferred quantum-structured solar cell with front nanopatterned TiO2. 
(1): Growth of a p-i-n junction with quantum structures on a n-doped GaAs substrate with an etch stop layer. Back-surface 
field (BSF) and front-surface-field (FSF) layers are 20 nm-thick and highly doped GaAs contact layers are 50 nm-thick. Total 
growth is less than 1 µm-thick. (2): Back contacts are fabricated by: UV lithography, Ti/Au metal deposition, lift-off and se-
lective chemical etching of the p-doped GaAs contact layer. Spacing between contacts vary between 100 and 400 µm de-
pending on the mask used. (3): Transfer process with UV photoresist bonding layer after gold mirror deposition. (4): Sub-
strate removal after protection of edges by wax and then etch stop removal. (5): Front contact fabrication the same way 
as the back contacts. Cell size vary between 100 nm and 2 µm depending on the mask used. (6): Mesa to isolate cells from 
each other. (7): TiO2 deposition by IBAD. (8): Front nanostructuration by process described in Figure 2.3-4. (9): Remove 
residual TiO2 layer by RIE after UV lithography. 

The general process flow illustrates the numerous steps and level of complexity to realize such ob-

ject from a fabrication point of view. In the next part, we will see that the growth of quantum struc-

tures is maybe even more challenging.  
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Conclusion 

In this chapter, we have described the key processes used and developed for the fabrication of our devices. 

We emphasized the fact that our work uses basic patterning technology at micrometer level but also more 

advanced one at the nanometer level. We also showed the difficulty of adapting and controlling the epitax-

ial transfer of semiconductor layers. We would like to underline some points that seem important for our 

study and highlight our achievements: 

 Our work needed precision, stability and control using a clean room environment and high-level tech-

nological advisers. The work procedure has many feedback loops in order to evaluate and improve our 

design and fabrication step by step. The conventional fabrication of a solar cell was relatively smooth 

with some technological adaptation related to etching solutions, rapid thermal annealing (RTA) or wire-

bonding. 

 In order to combine high-efficiency PV concepts using quantum-structured materials and light man-

agement techniques, we had to think about an original strategy for the design of our structure: (1) the 

spectral range for the light absorption enhancement needs to be defined according to the material and 

PV concepts, (2) the thickness of the Fabry-Pérot cavity has to be chosen accordingly before the 

growth, and (3) the use of more complex nanophotonics can be implemented afterwards during the 

device fabrication. More details about light management strategy will be given in chapter 5. 

 In both cases, for quantum-structured materials and light management implementation, we chose to 

start with basic concepts that could be achieved more easily. On one side, we used multi-quantum 

wells (MQWs) structures that are well understood and better controlled and on the other, we trans-

ferred on a flat mirror to create a simple Fabry-Pérot cavity with low-quality resonances. After valida-

tion of each step, we were able to move on to a higher level of complexity using quantum dot (QD) 

structures on the side of quantum-structured materials and multi-resonant nanopatterns on the side of 

light management.  

 In term of achievements, we were able to work successfully on the development of two methods to 

transfer very thin (subwavelength) epitaxial layers. First, the development of the “etch stop layer” 

technique on QD layers was laborious and it took time to identify the origin of each problem in order to 

adapt the device fabrication recipe to the epitaxial growth recipe. For this reason, we also started to 

work on the “sacrificial layer” technique also called epitaxial lift-off (ELO) technique. It has many ad-

vantages like the possibility of fabricating light-weight flexible solar cells and reuse the substrate to 

lower the material cost. Therefore it should be very interesting to pursue the development of this tech-

nique in order to achieve the economically viable light-weight, flexible and high-efficiency solution dis-

cussed in chapter 1. 

 We were also able to work successfully on the development of two different nanopatterning strategies: 

a metallic nanostructured back mirror and a dielectric nanostructured front grating. In both cases, we 

used degassed-assisted nanoimprint lithography technique that is low cost compared to conventional 

nanolithography techniques. Overall, these steps were quite simple to realize because we could benefit 

from an extraordinary clean room environment and assistance. In the future, more complex nanostruc-

tures could be patterned, like assymetric or even 3D structures. 
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 QD-IBSC system: from ideal to ex-

perimental PV material 
The actual completion of an ideal quantum dot intermediate band solar cell (QD-IBSC) is difficult 

from a technological point of view but also because of material considerations related to quantum struc-

tures that will be investigated in this chapter. It is important to know from where we start before thinking 

about proof of concept characterizations that will be made in chapter 4 or light management strategies 

proposed in chapter 5. In a first part, we discuss about the system description, on one side the choice of 

material and on the other the designed stacking structure for the device. In a second part, fabrication issues 

are considered from a nanoscopic to a macroscopic point of view for the realization of quantum dot solar 

cells (QDSCs). In a third part, characterization of the QDs is proposed by the analysis of temperature-

dependent photoluminescence (PL), current-voltage (I-V) and reverse bias current spectral photoresponse. 

QD assembly properties are also investigated via the calculation of energy states and electron wave proba-

bility related to the quantum physics of self-assembled In(Ga)As QDs. Finally, in a fourth part, QDs absorp-

tion is discussed from a simulation and an experimental approach. 

3.1 Description of QD-IBSCs system for light management implementation 

Following chapter 1 describing the numerous systems of IBSCs and the different techniques for light man-

agement, the aim of this first part is to describe the basic system on which we have worked. We want to 

explain the reasons why we chose this system in the first place and the path for improvement that can be 

found in the literature. We try to consider it especially in the perspective of our work for the implementa-

tion of light management strategies in IBSCs. 

3.1.1 Choice of material: In(Ga)As QDs in Al0.2GaAs host material 

In this part we will show that In(Ga)As/AlGaAs system is a suitable candidate for the realization of 

high efficiency IBSCs from a material point of view. It offers a good compromise, to overcome some 

of the difficulties encountered in IBSCs and still keep a system that is not completely new and on 

which we can hope to demonstrate proof of concepts in the near future [132].  

3.1.1.1 III-V materials 

First, the system relies on the combination of III-V materials well-known and used in the semicon-

ductor science and industry as illustrated in Figure 3.1-1. III-V material lattice constants are plotted 

with respect to their bandgap energies on the left axis colored scale. On the right axis, we show the 

irradiation wavelengths of the majority of the solar spectrum from ultra-violet (UV) to infrared (IR) 

representing respectively 99% and 92.7% of AM1.5G and AM0 photon flux. 
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Figure 3.1-1: III-V lattice constant vs bandgap energy 

3.1.1.2 GaAs based system 

As reported in chapter 1, the world best single-junction solar cells are made of thin-film crystalline 

GaAs grown by metalorganic chemical vapor deposition (MOCVD) with record efficiency of 28.8% 

under 1 sun achieved in 2012. GaAs semiconductor has the advantage of having a direct bandgap of 

1.42eV at 300K. This value is an optimum for the so called Shockley Queisser efficiency limit under 1 

sun of illumination [2]. GaAs material has also the advantage of being well-known and widely used 

in the semiconductor industry. This advantage makes it easier to explore new concepts because the 

right recipe or tools have already been developed for its growth and characterization. 

3.1.1.3 InAs/GaAs combination 

Nevertheless, Figure 3.1-1 shows that most infrared (IR) photons from the solar spectrum have en-

ergies lower than the GaAs bandgap and thus pass through solar cells and are lost for PV conversion 

as explained in chapter 1. For this reason, high efficiency GaAs-based solar cells need to host mate-

rials with lower bandgap energies. 

As previously discussed in chapter 1, the strategy used for QD-IBSCs is to grow QDs inside a host 

material. In Figure 3.1-1, two paths can be chosen in the perspective of growing a lower bandgap 

energy material inside a GaAs host material: the path towards InAs (in red) and the path toward 

GaSb. The dotted part around 0.8 eV stands for GaAs1-xSbx alloy miscibility gap for 0.3 < x < 0.6. 

Both alloys are lattice-mismatched on GaAs and can be grown in the form of QD structures. For the 

past 3 decades, GaSb QDs have been less studied in the literature than InAs QDs. Recently GaSb 

type II QDs have attracted attention and even hybrid structure with type-I InAs/GaAs plus type-II 

GaSb/GaAs quantum dot structure have been tested with success [133]. Nevertheless, in the scope 

of QD-IBSCs, it is usually considered that InAs/GaAs system offers a safer combination for proof of 

concepts applications. 
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3.1.1.4 In(Ga)As: InAs or InGaAs QDs 

Once the choice of the lower bandgap material has been made, the question is: in what proportion 

is it possible to make In(Ga)As/GaAs QD layers and stack them on top of each other? One difficulty 

is strain control but also the creation of defects, the wetting layer, the shape of the QDs and In/Ga 

interdiffusion. 

The technical points and problems related to the growth of QDs layers are discussed in part 3.2.1. 

Still, without going into details, it is important to understand that expressions like “InAs QDs” and 

“InGaAs QDs” are just ways for QDs grower to report about one parameter of their growth condi-

tions, which is the number of elements they try to incorporate during the QDs growth. In reality it is 

difficult to certify what is the concentration of Indium and that is why many authors prefer to use 

the expression In(Ga)As. For example, in 2004, A. Lemaitre, et al. [134] have checked the concen-

tration of Indium in InxGa1-xAs material using cross-sectional transmission electron microscopy 

(TEM) as described in Figure 3.1-2. In the case of a 2.4 ML InAs QDs MBE growth, they found a max-

imum of 55% indium only at specific part of the QDs around the apex. In average the concentration 

is more around 30-40% with a specific profile called inverted trumpet-shaped gradient profile as 

shown in Figure 3.1-2 [135]. 

 

Figure 3.1-2: 002 TEM DF images of InAs/GaAs QDs capped with GaAs. Letters indicate locations of composition profiles 
plotted on the right side with respect to the height. Adapted from reference [134]. 

This factor is important for designing QD-IBSCs to potentially know which InxGa1-xAs alloy can be 

used as a low bandgap energy material for the fabrication of QDs. In the case of a 30-40% Indium-

rich InxGa1-xAs material, the bandgap energy is around 1 eV. This energy sets a limit for the VB-IB 

transition that can only be between 1 eV and the bandgap of the host material depending on geo-

metrical parameters of the QDs. In the literature, In(Ga)As usually have a photoluminescence (PL) 

emission between 1.1 eV and 1.3 eV. In addition, the influence of the wetting layer (WL) and cap-

ping will be discussed later. 

3.1.1.5 Optimal IB energy position: choice of AlxGa1-xAs host material 

In chapter 1, it is shown that an optimal IBSC with highest efficiency can be determined for a host 

material bandgap energy around 2 eV and a VB-IB transition around 1.3 eV [50]. In Figure 3.1-1, it is 

shown that using Al incorporation in GaAs, following blue line it is possible to increase host material 

bandgap up to 2 eV for x=45% with nearly no lattice mismatch and keeping direct bandgap for the 

host material. AlGaAs/GaAs is also a well-known couple that was highly investigated over the past 

decades. Unfortunately, AlGaAs suffers from growth problems related to oxygen incorporation in-

ducing deep donor levels [136], [137]. Usually it is found that the higher the concentration of alu-

minium, the more difficult it is to get a good quality material. For an aluminium concentration high-



QD-IBSC system: from ideal to experimental PV material 

79 

er than 45%, the semiconductor has an indirect bandgap energy and many properties close to GaAs 

material are shifting to AlAs system due to reverse –L–X valley ordering [138]. 

Considering these growth issues, it is judged safer to move smoothly in Al concentration from GaAs 

to Al0.45GaAs host material. First step is to work with a realistic system where it is possible to put 

together piece by piece all elements needed for fabricating a working QD-IBSCs. Recent results 

have shown that it is possible to obtain high quality AlGaAs solar cells with 20% of Al [139]. In this 

perspective In(Ga)As/Al0.2GaAs system, as described in Figure 3.1-3, seems to be a good candidate 

for making a high efficient solar cell. Bandgap of Al0.2GaAs is around 1.7 eV [138], therefore photons 

of higher energies can be absorbed via the valence band (VB) to conduction band (CB) transition. 

Moreover, for a QDs PL emission around 1.2 eV, we have an intermediate band (IB) positioned in 

such way that VB to IB transition can absorb photons of energies higher than 1.2 eV and IB to CB 

transition can absorb photons of energies higher than 0.5 eV. This way, the system can theoretically 

absorb most of the solar spectrum and reach 40% under 1 sun and 60% at full concentration [46]. In 

comparison, nowadays four-junction solar cells world record obtained in laboratories are of 39% 

under 1 sun and 46% under 300 suns [5]. 

 

Figure 3.1-3: AM0 (black) and AM1.5G (grey) solar spectrum in photon flux per eV. In(Ga)As/Al0.2GaAs QD system is 
shown and interband energy levels are positioned with solar spectrum. Left axis shows the photon flux value in terms of 
photons per µm² and nano seconds. 

Figure 3.1-3 right axis shows the photon flux value in terms of photons per µm², per nano seconds 

and per eV to appreciate the balance of photons in such system. The usual PL recombination time 

in a QD assembly is of the order of 1 ns and the usual scanning method for QDs are made by atom 

force microscopy (AFM) characterization which gives an estimate of the number of QDs on mi-
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crometer-size areas. For the present system that we investigated, the order is usually of 400 

QDs/µm² (4e10 cm-2) for a single layer.  

In our study, we are especially focused on light management in IBSCs. Thus, for the 

In(Ga)As/Al0.2GaAs system that we present in Figure 3.1-3, it is especially interesting to investigate 

the balance of photons for an optimal IB positioned as a stepping stone configuration to perform 

sequential two-photon absorption (S-TPA). As discussed in chapter 1, in theory, we would like to 

have the same photon flux for the VB to IB transition and for the IB to CB transition. With AM0 solar 

spectrum, we integrate the photon flux over the different spectral range of interest. For EVB-CB tran-

sition by integrating for energies higher than the host material (1.7 eV) we see that we can absorb a 

maximum of 1.8 photon/µm²/ns. For the EVB-IB and EIB-CB transitions we can get respectively 1.3 and 

3.5 photon/µm²/ns. For AM1.5G, EVB-CB can get 1.4 photons/µm²/ns, while EVB-IB can get 1.1 and EIB-

CB 1.8. These values show that the balance of photons is good enough for the stepping stone effect 

to take place. Under AM1.5G, over 1-µm², there is at least 1 photon available for the VB to IB tran-

sition and almost 2 photons for the IB to CB transition. If we consider that electrons are localized in 

the IB, it means that the ideal configuration would be to have one QD making 100% of an absorber 

layer over a 1-µm² area. However, this would mean that QDs would not be confined in the surface 

plane. In reality there is a compromise between the number of QDs and the electron flux taking 

place in the IB. Increasing the photon flux (photofilling) or increasing directly the number of free 

electrons (electrofilling) by doping are two ways to balance the number of QDs to achieve success-

ful S-TPA. 

3.1.1.6 Photofilling of IB 

It is possible to consider the number of photons per QDs following 

Equation 3.1-1 where Φph represents the photon flux directly depend-

ent on the illumination for an array area, 𝐴𝑏𝑠 represents the absorp-

tance of a QDs layer for such array area and 𝑁𝑄𝐷𝑠 the number of QDs in 

the array area. 

𝑁𝑝ℎ/𝑄𝐷 = Φph ×
𝐴𝑏𝑠

𝑁𝑄𝐷𝑠
 

Equation 3.1-1: Number of photons per QDs 

For simplicity, we consider a periodic array of square-

shaped QDs with diameter size 𝒅 and lateral interdot spac-

ing 𝒍 as illustrated in Figure 3.1-4.  

QDs usually represent only 10-25% of a QDs layer surface because of this interdot lateral spacing. 

This percentage is usually directly reflected in the absorption calculation of a QDs layer if we ap-

proximate it by considering it as an effective medium. Thus, as an approximation, we can write the 

following Equation 3.1-2 with 𝐴𝑏𝑠𝑄𝐷 the absorptance of a single QD that can only be 1 at maximum 

considering no resonant or scattering photonic effect from the QD array. 

Figure 3.1-4: Schematic representation of a 
QD array: x-z side view (top) and x-y top view 
(bottom). QD diameter (d), height (h) and 
lateral interdot spacing (l) are shown. Delo-
calized nature of light (green) compared to 
localized electron wavefunction in QDs (red). 
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𝑁𝑝ℎ/𝑄𝐷 = Φph ×
𝐴𝑏𝑠𝑄𝐷 × (

𝑑
𝑑 + 𝑙

)
2

𝑎𝑟𝑟𝑎𝑦 𝑎𝑟𝑒𝑎
(𝑑 + 𝑙)2

= Φph × 𝐴𝑏𝑠𝑄𝐷 ×
𝑑2

𝑎𝑟𝑟𝑎𝑦 𝑎𝑟𝑒𝑎
 

Equation 3.1-2: Number of photons per QD considering QDs as an effective medium 

𝐴𝑏𝑠𝑄𝐷 can also be seen as a ratio between the QD absorption and geometrical cross-section. It 

shows that the number of photons per QD can be directly proportional to its QD surface (𝑑2) no 

matter the arrangement of QD arrays area and it is maximum if the array is only made of a QD. A 

typical In(Ga)As QD arrays is described in Table 3.1-1. 

Table 3.1-1: Typical InAs QDs array 

 d (QD size) l (interdot spacing) NQDs (QDs density) 

Typical In(Ga)As QDs array 20 nm 30 nm 400 QDs/µm² 

 

Under 1-sun illumination, for Φph~1 photon/µm²/ns with a typical In(Ga)As QDs array, we find 

𝑁𝑝ℎ/𝑄𝐷~5. 10−4 photons/ns. This is a limitation for an IBSCs system. As illustrated in Figure 3.1-4, 

contrary to the delocalized nature of the light (green) propagating in all the QD layer, the electron 

wavefunction (red) remains localized inside one QD. A very low value of 𝑁𝑝ℎ/𝑄𝐷 per nanosecond is 

bad news for the S-TPA process. It means that the process will be less probable and also that many 

QDs are useless which naturally will induce traps. This topic has been recently investigated by Tex 

et al. and their experimental results seem to confirm that low-density QD layer largely outperforms 

the high-density layers [140]. In our calculation, the value of 𝑁𝑝ℎ/𝑄𝐷 per nanosecond does not take 

into account non-radiative loss and assumes a maximum absorptance for each QD (𝐴𝑏𝑠𝑄𝐷 = 1). In 

reality, the value is much lower because of host material defect and the intrinsic low value of QD 

absorptance that will be discussed later. 

To overcome this limitation from a photofilling point of view [76], the easiest way is first to increase 

directly the photon flux for example using concentration PV (CPV). In this case, only high CPV 

(HCPV) of 2000 suns or more can give a proper balance of 𝑁𝑝ℎ𝑜𝑡𝑜𝑛𝑠/𝑄𝐷~1 photons/ns for S-TPA. Us-

ing medium CPV concentration of 300 suns we can calculate that only large QD of size 𝑑 ≥ 60 nm 

can give a good balance. The problem is that such QDs are too large to be considered as QDs in the 

perspective of IBSCs rules established by Luque and Marti. 

Second, if we consider efficient light management techniques we might be able to achieve 100% 

absorption inside the QD absorber layer by introducing specific photonic effect such as scattering 

and resonant effects with the localization of the electric field of light around the QDs for the spec-

tral range of interest. Assuming we are capable of 100% absorption inside the absorber layer 

(𝐴𝑏𝑠 = 1), the number of photons per QD can be rewritten as in Equation 3.1-3. 

𝑁𝑝ℎ/𝑄𝐷 = Φph ×
1

𝑁𝑄𝐷𝑠
= Φph ×

(𝑑 + 𝑙)2

𝑎𝑟𝑟𝑎𝑦 𝑎𝑟𝑒𝑎
 

Equation 3.1-3: Number of photons per QD considering 100% absorption in QDs layer 

Thanks to light management techniques, we see that any QD size (𝑑) can be considered because in 

this case it is only the QDs density that matters (𝑁𝑄𝐷𝑠). For a typical In(Ga)As QDs array as de-
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scribed in Table 3.1-1, we can calculate that for medium CPV a good balance for the stepping stone 

effect would be achieved for QDs with density of 250 QDs/µm². For low CPV (LCPV) systems this 

value falls to about 50 QDs/µm². We understand that this way, we would have to force the localiza-

tion of light to match the localization of the electron by some kind of near-field light management 

technique. One difficulty in term of light management is that for QD-IBSC, the localization for both 

transitions in the S-TPA process has to be precisely at the QD position. This constraint can be re-

laxed if QD assembly share the electron population for example by tunnelling or if QDs are thermal-

ly activated with the host material. In chapter 1, we also see that “relaxation” is being recently in-

vestigated in order to decouple both transitions for example by engineering a “photon ratchet” 

band [44], [141]. 

Third, light management technique with strong light-matter interactions could be used in order to 

tune the radiative recombination time inside QDs. In our study, we consider weakly coupled reso-

nant effects and we don’t expect to see a direct effect of our optical design on the IB dynamic. In 

chapter 5, we will try to investigate this effect. 

3.1.1.7 Electrofilling of IB 

An alternative to IB photofilling is electrofilling of the IB. For the past 5 years many papers have 

been published to cover this possibility either by direct doping of QDs or indirect -doping of a 

nearby layer [61], [142]–[144]. The addition of electrons into QDs is believed to reduce the rate of 

electron trapping in the host material due to partial occupation of the QD states and repulsive elec-

trostatic interactions. It can also increase the probability of absorption of a photon that can pro-

mote an electron from the intermediate state to the host CB but at the same time reduce absorp-

tion cross section for photons that promote electrons into the QDs [145]. Other drawbacks can be 

that more of the QDs are located in a flat-band potential due to doping. Also doping during growth, 

doping might induce more defects or on the contrary in some case it can have a passivation effect 

[146], [147]. This field of study is still under development but it seems overall that a level of doping 

around 8 Si atoms per QDs might be beneficial for the electrofilling of In(Ga)As self-assembled QD-

IBSCs without degrading the crystal quality of QDs and interfaces [144]. 

Sellers et al have recently proven with their InAs/GaAs IBSCs system that doping does not help opti-

cal interband transitions [148]. Doping can be used to slightly increase the total photocurrent from 

IBSC devices however, increased doping does not increase the relative contribution of optically 

driven escape mechanisms. Optically driven processes, which are critical to efficient harvesting of 

solar energy, are responsible for less than 5% of the total carrier escape even under photon irradi-

ances equivalent to extreme solar concentration, regardless of doping. These results therefore sug-

gest that future efforts to improve the net efficiency of IBSC devices should focus on methods other 

than doping in order to suppress carrier trapping processes. The escape process will be discussed 

later. 

3.1.2 Position of QD layers 

In this part, we will discuss about QDs-IBSCs from a device stacking design point of view. We espe-

cially want to discuss about the position of QD layers inside a solar cell structure and the possibility 

of making some adjustement for light management in the case of very thin structures that could 

maybe escape the classical picture of a p-i-n solar cell. 
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3.1.2.1 QDs layer sandwiched in p-i-n 

Traditionally QDSCs have been thought to be fabricated with QDs layers sandwiched in the i-region 

of a p-i-n junction. The main purpose of p-i-n against p-n is to increase the space charge region 

(SCR) inside the material. It is a “default” location for QDs layers in optoelectronic field of applica-

tion. Especially when the interest is in the investigation of electric field over QDs region and genera-

tion of light by recombination of electron-hole pairs. It has been maintained also because it seems 

more challenging in term of growth to have the QDs layers in a n- or p-doped region [149]. 

Nevertheless, in the past 5 years, this tradition has been challenged in many ways. Zhou et al [149], 

have published an experimental investigation of QD layers outside the intrinsic region of a solar 

cell. Their results show that the Voc is almost recovered when QD layers are outside the i-region 

compared to QD layers inside i-region that usually have lower VOC than reference cells with no QDs. 

On the other hand, the Jsc and FF suffer more and it was attributed to the fact that there can be 

more recombination via QDs or maybe more defects due to fabrication. In this perspective, Kechi-

antz et al, have suggested by using simulation that QD layers should be positioned in the p-region 

of a GaSb/GaAs QDSC [150]. 

Also very recently, Driscoll et al [151] have investigated the shift of QD layers inside the intrinsic re-

gion and they noticed that the best position for their cells was not where they expected because of 

unintentional n-doping of the intrinsic region (UID). Indeed, recombination in the intrinsic region is 

higher when electrons and holes population are equal which is in the center of intrinsic region in a 

symmetrical structure. Because of unintentional doping, the equality of electrons and holes popula-

tion happens much closer to the p-type region and thus the junction becomes a n+np junction as 

shown on Figure 3.1-5.  

 
Figure 3.1-5: Simulated: (a) conduction and valence band diagram, (b) electric field magnitude, (c) electron and hole den-
sities, and (d) SRH recombination rate versus position for a purely intrinsic and unintentional doped (UID) n-type intrinsic 
region under 0V bias ((a) and (b)) and 0.5V bias ((c) and (d)). The shaded regions correspond to the position of the QDs in 
the base-shifted, centered, and emitter-shifted devices. The origin along the growth axis corresponds to the base-intrinsic 
interface. Taken from reference [151]. 
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We see in Figure (a) that the “intrinsic” case looks more like a p-n energy band diagram at 0 V bias. 

In Figure (b) is shown the electric field at 0 V bias, we see that is almost equal to zero in the n-

doped region for the UID case. Figures (c) and (d) illustrates the fact that at 0.5 V forward bias, re-

combination is higher in the i-region for normal p-i-n junction and is higher in the p-doped region 

for UID n-doped solar cells that becomes like a n+np junction. 

In the case of light management for our project this UID giving an n+np junction would be favoura-

ble. It is better to have p-region at the top of the cell to avoid holes generated by UV light to go 

throught QD layers region because their mobility is lower than electrons. In addition, we would 

have no problem in having QDs layers at the bottom of our cells because QDs layers are mostly in-

teresting to consider for the absorption of infrared light that usually have a longer penetration into 

the cell. 

3.1.2.2 Electric field and damping layer: toward pn junction 

The n-p structure has also been investigated in the purpose of field damping [152]. In the IBSCs 

theory, it is considered important to have an almost flat band condition in the QD layers at voltage 

bias where we obtain the maximum power point on the I-V curve. Figure 3.1-6 illustrates the effect 

of the electric field on the filling of multi-stacked QD layers. We can see that the filling is not homo-

geneous and tunneling process out of QD layers is enhanced. It is the same for QWs solar cells 

where it was found that the optimization of QWs location depends upon accurate information on 

the background doping level. Moreover it is found that the advantage of strategic location of the 

QWs is greater for devices containing one or a few QWs than for multi-QW devices [153]. This point 

is important in the perspective of realizing very thin devices with a limited number of quantum 

structured layers. 

 

Figure 3.1-6: Simplified bandgap diagram of a QD-IBSC with the QD layers fully immersed in the depletion region. Taken 

from reference [152]. 

From a simulation point of view this phenomenon has also been investigated in 2012 by Gu et al 

[154]. They found that the position of QDs layers is especially important if inter-band absorption is 

high enough. If it is not, QDs only act as recombination centers and it is better to keep them outside 

of the depletion region so that VOC is preserved. 
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3.1.2.3 Towards new device stacking design with the use of light management strategies 

Here we want to summarize some of the findings of this first part on In(Ga)As / Al0.2GaAs IBSC sys-

tem. First, we have seen that having a minimum number of QDs layers can only be beneficial from 

an electrical point of view. In fact, the balance of photon indicates that only one QD/µm² would be 

enough to do two-step generation if it could absorb in the same place all photons coming on 1-µm² 

area. It means that very thin devices with a minimum number of QD layers but a high absorption 

enhancement could prove to be interesting for the development of novel IBSCs. In this sense, ultra-

thin QDSCs with nanophotonics enhancement strategies seems to go in the right direction. 

Second, QDs absorbing layers have to be positioned properly in term of carrier distribution but also 

in term of the electric field of light originated by incident photons. It is especially important for ul-

trathin solar cells. We reckon that junction are not really needed for ultra-thin QDSCs, therefore 

junctionless solar cells with very thin selective contacts are considered as in hot carrier solar cells 

(HCSCs). 

In the rest of our study we will always use QDSCs designed using quantum structures positioned in-

side the i-region of a p-i-n. We decided to keep this parameter for growth simplicity because we did 

not have enough time to check another structure and because we wanted to compare our solar 

cells with previous structures developed in our group. Nevertheless, we should keep in mind that 

we not only have some degrees of freedom over the device stacking design (when thinking about 

light management strategies) but these light management strategies might offer a new road to 

achieve high efficiency solar cell. These considerations will be discussed again in chapter 5. 
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3.2 Fabrication of QDs absorber suitable for IBSCs 

In recent years, control on the fabrication of QDs materials has improved especially in order to get higher 

density of QDs. However, there are still some issues to fulfill completely the IBSC’s assumptions. First, we 

will focus on the description of QDs MBE growth mechanism. It needs atomic scale or at least monolayer 

scale control with many parameters influencing the growth conditions like: temperature, material flux, 

timing, surface, capping, and morphology limitation. Understanding how QDs are formed is the first condi-

tion to improve QDs material. Then we will consider nanoscopic scale to investigate QD shape, microscopic 

scale to study QDs assembly formation and finally macroscopic scale for the realization of working device 

IBSCs. We start by discussing the literature and then we present our samples, basic characterization and 

improvements. 

3.2.1 Growth of QDs by MBE 

A high level of understanding of QDs growth is necessary to achieve the fabrication of suitable QDs 

absorber. Not only the user needs to understand and master the use of MBE system but he also 

needs to understand the physics behind the formation of QDs assembly step by step, monolayer by 

monolayer with the right tool to control the growth in-situ. 

3.2.1.1 MBE system 

Molecular beam epitaxy (MBE) is an epitaxy method for thin-film deposition of single crystals. It 

takes place in high vacuum or ultra-high vacuum chamber as shown in Figure 3.2-1.  

For our study, the deposition rate is always less than 1-µm/h. During operation, reflection high en-

ergy electron diffraction (RHEED) is used for monitoring the growth of crystal layers. A computer 

controls shutters in front of each effusion cells, allowing precise control of the thickness of each 

layer, down to a single layer of atoms. Intricate structures of layers of different materials may be 

fabricated this way. Such control allows the development of structures where the electrons can be 

confined in space like QDs. The wafers on which the crystals are grown are mounted on a rotating 

wafer holder that can be heated to several hundred degrees Celsius during operation. 

The Asaro-Tiller-Grinfeld (ATG) instability is an elastic instability often encountered during MBE. If 

there is a mismatch between the lattice sizes of the growing film and the supporting crystal, elastic 

energy will be accumulated in the growing film. At some critical height, the free energy of the film 

can be lowered if the film breaks into isolated islands, where the tension can be relaxed laterally. 

The critical height depends on the Young's modulus, lattice mismatch, and surface tension [155]. 

Applications for this instability have been researched, such as the self-assembly of QDs. This com-

munity uses the name of Stranski-Krastanov (S-K) growth [156] for the ATG instability and it will be 

detailed next. 
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3.2.1.2 Stranski–Krastanov QDs growth steps  

Also known as “layer-plus-island growth”, the S-K growth follows a two-step process: initially, com-

plete films of adsorbates, up to several monolayers thick, grow in a layer-by-layer fashion on a crys-

tal substrate, it is the growth step of the wetting layer (WL) as shown in Figure 3.1-2. Beyond a criti-

cal layer thickness, which depends on strain and chemical potential of the deposited film, growth 

continues through the nucleation and coalescence of adsorbate 'islands'. The thickness of this WL is 

strongly dependent on the lattice mismatch between the film and substrate, with a greater mis-

match leading to smaller critical thicknesses. For large island densities, curvature effects from 

neighboring clusters will cause defected island creation, which is why defects-free high-density QDs 

layers are extremely difficult to grow. In the case of InAs on GaAs, the island growth usually starts 

after the deposition of 1.5 ML. If we assume WL is flat, the height will be around 0.45 nm. In reality, 

Figure 3.2-1: Sketch of a molecular beam epitaxy (MBE) reaction chamber. Taken from Wikipedia. 
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WL may form randomly and QDs may start before the whole GaAs surface is covered as we will see 

in part 3.2.2.1 where we present AFM measurements from our samples growth investigation. Usu-

ally in the literature the height is considered around 0.5 nm but because of In/Ga inter-diffusion 

there might be a formation of a thicker InGaAs alloy layer of more than 1 nm as shown on Figure 

3.1-2. 

Real-time probing of the self-assembling process is usually performed by using conventional RHEED 

equipped with the MBE. The RHEED pattern shows quite highly sensitive changes depending on the 

S-K growth. As reported in many articles, the InAs deposition changes a streak pattern of the initial 

GaAs surface into a diffused pattern of the InGaAs WL and then a chevron pattern representing the 

three-dimensional island formation. After the island formation, the chevron pattern keeps chang-

ing, while the islands are growing up. In the literature [157], it has been understood from the dy-

namic evolution of the chevron structure that the QD growth consists of four significant steps. Ac-

cording to the feature observed in each growth step, these steps can be called: nucleation step, as-

sembling step, self-limited step, and dissolving step. These four steps appear, even when the 

growth conditions are changed and they reflect changes in the facets of the surface as described on 

Figure 3.2-2. 

 

Figure 3.2-2: Schematic  growth  model  of  InAs  QD’s  grown  on  the  GaAs001 surface. Taken from reference [158]. 

Nucleation step happens just after the diffused pattern of the WL. The RHEED chevron signature for 

this step corresponds to a multifaceted surface with no clear orientation. Because island formation 

is triggered by a certain level of strain, this step starts with some geometrical multifacet structures 

that evolves towards QDs with high-index facets, such as {137}, as shown in Figure 3.2-2. From this 

point, the assembling step starts and QDs transition into their final shape with low-index facets, 

such as {110}. Moreover, the incorporation of Indium (In) atoms becomes easier. The third step is 

the self-limitation of QDs growth because of the more stable nature of low-index facets [158]. This 

step enables more homogeneous growth of a QD population. The dissolving step is not wanted be-

cause it corresponds to the coalescing or dissolution of QDs. 
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3.2.1.3 Temperature, flux dependence and AlxGa1-xAs growth surface 

QD growth can be engineered by controlling the growth parameters such as deposition rate, 

growth temperature, and Arsenic (As) pressure. All these parameters affect the Indium (In) migra-

tion length, and so this is a key factor in the island formation. An increase of As pressure and a de-

crease of temperature gives a shorter In migration length that causes a less uniform size distribu-

tion. 

Maxwell et al. have investigated the dependence of QDs density, size, composition and homogenei-
ty on AlxGaAs by varying these parameters [159]. For Al0.15GaAs: 
- Lower InAs growth rate induces lower QDs density.  
- From 490°C, a 30°C increase on growth temperature induces a QD density reduction by four but 

almost constant QD height. 
- Temperature higher than 520°C might induce high inhomogeneity and evaporation of In atoms. 
- Between 490°C and 510°C, InAs volume fraction incorporated into QDs is lowered from 55% to 

35%. 

In the perspective of QD-IBSCs, it is usually thought important to have a high density and height 

with the largest InAs volume fraction because of the low optical absorption of QD layers. The de-

pendence to the growth parameters show that growth of QDs is not easy and some tricks have to 

be used like closely stacking of QDs or the use of special capping techniques. 

3.2.1.4 Capping process 

Since the capping layer growth on InAs QDs is also lattice mismatched, it gives rise to significant In 

segregation and In/Ga intermixing. These phenomena dramatically change the island shape and 

size, as depicted in Figure 3.2-3. 

i). Real-time evolution following RHEED patterns 

When GaAs starts to deposit on the QD, an unfaceted surface is formed. Detailed structure of the 

unfaceted surface is not clear as in Figure 3.2-3(b). 

 

Figure 3.2-3: Model of the island shape transition during the GaAs capping layer growth. (a) chevron in the inset show a 
faceted surface, (b) chevron signal is fading because of an unfaceted surface, (c) unfaceted surface comes off , faceted 
chevron signal recovered but thinner, (d) In atoms have migrated and chevron signature completely disappears. Taken 
from reference [157]. 



QD-IBSC system: from ideal to experimental PV material 

90 

Soon this unfaceted surface comes off the islands, there is a tendency for the Ga adatoms to mi-

grate away from the top of the dots and then, the faceted surface appears again. The initial GaAs 

layers cover the region between InAs QDs as in Figure 3.2-3(c). This leads to an increase in the 

strain at the edge of the QDs. The increase in strain causes In atoms to migrate from the QDs to the 

WL region and hence the reduction in QD size as in Figure 3.2-3(d). A gradual shift of the chevron 

angle was confirmed [157].  The angle approaches zero when the deposited thickness approaches 

about 1.7 nm. This thickness is very thin as compared to the as-deposited QD height. Therefore, the 

top of the QD is considered to be truncated as mentioned by Lemaitre, et al. [134].To prevent this 

collapse in QDs shape, three parameters were investigated in the literature: material capping and 

especially the use of aluminum, capping temperature and growth interruption time.  

ii). Restrain surface diffusion by AlAs capping and reduce WL effect 

To restrain surface diffusion, capping by Aluminum (Al) was investigated by Lemaitre, et al., as 

shown on Figure 3.2-4 [134]. The bright AlAs layer is clearly visible, covering the substrate itself 

capped by the WL, and the lower flanks of the QD, but not its top. Accumulation of Al atoms on the 

lower flanks occurs at the very early stages of the capping process and indicates an energetically fa-

vorable location. Indium segregation preferentially occurs in the directions with relatively low sur-

face energies. The resulting AlAs layer forms a blocking barrier. On the contrary, Al does not accu-

mulate at the top of the QD, an elastically unfavorable region because of its In-rich content. 

 

Figure 3.2-4: 002 TEM DF images of InAs/GaAs QDs capped with GaAs (top figure) and covered with 1 nm of AlAs before 
capping with GaAs (bottom figure). Taken from reference [134]. 

When the InAs QDs are capped by GaAs, In usually diffuses in the WL and In/Ga intermix, leading to 

QD collapse. In the case of AlxGa1-xAs capping, the lowly migrating Al adatoms bonding to In atoms 

in the QDs slow down the In migration and suppress the QD collapse as shown in Figure 3.2-5 [160]. 

 

Figure 3.2-5: single-dot scanning TEM images of InAs/GaAs QDs capped by GaAs or AlxGa1−xAs. Note that the selected 
single dots for scanning TEM do not exactly reflect the average QD sizes. Taken from reference [160]. 
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Another positive effect of AlAs capping is the disintegration of InGaAs WL. Segregation of In atoms 

leads to alloy intermixing and formation of InGaAs in the region between dots. When InAs QDs are 

capped by AlAs, there is the creation of an InAlAs alloy layer at the place of the InGaAs WL as it can 

be seen in Figure 3.2-4 (bright white layer). In the literature, 2ML [59], [60] to 3.5ML [134], [161], 

deposition of AlAs have been used for pre-capping. Comparing with 1.5ML of InAs critical thickness 

before QD nucleation step, it means that the ratio of Indium in InAlAs will be roughly equal or less 

than x=0.43. Hence, the newly formed alloy WL will have a bandgap energy higher or equal to 1.66 

eV following Figure 3.1-1. Therefore in InAs/Al0.2GaAs system, a 2ML AlAs capping seems to remove 

the S-K WL traditional issue of having a WL energy position in-between QDs ground states energy 

and host material [59], [60]. Other capping materials have also been tested as strain-balancing lay-

ers like GaAsN [22]. 

iii). Temperature and growth interruption time 

Growth temperature and growth interruption time have also been investigated [162]. As expected, 

low-temperature capping at 300°C helps to maintain QD shape and size. On the contrary, growth 

interruption of 20 seconds is enough to trigger the collapse and leveling of QDs as shown in Figure 

3.2-6. 

 

Figure 3.2-6: (a) Filled states topography X-STM image InAs QD for capping at 500°C (left), 300°C (center) and with growth interruption 

time (right). Part of the image (a) marked by four corners is treated by a local mean equalization filter and shown in (b). In (a) the arrow 

indicates the growth direction. Adapted from reference [162]. 

iv). Morphology limitation 

In a recent study, Gonzalez et al. [163], have tried to estimate the effect of the capping process on 

the morphology of InAs/GaAs QDs by using different GaAs-based capping layers, ranging from 

strain reduction layers (e.g. GaAsSb) to strain compensating layers (e.g. GaAsN). Their results indi-

cate that the QDs evolve during the capping process. Both the lateral and vertical dimensions seem 

to vary in order to adopt a similar spherical dome shape (aspect ratio r) for different sizes, inde-

pendently of the predominant capping layer induced mechanism. A particularly stable shape for 

each size exists that should therefore result in a minimized strain and interface energy.  

This process seems to occur regardless of the QDs/capping layer mismatch, the different composi-

tions, and the different growth conditions of the capping layer. In this process, the capping layer 

features such as the presence of Sb and/or N have an influence on the scale of the QD size changes 

but not on the average aspect ratio, which is maintained around 0.208. This results is thought to be 

indicative of a universal behavior of the overgrowth processes in self-organized InAs QDs. This con-

clusion helps to understand that self-organized InAs QDs have intrinsic limitations that might not be 

overcome simply by changing the capping material. 
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Figure 3.2-7: Average QD height vs base diameter for different capping layers. Error bars are the standard error of the 
measurements. The red line represents the fitted aspect ratio r=0.208. Taken from reference [163]. 

Thus, to keep a reasonable QD size but at the same time have a non-negligible absorption, com-

plementary strategies might be needed like closely stacked QDs [73] or the so called quantum-dot 

superlattice (QDSL) [164]. 

3.2.2 Control and improvement of QDs growth 

In the previous part, we focused on global investigations that we found in the literature on the top-

ic of self-assembled In(Ga)As QDs grown by MBE. In this part, we focus on the MBE setup and sam-

ples that were fabricated in Okada Lab. by Dr. Yasushi Shoji. Using MBE requires control tools and 

techniques to have information on the grown layers. In the course of our project, five different 

growth conditions have been tested for different samples as summarized in Table 3.2-1. For every 

sample name, at least two more test samples have been made for different types of characteriza-

tion techniques. 

Table 3.2-1: Five different growth conditions for In(Ga)As/AlGaAs system 

Name QDs 
Growth 

temperature 
Capping Spacer 

QDs 
doping 

# QDs 
layers 

MBE 
setup 

Okd-1 2.0 MLs InAs 500°C Al0.2GaAs 25 nm Al0.2GaAs No 10 Version 1 
Okd-2 2.0 MLs InAs 450°C Al0.2GaAs 20 nm Al0.2GaAs No 10 Version 1 
Okd-3 1.9 MLs InAs 480°C Al0.2GaAs 23 nm Al0.2GaAs No 10 Version 1 
Okd-4 9 MLs InGaAs 520°C 2 MLs AlAs 25 nm Al0.3GaAs 4 Si/QDs (8e17 Si/cm3) 40 Version 1 
Okd-5 1.9 MLs InAs 480°C 2 MLs AlAs 25 nm Al0.2GaAs 4 Si/QDs (8e17 Si/cm3) 20 Version 2 

 

Each of these growths had different purposes that we will explain. They helped to get knowledge 

on our QD growth and also to improve the MBE setup.  

3.2.2.1 AFM and STEM characterizations from micron to atomic scale 

Atomic-force microscopy (AFM) is a type of scanning probe microscopy that provides a three-

dimensional surface profile with a resolution of less than one nanometer. This tool is especially use-

ful to assess diameter, height, shape and density of QDs before capping. 
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i). Investigation of growth condition 

As an illustration, Figure 3.2-8 shows different 1-µm² AFM images for Okd-1 and Okd-3 MBE growth 

conditions. Two different parts of the wafer are characterized: center and edge. By decreasing the 

temperature from 500°C to 480°C and decreasing the number of deposited monolayers (MLs) from 

2.0 to 1.9 MLs, we observed that we are able to increase both QDs homogeneity (in diameter) and 

density. 

 

Figure 3.2-8: AFM images performed on 4 samples over 1x1 µm²: for 2 different MBE growth conditions (Okd-1 and Okd-
3) and 2 different locations on the 3-inch wafer: center and edge. Graph shows the QD size distribution per µm² as a func-
tion of the diameter for these 4 samples. 

ii). Investigation of QDs shape and WL 

AFM is also very useful to investigate the shape and topography of QD growth. Figure 3.2-9 to Fi-

gure 3.2-12 show three AFM colored images of the same measurement over 1-µm² considering dif-

ferent z-planes as references for height. The AFM measurement is done on an Okd-3 type of growth 

in the middle zone of a 3-inch wafer. 

Figure 3.2-9 shows the AFM image with a reference plane at the position of Al0.2GaAs layer. We as-

sume that the lowest height is the Al0.2GaAs layer because when we integrate the z-profile we find 

about the same order of MLs as deposited during 1.9 MLs QDs growth. This AFM image illustrates 

very well the S-K growth process described earlier. For a critical amount of InAs deposited there is 

the apparition of a landscape with peaks (QDs islands in red) and valleys (Al0.2GaAs in dark blue). 

The maximal difference in height is around 5 nm which shows the potentiality of having 5 nm-high 

InAs QDs. Top view inset shows an almost xy spherical symmetry for QDs. Side view inset shows 

that at least 1 nm-thick InGaAs WL links almost all QDs together. 



QD-IBSC system: from ideal to experimental PV material 

94 

 

 

Figure 3.2-9: AFM color image with z-profile reference at Al0.2GaAs base layer. 1.9MLs InAs QDs growth at 480°C. 

In certain case, this WL is 2 nm-thick as it can be seen on the whole 1 µm² area looking at colorbar 

height up to 2 nm (turquoise color). In the literature, these zones with thicker WL are referred as 

“nanodisks” or “quantum-well islands” (QWIs) [140], [165]–[167] as represented in Figure 3.2-10 

[166]. 

 

Figure 3.2-10: 3D AFM image with QDs and a QWI on the WL of an InAs/AlGaAs layer without capping. Taken from [166]. 

 

Figure 3.2-11: AFM color image with z-profile reference at WL critical thickness for 1.9MLs InAs QDs growth at 480°C. 
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Figure 3.2-11 shows the same image for a z-reference around the WL level. This height position is 

defined by integrating the whole area to find the 1.5 MLs critical WL thickness value that triggers 

QDs growth as discussed previously. We notice that almost all QDs are separated for this z-

reference. Nevertheless, we can also notice a pyramidal “WL halo” or “WL tail” surounding QDs and 

still offering a footbridge in-between QDs because of the “nanodisks” or “QWIs”. 

 

Figure 3.2-12: AFM color image with z-profile reference at position where all QDs are separated and have a lens shape. 

Figure 3.2-12 is shown for a z-reference where all QDs are separated from each others without the 

“WL tail”. This image is especially interesting to investigate the lens shape of QDs as seen on the 

side view inset. 

Overall, this investigation of QDs shape and decomposition between the Al0.2GaAs, WL, QWIs and 

QDs is useful to understand and remodel by simulation the quantum properties and interactions of 

those nano-objects.  

iii). Investigation of QDs population 

By considering Figure 3.2-11 and Figure 3.2-12 as representatives of QDs geometrical shapes, we 

can estimate QDs height and diameter as summarized on the histograms in Figure 3.2-13. 

  

Figure 3.2-13: Histograms representing QD height and diameter distribution of Figure 3.2-9 AFM measurements. 
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Figure 3.2-13 shows an almost gaussian distribution with QD diameters centered at 17 nm. Diame-

ter are detected using ImageJ particle analysis software. The analysis method will mostly consider 

diameters as shown in Figure 3.2-12 which means that these diameter values neglect the lateral 

contribution of “WL tail”. The resolution of AFM is limited by the sharpness and shape of the tip 

whose normal radius of curvature is 10 to 60 nm so there is a lack of precision in AFM measure-

ments of nanometer-sized samples in the lateral dimension. In order to obtain trustworthy spatial 

measurements of QD diameters, cross sectional TEM images can give a complementary view [163]. 

In Figure 3.2-13, for the height we see a bimodal shape centered respectively at 2.5 nm and 3.5 nm. 

These values of height are including the WL and QWIs thicknesses that are estimated to be around 

1-2 nm as revealed by Figure 3.2-9 and Figure 3.2-11. We have to keep in mind that uncapped QDs 

should have a different shape than capped QDs but we also know that Al0.2GaAs capping can almost 

preserve QDs from collapsing as illustrated earlier in Figure 3.2-5. 

iv). STEM measurement confirmation 

In Figure 3.2-14, we present a STEM image of an InAs/Al0.2GaAs stacked layers of QDs with Okd-2 

type of growth. 

 

Figure 3.2-14: bright-field-STEM images: InAs QDs of 15-20 nm diameter with Al0.2GaAs capping layers 

For this QDs system, AFM images show that the average diameter is around 15-20 nm. We cannot 

clearly distinguish the WL height because all QDs in the plane contribute to electron transmission. 

However, we can give an estimation of the maximum QDs heights that seem to be around 3 nm. 

This image seems to confirm AFM measurements and the shape is close to a lens-shape about the 

same kind as in Figure 3.2-5 for a 15% aluminium concentration. The aspect ratio of our QDs are in 

the range of 0.15-0.24 depending on how thick WL is considered. This value is in the range of the 

previously discussed universal behavior found by Gonzalez et al. [163] and illustrated in Figure 

3.2-7. 
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In conclusion, it seems our InAs/Al0.2GaAs QDs are comparable with usual self-organized InAs QDs 

found in the literature. As explained earlier, it should be possible to have an estimation of In con-

centration for example by quantitative analysis of dark field image contrast. We did not perform 

the experiment in our case due to a lack of time. We will assume the concentration to be in the bet-

ter case of an average of 55% [134]. This is useful to estimate the QD energy state levels and to get 

a more precise picture of our system. 

3.2.2.2 PL mapping from centimeter to micron scale 

Photoluminescence (PL) mapping techniques is a fast non-destructive technique that gives a lot of 

basic information on the optical properties of direct bandgap semiconductor material. In our case, 

the PL characterization is made using a HORIBA Jobin-Yvon scientific PL mapping system that can al-

so be used for Raman spectroscopy. The sweeping step in xy-direction is 200 µm. PL excitation is 

achieved with a 532 nm wavelength laser and x10 objective. The excitation spot diameter should be 

less than 10 µm in usual configuration. Two different types of detector are usually used. Charge 

coupled device (CCD) Silicon detector for the visible and NIR part of the spectrum up to 1.1 µm and 

IR detector for longer wavelengths (e.g. PbS or InGaAs detectors). In the following, it is used to con-

trol and improve QD growth on a wafer scale. 

i). PL mapping of AlGaAs host material 

We can use this PL mapping setup to estimate the aluminium content of the AlGaAs host material 

over a 3-inch wafer. Figure 3.2-15 shows the PL mapping characterization of the Okd-5 type of 

growth sample (MBE setup version 2). Mapping shows that PL peak of AlGaAs is around 734-

738 nm at room temperature as shown by the color bar on the right of the graph. We clearly see a 

2-inch homogeneous zone of AlGaAs with PL peak at 734 nm which represents a bandgap energy of 

1.69 eV. Following Adachi experimental equation for AlGaAs materials [168] we find that it corre-

sponds to an Al concentration of 21.3%. On the edge for 738 nm, energy bandgap is 1.68 eV thus 

we find an Al concentration of 20.5%. In conclusion we have less than 1% difference in Al concen-

tration for the 3-inch wafer and almost completely homogeneous for 2-inch zone. We suspect this 

2-inch zone might be due to the size of effusion cell crucible that were initially designed for 2-inch 

wafers in this MBE machine. 

 

Figure 3.2-15: AlGaAs PL mapping for half of the Okd-5 type of growth 3-inch wafer sample. Wavelength peak position is 
shown in colorscale. Sweeping step is 200 µm with a 532 nm laser with spot diameter less than 10 µm. 
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ii). PL mapping of InAs QDs: PL peak shift and PL intensity decrease on 3-inch wafer 

For InAs QDs, in Figure 3.2-8, we noticed by AFM that Okd-1 showed large inhomogeneity in the 

growth of QDs between the edge and the center of a 3-inch wafer. Okd-3 seems to offer a better 

homogeneity according to AFM images in terms of diameters and densities. The PL map of its QD PL 

wavelength peak is shown in Figure 3.2-16. We see that the QD emission peak is much less homo-

geneous in comparison to the homogeneity showed by growth of the AlGaAs host material. 

 

Figure 3.2-16: QDs PL mapping for Okd-3 type of growth 3-inch wafer sample. Wavelength peak position is shown in col-
orscale. Sweeping step is 200 µm with 532 nm laser 

In Figure 3.2-16, we see only a 1-inch diameter area in the center that has an almost homogeneous 

QD PL peak around 1060-1080 nm which corresponds to a bandgap energy of 1.15-1.17 eV. The po-

sition of PL peaks can be related to QD size and especially the height. Larger QDs will have lower 

bandgap energy and thus a higher PL peak in wavelength. 

 

Figure 3.2-17: QDs PL mapping for Okd-3 type of growth 3-inch wafer sample as in Figure 3.2-16. PL peak maximum inten-
sity is shown in colorscale in arbitrary units. The ratio between the highest detected peak and the lowest is about x30. 
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On the edge of the 3-inch wafer we see no signal from PL QDs which can mean that the density of 

QDs is too low or non-radiative recombination are too high compared to PL. In Figure 3.2-17, a map 

of the PL peak intensity is shown, and we see that the 1-inch center zone has a x2.5 ratio difference 

between the highest and lowest peak and for the 2-inch area it goes up to x30. PL peak intensity 

can be related to QD size, QD density or non-radiative trap concentration.  

AFM images show that the density of QDs is higher in the center of the wafer as shown in Figure 

3.2-18. We have seen earlier that at least over the 1-inch center zone, QDs have about the same 

size due to the PL peak position that is almost not shifting. Therefore, it seems that the density of 

QDs might be responsible for the decrease of the intensity at least for this center area. There might 

be another explanation if we think about the dynamic of PL at room temperature and relate it to 

the bimodal distribution of QDs underlined in Figure 3.2-13. 

 

Figure 3.2-18: AFM images taken from 3-inch wafer Okd-3 growth condition, in the center, middle, and edge zones. Histo-
grams of heights are presented for these measurements, which reveals different type of Gaussian distributions: multi-
modal, bimodal and single-modal. 

In Figure 3.2-18, not only the density but we also notice the change in QDs heights distribution go-

ing from a single-modal distribution for edge AFM measurements to bimodal for middle and multi-

modal in the center zone. In Figure 3.2-19, we compare the changes in heights distribution, dia-

merer distributions and PL zones. We can separate the 3-inch Okd-3 wafer in 4 zones: center, mid-

dle, edge and off-beam. We use the “off-beam” expression because we detect no QDs PL signal for 

this zone and we think it might be due to the fact that this zone is outside of the beam flux of indi-

um. This was taken care of in the MBE setup version 2 that will be discussed later. 
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Figure 3.2-19: 4 QDs zones are detected on 3-inch wafer with Okd-3 type of growth. The 4 zones are indicated on the PL 
map at room temperature (RT). Colors indicate PL peak in wavelength. AFM gives indication on the diameter and height 
distribution. 

iii). PL mapping of InAs QDs: PL gaussian fitting 

Figure 3.2-18 indicates a multi-modal and bimodal distribution of QDs in height but Figure 3.2-20 

indicates a nearly perfect Gaussian fit for PL curve taken from the center of the wafer to the edge 

zone. This seems to be a contradiction but we will see later by studying temperature-dependent PL 

that this gaussian PL is due to a trapping/detrapping effect that favors “large QDs” over smaller 

ones for PL emission. This effect has been refered as a kind of “Stokes shift” effect in the literature 

[169]. 

 

Figure 3.2-20: PL in log scale (dotted line) from QDs at different positions starting from the center of the 3-inch wafer 
(Okd-3 sample). The one-gaussian fitting is shown with the coefficient of determination r-square for each position. 
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iv). PL mapping of InAs QDs: PL FWHM 

Thanks to almost perfect Gaussian fitting of PL we can easily have a mapping of the full width at 

half maximum (FWHM) for each PL measurement on the Okd-3 3-inch wafer. We see almost the 

same FWHM around 65 nm in average. If we consider doing gaussian fitting of PL with energy in-

stead of wavelength, we find a value of FWHM of 70 meV +/- 6eV. We can consider Okd-3 sample 

to be almost homogeneous in term of FWHM which means that the broadening in term of QDs 

population for the “large QDs” is almost the same even when QDs size is changing. Comparing to 

the literature, such value is expected for a typical population of QDs. 

 

Figure 3.2-21: FWHM mapping extracted from Okd-3 3-inch wafer sample QD PL mapping. FWHM is shown in colorscale.  

v). Inhomogeneity of QDs: hypothesis and improvements 

Inhomogeneity of QD growth can be interesting in some cases. For example, it can offer a low cost 

way to investigate different types of QDs in one growth as we will see later. Nevertheless it is also 

very time consuming because we need to assess the properties of each sample individually. Moreo-

ver, in some cases, even on the same 1-cm² sample, one can find large differences for solar cells 

fabricated at different positions. Ideally, homogeneity of QD growth on 3-inch wafer is better from 

an experimental point of view so that each solar cell shares almost the same optical and electrical 

properties. 

Considering the PL peak shift from the center that we relate to the QD size, we think the change 

might be explained by an inhomogeneity from the substrate heater. For a single heater system, we 

found that there can be a 20°C temperature difference between the center and the edge of the wa-

fer. On the other hand the PL peak intensity decrease that we relate to the QDs density might be 

explained by the Indium flux and the size of the Indium effusion cell that is of 2-inch for Okd-3 with 

MBE setup version 1. 

For Okd-5 growth, we were able to change to an MBE setup version 2 with a 3-inch Indium effusion 

cell and improve the substrate heater homogeneity by using a two-zone heater system. Compared 

to Okd-3, growth conditions were almost the same but the number of QD layers in Okd-5 is doubled 

because it was grown for a different purpose where we wanted to increase the overall subbandgap 
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absorption. In Figure 3.2-22, we see that the change made on the MBE system really increased the 

homogeneity of QDs growth for our sample in term of QD size. Colorbar scale spreading is the same 

for both images but red on Okd-5 corresponds to a 1020 nm PL peak in wavelength. 

 

Figure 3.2-22: PL mapping of QDs peak position for Okd-5 (left) and Okd-3 (right). Same growth conditions (1.9 MLs InAs, 
480°C) but MBE setup is improved for Okd-5 (version 2). Colorbar scale spreading is the same for both images but red on 
Okd-5 corresponds to a 1020 nm PL peak in wavelength because of heater change. 

The PL peak intensity is also improved as shown in Figure 3.2-23. We still have some differences be-

tween the center and the edges but the center zone is about ten times larger which enable to have 

ten times more homogeneous samples per growth. 

 

Figure 3.2-23: PL intensity mapping for Okd-5 (left) and Okd-3 (right). Same growth conditions (1.9 MLs InAs, 480°C) but 
MBE setup is improved for Okd-5 (version 2). 



QD-IBSC system: from ideal to experimental PV material 

103 

Table 3.2-2 summarizes the differences of the results obtained with the MBE setup version 1 and 

version 2 used for Okd-3 and Okd-5 growths, respectively. 

Table 3.2-2: comparison between MBE setup version 1 and 2 

 Qkd-3 MBE version 1 Okd-5 MBE version 2 

Use of 3-inch wafer 2-inch zone all 
Homogeneous zone 3 cm² 30 cm² 
Peak position range [1000-1080 nm] [1000-1015nm] 

FWHM 65 nm 85 nm 
Goodness of gaussian fit 2-inch zone Almost everywhere 

Almost all parameters are improved except FWHM that has increased by 20 nm in Okd-5 but this 

could be due to the fact that Okd-5 has twice more QDs layers than Okd-3. 

3.2.2.3 Investigation of InGaAs vs InAs QD growth 

In the perspective of In(Ga)As QDs, we have mentioned earlier that expressions like “InAs QDs” and 

“InGaAs QDs” are just ways for QDs grower to report about one parameter of their growth condi-

tions, which is the number of elements they try to incorporate during the QD growth. We report 

here about our investigation on these two different types of growths. 

i). Comparison between InAs and InGaAs QDs growth 

In Table 3.2-3 are summarized the main advantages and drawbacks that we usually relate to InAs or 

InGaAs QD growth. First, InGaAs QD growth usually have a higher PL wavelength. Therefore they of-

fer deeper QDs which is better because it will increase the intermediate band (IB) to conduction 

band (CB) transition. Thanks to k·p calculation that will be presented later, we understand that it is 

related to the InGaAs QD height that is higher compared with what can be obtained with InAs QD 

growth. This is due to the lattice mismatch that is reduced in the case of InGaAs QD growth. On the 

other hand, we will have a thicker wetting layer (WL) in the case of InGaAs QD growth because of 

the lower lattice mismatch compared with InAs QD growth. For the same reason, it is easier to 

grow closely stacked InGaAs QDs and also have host material with a higher percentage of Alumini-

um which also enables a higher separation of IB and CB. Finally, InGaAs QD growth gives larger QDs. 

It is good in term of light absorption but the larger diameter and lower Indium concentration goes 

in the direction of QDs with quasi-continuunm of quantum states which should be in theory detri-

mental for the separation of the IB. 

Table 3.2-3: comparison between InAs and InGaAs QDs growth 

QDs InAs growth InGaAs growth 

Deep QDs  : min 1.15 eV  : min 1.05 eV 

Host material Al %  : max 22 % (1.70 eV)  : max 40 % (1.90 eV) 

Closely stacked  : min spacer layer ≈ 20 nm 
 : min spacer layer ≈ 7 

nm 

Absorption  : QDs volume ≈ 2.0 MLs  : QDs volume ≈ 9 MLs 

Thin wetting layer  : < 2 nm-thick  : thicker 

Small QDs  : min 15 nm diameter  : min 30 nm diameter 

Indium concentration  : max 55%  : lower 

Discrete levels  : ≈ 60 electron states,  

intraband energy separation ≤ 60 meV 

 : more states,  

closer states in energy 

Initially we decided to work with InAs QD growth to have more discrete levels because InAs QDs are 

smaller and are supposed to have a higher Indium concentration. In that sense, we hoped to have a 
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better separation of the IB energy level with the CB. However, thanks to k·p calculation that will be 

presented in part 3.3.2, we found that even with InAs QDs growth we have a quasi-continuum of 

electron states. For a typical Okd-3 InAs QD growth, there are 60 electron states between QD 

ground state and the wetting layer. Moreover, the intraband energy separation is very low, 

around 60 meV between the QD ground state and the first excited states for electrons and then it is 

always below 30 meV in energy. One solution might be to try to get even smaller InAs QDs. Howev-

er, if we believe that there is a universal law on the aspect ratio for self-assembled In(Ga)As QDs, it 

means that smaller InAs QDs in diameter will have smaller height and shallower energy level. 

Therefore it might not help to have better QD-IBSC system with a discrete IB. 

On the other hand, InGaAs growth offers many advantages such as the possibility of having host 

material with higher energy bandgap and deeper QDs in energy that would offer a better-optimized 

system for IBSCs. In addition, it is possible to have closely stacked QDs and higher absorption be-

cause of a higher volume of QDs. 

ii). Wetting layer problem 

The main remaining problem for InGaAs is the WL thickness that is thicker for InGaAs system and 

would be counter-productive for the separation of the IB from continuum states. To overcome this 

issue, in Okd-4 and Okd-5, we tested capping with 2MLs of AlAs. In both cases we did not have any 

PL signal from the WL at high PL excitation. In Figure 3.2-24, a comparison of Okd-3 and Okd-5 PL at 

different excitation intensities is shown. For both of these growths almost all parameters related to 

the QDs are the same except the WL PL that can be seen at 800 nm for Okd-3 but is strongly re-

duced and can hardly be seen in Okd-5. 

 

Figure 3.2-24: Comparison PL at different excitation for Okd-3 and Okd-5 growth. WL PL at 800 nm can hardly be seen for 
Okd-5 while AlGaAs host material PL can be seen around 740 nm. 
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iii). Problem related to InGaAs QD growth 

By considering that the WL thickness is not an issue anymore, and by considering that InAs QDs do 

not have sufficient discrete states because of their sizes and low Indium concentration, there is no 

more obstacle to move to an InGaAs QDs growth. Okd-4 growth conditions were optimized to inte-

grate all the advantages detailed earlier with a higher energy bandgap AlGaAs material of 30% in 

aluminium, 2MLs AlAs capping and 9 MLs of InGaAs. QDs PL target is kept at a reasonable energy of 

1.1 eV because we want to avoid too large QDs. Spacers are also kept at a safe value of 25 nm in 

order to avoid too much strain because we wanted to grow a high number of layers. 

In appendice A, we detail the investigation of InGaAs growth that we made in Okada Laboratory 

with Dr. Yasushi Shoji. We notice that growing InGaAs QDs poses serious homogeneity challenges 

that might be due to the very fast growth. One solution could be to increase the time of InGaAs 

QDs growth by reducing Gallium (Ga) flux. This flux is controlled by the temperature of Ga effusion 

cell that is fixed for the purpose of AlGaAs growth. If there is a free port in the MBE chamber it 

could be equipped with another Ga effusion cell. 
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3.3 Investigation and modeling of QDs properties  

In addition to AFM and PL mapping, other characterization techniques are needed to get a better picture of 

QDs absorber behavior. In this third part, we will focus more on the intermediate band (IB) characterization 

by investigating QDs electrical and thermal properties. First by photoluminescence with temperature, ex-

ternal quantum efficiency and current-voltage measurements with temperature, we will show how the IB 

interact with the host material. Then in a second section we will use k·p calculation with the software 

nextnano to try to explain such behavior in term of QD energy state distribution and localization of the 

electron wave inside the In(Ga)As / Al0.2GaAs system described in part 1 and 2 of this chapter. 

3.3.1 QDs interactions with host material: thermal and electrical properties 

Using photoluminescence temperature-dependent characterizations we investigate the dynamic of 

QDs trapping and detrapping of carriers with temperature. Electrical characterization like reverse 

bias external quantum efficiency at room temperature show the influence of the electric field for 

different excitation wavelength. Finally, current-voltage temperature-dependent measurements 

reveal the evolution of the electric field influence with temperature. These characterizations give 

information on the QDs interactions with host material, which is necessary to understand the basic 

working mechanism that involves our QD-IB. 

3.3.1.1 Low temperature PL and Stokes shift 

Low temperature PL is usefull in order to apprehend the effect of temperature-activated processes 

in direct bandgap semiconductors. In the case of In(Ga)As QDs in AlGaAs host material, it is espe-

cially important to understand the nature of trapping/detrapping processes inside QDs and the re-

lation between absorption and emission of light.  

i). Low temperature PL and AFM height distribution 

The sample we used for this low temperature characterization comes from the center zone of a 3-

inch wafer Okd-3 type of growth. In Figure 3.3-1, following previous AFM investigations, we com-

pare height distribution with low temperature PL spectrum plotted in energy. The bimodal PL shape 

at low temperature (20 K) is superposed with the QD distribution in height for the center zone (C). 

 

Figure 3.3-1: Superposition of PL measurements characterization for a center-zone sample with AFM measurements as 
previously studied and shown in Figure 3.2-18 and Figure 3.2-19. 
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ii). PL evolution with temperature 

Figure 3.3-2, reports PL measurements from 20 K to 293 K (RT: room temperature). In the top left 

graph, we can see a bimodal PL shape at low temperature (20-100K) evolving to a gaussian shape 

above 200 K, and with a strong decrease of PL at RT. 

 

Figure 3.3-2: Photoluminescence measurements as a function of the temperature at 3.2 suns laser excitation =532 nm 
(top left). Integrated PL at different excitations compared for different AlGaAs host materials (top right), PL peak shift 
(bottom left) and Stokes shift (bottom right) for “frozen” and “hopping” regimes. We compare with characterization per-
formed by Polimeni et al with different aluminium concentration for the host material [169]. 

In Figure 3.3-2, we also show, in the top right graph, the integrated value of PL normalized at low 

temperature for different temperatures and under different excitations (0.03 suns to 26 suns). Our 

experimental measurements are compared to Polimeni et al. measurements with different alumin-

ium concentration for the host material [169]. 

At least three general remarks can be made: 

- From 20 K to 100 K, PL shape and intensity is almost the same. 

- From 100 K to 200 K, PL shape is changing but the integrated PL is almost the same. 

- From 200 K to room temperature, PL quenching with temperature is less pronounced for higher 

excitation (3.2 and 26 suns) or for higher aluminium AlGaAs material (Al0.3GaAs or Al0.6GaAs) 

as shown by Polimeni et al. 

These remarks are hint to the fact that there are at least three different types of temperature re-

gimes that are well known in the literature [169], [170], [171], [172]: 
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1/. Frozen randomly regime for low-temperature range: T1 ≤ 100 K.  

Carriers are “frozen” randomly into QDs and PL reflects the absorption of the QD ensemble 

with multi-modal shape as illustrated in Figure 3.3-1. 

 

2/. Stokes shift via carriers hopping for middle-temperature range: 100 K < T2 ≤ 200 K.  

Carriers may be thermally activated outside the QDs into the WL or the Al0.2GaAs host ma-

terial and then relax into different QDs. Carrier hopping between QDs favors a drift of carri-

ers toward QDs having a higher binding energy. Among the bimodal population of QDs, 

“large” QDs are the more favourables for PL emission therefore they end up as the new sig-

nature of PL. This is known in the QDs literature as a sort of “Stokes shift” effect [169] be-

cause emission from “large QDs” is shifted compared to the average absorption threshold 

that is given by the entire QDs ensemble comprising “large” and “small” QDs. 

 

3/. Temperature PL quenching for high-temperature range: 200 K < T3.  

Carriers not only can detrap but they also can transfer to shallow or deep defects from Al-

GaAs host material. These traps are less active with higher Aluminium concentration in Al-

GaAs host material or can be saturated under higher light bias. In the literature, shallow 

and deep defect investigations have been performed for GaAs or AlGaAs systems grown by 

MBE [136], [137]. Deep-level transient spectroscopy (DLTS) has been performed on GaAs 

layers grown in our lab and we found trap densities in the order of 5e14 cm-3 for well-

known EL4-types of defects [136], [173]. The EL4 defect is known to be a Ga vacancy defect, 

which has been suggested for the observed 0.8 eV PL band in GaAs. For our Al0.2GaAs host 

material, the activation energy would be above 0.5 eV and active for temperature above 

200 K. Further investigations would be needed to quantify the impact and importance of 

such defects in our In(Ga)As / Al0.2GaAs system as it can be found in the literature [65]–[70]. 

 

In Figure 3.3-2 the two bottoms figures are plotted following Polimeni et al understanding of the PL 

peak shift as a kind of “Stokes shift” effect. In the bottom left, the full line represents the shift in 

bandgap energy for InAs semiconductor following Varshni equation determined experimentally 

[174]. By calculating the difference between InAs bandgap energy shift we have an estimation of 

our Stokes shift that amount to about 100 meV at room temperature as shown on the bottom right 

figure. 

iii). QDs carriers escape natures 

Such temperature-activated processes depend on the nature of the carrier escape from QDs. Three 

differents dynamics are usually considered [172], [175]:  

- Excitonic escape for fully correlated electron-hole pairs. 

- Ambipolar escape for which the faster carrier (hole or electron) induces the escape of the slow-

er one in such a way that both carrier are thermally emitted from QDs on average in pairs. 

- Unipolar escape for which single-carrier escape is dominated by the less confined carrier. It is 

usually considered to be holes for self-assembled In(Ga)As QDs. 
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Thermal escape lifetimes are often calculated following Equation 3.3-1 [175]. 

𝜏𝑡ℎ−𝑒𝑠𝑐𝑎𝑝𝑒: 𝑖→𝑓 =
𝐷𝑂𝑆𝑖

𝐷𝑂𝑆𝑓
× 𝜏𝑡ℎ−𝑐𝑎𝑝𝑡𝑢𝑟𝑒: 𝑖→𝑓 × exp (−

𝐸𝑎: 𝑖→𝑓

𝑘𝐵𝑇
) 

Equation 3.3-1: thermal escape time expression for initial state i to final state f. 

For an initial state i to a final state f, 𝜏𝑡ℎ−𝑐𝑎𝑝𝑡𝑢𝑟𝑒: 𝑖→𝑓 is the lifetime for QDs to capture a carrier in 

the initial state i. DOS is the density of states and 𝐸𝑎: 𝑖→𝑓 the activation energy of the transition be-

tween the initial and final level. The activation energy depends on the escape nature. For excitonic 

escape, it will be equal to the optical energy gap between the QD bound states and the higher lev-

els. In other terms, it is given by the sum of the conduction and valence band discontinuities be-

tween the initial and the final states. For ambipolar escape, half of this energy gap value is consid-

ered due to weak correlation of the carriers. Finally, in the case of unipolar escape, the activation 

energy is equal to the energy difference for the less confined carrier. 

To uncover the escape nature, Arrhenius fitting of the PL quenching with temperature is often 

found in the literature to reveal the activation energy for different QD states. We did not investi-

gate precisely the activation energy with temperature-dependent PL. Nevertheless, in the top right 

graph of Figure 3.3-2, it seems that the slope factor is decreasing with increasing excitation. This 

decrease of the activation energy could be an indication that the escape nature becomes less exci-

tonic for higher excitation.  The change of escape behavior for higher excitation is also encountered 

in the literature [176]. We will discuss about it in chapter 4 when studying “optical I-V” with a cali-

brated PL setup. 

In the case of PV devices, not only thermal but also tunneling effect can play a role in the carrier 

exctraction by an electric field. We will investigate it in the next sections thanks to electrical charac-

terization. 

iv). QDs carriers thermal-assisted escape mechanisms 

In the case of thermal-assisted escape, the nature of the escape gives an indication on the binding 

energy of the carrier at a certain energy inside QDs. It gives an information on the radiation nature 

of the electron-hole interaction but not on the mechanism of escape. However, both the nature 

and mechanism can be related. At least three different energies can contribute to the thermal-

escape phenomenon via different mechanisms: 

i). Phonon energy escape via multi-phonon-carrier scattering. 

ii). Photon energy escape via radiative transition with IR radiation also called thermal photons. 

iii). Carrier energy escape via carrier-carrier scattering. 

As we discussed in chapter 1, these three different mechanisms and energies are currently being 

investigated in order to be beneficial to PV high-efficiency concepts:  

i). Hot carrier solar cells (HCSCs). 

ii). Intermediate band solar cells (IBSCs). 

iii). Multi-exciton generation solar cells (MEGSCs). 

Therefore, we see that quantum structured solar cells offer a high potential but we do not know yet 

which path will lead to the realization of high-efficiency solar cells. 
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3.3.1.2 Carrier collection efficiency 

In the previous part, we have studied the temperature-dependence of PL for non-connected sam-

ples (open-circuit voltage conditions). In this part we want to assess the influence of bias on the ex-

traction of photocarriers from In(Ga)As QDs. In order to investigate this effect we will use the carri-

er collection efficiency (CCE) measurements as proposed by Fuji et al. in the case of multi quantum 

wells (MQWs) [71]. CCE is calculated by normalizing the current enhancement induced by light il-

lumination to its saturation value at reverse bias. The derivation of the CCE is based on several as-

sumptions:  

1) The bias dependency of light absorption is negligible. 

2) 100% of photogenerated carriers are collected from a “saturation” reverse bias. 

3) Behavior of the photo-generated carriers does not change for monochromatic illumination and 

AM1.5 illumination. 

4) Effects of series and shunt resistance are negligible. 

For the moment, it is still not clear if QDSCs can fulfill all of these conditions, nevertheless we will 

present CCE as if the system can fulfill such conditions. 

As detailed in the fabrication chapter, we have two types of samples: (1) non-transferred (NT) sam-

ples that are as-grown p-i-n junctions on n-doped GaAs substrate and (2) transferred-on-mirror (M) 

samples that are few hundreds of nanometers thick nip-junction on a gold mirror. In this part, we 

will focus on samples fabricated with the Okd-3 growth conditions. The QDs PL mapping method 

detailed earlier is used to give an indication on QDs nature for different samples. 

i). External quantum efficiency measurements 

As a first fulfillment of CCE, we need to investigate external quantum efficiency (EQE). First, we fab-

ricated samples at different locations on the wafer. 

 
Figure 3.3-3: Non-transferred (NT) samples fabricated and their positions on wafer Okd-3. Sample 1.2NT is in the center 
and sample 1.5NT on the edge. As an example detailed PL mapping of 1.3NT sample is given. Colorbar scale are not the 
same for top and bottom figures. 
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On each sample, we performed PL mapping again so that we can get information of what kind of 

QDs we deal with. For example, Figure 3.3-3 gives a description of the samples investigated and PL 

mapping for sample Okd-3-1.3NT. Sample mapping enables to confirm high inhomogeneity even for 

a 1 cm² sample. As we can see on sample Okd-3-1.3NT, the QDs PL peak wavelength goes from 

1070 nm (left bottom corner) to 1030 nm (right top corner). 

EQE measurements confirm this phenomenon as it can be seen on Figure 3.3-4. Al0.2GaAs sample is 

a reference sample with no QDs, we see a strong EQE decrease around 740 nm corresponding to 

the Al0.2GaAs bandgap wavelength. 

 

Figure 3.3-4: EQE in log scale of solar cells from different samples taken with respect to their position from the center of 
Okd-3B wafer and EQE of an Al0.2GaAs reference solar cell shown as a comparison. 

1.5NT sample is taken in the off-beam zone described previously on the 3-inch wafer. We have seen 

earlier that no QDs PL emission can be detected for such samples. Thus only the WL can be seen 

with a strong decrease of EQE around 800 nm. We also see a higher EQE in the WL spectral region 

740-800 nm for this sample that we can relate to the fact that the QDs coverage is reduced to the 

benefit of WL absorption. As in the low-temperature PL study, we compare EQE measurements of 

samples 1.4NT (edge), 1.3NT (middle) and 1.2NT (center) with AFM height distribution of QDs. In 

Figure 3.3-5, we show a good agreement between AFM measurements and EQE for the three dif-

ferent zones that are considered: center, middle and edge. EQE measurements, in log scale, are fol-

lowing the height distribution increase up to a maximum point defining a bandgap energy slope. 

We also show the superposition of low temperature PL measurement for the center zone. The en-
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ergy scale between the two figures is the same if we consider Varshni equation [168]. In the case of 

Al0.2GaAs material, we find a Varshni shift of 95 meV. For 1.4NT, 1.3NT and 1.2NT the strong EQE 

decreases takes place respectively around 1.30 eV, 1.25 eV and 1.23 eV. For these samples, PL peak 

emission with PL mapping is respectively around 1030 nm (1.20 eV), 1050 nm (1.18 eV) and 

1070 nm (1.16 eV). Therefore we find a Stokes shift between absorption and emission that is re-

spectively of 100 meV for 1.4NT, 70 meV for 1.3NT and 70 meV for 1.2NT. This value is a little below 

the value found with temperature PL study (100 meV) but PL excitation is around 300 suns, x100 

compared to the temperature PL study thus a blueshift of PL can be expected to occur due to the 

filling of QDs energy states which will reduce the Stokes shift. 

 

Figure 3.3-5: Superposition of EQE measurements characterization for a center-zone sample with AFM measurements as 
previously studied (left figure). Figure 3.3-1 is also shown as a comparison. Energy scale between the two figures is the 
same if we use Varshni equation to reproduce the equivalent PL spectrum at room temperature. Varshni shift is around 
95 meV. 

ii). Reverse bias EQE 

In the perspective of studying carrier collection efficiency (CCE), it is crucial to study EQE over a 

large bias range. Especially at reverse bias, if we want to evaluate the impact of tunnelling extrac-

tion over carriers localized inside QDs or through the WL region. Figure 3.3-6 shows Δ𝐽 = 𝐽1𝑠𝑢𝑛 −

𝐽𝑑𝑎𝑟𝑘 curves for QDSCs on Okd-3 non-transferred sample (Okd-3-1.3NT) and sample transferred on 

a gold mirror (Okd-3-1.1M) that have comparable distributions of QDs. Curves are normalized at 

short-circuit current for comparison because transferred solar cells have higher current due to an 

increase of light absorption. We see three different regions with increasing reverse bias for trans-

ferred sample. First for bias between 0V and -6V there is a regular linear increase of the current, 

then between -6V and -14V, the current remains flat and for reverse bias higher than -14V there is 

an increase with an exponential behavior. The non-transferred solar cell only show a regular in-

crease of the current with also an exponential behavior for high reverse bias. The exponential be-

havior arises when breakdown voltage regime starts, the electric field is estimated to be around 

400-600 kV/cm in the devices for reverse bias between -14 V and -20 V. 
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Figure 3.3-6: DJ curve under 1 sun: J(1sun) – J(dark) for transferred sample Okd-3-1.1M (red) and non-transferred sample 

Okd-3-1.3NT (blue) normalized by DJsc (short-circuit condition, bias = 0 V). 

In order to better understand the difference between the two samples, in Figure 3.3-7 and Figure 

3.3-8 are plotted EQE for different reverse biases. In addition, absorption calculation of the corre-

sponding Al0.2GaAs pin structure is plotted for both case (dashed flashy green). 

 

Figure 3.3-7: EQE for non-transferred (NT) sample Okd-3-1.3NT under different bias and calculated optical absorption of 
an Al0.2GaAs p-i-n plotted in dashed line. Inset shows a closed view of the spectral region where only QDs are absorbing. 

In Figure 3.3-7, we see that there is a continuous increase of current with reverse bias. At -5V it is 

equal to the total absorption of light and it increases a lot for for -20V reverse bias. In the case of 

the transferred solar cell in Figure 3.3-8, we see no increase of current after -6V reverse bias and 

the value of the EQE is significantly lower than the calculated absorption or even the reflectome-
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try (R) measurements performed on this cell. Therefore, it seems that the GaAs substrate is respon-

sible for the increase of current in the non-transferred cell while the transferred cell has no sub-

strate and thus the current is limited until breakdown voltage point is reached for very high reverse 

bias. 

 

Figure 3.3-8: EQE for transferred sample on mirror (M) 1.1M under different biases and calculated optical absorption of 
an Al0.2GaAs pin plot in dashed line. 1-R is plotted in dotted line. Inset shows spectral region where only QDs are absorb-
ing, 1-R is plotted on a different scale on the right axis. 

iii). Carrier collection efficiency 

Following this interpretation, we will only consider transferred solar cells for estimating CCE be-

cause we believe the flat zone (between -6V and -14V) corresponds to a kind of saturation current. 

We calculate CCE following Equation 3.3-2. The CCE depends on the ratio of the difference of gen-

erated and dark current under bias over the difference that is reached at a saturation regime. It is 

also important to consider CCE integrated over different spectral region to investigate the possibil-

ity of tunnelling to extract carriers directly absorbed inside the WL and QDs.  

𝐶𝐶𝐸 (𝑉) =
Δ𝐽(𝑉)

Δ𝐽𝑠𝑎𝑡
 

Equation 3.3-2: Carrier collection efficiency depends on the ratio of the difference of extracted photogenerated and dark 
current under bias over the difference for a saturation regime.  

Figure 3.3-9, represents the CCE obtained by integrating EQE measured with no light bias over dif-

ferent spectral regions: All=350-1100nm, WL=750-800nm, QDs=850-1000nm and normalizing with 

different voltage saturation points: All=-10V, WL=-10V but QDs=0.4V. We see a strange non-

monotonous behavior for the QDs spectral region. For an increase of the reverse bias, the current 

collected from the QDs is decreasing.  
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Figure 3.3-9: Carrier collection efficiency (CCE) obtained by integrating EQE with no light bias over different spectral re-
gions: All=350-1100nm, WL=750-800nm, QDs=850-1000nm and normalizing with different saturation points: All=-10V, 
WL=-10V but QDs=0.4V. 

In Figure 3.3-10, we compare these reverse bias EQE measurements with light bias and we see that 

the strange behavior from QDs is recovered. This might be an indication of a tunnelling mechanism 

between QDs energy states and deep level defects that would become inactivated under light bias 

(for example EL4-type discussed earlier with the temperature-dependent PL study). 

 

Figure 3.3-10: (top) DJ non-normalized curve integrated for dark and 1-sun EQE on three spectral regions: All spectrum 
(350-1100 nm), WL (750-800 nm) and QDs (850-1000 nm). (Bottom) Comparison with calculated CCE in dark and 1-sun bi-
as on the same spectral regions. 

Finally, in Figure 3.3-11, we compare the CCE measurements at 1 sun bias for all spectral regions 

and we normalize all CCE for the same value of reverse bias at -10 V. It seems that for this value we 
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reach a certain saturation regime. Nevertheless, it does not mean that we collect all charge photo-

generated inside QDs. Especially in the case of QDs, some carriers might recombine before being 

extracted. It is important to remember that almost all assumptions from Fuji et al. [71] were not 

checked precisely but still our characterization show the appearance of a saturation regime from 

increased collection at reverse bias. 

 
Figure 3.3-11: Carrier collection efficiency (CCE) obtained under 1 sun bias over different spectral regions: “All” is taken 
from I-V measurements, WL=750-800nm, and QDs=850-1000nm from EQE and they are normalized at bias = -10V. 

In the literature, Hubbard et al. have recently investigated thoroughly the effect of the electric field 

on carrier escape mechanism in InAs/GaAs and InAs/AlGaAs QD-IBSC grown by MOVPE [177], [178]. 

For their InAs/AlGaAs QD-IBSC, the CCE at 1000 nm in wavelength is stable for a reverse bias start-

ing around -1 V. They attribute it to the fact that almost all carriers generated from subbandgap ab-

sorption are collected under short circuit conditions. In our case, we make the same observation for 

the CCE from our QDs. Their CCE at 500 nm in wavelength does not change a lot compared to their 

CCE at 1000 nm. However, in our case, reverse bias up to -10 V is needed to get a stable CCE con-

sidering the integration of EQE over all the spectrum. Moreover, our p-i-n junction is rather thin, 

therefore the built-in field in the QDs layers intrinsic region should be relatively higher than in other 

structures. This high saturation reverse bias might indicate that our InAs/AlGaAs QD-IBSC grown by 

MBE has a higher defect density compared to their solar cell. Creti et al. have also very recently in-

vestigated InAs/Al0.17GaAs QD-IBSC grown by MBE at reverse bias [179]. The EQE in their host mate-

rial seems also stable for a lower reverse bias value (-2 V). It is interesting to notice that both 

groups have developed a specific growth process to minimize defects during the growth. For exam-

ple, Creti et al. have grown Al0.17GaAs layers at a higher temperature of 620°C compared to our 

MBE growth at 480°C. 

 

 

 

 

 

0.70

0.80

0.90

1.00

-15 -10 -5 0

C
C

E

Bias (V)

All_CCE_IV-1sun

WL_CCE_EQE-1sun

QDs_CCE_EQE-1sun



QD-IBSC system: from ideal to experimental PV material 

117 

iv). Reverse bias dark I-V 

Figure 3.3-12 is showed as an introduction to next part where we will consider current-voltage (I-V) 

temperature-dependent measurements. We show dark and 1 sun I-V measurements for Okd-3-

1.1M transferred sample that was investigated for CCE. 

 

Figure 3.3-12: J-V curves under 1 sun and dark conditions for transferred sample 1.1M. 

For the dark I-V, we notice that the logarithmic evolution of the absolute value of the current densi-

ty |𝐽| linearly depends on the bias at reverse bias. It is usually interpreted as a tunneling transport 

mechanism in the literature (either band-to-band or trap-assisted tunneling) [180]. We will see that 

this tunneling transport mechanism is not trivial and could come from deep-level trap states or sur-

face states that would be induced by process etching or damages during the fabrication process or 

characterization by hard probing. 

3.3.1.3 IV measurements at low temperature 

In this part, we investigate the temperature dependence of I-V measurements especially at forward 

bias for two different non-transferred samples: QDSC (Okd-3) and Al0.2GaAs reference cell with no 

QDs. One difficulty of these measurements is that the cryostat setup we used had metallic probes 

that were moving slightly when temperature reached about 200 K. For this temperature, in the 

vacuum condition, there is the formation of ice that we could see throught the glass. We noticed 

that everytime we pass by this temperature our cells were slightly degraded. Especially fitting with 

a one-diode model we noticed that the shunt resistance was reduced in the low forward bias region 

and serie resistance in the high forward bias region was a little increased. This shows that the sur-

face and contacts were slightly damaged by the probes. Nevertheless, dark current saturation level 

in the intermediate forward bias region were not degraded, which is the region corresponding to 

the volume recombination that is of most interest for PV devices. 
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i). Local ideality factor 

 

Figure 3.3-13: I-V curves from low (60K) to room temperature (300K) on 2 types of samples: Okd-3 In(Ga)As QDs in 
Al0.2GaAs sample (dashed lines) and a reference sample with no QDs (solid lines). 

From measurements in Figure 3.3-13, we deduce the local ideality factor expressed by Equation 

3.3-3 for different temperatures. 

1

𝑛𝐿𝑜𝑐𝑎𝑙 𝑖𝑑𝑒𝑎𝑙𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟
=

𝑘𝐵𝑇

𝑞

𝑑(ln(𝐼))

𝑑(𝑉)
 

Equation 3.3-3: Equation giving the local ideality factor 

 

Figure 3.3-14: Local ideality factors for the two types of samples: In(Ga)As QDs in Al0.2GaAs sample (dashed lines) and a 
reference sample with no QDs (solid lines). Two different regions are investigated: low forward bias zone (0V < V < 1V) 
and a high forward bias zone (0.9V < V < 1.2V). 

Non-ideal behavior of the dark current–voltage (I–V) characteristics of typical solar cells is charac-

terized by an unexpectedly large recombination current, often characterized by an ideality factor 

larger than 2 and an ohmic characteristic at low reverse bias. Generally, an ideality factor larger 

than two means that, with increasing forward bias, the recombination rate increases slower than 

the p–n product. Hence, the recombination should be limited by any kind of saturation effect. Sev-

eral proposals have been made to explain large ideality factors, such as trap-assisted tunneling. The 

unexpectedly large magnitude and the unexpectedly large ideality factor of the recombination cur-

rent can both be explained by taking into account that this current is not flowing homogeneously, 

as assumed in classic diode theory, but flows locally in the position of extended defects crossing the 
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junction [181]. The most important defect of this type is the edge of the cell, where the surface 

crosses the junction and in our case we noticed during experiments that scratches induced by the 

probe will increase this local ideality factor at low bias. 

Therefore, in both case samples, we cannot distinguish major differences in term of I-V characteris-

tics. Even at high forward bias zone, the local ideality changes with temperatures are almost the 

same. 

ii). Thermoionic-field emission 

It is interesting to investigate the increase in the ideality factor with the decrease of temperature in 

order to know which mechanism dominates. If Shockley-Read-Hall recombination occurs via a sin-

gle trap level in the space charge region, the ideality factor should be independent of temperature, 

with a value of 1-2. In contrast, tunneling-mediated recombination will cause a temperature de-

pendence of the ideality factor. As it was seen previously with low-bias, tunnelling-mediated re-

combination can be found at the interface and are sensitive to the quality of the cell for example 

the number of dislocations [182]. 

  

Figure 3.3-15: Inverse of ideality factor plotted with respect to temperature of the sample and TFE model fitting following 
Equation 3.3-4. 

In Figure 3.3-15, is plotted the variation of the inverse ideality with temperature and the fitting with 

Equation 3.3-4 originated from Padovani and Stratton [183] theory’s of thermoionic emission (TE) 

and especially thermoionic-field emission (TFE) regime that introduces 𝐸00 the tunnelling parame-

ter characteristic energy. Ideality factor have been obtained by using a one-diode model fitting over 

all the forward bias region. It also corresponds to local idealities values shown in high-bias region 

around +1V in Figure 3.3-14. In the Okd-3 studied solar cell, the built-in field is around 40 kV/cm for 

the QDs layers intrinsic region. At forward bias around +1V, the built-in field is reduced to 

15 kV/cm. This is still a high value that can lead to tunneling of electrons outside the QDs [184] or 

outside of deep-level defects in the case of the reference sample. 
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1

𝑛𝑇𝐹𝐸 𝑖𝑑𝑒𝑎𝑙𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟
=

𝑘𝐵𝑇/𝑞

𝐸00
tanh (

𝐸00

𝑘𝐵𝑇/𝑞
) 

Equation 3.3-4: Ideality factor equation from TFE model [183]. 

The tunnelling parameter characteristic energy 𝐸00 can be obtained by fitting using Equation 3.3-5 

with 𝑁𝐷 the donor density in the investigated material, 𝑚𝑒
∗  the electron mass for the investigated 

material and 𝜀𝑠 the dielectric constant. 

𝐸00 = 𝑞
ℏ

2
√

𝑁𝐷

𝑚𝑒
∗𝜀𝑠

 

Equation 3.3-5: Tunnelling parameter characteristic energy 𝐸00. 

The fitting is relatively good for both the QDSC and reference sample with a characteristic ener-

gy 𝐸00 = 37 𝑚𝑒𝑉. In the case of AlGaAs or InAs semiconductors with defects or traps (like QDs), 

such value corresponds to a donor density 𝑁𝐷 = 2𝑒18 𝑐𝑚−3. Electron density inside QDs or trap 

defects can be easily high due to their dimensionality, low energy level attracting free carriers and 

also considering background n-doping in undoped layers grown by MBE. Anyhow, this value of 𝐸00 

is considered sufficiently high so that TFE dominates up to a certain temperatures where TE takes 

over. In our case, this temperature is around 200 K where we can see that the fitting becomes unre-

liable. The fact that TE regime would take over from temperatures around 200 K seems coherent 

with the carrier thermal escape and PL quenching detected for low temperature PL measurements 

reported earlier. Regarding the reference sample with no QDs, this measurement could be an indi-

cation that there is a high concentration of deep-level defects acting as carrier traps. In a sense, the 

reference sample could be seen as a kind of “impurity PV” solar cell, as discussed in chapter 1. This 

is not surprising because Al0.2GaAs reference sample is grown at the same temperature as QD sam-

ple. The temperature is low (480°C) to avoid the diffusion of Indium atoms and collapsing of 

In(Ga)As QDs. In the literature of GaAs, such low temperature can induce a hundred time more de-

fects than a high-quality GaAs growth. These defects would induce the same TFE mechanism as in 

QDs sample and might even be dominant in regard to the QD density. 

iii). Thermoionic emission: Richardson constant 

To investigate the TE regime, we plot in Figure 3.3-16 the saturation current fitted from I-V meas-

urement following Equation 3.3-6 [185] in function of the temperature to show the dependence 

with a barrier energy from a certain temperature. 

𝐽𝑠 = 𝐴∗∗T2exp (−
qΦ𝑏

𝑘𝐵𝑇
) 

Equation 3.3-6: Saturation current according to Richardson’s law. 
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Figure 3.3-16: Plot showing saturation current follows a Richardson law from temperature T>200K (q/kBT<70). 

TE model fitting of current saturation gives a Richardson constant of 𝐴∗∗ = 5𝑒 − 9 𝐴. 𝑐𝑚−2. 𝐾−2 far 

from realistic values but we still see the effect of a strong increase of Js that is following a Richard-

son law starting from temperatures around 200 K and we know that from these range of tempera-

ture we also have strong PL decrease. 

TFE analysis shows that we have tunnelling-mediated recombinations that are relatively low at low 

temperature. For T > 200 K, recombination current increases following a Richardson law. Thus we 

can postulate that inside the space charge region (SCR), in AlGaAs reference and QDs solar cells, 

there are some trap states that can tunnel or at least communicate all together by trap-

ping/detrapping of some sort. At some point they are sufficiently thermally activated to become 

more important. This approach from temperature-dependent electrical characterization goes in the 

same direction as the temperature-dependent PL analysis detailed earlier. 

In recent literature, a new model called extended thermionic trap-assisted tunneling (ETTAT) has 

been proposed to explain the thermal droop in an InGaN-based single QW light-emitting diode 

[186]. This model is described in Figure 3.3-17. It consists of a two-step zero bias extended phonon-

assisted tunneling from the quantum well to the trap, which acts as an intermediate reservoir of 

electrons, and from the traps to the border of the conduction band. In the case of 

In(Ga)As / Al0.2GaAs solar cells, it is still difficult to know the exact nature of the exctraction mecha-

nism but we believe it might be close to an ETTAT model with a combination of tunneling and 

thermal extraction. In the literature, this phenomenon of defect mediated extraction has been re-

cently reported in InAs/GaAs QDSCs [187], [188]. 
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Figure 3.3-17: Sketch of the extended thermionic trap-assisted tunneling (ETTAT) escape process taken from [186]. 

3.3.2 Simulation of different QDs: shape, aspect ratio, QWIs, WL, In content 

Following the characterization of QDs thermal and electrical interaction with the host material we 

consider using k·p calculation with nextnano software to investigate the energy states distribution 

and localization of the electron wave inside QDs. 

3.3.2.1 k·p calculation using nextnano software 

i). k·p method  

In(Ga)As QDs in Al0.2GaAs host material is a system composed of direct bandgap semiconductors. 

Each semiconductor has a periodic structure that form a bandstructure commonly known as the 

dispersion curve of the material. The highest points in the valence band and the lowest points in 

the conduction band, which occurs at the same point for direct bandgap semiconductors, deter-

mine many properties of semiconductors. Conduction band and valence band are usually consid-

ered using Bloch theorem with electron wavefunctions satisfying Schrödinger equation. The k·p 

perturbation theory is an approximation method that uses perturbation theory and takes into ac-

count symmetry properties of the Bloch lattice functions to simplify and calculate the band struc-

ture and optical properties of a semiconductor. In the case of heterostructures with different lattice 

constants, like in the case self-assembled S-K grown QDs, strain induced by lattice mismatch is cal-

culated based on elasticity theory [189]. In the recent years, this method has been often used by 

different groups to consider In(Ga)As QDs for IBSCs [190], [191], [192], [193], [194], [195], [196], 

[197], [198]. 

ii). Nextnano software 

The 3D nanometer device project nextnano is a simulation tool that aims at providing global insight 

into the basic physical properties of realistic three-dimensional mesoscopic semiconductor struc-

tures [199], [200]. Since 2012, it has evolved into a commercial software distributed by the 

nextnano GmbH with tutorials dedicated to many fields of application in semiconductor physics in-

cluding In(Ga)As QDs with a tutorial called: Energy levels in a pyramidal shaped InAs/GaAs quantum 

dot including strain and piezoelectric fields that can be found easily online. The tutorial is based on 

a paper by Craig Pyror [201] that uses an eight-band strain-dependent k·p hamiltonian for pyrami-

dal shaped QD. Dr. Stefan Birner managing the nextnano team has been kind enough to authorize 

the use and adaptation of this tutorial in the perspective of a student investigation to better under-

stand how different parameters of a QDs layer will impact energy states discretization and electron 

wavefunction localization. For simplification of use, we were adviced to use the nextnano++ version 

that is the latest version. Details about the software can be found online and especially in the re-

cent PhD thesis of Dr. T. Andlauer who also investigated self-assembled In(Ga)As QDs [202]. 



QD-IBSC system: from ideal to experimental PV material 

123 

3.3.2.2 Energy distribution with shape and aspect ratio 

The first investigation is on the QDs geometrical parameters and shape impact on energy states. 

i). Rectangular box and lateral confinement approximation 

The simplest shape is the rectangular box with dimensions (𝐿𝑥, 𝐿𝑦, 𝐿𝑧). By assuming that there are 

infinite potential barriers at the edges of the box, the energy levels are given by Equation 3.3-7 

where (𝑛𝑥 , 𝑛𝑦, 𝑛𝑧) are the quantum number integers specifying the quantized levels in each direc-

tion [203]. 

𝐸(𝑛𝑥 , 𝑛𝑦, 𝑛𝑧) =
𝜋2ℏ2

2𝑚∗
(
𝑛𝑥

2

𝐿𝑥
2 +

𝑛𝑦
2

𝐿𝑦
2 +

𝑛𝑧
2

𝐿𝑧
2

) 

Equation 3.3-7: Energy for a rectangular box QDs of dimension (𝐿𝑥 , 𝐿𝑦, 𝐿𝑧). 

Therefore if we consider a rectangular InAs QDs, with very small aspect ratio (z << x and y), ground 

state energy will be dominated by the vertical dimension (along z) while most of excited states will 

arise due to lateral confinement (along xy-plane). In the same way, it is possible to calculate lens-

shaped QDs energy states with very small aspect ratio by assuming cylindrical symmetry and sepa-

rate Shrödinger equations for vertical and lateral confinements [203]. 

ii). Self-assembled InAs QDs shapes 

Nevertheless, in the case of self-assembled InAs QDs, such considerations on the lateral confine-

ment are not valid because lateral dimensions also influence the energy position of the ground 

states (GS). Therefore we use k·p calculation and consider different type of shapes. Starting from 

the pyramidal shaped QDs tutorial, we can modify the code to investigate different kind of shape 

and compare with our experimental PL and AFM results. As an illustration, Table 3.3-1 gives ground 

state energies at low temperatures for typical “small” and “large” QDs calculated for four different 

shapes: pyramid, truncated pyramid, semi-ellipsoid and lens-shape as shown in Figure 3.3-18. These 

typical sizes are taken from AFM histograms half-maximum values shown in Figure 3.2-13. For the 

heights, we consider values without the 1-2 nm-thick WL because it gives values of vertical con-

finement that are more dependent on the shape. For diameters, we increase the value by 20% to 

take into consideration the “WL tail” that we previously identified to “nanodisks” or quantum-well 

islands (QWIs). Therefore, we consider typical “small” QDs have heights h=1.1 nm and diameters 

d=12 nm. On the other side “large” QDs have heights h=2.3 nm and diameters d=26 nm. These two 

extrema give an estimation of the dispersion of QDs in size and in ground states energy thus it 

should corresponds to low temperature PL FWHM that is around 200 meV. 

Table 3.3-1: Ground states in eV for typical “small” and “large” QDs for different shapes 

Shape 
Small QDs 

d=12 nm, h=1.1 nm 
Large QDs 

d=26 nm, h=2.3 nm 
DSmall-

Large) 

Truncated pyramid 1.33 eV 0.94 eV 0.39 eV 
Semi-ellipsoid 1.40 eV 1.01 eV 0.39 eV 

Lens-shape 1.44 eV 1.05 eV 0.39 eV 
Pyramid 1.51 eV 1.11 eV 0.40 eV 
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Figure 3.3-18: Different QDs side shapes that can be calculated with nextnano++ software (from top to bottom): truncat-
ed pyramid, semi-ellipsoid, lens-shape, pyramidal shape. 

Table 3.3-1 shows that the larger the volume, the lower GS will be in energy thus energy of pyrami-

dal GS > lens-shape GS > semi-ellipsoid GS > truncated-pyramid GS. For all shapes, we have the 

same difference in energy between small and large QDs. It shows that even though lateral confine-

ment influence the energy position of GS, vertical confinement in the center is dominant and the 

difference of energy for large and small QDs will remain the same independently of the shape. Fi-

nally, we notice that the difference in energy between small and large QDs is around 400 meV, 

which is twice the FWHM for PL at low temperature. This high dispersion can be understood by the 

fact that, in our calculations, we consider InAs QDs with 100% indium concentration while we saw 

previously, in part 3.1.1.4 that in reality QDs indium concentration is about half this value in aver-

age. By considering this along with the impact of the WL we are able to fit the PL dispersion and 

AFM measurements with k·p calculation.  

3.3.2.3 Including Indium profile composition, QWIs and WL 

i). Final designed structure for In(Ga)As QDs in Al0.2GaAs 

In order to consider this gradient of Indium composition we use a trumpet-shaped gradient, as 

mentionned previously in part 3.1.1.4, with indium composition ranging from 30% to 100% inside a 

lens-shape In(Ga)As QD as described in Figure 3.3-19 (for y = 0 nm). Then, to model the impact of 

the quantum-well islands (QWIs) that was noticed from AFM measurements in part 3.2.2.1, we first 

use a truncated-pyramid below the QDs between z=0 nm and z=-0.8 nm with an inverted trumpet-

shaped gradient concentration of Indium between 30% and 100%. This gradient is to consider the 

fact that indium is pushed in the center and is mixing with the already grown WL that was grown 

before the nucleation step. As described in Figure 3.3-19 (for y = 10 nm), this truncated-pyramid 

has a limited size that is +20% wider on both side following AFM analysis. Moreover, as described in 

Figure 3.3-19 (for y = 14 nm), we include a 0.8 nm-thick InGaAs WL with a linear indium gradient 

composition along the vertical axis from 0% to 100% starting at z=-0.8 nm and going in both direc-

tion (+0.4 nm toward the top and -0.4 nm towards the bottom). This linear indium gradient is used 

to take into account observations from AFM and TEM images that often give an image of a thick-

ness between 1 and 2 nm while PL emission energy corresponds to a 0.3 nm-thick InAs QW. Figure 

3.3-19 illustrates the different parts of the designed structure by showing xz-plane cut at different 

positions along y-axis. 
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Figure 3.3-19: Final design structure for k·p calculation. Different cut are shown for y=0 nm (QDs center), y=10 nm (QDs 
edge showing QWI) and y=14 nm (QWI edge showing the flat WL). Colors reflect Indium composition as shown in Figure 
3.3-20. 

By tuning these different parameters, we are able to respect at the same time topological consider-

ations, AFM histograms, TEM images and PL measurements at low temperature. We find a typical 

“medium” size QDs with ground state energy around 1.3 eV at low temperature (~950 nm in wave-

length) and geometrical parameters as described in Figure 3.3-20. The height for the lens shape 

part is ~2 nm, the truncated-pyramid part representing the QWIs is ~0.5 nm and the continuous 

WL acting as a footbridge between QDs is ~1 nm thick. QD diameter is ~20 nm. 

 
Figure 3.3-20: Example of “medium” size QDs side structure (y=0, middle of QD) calculated using k·p calculation with 
nextnano++ software 

The chosen parameters for the final design are in good agreement with other typical dimensions 

found in the literature. For example, Dr. T. Andlauer, who developed nextnano++ version, investi-

gated self-assembled InAs QDs using truncated-pyramidal shape QDs as shown in Figure 3.3-21. As-

pect ratio is ~0.17 with 15 nm diameter, 2.5 nm height and inverted indium gradient concentration 

from 40% to 100%. On each side of the QDs there is a 50% indium InGaAs WL of thickness 0.5 nm. 

In our case, in Figure 3.3-20, indium concentration is between 30% and 100% with a total QDs+WL 

height ~3.5 nm for ~20 nm diameter and aspect ratio ~0.17. 

 
Figure 3.3-21: Truncated pyramid QDs with Indium inverted Indium gradient concentration adapted from [202]. 

The aim of designing precisely QDs final structure is so that energy diagram and electron wave 

function probabilities are considered to be more realistic. It can help to understand the dynamic of 

electrons inside the QDs. 

 

ii). Energy diagram and electron wave function probability 

Using the final designed structure, with k·p model we calculate the number of states with their en-

ergy positions and wavefunction inside a certain volume decided by a quantum grid. For a typical 

“medium” size QDs as represented in Figure 3.3-20, we have xy-quantum-grid step of 0.8 nm and a 

z-quantum-grid step of 0.1 nm. We only calculate for one isolated QD with an extension of the 

quantum volume inside Al0.2GaAs host material of +/-5 nm in all directions. Conditions at limit are 
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set as periodic boundary conditions and it is safe to assume that for 10 nm spacing (5 nm x2) there 

is no coupling between QDs, as we will discuss later. In Figure 3.3-22, we represent the energy dia-

gram for a “medium” size typical QD of Okd-3 type of growth. It has been calculated at low temper-

ature and Varshni equation for Al0.2GaAs was used on the conduction band energy states to reposi-

tion the energy states at 300K. 

 

Figure 3.3-22: Energy diagram of a “medium” size typical In(Ga)As QD with Al0.2GaAs host material in black lines, InGaAs 
WL in red lines and ground state (GS) with excited states (ES) in blue lines. There are about 60 electron states and 84 hole 
states from GS to WL energies. Also electron wavefunction probability color plots side cuts (y=0, middle of QD) are shown 
for electron and hole GS, ES and also WL state. 

This repositioning method is used because most of parameters used in k·p model are found for low 

temperatures [204]. Varshni equation is an empirical temperature-dependent expression that has 

proven to be reliable [168]. Usually in k·p calculations, valence band energy states are considered 

to be nearly temperature-independent. It is an approximation to help visualize the band energy di-

agram at room temperature, which is the usual operating temperature for a solar cell. We find 

ground states (GS) energies of 1.39 eV for electrons and 0.21 eV for holes, which means that PL 

emission is around 1.18 eV at room temperature (1050 nm in wavelength). 

As shown in Figure 3.3-23, electron wavefunction probability for GS show one maximum. There 

seems to be a relatively good coupling of electron and hole states but we see in the side cut that 

the maxima for electron states tend to be localized at the two positions where the indium concen-

tration is the highest: at the apex of the QD and at the bottom of the QD mixing with the WL. This 

behavior can be seen also for excited states (ES). As shown in Figure 3.3-24, the first excited states 

(ES1) show two maxima and have an occupancy of four electrons. In this case, we can guess that 

these first excited states are more related to the xy-plane lateral confinement following the idea of 

the lateral confinement approximation detailed earlier. 

The energy separation for GS and ES1 is around 60 meV for electrons and 20 meV for holes. These 

values are too small to consider that these levels are well separated at room temperature. Looking 

at electron wavefunction probability color plots we see that the coupling between GS and ES1 

seems limited which mean that the transition dipole moment is weak and radiative recombination 

would be unlikely. 
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Figure 3.3-23: Ground state (GS) electron wavefunction probability for states in the P-type valence band for holes and the 

S-type -band for electrons. Color plot are shown for the xy-plane at position z=-0.4 nm at the intersection of the bottom 
of the QDs and the beginning of the WL. In addition, xz-plane cut is shown at center position (y=0 nm). 

iii). Coupling of QDs with QWIs and WL 

Over all the excited states electron wavefunction probability-plots that are shown in Figure 3.3-24, 

it is interesting to notice that the electron wavefunction is often localized near the edge of the QDs 

and even at a position overlapping with the quantum-well islands (QWIs) and WL region. In Figure 

3.3-22, electron wavefunction probability-plot is shown for a pure WL energy state to give an idea. 

The footbridge continuous WL connecting QDs starts for x > 13 nm. If we are to consider that cou-

pling starts for a distance inferior to 5 nm, we see that ES1 is just at the limit of overlapping with 

the WL, inside the QWI. ES2B, ES2C, ES3B electron wavefunctions are clearly localized on the edge in 

the QWI region therefore the overlapping with the continuous WL is high. It means that over the 18 

first ES, almost half of them overlap with the WL region. 



QD-IBSC system: from ideal to experimental PV material 

128 

 

Figure 3.3-24: Electron wavefunction probability for the first 18 electron and hole excited states. They are regrouped ac-
cording to their main transition energies around 1.26 eV for ES1, 1.33 eV for ES2 and 1.38 eV for ES3.  

In ideal QDs, the WL should not have a big impact on the extraction of electrons from excited states 

because the WL region would be beside the QDs as schematically represented in Figure 3.3-21. 

From this figure, it would be considered that electron wavefunction from energy states localized in-

side the QD would have relatively small coupling with the electron wavefunction of energy states in 

the WL. In our case for the lens-shaped QD design with QWI and WL, that we present here, the QD 

wavefunction is localized in the center of the confined area but also in the QWI, near the WL part, 

thus coupling with the WL is highly probable. In this case, it may allow radiative thermal photons to 

extract more easily electrons outside of the QD confined region. This approach of thermal photons 

is well-known in the litterature [205]. Also the impact of the coupling with virtual bound states 

(VBS) that have energies higher than the WL or barriers may play a role [206]. 

3.3.2.4 Coupling distance for adjacent QDs 

Finally to conclude this study over the use of k·p calculation for self-assembled In(Ga)As QD-IBSCs, 

we present the calculation in Figure 3.3-25 from reference [198], a paper from Dr. Teruhisa Kotani 

and Dr. Stefan Birner related to the study of closely stacked one-dimensional InAs QDs supperlat-

tices. They studied the impact of inter-dot spacing between QDs as described on the right figure. By 

looking at Figure 3.3-25 on the right figure (c) and (f), we see that even for 5 nm spacing, QDs are 

not coupled vertically. Lateral coupling seems even less probable except via quantum-well islands 

(QWIs) or WL energy states as we discussed previously. Figure 3.3-25 illustrates the fact that for a 
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reduced spacing distance in the vertical direction, coupled QDs will shift from a QD-like density of 

states (DOS), as shown in Figure 3.3-25(c) and (f) (𝐿𝑧 = 5 nm), towards a quantum-wire-like DOS, as 

shown in Figure 3.3-25(a) and (d) (𝐿𝑧 = 1 nm). For an intermediate spacing Figure 3.3-25(b) and (e) 

(𝐿𝑧 = 3 nm), we are in the case of QD superlattices (QDSLs). The intermediate band (IB) is separated 

from the energy continuum but is wider in energy and has a higher DOS compared to QDs due to 

QD coupling. 

 

Figure 3.3-25: Left figure: cross-sectional shape of a truncated pyramidal InAs/GaAs 1D-QD superlattice. The height Lh and 
the base length Lb of the QDs are 3.0 nm and 10.0 nm, respectively. The WL thickness LWL is 0.5 nm. The inter-dot spacing 
Lz varied from 0.5 to 10 nm. Right figure: Subband dispersions (left) and density of states (DOS) (right) of the conduction 
and valence bands for different inter-dot spacing. The DOS in these figures have been convoluted with a Gaussian broad-
ening function with a full width at half maximum of 0.5 meV. Adapted from [198]. 

Overall in this part, photoluminescence temperature-dependent characterization evidence a mech-

anism of thermal escape and hopping for QDs with the apparition of a the so-called “Stokes shift” 

effect. Electrical characterization like reverse bias external quantum efficiency at room temperature 

seems to indicate tunneling effects also maybe with defects for QDs. Current-voltage temperature 

dependent measurements for QDs and reference solar cells indicate thermoionic field emission to 

thermoionic emission dependence supposedly due to a high density of deep level defects in 

Al0.2GaAs host material. Finally, our work with k·p calculation conjugated with the AFM analysis in-

dicate one explanation for thermal escape due to the coupling of QDs with QWIs, then QWIs to WL 

and WL to host material. In the next section, we also use the k·p calculation tool to investigate the 

optical absorption of our QDs and compare with experimental findings. 
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3.4 QDs absorption: simulation and experimental determination 

In the last part of this chapter, we study QDs absorption with both a simulation and experimental ap-

proach. In the first section using k·p calculation, we are able to understand more closely the interaction of 

light with our QDs. It is very useful to apprehend the intermediate band (IB) filling behavior that will be 

challenged in chapter 4. In the second section, experimental characterizations enable to confirm and vali-

date a very small value of absorption from our QD layers. We also present a novel approach for the charac-

terization of low-absorption materials with the help of FP interferometry. 

3.4.1 Absorption from k.p calculation 

In this part we use k·p calculation to investigate absorption for the designed QDs structure de-

scribed in the previous part considering different sizes of QDs, different polarizations of light and 

implementing a broadening to simulate the distribution of QDs in size, which was noticed in previ-

ous part by precise analysis of the self-assembled In(Ga)As QDs. 

3.4.1.1 Theory 

Absorption calculation using the k·p model is based on the calculation of the integral of the coupled 

electromagnetic field of light with the transition dipole moment also called the momentum matrix 

element for optical transitions. The transition dipole moment (TDM) is the electric dipole mo-

ment 𝝁𝑖−𝑓 associated with the transition between an initial state i and a final state f. The absorp-

tion coefficient can be expressed following Equation 3.4-1 [189].  

𝛼(ℏ𝜛) =
𝜋𝜛

𝑛𝑟𝑐𝜀0

2

𝑉
∑ ∑|𝒆̂ ∙ 𝝁𝑖−𝑓|

2

𝑘𝑓𝑘𝑖

𝛿(𝐸𝑓 − 𝐸𝑖 − ℏ𝜛)(𝑓𝑖 − 𝑓𝑓) 

Equation 3.4-1: Absorption coefficient expressed with the TDM due to transition rate in semiconductor. 

In Equation 3.4-1, 𝑛𝑟 is the real part of the refractive index, 𝜀0 the dielectric permittivity of vacuum, 

c the speed of light, V the volume of the structure and 𝒆̂ the unit vector of light polarisation. The in-

itial and final state energies are 𝐸𝑖  and 𝐸𝑓. ℏ𝜛 is the photon energy and 𝑓𝑖 and 𝑓𝑓 are the initial and 

final states Fermi–Dirac distribution functions, respectively. 

From the nextnano++ software it is possible to calculate the 3D-wavefunction envelope amplitudes 

inside the chosen quantum volume for the calculated 8 bands. The basis functions are S-like for the 

-band of the electrons and P-like for the valence band with an orthogonal basis. All states are 

twice spin degenerated and can be written as: 𝑆 ↑⟩, 𝑋 ↑⟩, 𝑌 ↑⟩, 𝑍 ↑⟩, 𝑆 ↓⟩, 𝑋 ↓⟩, 𝑌 ↓⟩, 𝑍 ↓⟩. 

Due to symmetry considerations and using the Kane matrix element energy 𝐸𝑝 = 25𝑒𝑉, the mo-

mentum matrix elements for optical transitions can be calculated with the overlap of the wavefunc-

tion envelope of holes 𝜑𝑖
ℎ𝑙  and electrons 𝜑𝑓

𝑒𝑙  in the initial and final states. Using information pro-

vided by nextnano documentation, we are able to find the absorption formula described by Equa-

tion 3.4-2. 
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𝛼(𝐸) =
𝑞2ℏ𝐸𝑝

𝜋𝑐𝜀0𝑚0𝑛𝑟
×

1

𝐸
×

1

𝑉
∑ ∑ |∫ 𝒆̂ ∙ ( 𝝋𝒂

𝒆𝒍 × 𝝋𝒃
𝒉𝒍)𝑑𝑉|

2

𝑏𝑎

×
Γ

Γ2 + ((𝐸𝑏 − 𝐸𝑎) − 𝐸)
2 × (𝑓𝑎 − 𝑓𝑏) 

Equation 3.4-2: Absorption coefficient calculated by integration of the overlap of wavefunctions for different initial and 
final states. 

Compared with Equation 3.4-1, the energy conservation criteria is relaxed by Lorentzian  broaden-

ing as it is often found in the literature [193]. We checked that this formulation is valid by calculat-

ing the absorption for simple structures like for example using the example of an InGaAs QW inside 

Al0.2GaAs host material and comparing the calculated absorption in the energy continuum part with 

the experimental absorption measured by ellipsometry. 

Due to QDs symmetries and growth direction, calculation of absorption is often made by integrat-

ing the projected TDM along two different polarizations of light represented by the directions: 

along z-axis (TM mode for example electric field polarization along [001]) and along xy-plane (TE 

mode: for example electric field polarization along [110]). 

3.4.1.2 Absorption calculation over 3 different kind of QDs 

In the previous discussion of k.p calculations, we have considered three typical QDs with different 

sizes as shown by their PL emission wavelengths represented in Figure 3.4-1: small (QD1), medium 

(QD2) and large (QD3). 

 

Figure 3.4-1: (left) Reminder of Figure 3.3-1: Superposition of PL measurements characterization for a center-zone sample 
with AFM measurements as previously studied and shown in Figure 3.2-18 and Figure 3.2-19. Indication in pink are given 
to show the different types of QDs that we calculate in this study: small (QD1), medium (QD2) and large (QD3). Energy 
scale is for low temperature PL. A -95 meV Varshni shift can be used to compare with energy transition at room tempera-
ture. 

In Figure 3.4-2, we have plotted the result of absorption calculations for each QD scaled by their 

own volume. Each calculation is made by taking a certain number of transitions from hole (h) states 

in the valence and electron (e) states in the conduction band. For each QD type we have calculated 

the transitions between 400 h and 300 e states. In the case of medium and large QDs, this number 

of states is not enough to cover all transitions below the host material energy bandgap (1.67 eV) 

but it is enough to give an estimation of the absorption profile at least up to about 1.5 eV. This val-

ue of absorption represents a hypothetical maximum limit for the absorption of a very closely 

stacked QD layer. 

 

Table 3.4-1: Three typical QD sizes encountered in Okd-3 MBE 
growth. Figure 3.4-1 show their energy in comparison of AFM 

and low-temperature PL measurements. 

Shape Small (QD1) Medium (QD2) Large (QD3) 

Diameter (QDs+WL) > 10 nm 20 nm < 30 nm 
Height (QDs+WL) > 2 nm 3.5 nm < 4.5 nm 
PL emission at RT 1.32 eV 1.18 eV 1.11 eV 
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Figure 3.4-2: Calculated absorption coefficient for the three types of QD. Lorentzian inhomogeneous broadening is plot-

ted for =25 meV (room temperature). Only TE modes are shown for simplicity. Absorption coefficients are normalized by 
their QD volume. 

We see that the envelope is about the same for each QD but larger QDs have more energy states 

and therefore in the same spectral range their absorption profile is more step-like as in the case of 

QWs. If we take an average value around 1e4 cm-1, using simple path approximation of light ab-

sorption with perfect antireflection coating it means that 1 µm-thick of such absorbing layer would 

be needed to absorb 2/3 of light and 5 µm for almost 100% which is about as good as GaAs materi-

al. 

Considering these different QDs, we present in Figure 3.4-3 the calculated absorption for different 

layers that are not closely stacked but more like Okd-3 type of growth. They have these types of 

QDs with same inter-dot spacing length of 25 nm and same spacing layer of 25 nm in the vertical di-

rection. The volume filling fractions are the following: ~0.6% for QD1 layer, ~2.4% for QD2 layer, 

and ~4.5% for QD3 layer. We also show Lorentzian inhomogeneous broadening of =5 meV (low 

temperature) to better see the energy position corresponding to the transition dipole moment 

(TDM) that have a high transition rate. 

 

Figure 3.4-3: Calculated absorption coefficient for the 3 types of QD layers. Lorentzian inhomogeneous broadening is plot-

ted for =5 meV (low temperature) and =25 meV (room temperature). Only TE modes are shown for simplicity. 
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We notice that the absorption coefficient is higher for large QD layers because they have a higher 

volume ratio of QDs. Nevertheless, for the ground states levels and first excited states, we notice 

that all QDs have about the same absorption coefficient of about 100-250 cm-1. By mixing the 3 

types of QDs with a simple pyramidal distribution in diameter following AFM measurements, we 

get the mixed profiled as shown in Figure 3.4-4. Both TE and TM modes are represented and also 

the absorption coefficient for intraband transitions inside the conduction band. For IBSCs, it can be 

associated with the IB to CB transitions if we consider that IB states are filled, which is rarely the 

case for low concentration illumination. Two important comments can be made and are also usual-

ly verified in the literature: 

- For VB to QD energy states (IB), TE absorption dominates by a ratio about proportional to the 

aspect ratio of the QDs (0.15-0.20). 

- For QD energy states (IB) to CB, TM absorption is spectrally shifted compared to TE and it is 

more favourable for the sequential two-photon absorption (S-TPA) phenomenon. In reality, the 

TE [XY] optical absorption will be negligible because the energy is too low. 

 

Figure 3.4-4: Calculated absorption coefficient for a mixing of the 3 types of QDs presented earlier. TE and TM modes are 
presented for interband absorption of VB to CB (left figure) and for intraband absorption inside the CB for QDs energy 
states that would be filled up to the WL energy. 

3.4.1.3 Gaussian broadening due to the gaussian distribution of QDs 

In the next part, we will try to compare the calculated absorption with experimental measure-

ments. In the previous part, we considered the mixing of three types of QDs following a pyramidal 

distribution for simplicity. It is also possible to consider that QDs have monotoneous shifts of ener-

gy states depending on their size. Thus, we can use gaussian broadening to describe the whole 

population of QDs. This broadening can be done by using a Voigt function that uses the convolution 

of a Lorentzian (for inhomogeneous broadening from temperature) with a Gaussian (homogeneous 

broadening from QDs size distribution) [207]. In Figure 3.4-5 we present the TE projected transition 

dipole moment (TDM) of a “medium size” QD for different types of broadening: Lorentzian with 

=25 meV, Gaussian with FWHM of 63 meV (that is the smallest one-Gaussian distribution by fitting 

low temperature PL with a bimodal expression to get “large QDs” distribution) and the Voigt func-

tion for those two distributions. We notice the Voigt profile to be a lot smoother than the other 

profiles, we almost don’t recognize the energy position of the TDM from the medium size QD. 
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Figure 3.4-5: TE projected TDM of a medium size QD for different types of broadening: Lorentzian with =25 meV, Gauss-
ian with FWHM of 63 meV and the Voigt function for those two distributions. 

FWHM of Voigt function can be written as a function of the FWHM of the associated Gaussian and 

Lorentzian profiles following Equation 3.4-3 [208]. 

𝐹𝑊𝐻𝑀𝑉𝑜𝑖𝑔𝑡 = 0.5346 × 𝐹𝑊𝐻𝑀𝐿𝑜𝑟𝑒𝑛𝑡𝑧𝑖𝑎𝑛 + √0.2166 × 𝐹𝑊𝐻𝑀𝐿𝑜𝑟𝑒𝑛𝑡𝑧𝑖𝑎𝑛
2 + 𝐹𝑊𝐻𝑀𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛

2  

Equation 3.4-3: FWHM Voigt profile as a function of FWHM Gaussian and Lorentzian functions 

Following Equation 3.4-3, at room temperature for Lorentzian with =25 meV and Gaussian with 

FWHM of 63 meV we have a Voigt FWHM of 94 meV. We noticed earlier in section 3.2.2.2 that PL 

at room temperature can be relatively well fitted by a Gaussian and the corresponding FWHM is 

around 90 meV. 

 

Figure 3.4-6: Comparison of previous Voigt profile in Figure 3.4-5 with a Gaussian broadening with FWHM of 94 meV 

Figure 3.4-6 shows that the TE projected TDM with Gaussian distribution of FWHM at 94 meV is al-

most equal in term of profile to the previous calculated Voigt FWHM. Voigt functions are not con-

venient to use in numerical calculation. For simplicity in the next parts of this study, we will use a 

Gaussian function when considering QDs absorption as an approximation of a Voigt function. For 

example, we will use the Gaussian approximation when fitting the PL at room temperature instead 

of using a Voigt function. 
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3.4.2 Absorption measurements 

The optical properties of self-assembled In(Ga)As QDs in Al0.2GaAs host material requires more in-

vestigations especially if we wish to combine it with light management techniques that requires ac-

curate knowledge of the complex optical index (ñ=n+iκ).  

The refractive index of bulk materials or thin films is generally determined by ellipsometry. Howev-

er it is not well-developped for quantum-structured materials. A few studies have shown that the 

optical index can also be obtained using Fabry-Perot (FP) interferometry [209], [210], [211]. At 

normal incidence, this technique is particularly suitable for anisotropic materials, such as QDs, as it 

provides the optical index in the plane of the QD layers. Transmission measurements can also be 

performed, but thick epitaxial layers (several microns) are required, which is very difficult for QDs 

materials because of strain accumulation and inhomogeneity of QDs layers. 

3.4.2.1 Comparison of different absorption characterization method 

In order to determine experimentally the optical absorption of quantum structured materials, many 

approaches can be found in the literature. Table 3.4-2 summarizes different techniques that are 

used with their advantages and disadvantages.  

i). Ellipsometry method 

First, ellipsometry method measures the change of polarization upon reflection or transmission and 

compares it to a fitting model. In the case of classical bulk material, many studies and models have 

been developed in order to relate the change of polarization with dielectric properties of the mate-

rial. For quantum-structured material, it is difficult to find such model so a specific model needs to 

be developed and tested. Moreover, from a technical point of view, the usual characterization set-

up requires to have an incident light with 70 degree angle from the direction normal to the surface. 

As we saw previously QDs are anisotropic objects and absorption for TM polarization is a lot lower 

than for TE polarization. Finally, QD absorption of light is very small and it is difficult to detect with 

no enhancement of light absorption. 

ii). Reflection and transmission method 

This method is the most basic method to investigate the absorption from any material. The princi-

ple is to measure the reflected and transmitted light in order to find the ratio of light absorbed. 

First problem is that QD absorption is very low and only a limited thickness of QD layers can be 

grown because of strain constraints, typically less than 1-µm thick. On the other hand, GaAs sub-

strate can be more than 400 µm-thick and will induce parasitic absorption up to its bandgap energy 

level and even below due to free carrier absorption. Therefore, this technique can be used in our 

case only if GaAs substrate is removed but even in this case light path enhancement might be 

needed. 

iii). Carrier collection efficiency 

Following CCE characterization principle discussed earlier, it is an easy method to perform on any 

electrical diode under reasonable CCE approximation. Assuming that all carriers are collected at re-

verse bias, we approximate the EQE at saturation reverse bias to be equal to the absorption inside 

the electrical device. Using the transfer matrix method, fitting of the absorption can be related to 

the effective medium absorption coefficient of QDs layers. 
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An advanced variation of this method can be performed to investigate IB to CB transition with se-

quential two-photon absorption (S-TPA). For example, bandfilling of IB can be performed with a 

light source with energy higher than IB while current originated from IB to CB photons is collected 

using a Fourier transform infrared (FTIR) source with a photocurrent spectroscopy (FTPS) setup. In 

the literature, different groups [212], [58], have successfully investigated IB to CB optical transitions 

for InAs/AlGaAs systems at low temperature but no exact value of absorption has been measured 

directly. For example, in Figure 3.4-7b, Tamaki et al. have shown that the maximum absorption for 

the IB to CB transition in the IR region arises at an energy around 0.35 eV for the InAs/Al0.2GaAs sys-

tem. This value was also confirmed by Luque group [212] for the same kind of sample grown by Dr. 

Y. Shoji who is also the grower for our samples. In our k·p calculation at room temperature, we find 

an increase of the absorption coefficient around 0.3 eV for the IB to CB transition with TM [Z] polar-

ization as shown in Figure 3.4-4. We see that we are in good agreement with the experimental re-

sults performed by these groups at low temperature. We would like to point out that the character-

ization setup from Tamaki et al. and Luque group mainly excite the TE [XY] part of the absorption 

coefficient. Indeed the IR source incident light is hitting the semiconductor surface with an incident 

angle of 25° at maximum which gives an internal angle of 7° at maximum. Therefore, the TM [Z] 

part represents 12% of IR light at maximum for such characterization setup. This might contribute 

to the fact that IB to CB optical detection is difficult. 

 

Figure 3.4-7: Temperature dependence of normalized FTIR photocurrent spectra via two-step photon absorption under 
white-light bias irradiation on (a) InAs/GaAs, (b) InAs/Al0.2Ga0.8As, (c) InGaAs/Al0.3Ga0.7As, (d) InGaAs/GaAs/InGaP 
QDSCs at short-circuit conditions. The dip and noisy fringes, respectively, at 0.30 and 0.47 eV are atmospheric absorption 
of CO2 and H2O. Taken from reference [58]. 

iv).Photoluminescence excitation method 

Photoluminescence excitation (PLE) consists in recording the PL signal while varying the excitation 

wavelength. Dr. P. Rale who contributed to extensive spectroscopy analysis of these QDSCs samples 

suggested the use of this method for characterization of QD layers absorption [213]. Indeed, con-

sidering PL is linear with the excitation intensity, if PL intensity is changing with wavelength for a 

fixed excitation intensity, it means that the absorption coefficient is also changing. Moreover, as 

the luminescence is layer selective, this method gives access to the absorbance of a particular layer 

in a stack. The excitation source he used was a Fianium supercontinuum laser, the variation of lu-

minescence intensity obtained has to be corrected by the incident power, and quantitatively cali-

brated. The complexity in this setup characterization consists in recording the luminescence with-

out being disturbed by the laser reflexion. There are also at least two obstacle from a PL point of 
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view. First PL intensity has to be linear with excitation intensity and second PL peak should be sta-

ble in the same spectral region along the variation of excitation wavelength.  

These two conditions are often not met for the QDSCs samples we study. In such samples, the ab-

sorption varies more than two orders of magnitude from the spectral region where absorption from 

host material dominates (λ ≤ 740 nm) to the spectral region where only QDs layers are absorbing. 

These variations imply different bandfilling dynamic for PLE. In a worst-case scenario, the PLE of 

host material region (λ ≤ 740 nm) might be in a saturation regime for the lower energy QDs states 

(“large” QDs). This saturation might induce a non-linear saturation regime with PL peak shifting due 

to the filling of higher energy states. 

Qualitatively this situation can be solved if we consider to investigate separately spectral regions 

with about the same order of magnitude for absorption. In the case of Dr. P. Rale thesis, results are 

shown for the characterization of samples with Okd-1 type of growth, which is higly inhomogene-

ous in QDs size as shown by AFM measurements in Figure 3.2-8. QDs layers are transferred on mir-

ror by etch stop transfer layer process detailed in chapter 2. It induces a FP cavity as shown by FP 

resonances in reflectometry experimental measurements (1-R orange line) in the left graph of Fig-

ure 3.4-8 taken from [213]. 

 

Figure 3.4-8: Absorptivity obtained from reflectometry measurements (left graph). The uncertainty of this reflectometry 
measurement is high especially for the region where absorptivity is low because the measurement is more sensitive to 
parasitic losses like light scattering. In this regard, PLE measurements (right graph) gives a more direct information of ab-
sorption inside QDs layers. Taken from [213]. 

In the right graph of Figure 3.4-8, a PLE spectrum is shown for the integration of PL over low energy 

QDs or “large” QDs that will be filled first. Therefore we can consider that this integration reflects 

the variation for the lowest absorptive region that is the spectral region where only QDs are ab-

sorbing. 

We can see the impact of FP resonance from the cavity on the absorptivity measurement that is re-

flected in the inset of the PLE characterization with an increase around 1000 nm in wavelength. For 

calibration, we use reflectometry measurements but the scaling needs to be done for a spectral re-

gion where we are sure that most of light is absorbed by the absorber and contribute to PL. In low 

absorption region, mirror absorption is high, therefore, calibration is done for the host material ab-

sorption region. Thus, we are faced with an incertainty because we are dealing with two different 
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regimes of bandfilling. Still, if we consider PLE in this region to be equal to the absorptivity of the FP 

cavity we can relate it to an absorption coefficient around 400 cm-1 at 1.45 eV which is coherent 

with the k.p calculation in part 3.4.1.2. 

v). Multipass waveguide method 

This method is detailed in Figure 3.4-9 taken from [214]. The incident light is coupled from the side 

through a wedge. West and Eglash [215] suggested to use this method for QWs in order to investi-

gate the intersubband transition, which can only be excited by mid-IR light polarised in the quan-

tum well direction. 

 

Figure 3.4-9: Sketch of a multipass waveguide. Light coming from the side through a wedge with angle  that determines 
reflection angle inside the waveguide. Taken from reference [214]. 

In the case of QDs, k·p calculation also predict TM [Z] modes to be the only ones that can excite IB 

to CB transitions. Experimentally, we can have some results even when we use light that is not high-

ly polarized in the QDs layer direction as shown with the S-TPA characterization from Okada and 

Luque’s groups [58], [212]. One reason might be because some part of the WL and QDs are tilted 

and thus their vertical axis is not always aligned with growth direction contrary to QWs. Neverthe-

less, using the multipass waveguide method is also a good way to have an increased light path for 

absorption characterization. It can be a complementary characterization method for the FP inter-

ferometry approach that will be detailed next but it also necessitates a specific process that was 

not developed in the course of this work. 

Table 3.4-2: Advantages and disadvantages for different QDs absorption characterization method 

QDs absorbtion  
characterization method 

Advantages Disadvantages 

Ellipsometry Well-known method 
 70 degree angle for incident light 

 Need a particular model 

 Low signal, large spot 

1 – (Reflection+Transmission) Basic method 
 Absorption from substrate 

 Low signal 

CCE Easy to test on an electrical diode  Need valid CCE approximation 

PLE Easy to test on any sample 
 Difficulty to calibrate, not absolute 

 PL peak shift uncertainty 

Multipass waveguide 
Enable light path enhancement 

Investigation of TM modes (eventually TE also) 
 Specific fabrication process 

FP interferometry 
Enable light path enhancement 

Investigation of TE mode (eventually TM also) 
 Specific fabrication process 

 

3.4.2.2 Fabry-Pérot interferometry 

i). Principle and theory 

The idea behind FP interferometry is to enhance light path using FP resonances that are tuned by 

different cavity thicknesses so that the spectral region of interest is modulated by these different 

FP resonances. Then by using reflectometry measurements, it is possible to fit the different curves 

and have a good estimation of the optical properties of the investigated material inside the optical 

cavity. 
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There are different ways to consider the tuning of the thickness of the cavity. It is possible to make 

steps by etching the cavity material as in reference [211]. We thought about this solution and it is 

one reason we decided to fabricate Okd-4 type of design. Ideally, it was designed to be highly ab-

sorbing (InGaAs QDs), with 3 µm-thick of epitaxial layers, homogeneous in QDs and with a certain 

number of etch stop layers positioned inside the stack. Unfortunately, the Okd-4 growth showed 

very high inhomogeneity as we discussed previously in section 3.2.2.3 and the appendice A. In addi-

tion, there was another technical problem. When removing the GaAs substrate with chemical etch-

ing, we noticed that the epitaxial layer was detaching itself from the glass substrate at the end of 

the process. This was encountered by other people from our group and it is usually attributed to 

high strain in the epitaxial layer as discussed in chapter 2. The UV-glue is not strong enough to ab-

sorb the strain that was before absorbed by the GaAs substrate. 

Since we could not obtain results on Okd-4, we decided to use another method and instead of etch-

ing the absorbing layer, we thought about adding thickness in the form of non-absorbing dielectric 

layers with well-controlled optical properties. We also decided to come back to a simpler stacking 

structure with Okd-5. 

ii). Fabrication 

In chapter 2, we discussed in details about the different steps needed for fabricating the electrical 

devices and nanophotonic structures used along our project. In this part, we discuss about the fab-

rication process of SiNx staircase FP cavity for QDs light absorption Fabry-Pérot (FP) interferometry 

characterization. 

 

Figure 3.4-10: Fabrication process of the SiNx staircase Fabry-Pérot (FP) cavity with gold mirror at the back. 1: 20 layers of 
1.9 MLs InAs QDs with Al0.2GaAs spacing layers have been grown by MBE both at 480°C. QDs have been Si doped at 
about 4 Si/QDs (8e17 Si/cm3). 2MLs AlAs capping has been used to reduce the wetting layer (WL).Etch stop layer is in 
Al0.8GaAs. 2: Gold mirror deposited by e-beam evaporation, UV bonding resin is used with 1mm glass as a supporting 
substrate. 3: Etch stop step is realized by different type of chemical etchings. 4: 800 nm of SiNx is deposited by sputtering. 
5: Staircase steps are done by reactive ion etching (RIE) with UV lithography to protect outside the step. 6: Process is re-
peated many times, until obtention of sufficient staircase steps. 
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For the experimental investigation of QDs absorption we use Okd-5 type of growth. We decided to 

come back to In(Ga)As / Al0.2GaAs system that was the main system we studied along the project 

contrary to Okd-4 attempt. That is why Okd-5 growth conditions are more or less the same as Okd-

3, but with three main changes: (i) AlAs capping to investigate the reduction of the WL, (ii) 4 Si/QDs 

doping (8e17 Si/cm3) to have sufficient prefilling of QDs for characterization of intersubband transi-

tion and (iii) MBE setup version 2 that was discussed earlier to investigate QDs homogeneity im-

provement. The thickness of the total absorber is around 560 nm with 20 layers of 1.9 MLs In(Ga)As 

QDs with Al0.2GaAs spacing layers both grown by MBE at 480°C. An Al0.2GaAs sample was also grown 

in the same conditions with no QDs to use as a reference. 

In Figure 3.4-10, the three first steps are the same as the transfer process with etch stop layer as 

described previously in chapter 2. During step 4, 800 nm of SiNx is deposited by sputtering. During 

step 5, staircase steps are done by reactive ion etching (RIE) with UV lithography to protect the re-

gion outside of the staircase step. The process is repeated many times to fabricate a staircase with 

enough steps for FP interferometry. 

In Figure 3.4-11, is shown a microscope photography of the sample and an inset (in green) to evi-

dence the etching steps. On the photo, we can see the gold mirror transferred on the glass sub-

strate and the 560 nm-thick Al0.2GaAs absorbing layer with or without QDs in the case of the refer-

ence sample. In the green image are shown five SiNx steps that have different thickness and all of 

them have an area of about 500 x 500 µm². 

 

Figure 3.4-11: Sample structure top view, five SiNx steps are shown and different part of the sample are shown: SiNx in 
green, Al0.2GaAs in blue, gold mirror in left corner and glass at the bottom of the picture. 

iii). Reflectometry fitting 

Upon the fabrication of both samples, we can make reflectometry measurements using the gold 

mirror as a background and reference for the calibration. Figure 3.4-12 shows the reflectometry 

measurements for reference and QDs samples using Fourier-transform infrared (FTIR) spectrome-

try. A microscope objective x10 was used and aperture angle is less than 25°. We calculated that 

the angle is negligible for the fitting of the FP cavity reflectometry. Spot size is less than 300 µm in 

diameter for squared steps of more than 500 µm in size as shown in Figure 3.4-11. Al0.2GaAs sample 

with no QDs was used as a reference. A -8% decrease in reflectometry is attributed to QDs absorp-

tion for FP resonance around 0.9 µm in wavelength. 
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Figure 3.4-12: Reflectometry measurements using Fourier-transform infrared (FTIR) spectrometry. x10 microscope objec-
tive was used and aperture angle was taken into account. Spot size is <300 µm in diameter for squared steps >500 µm in 
size as shown in Figure 3.4-11. Al0.2GaAs sample with no QDs was used as a reference. A -8% decrease in reflectometry 
attributed to QDs absorption can be seen at FP resonance around 0.9 µm. 

For the fitting of those reflectometry measurements, we use the analytical formula of reflection R 

shown in Figure 3.4-13 following the application of Rouard’s method for a double layer Fabry-Pérot 

(DLFP) cavity [216]. Following the description in Figure 3.4-13, 𝑟𝑎→𝑏 are the Fresnel coefficients be-

tween a and b media for the four different media considered here: Air, SiNx, QDs layers and Gold 

mirror. 𝑟3 represents the wave that is reflected from QDs media. The round trip wave propagation 

in medium a is expressed with 𝑝𝑎 = exp (𝑖2ñ𝑎𝑡𝑎𝑘0 cos(𝜃𝑎)) where ñ𝑎 = 𝑛𝑎 + 𝑖𝜅𝑎 and 𝑡𝑎 are re-

spectively the refractive index and thickness of the a-media. 𝜃𝑎 represents the angle for the direc-

tion of propagation with 𝑘0 the wavevector. 

 

Figure 3.4-13: Schematic drawing of the structure for the calculation of the reflection in a double layer Fabry-Pérot (DLFP) 
structure following Rouard’s method with the analytical expression of reflection in function of Fresnel coefficients, wave 
propagation and reflection. 

Thicknesses of the different layers are known by fabrication, profilometry characterization, reflec-

tometry and ellipsometry measurements. Position of resonant peaks are mainly due to the product 

of the thickness with the real part of the refractive index and we consider that the real part of the 

refractive indices are well-known in our case. The only unknown values are the imaginary part 𝜅 of 

the refractive indices in the case of the reference Al0.2GaAs layer with no QDs and the sample with 

QDs layers. Figure 3.4-14, shows the reflectometry fitting (dashed lines) in the case of the reference 

sample with no QDs. To fit at the best we tried to change the 𝑛&𝜅 optical parameters of the gold 

mirror in-between different well-known values found in the literature (for example: Palik, John-

son&Christy, Babar, Rakic, Hagemann). The fitting is almost good but unfortunately, there are still 

𝑅 = |
𝑟1→2 + 𝑟3𝑝2

1 + 𝑟1→2𝑟3𝑝2
|

2

 

𝑟3 =
𝑟2→3 + 𝑟3→4𝑝3

1 + 𝑟2→3𝑟3→4𝑝3
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some differences. They can be attributed to parasitic loss like surface roughness or subbandgap ab-

sorption from Al0.2GaAs material. 

 

Figure 3.4-14: FTIR Reflectometry measurements. 5 colors curves correspond to measurement on steps region with dif-
ferent thickness of SiNx (from 0 to 800 nm). Background/reference calibration for FTIR is done on gold mirror in left cor-
ner as shown in Figure 3.4-11. Simulations using Rouard's method are shown in dashed lines. Al0.2GaAs sample with no 
QDs is used as a reference with the exact same structure to fit at best the simulation with experiment assuming no sub-
bandgap absorption and finding an optimum n&k value for gold mirror. Inset shows that some parasitic loss remains and 
will be evaluated and taken into consideration for the calculation of QDs absorption. 

To fit at best over all the spectrum for different thicknesses tk, we use the same algorithm as in ref-

erence [211]. It computes the calculated reflectometry across the whole spectrum for a wide range 

of 𝜅 values. It then calculates the root mean square deviation (RMSD) between the calculated and 

measured curves for successive intervals of width D from Equation 3.4-4 where Nt and  are the 

number of dielectric thicknesses and the step width for each interval D, respectively. For each in-

terval D, the smallest value of RMSD gives the best approximation for 𝜅(𝜆). 

𝑅𝑀𝑆𝐷(𝜅) = √
1

𝑁ℎ(
Δ𝜆
𝛿𝜆

)
∑ ∑[𝑅meas(𝑡𝑘, 𝜆𝑗)

𝜆𝑗

− 𝑅𝑐𝑎𝑙𝑐(𝜅, 𝑡𝑘 , 𝜆𝑗)]2

𝑡𝑘

 

Equation 3.4-4: Root mean square deviation formula to find the best approximation of the imaginary part of the refractive 
index 𝜅 along the whole spectrum for different SiNx dielectric thicknesses. 

In Figure 3.4-15, we represent the calculated 𝜅 values for the fitting of reflectometry measure-

ments with SiNx steps for the reference sample expressed as parasitic loss (magenta line with blue 

error bars) and the QDs sample (black line with red error bars). By substracting the parasitic loss we 

get an estimation of the imaginary value 𝜅 for the 20 QDs layers (green line). Errors bars are calcu-

lated for +/-50% on the root mean square error between the measurement and the simulation with 

the calculated 𝜅 values. Error bars for the reflectometry measurement are even less due to very 

small fluctuation in the reflectometry measurements that are precise at +/-0.2%. 
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Figure 3.4-15: Complex optical index calculated for reference sample and sample with InAs QDs. Error bars are calculated 
for +/-50% on the root mean square error (RMSE) between the measurement and the simulation with the calculated 𝜅 
values. Error bars for the reflectometry measurement are even less due to very small fluctuation in the reflectometry 
measurements, only +/-0.2%. 

Parasitic absorption from the reference sample seems to be around 100 cm-1 which is close to the 

value we find for the QDs absorption near PL emission. It would be interesting to understand fur-

ther from where it might come from. We tried to consider different scenarii but it seems like the 

most probable source for the parasitic loss would be because of Al0.2GaAs subbandgap absorption 

via trap states defects. Along all the investigation of In(Ga)As QDs / Al0.2GaAs system in this chapter, 

we noticed that our Al0.2GaAs material has a high level of trap defects. We know from the literature 

that low trap defects density (< 1e14 cm -3) Al0.2GaAs solar cells are grown by MOVPE at tempera-

ture of 640°C [139], while in our case we grow by MBE at 480°C. For high quality Al0.2GaAs material 

with low density of traps, we found in the literature that the value of the absorption coefficient is 

around 10 cm-1 [217]. We also found that trap defect density can increase of 2 order of magnitude 

by changing the growth temperature [136]. Therefore, in our case, if we have a density of trap de-

fects on the order of 1e15 cm-3, an absorption coefficient around 100 cm-1 would not be absurd. In 

our lab, deep level transient spectroscopy (DLTS) measurements were done on GaAs samples 

grown at low temperature as QDs host material. Trap density of 5e14cm-3 was observed for EL4 

type of defects with activation energy around 0.5 eV. In the future, it would be interesting to check 

the trap defects density also for AlGaAs host materials. 

iv). Absorption coefficient comparison with k.p calculation and reverse bias EQE fitting 

From the characterization of the imaginary part of the refractive index 𝜅 for QDs layers, we can de-

duce their absorption coefficient following Equation 3.4-5 and compare with other values discussed 

previously as shown in Figure 3.4-16. 

𝛼(𝜆) =
4𝜋𝜅

𝜆
 

Equation 3.4-5: Absorption coefficient in function of the imaginary part of the refractive index 𝜅 and wavelength 

From Okd-5 PL measurement at room temperature, we deduce the ground state (GS) in the QDs 

layers to be close to 1.24 eV in energy. In Figure 3.4-16, we show the k·p calculation for QDs with 
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such GS using a Gaussian broadening to take in consideration temperature and size effect as ex-

plained previously. From room temperature PL fitting, we find a Gaussian broadening of 110 meV at 

FWHM that we attribute to “large QDs”. In reality, the distribution of QDs might be larger but we 

did not measure PL at low temperature on Okd-5 QDs layers. From Okd-3 carrier collection efficien-

cy (CCE) results obtained on transferred or non-transferred devices, and by assuming that 100% of 

collected electrons come from absorbed photons, we can fit and find different values of absorption. 

For example, the QDs absorbtion from CCE fit showed in Figure 3.4-16 comes from the reverse bias 

EQE measurement of Okd-3-1.3NT sample at -10V. We also performed reflection plus transmission 

method on transferred sample on glass without gold mirror. Values of absorption are found to be 

on the same order as FP interferometry method. Nevertheless, the certainty of the measures can 

only be assumed for some spectral positions at FP resonant peaks (due to glass cavity) and the sig-

nal is lower than in the gold cavity structure because light path enhancement is very limited. 

 

Figure 3.4-16: Comparison of the experimental value of absorption with k.p calculations. We find the same order of mag-
nitude as for TE. Absorption is around 200 cm-1 for QDs GS with energies around 1.24 eV confirmed by PL measurement. 
Also as a comparison, the value of absorption is showed for fitting of CCE measurement from an Okd-3 sample. 

Other CCE fits are shown in Figure 3.4-17 for solar cells in different zones of the 3-inch wafer. The 

positions of the solar cells are shown in Figure 3.4-18 with PL mapping. QDSCs with higher PL inten-

sity also have larger absorption from excited states following EQE measurements presented earlier. 

By comparing these CCE results with QDs layers absorption experimental FP interferometry meas-

urement of Okd-5 type of growth (green line), we see that absorption is at least twice or three 

times less around the GS (or PL emission). This might be explained by the fact that electrons at this 

energy might have a CCE of 50% or less because of the competition with PL recombination. 

1.15 1.24 1.33 1.42 1.55
0

200

500

1 000

Energy (eV)

A
b
s
o
rp

ti
o
n
 (

c
m

-1
)

 

 

QDs layers absorption

PL (a.u.)

QDs kp calc abs (TE)

QDs abs from CCE fit



QD-IBSC system: from ideal to experimental PV material 

145 

 

Figure 3.4-17: Comparison of absorption from CCE fitting of different solar cells. We see that QDSCs that have the higher 
PL intensity also have the larger absorption from excited states. 

 

Figure 3.4-18: Color map from PL mapping of Okd-3 with different samples for CCE and the position of the measured cells. 

Finally, Table 3.4-3 summarizes absorption values found with different method, type of growth and 

spectral position. For the wetting layer (WL) region at 1.55 eV, we notice that for the k·p calculation 

value, the CCE (Okd-3) value and the PLE (Okd-1) value, we find almost the same absorption coeffi-

cient around 750 cm-1. This value is twice less in the case of FP interferometry method (Okd-5). This 

might be due to the reduction of the wetting layer (WL) by AlAs capping. For the excited states 

spectral region (1.30-1.45 eV), we find a lower value for CCE that we think might be explained by 

not so efficient CCE. Overall, we can estimate that we have an absorption coefficient around [100-

400] cm-1 for this excited state region. 

Table 3.4-3: Comparison of absorption values with different method, for different type of growth and at different spectral 
positions 

Spectral region of interest 
FP interferometry 

(Okd-5) 
k.p calculation 

(Okd-3) 
CCE 

(Okd-3) 
PLE 

(Okd-1) 

Wetting layer[>1.55 eV] > 340 cm-1 > 740 cm-1 > 700 cm-1 > 800 cm-1 
Excited states [1.30-1.45 eV] [100-200] cm-1 [200-500] cm-1 [50-200] cm-1 [200-400] cm-1 
Ground states [<1.24 eV] < 50 cm-1 < 100 cm-1 < 25 cm-1 < 100 cm-1 

 

This table and interpretation of QDs absorption is necessary, in the next chapters, to consider light 

interaction with QDs and especially the possibility of implementing efficient strategy for light trap-

ping. 

 

1.15 1.24 1.33 1.42 1.55
0

100

200

300

400

500

Energy (eV)

A
b
s
o
rp

ti
o
n
 (

c
m

-1
)

 

 

QDs layers absorption

Okd-3NT1.3 (PL: 1.19 eV, intensity=2)

Okd-3NT1.4 (PL: 1.20 eV, intensity=1)

Okd-3M  1.1 (PL: 1.18 eV, intensity=6)

Okd-3M  0.2 (PL: 1.21 eV, intensity=4)



QD-IBSC system: from ideal to experimental PV material 

146 

Conclusion 

In this chapter, we wanted to show that QDs-IBSCs are far from being an “ideal” IBSCs system. After careful 

investigation and characterization, it is possible to get a better knowledge of such system. We would like to 

underline some points that seem important for our study and highlight our achievements: 

 In the first part, we showed that In(Ga)As/AlGaAs is theoretically a promising system for IBSCs. GaAs is 

a well-known material for the industry of semiconductor and high quality Al0.2GaAs solar cells have 

been achieved recently. In(Ga)As/GaAs QD material, and its use for IBSCs, is well-documented in the 

literature. Nevertheless, in the field of IBSCs, the combination of In(Ga)As QDs with a wide bandgap 

material like Al0.2GaAs has only recently attracted attention and is still under investigation. All along this 

chapter, we were able to confirm that In(Ga)As/Al0.2GaAs system has a lot in common with 

In(Ga)As/GaAs system used in conventional QD-IBSCs: 

1. In term of growth, AFM investigation seems to indicate the same issues of wetting layer (WL), 

quantum-well islands (QWIs), and morphology limitation. 

2. The temperature dependent PL characterization gave us information on “frozen” and “hop-

ping” regimes where carriers thermal escape induce a so-called “Stokes shift” effect (relaxation 

in “large” QDs).  

3. Carrier collection efficiency (CCE) characterization and temperature dependent current-voltage 

(I-V) characterization tell us about the influence of the electric field on carrier escape and the 

possible presence of a high defects density in Al0.2GaAs host material. 

4. The use of k·p calculations indicates that thermal escape might be facilitated by the low con-

finement of holes with a continuum of quantum states: 84 holes states for 150 meV energy 

separation with the wetting layer. For electrons, ground states and the first excited states have 

a 60 meV energy separation but afterwards there is a quasi-continuum of electron states: in to-

tal 60 electron states for a 230 meV energy separation. Moreover, the investigation of the 

wavefunction localization seems to indicate a possible coupling, tunneling and escape through 

QWIs and the WL. 

In summary, it seems likely that, at room temperature, the In(Ga)As QD intermediate band (IB) interac-

tion with the Al0.2GaAs host material is ruled by a kind of thermionic trap-assisted tunneling escape pro-

cess with a unipolar escape nature dominated by holes. These conclusions are important to understand 

the device operation that will be discussed in chapter 4. 

 In the first part, we also discussed a QD-IBSC conundrum about sequential two-photon absorption (S-

TPA):  

1. In term of photon balance, under 1 sun illumination, only 1 QD/µm² is suited to make sub-

bandgap absorption with S-TPA via QD states. Indeed, too many QDs will hinder the S-TPA pro-

cess because of the localization nature of the electron wavefunction inside QDs compared to 

the delocalized nature of the incident light in the QD layer.  

2. However, QDs are low absorption material, therefore people usually want to increase their 

numbers to increase light absorption. In this way, they also increase the trap density and re-

duce the probability of S-TPA.  

3. We considered that a solution would be to use photofilling via light concentration or using lo-

calized light management techniques along prefilling of quantum dot states with direct or indi-

rect doping techniques.  
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4. We considered using higher absorption QD material for example InGaAs QDs that have a larger 

volume or using closely stacked QDs also called QD superlattices where QDs are coupled in the 

growth direction which enable the electron wavefunction to be delocalized in one direction. 

5. We also discussed the position of QD layers that from our point of view should not be in the 

center of the junction’s intrinsic region. In term of design, we consider that a new design of ul-

trathin junctionless QDSCs with selective contacts could be investigated in the future. The idea 

would be to have a maximum ratio of QD material and therefore benefiting at maximum from 

light management as discussed in chapter 1. 

These remarks could be interesting for a next generation of ultrathin IB-HCSCs specifically designed for 

the implementation of advanced light management techniques. 

 In term of achievements, we were able to show the many improvements that were made and are still 

to be implemented for the growth of QDs-IBSCs. We discussed the disadvantage of having a disparate 

growth of QDs on a 3-inch wafer that can become an advantage offering a low cost way to investigate 

different types of QDs in one growth. We also showed the effect of AlAs capping which decreased the 

influence of the WL as indicated by PL characterization and absorption characterization when compar-

ing AlAs-capped Okd-5 growth with Okd-1 and Okd-3 initial growths. 

 Finally, the last part helped us to understand what we can expect from an absorption point of view. The 

k·p calculation confirmed the difference in absorption between TE and TM polarization and we noticed 

that for our QD assembles, “small”, “medium” and “large” QDs have the same effective absorption per 

volume because of the quasi-continuum nature of the density of states along with temperature broad-

ening. Experimentally, we proposed an innovative method to investigate low absorption materials us-

ing Fabry-Pérot interferometry with the addition of a dielectric staircase. This method was applied to 

the characterization of our QD material and confronted with absorption taken from CCE characteriza-

tion, photoluminescence excitation (PLE) method and k·p calculation. We confirmed that 

In(Ga)As/Al0.2GaAs QD material has a low light absorption (hundreds per cm) on the same order as 

what is found in the literature for conventional In(Ga)As/GaAs QD system. This information is important 

for the analysis of the device operation in chapter 4 and also optical modelisation presented in chap-

ter 5.  
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 Intermediate band dynamic study 

to evidence novel PV concept 
In this chapter, we focus on the study of the intermediate band dynamic for our quantum dot solar cells 

(QDSCs) that we thoroughly investigated in chapter 3. At first, we study the effect of laser excitation on 

photoluminescence (PL) at room temperature under different regimes of excitation in order to get an in-

sight into the bandfilling dynamic of QDs. Then, we study the effect of a second laser excitation to investi-

gate sequential two-photon absorption (S-TPA), which is essential for intermediate band solar cell (IBSC). 

Finally, we summarize our results and put them in perspective with simple junction solar cells based on the 

wide bandgap Al0.2GaAs host material but also with the concept of intermediate band assisted hot carrier 

solar cell (IB-HCSC). 

4.1 Calibrated photoluminescence 

In this part, at first, a description of the setup is given, then we discuss about the balance of photons in 

such system and we present a method to evaluate the quasi-Fermi level splitting (QFLS) arising from two 

different carrier populations in the QDs and in the host material. In this part, all measurements are done at 

open-circuit voltage for a simple non-transferred solar cell from Okd-3 type of growth in the “edge zone” of 

the 3-inch wafer that we defined in the chapter 3 (3.2.2.2). 

4.1.1 Characterization setup 

For the purpose of calibrated PL at room temperature, a hyperspectral imaging system has been 

used where luminescence emission is imaged for different wavelengths. A calibration method al-

lows to obtain absolute intensity of luminescence. The hyperspectral imager system used in this 

study, has been developed by Photon etc. Inc. in collaboration with IRDEP during Dr. Delamarre’s 

theses for photovoltaics applications [218]. All characterization measurements presented here have 

been done by Hung-Ling Chen during his six-month internship at IRDEP under the supervision of Dr. 

Pierre Rale and Dr. Laurent Lombez in the framework of the Japanese-French “NextPV” collabora-

tion [219]. 

4.1.1.1 Hyperspectral imager experimental setup 

A schematic illustration of the experimental setup is shown in Figure 4.1-1. A collimated green laser 

of 532 nm has been used as the excitation source (coherent Genesis 6W CX355-6000STM). The la-

ser is partly reflected by a beam splitter (BSW26: 50:50 UV fused Silica plate, coating 350-1100 nm), 

and enters a microscope objective (Nikon Plan Fluor 0.8/50x) in order to be focused on the sample. 

Luminescence emitted by the sample is collected by the same microscope objective and passes 

through the beam splitter. An additional filter (FEL650: long-pass filter, cutoff 650 nm) is used to 
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stop residual laser light. Luminescence then passes through the hyperspectral imager, and is finally 

recorded by a digital CCD (Charge-Coupled Device) camera. 

  

Figure 4.1-1: Schematic illustration of the experimental hyperspectral imager setup taken from [219]. 

4.1.1.2 Detection system 

The detection system consists of two volume Bragg gratings whose angular positions are being con-

trolled precisely. Luminescence can be filtered and recorded as in typical grating spectrophotome-

ter but in this case contrary to typical grating spectrophotometer, an image of the photolumines-

cence is recorded with a pixel size resolution depending on the objective that is used and diffrac-

tion limited. Depending on the spectral range of luminescence, Tucsen Si-CCD camera (TCH-1.4ICE-

II, 1360x1024 pixels) or Xenics InGaAs camera (Xeva-1.7-320, 320x256 pixels) can be used. The sen-

sitivity of Si is ranged from the visible to 1100 nm, while InGaAs is sensitive to infrared region (900 

nm to 1700 nm). 

4.1.1.3 Calibration of the system 

The system needs calibration from a spectral and spatial point of view. For the wavelength calibra-

tion of the gratings, two external sources are used to calibrate the central pixels of the image. Oth-

er pixels are deduced from the transfer function of the system. Then a relative calibration of the 

system is performed with a calibrated halogen lamp coupled with an integrating sphere in order to 

generate spatially homogeneous light input to the system. Finally, absolute calibration in pho-

tons/s/m²/nm is done since the output of the digital camera is linear to the incident photon flux. 

We can confirm the spatial calibration of our system by imaging an object of well-known size. For 

example in Figure 4.1-2, we show the image of a grating of 2-µm period. We have a pixel resolution 

of 0.27 µm with an estimated error of less than 2%. 

 

Figure 4.1-2: Image of a 2-µm grating by our hyperspectral imager system to calibrate spatially our system. PL intensity is 
shown in colorscale arbitrary unit. 
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4.1.1.4 Excitation spot 

For typical use of laser in optical setup as described in Figure 4.1-1, excitation spot is limited by dif-

fraction from the objective. The diameter can be calculate following the first Airy disk formula using 

the numerical aperture (NA) of the objective. In our case, for the 532 nm laser and NA of 0.8, the 

Airy spot size radius limit would be of 0.4 µm. In Figure 4.1-3, we show the typical configuration for 

our characterization of a 1-mm² solar cell. Photos #1 and #2 show the global design and center of 

the cell with a 60-µm diameter for the central circle. Photos #3 and #4 are taken with the setup to 

show the position of the laser spot. Photo #3 is taken without the 650 nm long-pass filter, we can 

see the laser spot has an ellipsoidal shape. Photo #4 is taken with filter so the detected spot comes 

only from the PL of the sample. The spatial distribution of the laser intensity is a two-dimensional 

Gaussian therefore 58% of its power is concentrated inside the full width at half-maximum 

(FWHM). The laser spot radius at half-maximum is measured using images taken without the long-

pass filter on a silver mirror and other types of surface like the grating used for calibration. In all 

cases we find that the laser spot area has an averaged radius of 0.6 µm at half-maximum. Laser ex-

citation power is changed using different neutral density thus we consider this spot size to be con-

stant with the excitation power. 

 

 
Figure 4.1-3: From left to right: photos #1 and #2 are taken with optical microscope for 1 mm² small diodes type de-
scribed previously. The central circle has a 60 µm diameter. Photos #3 and #4 are taken with calibrated PL setup to show 
the position of the laser spot. Photo #3 is without the 650 nm long-pass filter we can see the laser spot has an ellipsoidal 
shape. Photo #4 is taken with filter so the detected spot comes only for the PL of the sample. 

4.1.2 Balance of photons 

Using the absolute calibrated PL setup, we can investigate the balance of photons in the QD-IBSCs 

system that was introduced in chapter 3. At first, we simply discuss the radiative dynamic spectrally 

and spatially for different laser excitations. Then a simple model evaluating the PL of QDs energy 

states with the increase of bandfilling is described and we compare it with experimental data. Final-

ly, by fitting the PL high-energy tail we discuss the occupancy of high-energy states and the role of 

the activation energy barrier with the wetting layer (WL) and host material. 

4.1.2.1 Radiative dynamic balance 

In the previous chapter, we saw that QDs systems were first investigated for optoelectronics con-

siderations where the main goal was to emit light. In our case, using the calibrated hyperspectral 

imager PL setup, we are able to know the intensity of light injected and emited from the system 

both spectrally and spatially and thus calculate the radiative ratio of our In(Ga)As / Al0.2GaAs QD-

IBSC. 
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i). Three spectral domains of interest 

Hyperspectral images, as described in Figure 4.1-6, are taken for different detection wavelengths of 

PL representing transition energies from the system. For In(Ga)As self-assembled QDs in Al0.2GaAs 

host material, we have seen in chapter 3 that, for our Okd-3 sample, there are three PL peaks cor-

responding to the ground states (GS) of QDs (𝐸𝑄𝐷𝑠~1.15 − 1.25 𝑒𝑉), the InGaAs wetting layer 

(𝐸𝑊𝐿~1.55 𝑒𝑉) and the Al0.2GaAs host material (𝐸ℎ𝑜𝑠𝑡~1.69 𝑒𝑉). Therefore, three different energy 

(𝐸) spectral domains are considered for the study of PL and absorption: 

- 𝐸 ≥ 𝐸ℎ𝑜𝑠𝑡~1.69 𝑒𝑉 (Al0.2GaAs host material PL). 

- 𝐸ℎ𝑜𝑠𝑡 > 𝐸 ≥ 𝐸𝑊𝐿~1.55 𝑒𝑉 (InGaAs wetting layer PL). 

- 𝐸𝑊𝐿 > 𝐸 ≥ 𝐸𝑄𝐷𝑠~1.15 − 1.25 𝑒𝑉 (ground states for In(Ga)As QDs). 

In Figure 4.1-4, we show the calibrated PL spectrum, in photons/s/m²/eV with log scale (black curve 

left axis) and with linear scale (dashed black curve right axis), under a 0.37 mW power excitation 

with a 532 nm laser, measured at room temperature. The three spectral domains of interest are 

shown in color. The PL spectrum from Figure 4.1-4 is extracted from the hyperspectral images by 

integrating spatially over a “centered area zone” that will be defined next. 

 
Figure 4.1-4: Calibrated PL spectrum in photons/s/m²/eV with log scale (black curve left axis) and with linear scale (dashed 
black curve right axis). Caption gives the excitation power (0.37 mW) for a 532 nm laser excitation. The three spectral 
domains of interest are shown in color: QDs (1.18-1.53 eV in pink), WL (1.53-1.68 eV in orange), and host material 
Al0.2GaAs (1.68-1.78 eV in green). Measured at room temperature. 

ii). Power density considering laser absorption or photoluminescence emission  

In this paragraph, we want to explain why it is not trivial to consider the power density for PL exci-

tation characterization with a focused-spot setup: 

- First, as we saw the source of the excitation is not homogeneous but Gaussian-like with 58% of 

power at FWHM.  

- Second, purely “optical” power density from the absorption of the incident laser spot and 

“electrical” power density generating PL emission inside the semiconductor might be different 

because of carrier absorption and diffusion.  

As summarized in Table 4.1-1, for different laser power excitation, we calculate the equivalent “op-

tical” and “electrical” average power density at FWHM by considering either the incident laser spot 

(“optical”) or the PL emission spot (“electrical”). 
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Average “optical” power density from absorption of the incident laser spot at half-maximum: on 

one hand, for a 0.37 mW excitation, considering a Gaussian laser beam with spot size of 0.6-µm av-

erage radius at half-maximum (HM) and 58% of power at HM, we find an average absorbed “opti-

cal” power density of 10 kW/cm² at HM (surface normalization of power by the laser spot at HM). 

We calculate the absorbed flux by considering an absorptivity of 53%. This value is deduced from 

EQE measurements under reverse bias considering that all photogenerated carriers are collected at 

532 nm in wavelength.  

Average “electrical” power density from PL emission spot at half-maximum: On the other hand, 

the hyperspectral images show that QDs PL is Gaussian-like with spot size of 2.2-µm average radius 

at half-maximum (HM) under a 0.37 mW laser excitation and 58% of power at HM. Assuming that 

the QDs PL echoes the electron density, we calculate an average “electrical” power density of 

0.75 kW/cm² at HM (surface normalization of power by PL spot at HM).  

We can relate these densities to equivalent sun power densities. By integrating the number of pho-

tons in the solar spectrum up to QDs ground state (GS), we find that one sun is equivalent to 

75 mW/cm² for AM 1.5G. Therefore, for a 0.37 mW laser power excitation we have an average “op-

tical” power density corresponding to a concentration of 130 k suns and an average “electrical” 

power density corresponding to the concentration of 10 k suns. The maximum theoretical sun con-

centration is x46200, so our regime of excitation is far from being realistic for normal PV applica-

tions. 

Table 4.1-1: Laser excitation average “optical” and “electrical” power density at half-maximum (HM) 

Laser 
excitation 

Average “optical”  
power density at HM 

Average “electrical” 
power density at HM 

0.01 mW   0.26 kW/cm²  (4 k suns)    0.08 kW/cm²  (1 k suns) 
0.37 mW   10 kW/cm²     (130 k suns)    0.75 kW/cm²  (10 k suns) 
2.71 mW   74 kW/cm²     (1 M suns)    4.4 kW/cm²    (58 k suns) 

 

iii). PL evolution with power density  

The shape of the PL over the entire QDs domain gives an indication on the occupation of QDs ener-

gy states. 

 

Figure 4.1-5: Calibrated PL spectrum in photons/s/m²/eV with log scale for three laser excitations power integrated spa-
tially for over the same “centered area zone”. Measured at room temperature. 
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In Figure 4.1-5, we compare PL spectrum for three different laser excitations following the same 

method. We notice the followings: 

 

- Emission increases differently depending on the energy position which makes PL peak from 

QDs domains to shift towards high-energy. This effect is attributed to bandfilling of QDs energy 

states either because of the filling of excited states (ES) or because of QDs of smaller size with 

higher ground states (GS) energy. 

 

- A shift of 10 meV can be seen on wetting layer (WL) and host PL peaks for the highest excitation 

regime (2.71 mW). It is attributed to lattice heating and would amount to a +10°C increase in 

temperature that seems understandable considering the high power density from laser 

excitation. 

To model properly the bandfilling dynamic of QDs we have to take into consideration the so-called 

“Stokes shift” effect (relaxation in “large” QDs), recombination time changes and non-radiative 

losses. We will try to model it in this chapter but first we want to investigate hyperspectral images 

to better explain our setup and consider spatial repartition of PL in our QDSC system. 

iv). Hyperspectral images 

In Figure 4.1-6 we present the calibrated PL images integrated over the three types of spectral do-

mains in linear scale for the three different excitation discussed earlier. 

 

The PL from the laser spot is Gaussian-like and has an ellipsoidal shape as we already noticed in 

photo #3 of Figure 4.1-3 for the laser excitation spot without the long-pass filter. Overall, the PL 

spot integrated for the QDs spectral domain is larger than the PL spot from the WL domain. Both of 

them increase with increasing excitation. For the lowest excitation power at 0.01 mW, we can see 

that the PL of Al0.2GaAs host material is low and we barely distinguish the laser spot excitation from 

the rest of the image. The PL spot from the host material spectral domain starts to have a Gaussian 

spatial distribution for an excitation around 0.2 mW. At low excitation, the halo is barely larger than 

the WL PL spot but at high excitation it is clearly larger than the QDs spot. This effect might be a 

first observation of the apparition of a separated carrier population in the host material that will be 

discussed later. 
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Figure 4.1-6: Calibrated hyperspectral images over a 20 x 20 µm² area in linear scale for three different laser excitation 
and spectrally  integrated over the three domains of interest: QDs (1.18-1.49 eV), WL (1.52-1.59 eV), host (1.68-1.73 eV). 

v). Carrier diffusion 

From the spatial analysis presented in Figure 4.1-6, it is possible to investigate the carrier diffusion 

for different types of radiative recombinations by considering the enlargement of PL spots at half-

maximum (HM). 

In Figure 4.1-6, for each spectral domain of interest, we consider only pixels that have a PL intensity 

equal or higher than the half-maximum (HM) value of the maximum pixels at the center of the spot. 

After summation of these pixels, we deduce an “average” radius from this area and we compare it 

with the 0.6 µm spot radius of laser excitation as shown in Figure 4.1-7.  

In all cases, these “average” spot radii are increasing with excitation as noticed in Figure 4.1-6. The 

radius of the wetting layer (WL) PL spot at HM is always smaller than the radius of QD PL while the 

radius from host material is always higher except for the lowest excitation. 
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Figure 4.1-7: Radius for an averaged area at half-maximum of PL intensity for the three domains of interest and for the 
measured spot of laser excitation. 

Our interpretations are the following, on one hand, for the host material PL, most of the pixels su-

perior or equal to the half-maximum (HM) value are the result of a delocalized electron wave with a 

larger diffusion length. It could be seen as the manifestation of an electron that did not encounter a 

QD or was able to detrap successfully. On the contrary, in the case of the WL PL, electron wave is 

not delocalized as we saw with AFM measurements in chapter 3. The WL is not continuously homo-

geneous and is generally coupled laterally with QDs via quantum-well islands (QWIs), as we saw in 

chapter 3. An electron trapped at WL energy level will most probably recombine into a nearby QD. 

Because of this coupling, most of PL signal from the WL might result from the localized electron 

wave inside QDs that is leaking out into the WL. If we consider this approach, the filling of QDs 

might non-linearly influence the WL PL and it could exaplain the difference in radius at half-

maximum.  

At high excitation, we notice that all radii are converging towards threshold limits that would be 

close to 3 µm for the host, 2.5 µm for QDs and 2 µm for the WL. From the literature, we found a 

typical diffusion coefficient D of 100 cm²/s for electrons inside Al0.2GaAs material meaning that a 

typical diffusion length would be in the range of 3 to 10 µm depending on the recombination time 

(1 to 10 ns in AlGaAs materials). A QD layer can be seen as an effective medium with Al0.2GaAs ma-

terial, InGaAs WL, QWIs and In(Ga)As QDs. A typical capture time for In(Ga)As QDs is estimated to 

be on the order of hundred of picoseconds in the literature [220]. If we assume a diffusion coeffi-

cient D of 100 cm²/s for electrons in the QD layers, as in Al0.2GaAs material, we calculate a diffusion 

length in the QD layers of about 1 µm. Experimentally, if we take the value from the QDs PL radius 

at half-maximum (HM) and substract by the laser spot we find a carrier diffusion length in the QDs 

of 600 nm at low excitation and almost 2 µm at high excitation. If we imagine that the diffusion 

length in QD material will increase with the filling of QDs, we find that our experimental diffusion 

length is in good agreement with the calculated diffusion length. 

Now we want to discuss specifically about vertical carrier diffusion from one layer to another. Hy-

perspectral images cannot give us depth information. First, we want to know where the generation 
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of electrons takes place in our device. In Okd-3 type of growth, the total device thickness is 515 nm 

and there are 10 QDs layers over a 200 nm range in the vertical direction. For the non-transferred 

solar cells, with laser excitation at 532 nm in wavelength, it is safe to assume that almost all the 

generated electrons come from the absorption of photons by the Al0.2GaAs host material. In Figure 

4.1-8, we calculate the percentage of absorbed photon flux for each layers in the stacked device. 

About half of the electrons are generated directly nearby the QDs layers but the other half comes 

from the absorption of the top layer (42%) and the bottom layer (11%). 

 
Figure 4.1-8: Percentage of absorbed photon flux at 532 nm in wavelength, for each layers of the 515 nm-thick QDSC de-
vice using RCWA code. It gives an idea of the electron generation position in depth. 

If we assume that vertical and horizontal carrier diffusion are either equal or superior to 600 nm we 

will have a rather homogeneous distribution of electrons inside the QDs layers. However, if QDs 

layers limit the vertical carrier diffusion, the top and bottom QDs layers will have respectively 50% 

and 13% of the total absorbed photon flux.  

Moreover, when considering vertical diffusion it is important to evaluate the impact of the built-in 

field. Experimentally, under 1 sun, Voc is of 0.87 V while the calculated built-in field in our structure 

is of 1.57 V. Therefore, the remaining electric field at Voc under 1 sun will be around 18 kV/cm for 

the 380 nm-thick intrinsic region. For high excitation, if we consider that Voc follows a logarithmic 

law with ideality of 1.7 (dark I-V fit), the electric field could fall to 5 kV/cm. In the case, of a domi-

nant effect of the electric field, bottom QDs layers on n-side will be filled first as illustrated in Figure 

3.1-6.  

For simplicity, in the next parts of our study, we will consider the carriers to be homogeneously dis-

tributed over the QDs layers but we will discuss our results also considering the possibility of inho-

mogeneous distribution of carriers inside the device. 

vi). Optical I-V curve 

The absorbed photon current can be seen as equivalent to an injection of electrical current in that 

both change the carrier concentration, the electric field and the open-circuit voltage. PL intensity in 

logarithmic scale is proportional to the open-circuit voltage of the solar cell via the generalized 

Planck’s law that will be introduced later. Thus, plotting PL intensity in function of laser power in 

logarithmic scale makes an “optical I-V curve” and we can deduce an ideality factor n linked to the 
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recombination dynamic as in the case of electrical I-V curve following Equation 4.1-1 [221], [222]. 

This law is independent of the temperature of carriers. 

𝑃𝐿𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 ∝ 𝑃𝑒𝑥𝑐
𝑛 

Equation 4.1-1: PL intensity is proportional to laser excitation to the nth-power, n being an ideality factor for the investi-
gated diode considering optical I-V curve formalism developed in [221] or [222]. 

As already discussed in chapter 3, the ideality factor n depends on the dominant recombination 

mechanism of a diode. If radiative recombination is the dominant mechanism, only photons takes 

the recombination energy. Therefore, the splitting of the quasi Fermi levels of hole and electron 

populations equals the applied bias voltage and n = 1 (linear dependence). In the case of defects re-

lated recombination, it depends on the energy position of the defect. Deep defects are impacting 

hole and electron populations, both population evenly take on the recombination energy, therefore 

n = 2 (quadratic dependence). Shallow defects located close to one of the band edges are almost 

inactive because they are far from the energy region of efficient recombination.  

In the case of QDSCs, QDs are intermediate levels, meaning that they can be considered in-between 

deep and shallow defects. Diodes with such intermediate defect-states continuously change their I-

V slope with increasing voltage bias. Indeed, in the space charge region (SCR), the energy region of 

efficient recombination widens and finally envelopes the intermediate defect energy position [4]. 

Finally, other mechanisms involving more than two particles may arise for high carrier density. For 

example, in the case of Auger recombination, three particles are involved and n = 2/3 [223], [224]. 

In Figure 4.1-9, we show the PL intensity integrated spatially over the “centered area zone” for the 

three different spectral domains in function of the laser excitation power. We consider two differ-

ent excitation regimes following previous observations: low-excitation (𝑃𝑒𝑥𝑐< 0.2 mW) and high-

excitation (𝑃𝑒𝑥𝑐> 0.2 mW). We find very good agreements with Equation 4.1-1. Ideality from QDs PL 

is constant near a 0.6 value close to Auger-type recombination showing a saturation behavior may-

be due to high electron density. For low-excitation regime, WL and host PL idealities are around 1.1 

near radiative-related ideality while for high-excitation, WL has an ideality of 1.5 and host PL has a 

1.7 ideality closer to defect-related ideality. This change of behavior between low and high excita-

tion might be explained by the fact that for low-excitation most of the population is directly related 

to the population inside QDs which is radiative or even Auger-limited. At high excitation, there is 

sufficient electron injection so that population in the WL and host show independent behavior. 

We can relate this interpretation with the temperature-dependent study in the previous chapter 

where we discussed about the escape nature of carriers. In QDs literature, linear (n = 1), superlinear 

(n > 1) and sublinear (n < 1) behaviors are often associated to escape and capture dynamics of car-

riers. Linear behavior indicates that carriers are captured into QD states in the form of correlated 

electron-hole pairs or excitons. Superlinear dependence reflects the capture of independent elec-

trons and holes into QD states. Sublinear dependence is attributed to an excitation regime where 

states filling of the QDs occurs [176]. 
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Figure 4.1-9: Optical I-V curve for the three spectral domains of interest following Equation 4.1-1. We consider two re-

gimes for low and high excitation separated at 0.2 mW. Slopes corresponds to different idealities fitting. 

vii). Radiative ratio 

In Figure 4.1-6 we have seen that even for high sun concentration, the PL of Al0.2GaAs host material 

is low. As a comparison, we show in Figure 4.1-10, the integrated PL intensity hyperspectral image 

for a 220 nm-thick p-i-n GaAs solar cell transferred on a silver back mirror. The sample has 50 nm-

thick AlGaAs barrier layers and was grown by MBE in the framework of Dr. Nicolas Vandamme’s 

PhD thesis [225]. Whatever the thickness of the grown junction these samples revealed the pres-

ence of growth-related oval defects with density on the order of 1000 cm-2 [82]. PL measurement of 

the sample is performed with the same characterization setup with a homogeneous 150 µm-

diameter excitation spot from a 532 nm laser using a diffuser and optical lens. For this cell, the ab-

sorptivity at 532 nm is ~90% and the averaged power density is of 0.024 W/cm² (x300 suns). In 

terms of absorbed photon flux density, it amounts to about 5.8e23 photons/s/m² for the solar cell. 

 
Figure 4.1-10: Hyperspectral image of PL spot for a GaAs solar cell over xy-square zone of 100 µm² with integrated PL in-
tensity in colorbar and squared center-zone showed in dashed line. Taken from [219]. 
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We also compare with measurements performed on a standard GaAs solar cell from the Fraunhofer 

Institute for Solar Energy Systems (ISE) using the same characterization setup [226]. The solar cell is 

a 4 µm-thick n-i-p junction with respectively 30 nm-thick n-AlGaInP and 50 nm-thick p-GaInP barrier 

layers. Absorptivity at 532 nm is ~90%.  

Table 4.1-2 gives a comparison of theses PL hyperspectral measurements in term of radiative ratios 

and compare them with radiative ratios integrated over the three different spectral domains of in-

terest in the case of our QDSC. We give the value in power density to compare with the other data. 

In order to normalize the laser power, in both case for excitation and emission we use the same as-

sumptions as for the calculation of “electrical” power density. Four our QDSC, we have an absorp-

tivity of 53% and the average radius of the PL emission considered in the carrier diffusion study is 

assumed to be Gaussian-like with 58% of power at FWHM. 

Table 4.1-2: Comparison of hyperspectral measurement on GaAs SCs and In(Ga)As / Al0.2GaAs QDSC 

Sample / PL domain 
Absorbed photon flux 

(photons/s/m²) 
Emitted photon flux 

(photons/s/m²) 
Radiative ratio 

(Emitted/Absorbed) 

4 µm nip SC            /  GaAs 1.5 e23 1.5 e21 1 e-2 
220 nm pin SC        /  GaAs 5.8 e23 2.3 e19 4 e-5 
515 nm pin QDSC  /  Al0.2GaAs 2.3 e24 3.5 e17 2 e-7 
515 nm pin QDSC  /  WL 2.3 e24 3.7 e18 2 e-6 
515 nm pin QDSC  /  QDs 2.3 e24 1.6 e21 7 e-4 

 

The calculated radiative ratio can be seen as an approximation of radiative efficiency for the inves-

tigated samples. GaAs solar cell from the Fraunhofer ISE (GaAs ISE) show the best radiative ratio 

which is in good agreement with results already reported in the literature with radiative efficiency 

for GaAs ISE of 1.26% [7]. The MBE grown GaAs solar cell show a degraded radiative ratio which is 

not surprising considering the defect issue we discussed. PL of QDs also show a bad radiative ratio 

on the same order as CdTe solar cells in reference [7]. This might be due to the high defects we 

suspect in our system as discussed in the previous chapter. PL of WL and host material are even 

worse on the same order as dye or organic PV cells [7] likely because of QDs that act as supplemen-

tary traps.  

From our investigation in chapter 3, we know trapping/detrapping happens very fast. In the litera-

ture, characterization measurements at low temperature for In(Ga)As QDs system have estimated a 

CB to QD recombination time of 0.3 ns [227] for a PL radiative recombination time of 0.9 ns. At 

room temperature, PL radiative recombination times up to 10 ns have been found [228], [229]. Tak-

ing this value into consideration, at room temperature, an electron inside QDs may have time to 

detrap and trap more than 10 times before it recombines radiatively. If QD ground state (GS) is 

filled, the recombination time will be longer therefore non-radiative loss or radiative probability for 

other states like excited state (ES), WL or host will increase. 

In Figure 4.1-11, we present the evolution of these radiative ratios with laser excitation for our in-

vestigated QDSC. 
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Figure 4.1-11: Radiative ratio integrated for the three spectral domains of interest with increase laser excitation. 

For QD PL, at first there is an increase of the radiative ratio. We know from electrical current-

voltage measurements under dark conditions that ideality factor is around n=1.8 while optical I-V 

curve gives a linear or sublinear ideality factor for low laser excitation. This might indicates that QDs 

defects are being passivated by light illumination. Then we see a rather monotoneous logarithmic 

decrease that might be because of electron filling of QDs and eventually saturation. On the contra-

ry, the WL radiative ratio increases linearly up to about 0.2 mW and then we see an increase with 

logarithmic slow-down. From the investigation of carrier diffusion, we have seen how WL and QDs 

PL seem related. Here we see both logarithmic decrease and increase respectively for the radiative 

ratio of QDs and WL starting around 0.2 mW. Finally, for the host material we see a slow evolution 

and then a linear increase. This triggering effect also observed with hyperspectral image happens 

for about 0.2 mW at the same time as QD PL show saturation effect. We will discuss more about 

this triggering effect when investigating fitting of high-energy PL tail with carrier temperature and 

the activation energy barrier. 

For a 0.2 mW laser excitation, we can consider that there will be an averaged power density of 

about 1.4e25 absorbed photons/s/m². We can translate this value in term of “electrical” power 

density considering all the absorbed photons are converted into electrons. Therefore we will have 

an average “electrical” power density of 1.4e4 electrons/ns/µm². In Okd-3 type of growth we have 

10 layers of QDs with surface density of 700 QDs/µm², thus it amounts to an average value of 2 

electrons/ns/QD. To evaluate the occupancy of QDs by electrons that will radiatively transition to-

wards the valence band, we need to know the recombination time. In the literature, the usual re-

combination time at low temperature is around 1 ns but can go up to 10 ns at room temperature or 

even more. In our system, we consider a recombination time of 8 ns following investigations that 

will be presented later. Therefore, it means there is an average occupancy of 16 electrons/QD at 

half-maximum for a 0.2 mW laser excitation. As shown in Figure 4.1-4, the PL peak is around 

1.33 eV. This energy level corresponds to ES2 level for medium size QDs in the previous chapter cal-

culation shows that there can be a maximum occupation of 12 electrons/QD up to this energy level. 

Nervetheless, because of QDs distribution in size and “Stokes shift” effect (relaxation in “large” 

QDs), each QDs will have a different occupation depending on its size. 
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viii). Spatial investigation of calibrated PL images 

Using calibrated PL images, we are able to get an insight on the spatial distribution of the electron 

gas responsible for the PL emission in our material. 

 

Figure 4.1-12: Spatial investigation of calibrated PL images for 0.01 mW laser excitation. (a) calibrated PL images are 
shown in log scale with different spectral domains integration to see the contribution from QDs, WL and host energy lev-
els. Five differents contours are shown: center corresponding to the maximum of Gaussian laser excitation (100%), at 
FWHM (50%), in the middle (10%), on the border (2%) and outside the spot (0.5%). (b) PL spectrum spatially integrated 
inside the contours are shown for the different investigated areas. (c) Radius of areas versus their integrated level of PL 
intensity are shown normalized and in log scale for QDs, WL and host spectral domain regin. 

As shown in Figure 4.1-12 and Figure 4.1-13, we define five different spatial zone of interests on the 

calibrated PL images for different averaged laser excitations: 0.01 mW, 0.37 mW and 2.71 mW. The 

five different zones are defined to cover at best different parts of the Gaussian PL spot using QDs PL 

as the reference spot. Center zone (100% area) is defined for pixels with intensity equal or superior 

to 95% of maximum of QDs PL spot. The second zone is the FWHM zone (50% area) for pixels at +/-

6% from the half value. Third zone (10% area) is a middle zone for pixels at +/- 3% of the 10% value. 

Fourth zone is an edged zone (2% area) for pixels at +/- 0.4% of the 2% value. Finally, fifth zone is 

considered as a kind of off-spot zone (0.5% area) for pixels at +/- 0.2% of the 0.5% value. Color 

maps with contours are shown in the (a) part, PL spectrum in (b) and in (c) we show PL intensity in 

function of the averaged radius for each zone.  

This averaged radius represents a typical distance to the center of the laser excitation. We notice 

for each excitation an exponential evolution of QDs PL intensity with the averaged radius. Typical 

Gaussian intensity distribution of a laser as described in Equation 4.1-2 is used. 
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𝐼𝑃𝐿(𝑟) = 𝐼0exp (−
2𝑟2

𝜔0
2 ) 

Equation 4.1-2: Typical Gaussian intensity distribution of a laser with 𝜔0 the Gaussian beam radius and 𝐼0 the intensity at 
the center. 

The spot of QDs PL fits quite well up to the edge zone (2% area). Overall, a simple exponential fit-

ting reproduces the evolution of PL intensity with the averaged radius. Following Equation 4.1-3, we 

use the simple exponential fitting to calculate a local “electrical” power density (LEP) for the differ-

ent zones assuming that QDs PL spot echoes the “electrical” power density distribution inside the 

device. 

𝐿𝐸𝑃(𝑟) =

𝑃∞[exp (−
2(𝑟 −

𝛿𝑟
2

)

𝜔𝑒𝑥𝑐
) − exp (−

2(𝑟 +
𝛿𝑟
2

)

𝜔𝑒𝑥𝑐
)]

𝜋(𝑟 +
𝛿𝑟
2 )2 − 𝜋(𝑟 −

𝛿𝑟
2 )2

 

Equation 4.1-3: Local electrical power density (LEP) calculated for the countour areas. 

𝑃∞ is the laser excitation, 𝜔𝑒𝑥𝑐  the fitting parameter for each excitations and 𝛿𝑟 the thickness of 

the defined zone expressed in radius using Equation 4.1-2. Table 4.1-3 summarizes the considered 

fitting. 

Table 4.1-3: Fitting parameters for Gaussian and simple exponential fitting of PL intensity. 

Laser excitations 0 (µm) exc (µm) 
0.01 mW 2.7 2.3 
0.37 mW 5.1 3.6 
2.71 mW 5.6 4.1 
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Figure 4.1-13: Same as Figure 4.1-12, for 0.37 mW and 2.71 mW laser excitations 
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LEP values are converted in electrons/QD using the same method explain before considering the 10 

layers of QDs are homogeneously filled, each of them has a surface density of 700 QDs/µm² and a 

recombination time of 8 ns. This value is given to estimate the potential concentration of electrons 

per QD relatively to the different zone and for different excitation. LEP in electrons/QD are shown 

in insets of Figure 4.1-14. 

 

Figure 4.1-14: Comparison of PL spectrum of same zones for different laser excitation. Integrated PL plot show that some 
zones have the same PL intensity integrated for QDs, WL or host domains. 

In Figure 4.1-14, we compare PL spectrum from same areas but with different laser excitation. 

High-energy tails from WL and host PL peak become less and less visible when shifting to the out-

side of the PL spot. It seems that the high-energy tail from the QDs PL dominates WL and host spec-

tral domains for spatial zones far from the laser spot. This trend is common for all excitations, and it 

can be related to the evolution of integrated PL intensity for the WL and host material shown in the 

bottom right corner of the figure. At the lowest excitation (0.01 mW, dashed lines), a constant 

threshold for host PL intensity (dashed green line) is obtained for a radius around 4 µm and around 

5 µm in the case of the WL (dashed orange line). At medium excitation (0.37 mW, dotted lines), the 

threshold radius is around 9 µm for host (dotted green line) and 10 µm for WL (dotted orange line). 

Finally at high excitation (2.71 mW, solid lines), it is around 12 µm for both. These increases of radi-

us follow the increase of radius due to carrier diffusion showing that PL intensity levels of WL and 

host material also spatially depend on the filling of QDs as it was noticed for the radiative ratio 

study. 

Integrated PL plots, in Figure 4.1-14, shows that some zones have the same PL intensity integrated 

for QDs (red bar, ~8e20 photons/s/m²), WL (orange bar, ~2e18 photons/s/m²) or host domains 

(green bar, ~1e18 photons/s/m²). In Figure 4.1-15, we compare directly the PL spectrums that have 

almost equal PL flux respectively for QDs, WL and host spectral domains. 
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Figure 4.1-15: Comparison of PL spectrum of equal intensity from different zones. 

In the case of equal QDs PL flux, the local electrical power density (LEP) is almost the same for all 

spatial zones but we notice that the PL intensity flux for WL and host domains increase following 

the increase of laser excitation. In the case of equal WL PL flux, we notice a comparable phenome-

non. To achieve the same level of WL PL flux, the lowest laser excitation regime (0.01 mW) needs 

higher LEP and higher PL from QDs energy states. Finally, the equal host PL flux also follow the 

same rule. With the highest laser excitation regime (2.71 mW), a LEP of 0.8 electrons/QD is enough 

to have the same host PL flux as a LEP of 5 electrons/QD in the case of lower excitation regime 

(0.34 mW). 

Finally, to further investigate the spatial effect, in Figure 4.1-16, we present optical IV curves for the 

five different PL spot areas: 100% area (center), 50% area (FWHM), 10% area (middle), 2% area 

(edge) and 0.5% area (off-spot). We consider low and high excitation regimes as in Figure 4.1-9 for 

laser power lower or higher than 0.2 mW. The slopes show the fitting using Equation 4.1-1 from 

which we can deduce different values of optical IV ideality factor. 

 

Figure 4.1-16: Optical I-V curve for the three spectral domains of interest following Equation 4.1-1 as in Figure 4.1-9. We 
consider five different spatial zones: 100% area (center), 50% area (FWHM), 10% area (middle), 2% area (edge) and 0.5% 
area (off-spot). We consider two regimes for low and high excitation separated at 0.2 mW. Slopes corresponds to differ-
ent idealities fitting. 

In Figure 4.1-17, we summarize the evolution of optical ideality factor over different spatial zone for 

low and high excitation regimes. For low excitation regime, we see that off-spot area PL for WL and 



Intermediate band dynamic study to evidence PV novel concept 

166 

host energy domains have the same ideality as PL from QDs energy domain. It is a strong indication 

that the PL entirely comes from QDs and not the WL or host material. For FWHM and center area 

we see the same behavior as explained before with an ideality close to radiative-limited recombina-

tion (n~1) for WL and host. At high excitation, it is interesting to notice the evolution of ideality fac-

tor for host energy domains that is crossing with WL starting at 10% area. This seems to indicate 

the existence of an independent carrier population in the host material. 

  

Figure 4.1-17: Optical I-V ideality factors are plotted with respect with the PL spot area for low excitation and high excita-
tion following fitting of curves presented in Figure 4.1-16. 

The spatial investigation in this part show that laser excitation not only has a role on the bandfilling 

but also on the nature of the whole electron gas in our device. The nature of this electron gas is 

usually defined in term of temperature and we will see how we can extract one in this chapter. For 

a fixed laser excitation, there seems to be a decreasing of the overall PL intensity when moving out-

side the center of the PL spot. However the high-energy PL tail for QDs seems to be almost the 

same wherever we are on the PL spot and depends on the laser excitation, as shown in Figure 

4.1-12 and Figure 4.1-13. In the second part of this chapter, we will discuss more about this phe-

nomenon when comparing focused and defocused laser spot. It seems that it could be due to the 

different behavior between holes and electrons. 

4.1.2.2 Energy bandfilling dynamic 

After investigating about the radiative dynamic balance of the QDSC system, we want to properly 

look at the bandfilling in term of energy levels. First, we will discuss about a simple model to repro-

duce the PL profile with increasing filling of QDs energy states. Then we will compare with our 

measurements and conclude on the bandfilling dynamic. 

i). Simple PL model: description 

Considering the previous chapter investigation on the In(Ga)As / Al0.2GaAs QD system, we want to 

develop a simple model to reproduce the evolution of PL with increasing filling of energy states. 

There are three important steps in this model. First, we need to define the energy levels for holes in 

the valence band (VB) and electrons in the conduction band (CB). Second, we need to calculate all 

possible transitions from different continuous wave (CW) PL regimes of excitation. Third, we need 

to estimate the emitted photon flux from filled states. 
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ii). Simple PL model: energy states from QDs distribution 

To reproduce the QD system, first we define a number of energy states available in the conduction 

band and valence band. From the PL and AFM QDs height distribution profile found in the previous 

chapter for an “edge zone” sample, we can consider the distribution of QDs described in Figure 

4.1-18. Total number of QDs is around 700 for an area of 1 µm² derived from AFM measurement 

with histogram of Figure 3.2-18. The Gaussian-fitting curve with diamonds represents different 

types of QDs with different ground states (GS) energy transitions that are following PL at low tem-

perature as in Figure 3.3-1. The QDs population is sampled by discretizing their PL peak every 

25 meV, which is the considered temperature broadening so the discretization seems to be enough 

to describe PL dynamic. 

 

Figure 4.1-18: “Edge zone” QDs distribution from AFM (histogram in blue) superpositionned with low temperature PL. 

Using k·p calculation we find that, different types of energy states for holes or electrons have linear 

evolution in energy with their size.  

 

Figure 4.1-19: Three types of QDs with different confinement and energy states (left figure), electron and hole energy 
states are plotted versus their respectives main PL energy transition revealing linear behavior (right figure). 
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In Figure 4.1-19, we show an example for the three types of QDs described in chapter 3 (QD1, QD2, 

and QD3) for the GS and the four first excited states (ES) energy levels. Overall, they amount to 

about 25 electrons or holes energy states and we see their shift in transition energy follow the 

same linear law. Therefore, starting from k·p calculation of a medium size QD as described in the 

previous chapter, it is possible to estimate the energy states distribution for the QD Gaussian distri-

bution described in Figure 4.1-18 following this linear law. 

In other words, in Figure 4.1-18, each energy transition corresponds to a QD with a particular size 

and energy states distribution. The energy state distribution is weighted considering the number of 

QDs per µm². For bandfilling of our system, we need to multiply this value by ten because we have 

ten layers of QDs for a 1-µm² illumination coming onto the surface of the device and we consider a 

homogenous repartition of carriers over the ten layers. 

Electron-hole pairs generation and bandfilling are dependent on the excitation regime as we ex-

plained earlier. The filling of QDs will start for low energy states meaning for “large QDs” with high-

est wavelength PL transition. For example in the QDs distribution profile of Figure 4.1-18, there is 

about one “large QDs” per µm² at 1.2 eV low-temperature PL energy. For 10 layers of QDs it means 

that the first 20 energy states of our system are related to this “large QD”. If we want all these 

“large QDs” to be filled with one electron it means that we need at least 10 electrons/µm² at all 

time. Considering a recombination time of 8 ns, it means that an absorbed flux of 1.3 pho-

tons/ns/µm² is a minimum value to fill with one electron the ground state (GS) from these “large 

QDs”. In our system for 53% absorptivity, this absorbed flux is equivalent to x1.3 suns concentra-

tion. In fact, we will see later that the filling does not takes place for one large QD at a time. It 

seems that energy states that are close to each other are all being filled at the same time. This 

might be due to the effect of QDs distribution and temperature broadening. 

iii). Simple PL model: transition possibilities 

For different levels of excitation, we consider that electron-hole pairs generation will induce differ-

ent possible combinations of transitions for electrons in the CB and holes in the VB. The transitions 

probabilities are related to the coupling of transition dipole moments (TDM) that can be calculated 

using k·p model as we explained in chapter 3.  

It is referred as the oscillator strength (𝐹𝑜𝑠𝑐) of a transition, and it 

is inversely proportional to the radiative recombination time of a 

transition (𝜏𝑟𝑎𝑑) following Equation 4.1-4 [230]. Therefore, for 

each level of laser excitation, all possible transitions are being cal-

culated with their respective oscillator strengths as depicted in 

Figure 4.1-20. 

 

 

 

 

 

 

Figure 4.1-20: Possible transition 
combinations for 2 electron-hole 
generated pairs. 
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Equation 4.1-4: Relation between TDM coupling, Fosc and 𝜏𝑟𝑎𝑑. 
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iii). Simple PL model: emitted photon flux 

To estimate the PL flux, we decide to consider the following logic. For radiative recombinations to 

happen, electrons need to occupy a certain level of energy for a certain time. Filling is done from 

low energy states to high energy states. Thus, each electron state is considered one by one in in-

creasing order. When considering the emission of an electron from the considered electron state, 

we evaluate all channels of recombination possible with hole states but also from +/- 25 meV 

neighbouring electron states to take into account the temperature broadening as described in Fig-

ure 4.1-21. 

In Figure 4.1-22, we show PL characterization 

measurements performed at low laser excita-

tion between 1e-2 and 100 suns at room tem-

perature with the Raman/PL HORIBA Jobin-Yvon 

system that was used for PL mapping. The sam-

ple used is a “center zone” sample on which we 

did PL measurement at low temperature (black 

dashed line). At room temperature for low exci-

tation up to hundreds of sun, we see that the 

shift of PL peak is relatively small (red triangles). 

The PL emission corresponds to an emission 

from “large QDs” (pink and red solid lines). 

FWHM is about 90 meV. This value of FWHM 

corresponds to a Voigt distribution of Gaussian 

and Lorentzian both with FWHM of 50 meV. 

Therefore, it corresponds well to a typical room temperature Lorentzian broadening convoluted 

with a homogeneous broadening due to QD Gaussian distribution of “large QDs”. That is why we 

consider that the PL emission from an occupied state is influenced by +/- 25 meV neighbouring 

electron states. 

Oscillator strengths for each transition are used to evaluate the probability of emission for each 

channel compared to all the channel of emission. Finally, we take into consideration the emission 

flux by attributing a time recombination for each electron state by summing the oscillator strengths 

for all channels of emission following the description of Figure 4.1-21. To reproduce the PL spec-

trum we sum all transitions represented by Gaussian with FWHM of 90 meV illustrating homogene-

ous and inhomogeneours broadening and following Figure 4.1-22 characterizations. 

Recombination time is calculated using Equation 4.1-4, and we find that ground states (GS) have a 

4 ns recombination time. In the literature of QDSCs, this value was discussed recently to be even 

possibly on the order of milliseconds [231]. In time-resolved PL (TRPL) for In(Ga)As self-assembled 

QDs, it is usually found that the long lifetime related to the GS radiative transition of QDs is around 

1 ns at low temperature [220]. Nevertheless it was shown that this lifetime changes at room tem-

perature with sometimes a square-root dependence with temperature as in the case of quantum 

wire (QWR) or closely stacked QDs [73]. Our TRPL experiment revealed lifetime of 8 ns and recent 

studies show the same trend [228], [229]. The increase in the radiative lifetime of GS QDs with in-

creasing temperature has been equally attributed to carrier transfer between QDs, to carrier es-

cape and recapture and to reduction of the nonradiative decay. 

 

Figure 4.1-21: PL emission flux depending on oscillator 
strength. From electron energy state considered (in red) 
and neighboring state in a +/- 25 meV zone. 
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Figure 4.1-22: PL peak shift of PL measured at low excitation with laser power on left axis. PL at room temperature (300K) 
are shown for different excitation compared to the multi-modal PL at low temperature that is Varshni shifted (dashed 
line) in order to see that only “large QDs” contribute to PL for very low-excitation at room temperature. 

In TRPL, the oscillator strength from a higher energy state is dominated by the intraband non-

radiative transition to lower energy states [232]. In the case of continuum-wave (CW) PL we make 

the assumption that the intraband transition from higher to lower energy states is limited due to 

the constant absorbed photon flux. 

Interaction with the wetting layer (WL) and host material is not taken into account, as we do not 

really know how energy states will interact with them. Moreover, we do not consider other effects 

like interaction of carriers between them, as we want to keep this model relatively simple. Never-

theless, there should be some carrier-carrier effects arising from bandfilling like Auger or impact 

ionization. These effects are usually considered when discussing about low-dimensionnal quantum 

structures solar cells for hot carrier solar cells (HCSCs) or multi-exciton generation (MEG) solar cells 

[233]. Following these considerations, we can predict two things that are not taken into account by 

our model but might happen for the filling of high-energy states: 

- Coupling with WL and host energy states should increase with filling of higher energy states, 

which will decrease the radiative emission of photons compared to our model. 

- High density of carriers means higher non-radiative interactions and so it will also decrease 

emission of photons compared to our model. 

To compare the simple model calculation with experimental PL we considered radiative recombina-

tion ratio inside the QDs from our investigation presented in Figure 4.1-11. 

iv). Comparison with calibrated PL experimental measurements 

In order to compare our model’s results with calibrated PL experimental measurements, we are es-

pecially interested in considering how PL peak is blueshifting and how the global intensity level in-

creases with bandfilling. We will consider the distribution presented in Figure 4.1-18 for “edge 

zone” samples with specific QD distribution on Okd-3 wafer. Different levels of filling of energy 

states are taken into account by reproducing same position of PL peak as in the experimental data. 
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Table 4.1-4: Calculated values of emitted PL photon flux for “edge zone” QDs distribution. Calculations are shown for dif-
ferent PL peak positions representing different fillings of QDs. Filling percentages are shown for GS, ES1 and ES2. 

Position 
# 

PL peak 
(eV) 

Emitted photon flux 
(photons/s/m²) 

GS 
(%) 

ES1 
(%) 

ES2 
(%) 

0 1.20 1.3 e22 6 0 0 
1 1.26 9.4 e23 29 0 0 
2 1.30 9.0 e24 35 12 6 
3 1.32 1.1 e25 41 18 12 
4 1.35 5.6 e25 47 24 18 

Table 4.1-4 summarizes several calculated values of emitted PL photon flux and filling percentages 

are shown for different energy levels (GS, ES1 and ES2) for the QDs distribution. For example in the 

case of a PL peak maximum at 1.30 eV, 35% of QDs have their GS filled, 12% have ES1 filled and 6% 

have ES2 filled.  

In Figure 4.1-23, we show a comparison between the previous calculation and experimental cali-

brated PL measurements for different laser excitation. To recalibrate in term of intensity, the pho-

ton flux is multiplied by the decreasing radiative ratio as presented in Figure 4.1-11.  

We notice that we are able to reproduce PL emission following the same shift in PL peak and also in 

intensity for different level of filling. Peak positions #2 and #3 would correspond to a 0.18 mW and 

0.37 mW laser excitation respectively at the starting point of the high-excitation regime (≥ 0.2 mW) 

defined previously. From this point, we notice that more than 1/3 of QD population GS are filled 

with 2 electrons and a portion of excited states (ES1 and ES2) are also starting to be filled. In our 

model, we assume that each energy level below the PL peak has to be filled with 2 electrons. In re-

ality this constraint might be relaxed especially when a QD starts to see his excitated states being 

filled. 

 

Figure 4.1-23: Calculated PL with radiative ratio following Figure 4.1-11 (dotted lines) compared with experimental values 
from calibrated PL with integrated hyperspectral images in the center spot area. Laser excitation are varied from 0.01 mW 
to 2.71 mW. The low excitation spectrum at 0.2 µW of excitation comes from HORIBA PL system and is recalibrated in in-
tensity by assuming a linear increase of PL intensity for low excitation to show the evolution of the shape and blueshift of 
PL peaks from 1.2 eV to 1.35 eV. 
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For example, in our model at peak position #2, 6% of the QD population (the larger QD) would have 

12 electrons per QD (GS, ES1 and ES2 filled). If we consider roughly 12 electrons for the volume of a 

pyramidal “large” QD (30x30 nm² base and 4.5 nm height), we find an electron concentration of 

about 1e19 cm-3, which makes it a metal-like or degenerately doped semiconductor. In chapter 3, 

AFM investigation shows that “small” and “large” QDs are mixed and often next to each other in 

some sort of aggregates. It is likely that such a high local carrier concentration in a “large” QD 

would escape and leak into an adjacent empty QD even if it has a higher GS energy. This effect 

could be compared to a kind of “spatial smearing effect” that has been reported in QDs and will be 

discussed later [176]. 

In Figure 4.1-23, we see that two parts of the spectrum are not well fitted. For the lower energy 

part, we notice that our modeled photon flux is lower than the experimental values. This might be 

due to the fact that, in our model, we consider low energy states to fill first, meaning that a spin-

degenerated energy level is fully filled. In the real case, Coulomb repulsion might be an obstacle for 

complete filling of states that have the same energies especially if they have low level of occupancy. 

Typically, ground states (GS) can only host two electrons of opposite spins. To take into account this 

effect, carrier-carrier interaction should be considered. 

We also see that we are not able to fit correctly the high-energy tail for calibrated PL spectrum. As 

we discussed previously, this high-energy tail is a signature of the electron gas inside our QDSC. In 

this model, we do not consider the effect of a gas therefore we cannot fit properly this part of PL 

spectrum. We will explain in the next part that we can consider a Maxwel-Boltzmann distribution to 

fit the PL for carriers in this high-energy region. 

In conclusion, this bandfilling study shows that PL from QDs states has a complex dynamics. It can-

not be simply explained by the luminescence of excitonic states transitioning at different energies. 

For the low-energy part, we can suppose that after one electron per QD is achieved, a saturation 

dynamic takes place with Coulomb repulsion, more carrier-carrier interaction like inter, intra Auger 

recombination or carrier-phonon interaction. For the high-energy part, the contribution of a photon 

gas needs to be considered. This photon gas might be impacted by the low-energy saturation that 

might induce a different energy distribution for high-energy states. Overall we notice that for the 

high-excitation regime (≥ 0.2 mW), at least 1/3 of the QD population is filled and maybe more be-

cause of a “spatial smearing effect”. Therefore we can say that we are approaching a “half-filled” 

metal-like intermediate band (IB) condition suitable for IBSCs.  

4.1.2.3 Activation energy 

In the previous part, we considered bandfilling effect with a simple model. The spatial and spectral 

investigation of calibrated PL measurements show that the high-energy PL tail is somehow inde-

pendent from the bandfilling effect and is changing with laser excitation regime. We will try to ex-

plain the meaning and relation of this high-energy PL tail. 

i). Maxwell-Boltzmann distribution 

When trying to estimate a distribution of classical particles, Maxwell-Boltzmann (MB) distribution is 

often encountered as an approximation of two well-known more realistic distributions: Fermi-Dirac 

(FD) and Bose-Einstein (BE) distributions as represented in Figure 4.1-24. 
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Figure 4.1-24: Comparison of Maxwell-Boltzmann, Bose-Einstein and Fermi-Dirac distributions 

FD distribution is used for fermions governed by the Fermi exclusion principle: indistinguishable 

particles cannot be together in the same state. BE distribution is used for bosons that follow the 

opposite trend, it is often said that “the more the merrier” is their motto. Fermions are sometimes 

said to be the constituents of matter, while bosons are said to be the constituents of radiation. In 

our case study, carriers like electrons or holes are fermions while photons or even phonons and ex-

citons are considered as bosons. From a mathematical point of view these three distributions ex-

pressions are close to each other but filling of states behavior change dramatically when consider-

ing low energy levels. Starting for 𝐸 − µ ≥ 2𝑘𝐵𝑇, we see that FD and BE distributions are converg-

ing towards a MB distribution. 

In our case, when we consider the fitting of PL, we can relate to the Generalized Planck’s law fol-

lowing Equation 4.1-6. This expression will be detailed later. We can already see that PL flux is pro-

portional to the absorptivity 𝐴(𝐸), the square of the energy and a BE distribution regarding pho-

tons with a chemical potential written 𝛥µ that will be explained later. In the absorptivity is also hid-

den the distribution of carriers. We will see in the next section how we consider this distribution. 

𝜙𝑃𝐿(𝐸) ∝ 𝐴(𝐸) × 𝐸2 × 
1

exp (
𝐸 − 𝛥µ

𝑘𝐵𝑇
) − 1

 

Equation 4.1-5: PL flux is proportional to absorptivity, square of the energy and a BE distribution representing the photons 
with a certain chemical potential written 𝛥µ following the Generalized Planck’s law. 

Anyhow, in the case of high-energy tail for 𝐸 − 𝛥µ ≥ 2𝑘𝐵𝑇, we can assume a MB distribution for 

carriers in the high-energy tail of PL that are far from the chemical potential of the photon gas that 

should be below PL peaks. Following Equation 4.1-6, the high-energy tail can be fitted by an expo-

nential law with photon energy 𝐸 and 𝑇 the temperature of the photon gas that should also corre-

spond to the temperature of carriers and therefore probing a certain occupancy of high-energy 

states. 
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𝜙𝑃𝐿(𝐸)

𝐴(𝐸)𝐸2
∝ exp (−

𝐸

𝑘𝐵𝑇𝐶
) 

Equation 4.1-6: Equation showing dependence of high-energy PL tail with carriers’ temperature 𝑇𝐶. 

ii). Absorptivity calculation 

To use this expression, we see that it is important to have an idea of the absorptivity inside our de-

vice and its dependence with energy. It will be especially important when we consider the use of 

light management structure for example with Fabry-Pérot (FP) cavity. As in the previous chapter, 

we will use Rouard’s method to give a simple analytical formula of the absorptivity in a simple cavi-

ty: Air/Absorber/Back-layer. The absorber (Abs) can be seen as an effective medium comprising all 

the layers in the stacked device. The back-layer (BL) can be the as-grown substrate or a mirror as in 

the case of transferred samples. As in chapter 3, using Fresnel coefficients, we can calculate the re-

flection 𝑅 and transmission 𝑇 and deduce the absorptivity 𝐴(𝐸) following Equation 4.1-7 for inci-

dent light perpendiculat to the cavity (𝜃 = 0). 

𝑅 = |
𝑟𝐴𝑖𝑟→𝐴𝑏𝑠 + 𝑟𝐴𝑏𝑠→𝐵𝐿  𝑝𝐴𝑏𝑠

1 + 𝑟𝐴𝑖𝑟→𝐴𝑏𝑠 𝑟𝐴𝑏𝑠→𝐵𝐿  𝑝𝐴𝑏𝑠
|

2

                

𝑇 = |
𝑡𝐴𝑖𝑟→𝐴𝑏𝑠 𝑡𝐴𝑏𝑠→𝐵𝐿  𝑝𝐴𝑏𝑠

1 + 𝑟𝐴𝑖𝑟→𝐴𝑏𝑠 𝑟𝐴𝑏𝑠→𝐵𝐿  𝑝𝐴𝑏𝑠
|

2

ℜ(
𝑛𝐵𝐿

𝑛𝐴𝑖𝑟
) 

𝐴(𝐸) = 1 − (𝑅(𝐸) + 𝑇(𝐸))              

Equation 4.1-7: Analytical formula expressing the absorptivity of a simple cavity. 

The round trip wave propagation in the absorber is expressed with 𝑝𝐴𝑏𝑠 = exp (𝑖2ñ𝐴𝑏𝑠𝑡𝐴𝑏𝑠𝑘0) 

where ñ𝐴𝑏𝑠 = 𝑛𝐴𝑏𝑠 + 𝑖𝜅𝐴𝑏𝑠 and 𝑡𝐴𝑏𝑠 are respectively the refractive index and thickness of the ab-

sorber layer. 

In our case, for the fitting of the high-energy tail PL, the spectral domain of interest is around 

1.35 eV and 1.5 eV. In this region, only QDs layers are absorbing. Therefore, we need to consider 

absorption coefficient as studied in chapter 3. We will use two types of absorption profile.  

 
Figure 4.1-25: Absorption coefficient deduce from k·p calculation (in red) for medium size QDs with GS at 1.2 eV and same 
QDs density as in O3BNT1.4 sample which means 10 layers of QDs with about 700 QDs/µm² for a 515 nm-thick solar cell 
absorber thickness. Gaussian fit plus linear (in black) to estimate absorption profile trend for a Gaussian distribution. 
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First, thanks to the k·p calculation study, and considering Gaussian distribution of QDs, we can es-

timate that the profile of absorption for a typical size of QD is following a Gaussian expression for 

the ground states (GS) and a linear distribution in energy for the following excited states as shown 

in Figure 4.1-25. The use of a Gaussian expression is justified by our previous investigation on the 

Gaussian distribution of QDs. In Figure 4.1-19, we saw that QDs of different sizes and excited states 

(ES) all seem to follow a linear law in function of their transition energy. Therefore, in the case of 

QDs having almost the same GS energy 𝐸𝐺𝑆𝑖
, we can write the absorption coefficient as in Equation 

4.1-8. We consider the following fixed parameters to fit the k·p calculation of absorption:  𝜎 =

25 meV (FWHM = 60 meV), Aquasi-continuum/AGS = 18 and 𝛾 = 10 meV. The denominator expression of 

the quasi-continuum states originates from the sigmoidal expression of the subandgap absorption 

coefficient [234].  

𝛼𝑄𝐷𝑠𝑖
(𝐸, 𝐴𝑄𝐷𝑠𝑖

, 𝐸𝐺𝑆𝑖
) = 𝐴𝑄𝐷𝑠𝑖

× [A𝐺𝑆 × exp (−
(𝐸 − 𝐸𝐺𝑆𝑖

)
2

2𝜎2
) + 𝐴𝑞𝑢𝑎𝑠𝑖−𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑢𝑚 ×

𝐸 − 𝐸𝐺𝑆𝑖

1 + exp (−
𝐸 − 𝐸𝐺𝑆𝑖

𝛾
)

] 

Equation 4.1-8: Absorption coefficient formula for QDs having almost the same GS energy 𝐸𝐺𝑆𝑖
 following k·p calculation. 

A second piece of information on subbandgap absorption in this sample is given by CCE fitting that 

was explained in chapter 3. We consider a subbandgap tail of Equation 4.1-9, as described in Figure 

4.1-26. 

𝛼(𝐸) = 𝛼ℎ𝑜𝑠𝑡exp (− (
𝐸 − 𝐸ℎ𝑜𝑠𝑡

𝛾𝑔𝑎𝑢𝑠𝑠
)

2

) 

Equation 4.1-9: Gaussian fitting of subbandgap tail absorption due to QDs in Al0.2GaAs host material of bandgap energy 
𝐸ℎ𝑜𝑠𝑡 = 1.69 eV with a characteristic energy 𝛾𝑔𝑎𝑢𝑠𝑠 = 240 meV and 𝛼ℎ𝑜𝑠𝑡 = 220 cm-1. 

This functional form is often found to describe subbandgap tail states [235], with 𝐸𝑔 the bandgap 

energy of the Al0.2GaAs host material and 𝛾𝑔𝑎𝑢𝑠𝑠 a characteristic energy called the Urbach energy 

for a linear exponential dependence. A square dependence has been found for example by Morgan 

using Thomas-Fermi method for the study of impurity bands [236]. In our case, this square depend-

ence or Gaussian statistic can be explained by the fact that we have different size of QDs with 

Gaussian distribution. The summation of these Gaussian distribution regularly spaced amounts to a 

Gaussian tail. Nevertheless, we notice that when the number of states increases for WL and host 

energy levels (𝐸 > 1.5 𝑒𝑉), the behaviors follow a square-root tendency as in the case of bulk ma-

terials. 

 In Figure 4.1-26, we show the absorption coefficient and we see a Gaussian dependence for QDs 

states with another tail coming from WL states. 
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Figure 4.1-26: Absorption coefficient deduce CCE fitting (in orange) for O3BNT1.4 sample. Gaussian fit (in dashed black) to 
estimate absorption profile trend for a Gaussian distribution: 𝐸ℎ𝑜𝑠𝑡 = 1.69 eV, 𝛾 = 240 meV and 𝛼ℎ𝑜𝑠𝑡 = 220 cm-1. 

It is interesting to notice that this tail is high compared with k·p calculation. This might be because 

the WL volume would be underestimated in k·p calculation. It can also be because carrier collection 

is more efficient for photons absorbed at WL energy states transitions compared to QDs energy 

states. 

iii). “Hot” carriers 

Using Equation 4.1-6, we present in Figure 4.1-27 the fitted temperatures for different level of laser 

excitation considering absorption from carrier collection efficiency (CCE) fitting. The high-energy tail 

fitting is very sensitive to the slope and is not always accurate especially near PL peak. A better fit-

ting will be performed in the next part considering both low-energy and high-energy part of the PL 

from QDs. Nevertheless, this method has been commonly used. Therefore, it is interesting to ex-

plain the physical meaning behind it and compare with other experimental findings.  

 

Figure 4.1-27: High-energy tail PL fitting for increasing laser excitation using absorption from CCE fitting. 
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In Figure 4.1-28, we compare fitting with the two absorption profiles that were assumed using k.p 

calculation (Equation 4.1-8) and CCE fitting (Equation 4.1-9). Spectrum at 0.2 µW laser excitation is 

again shown as a comparison but it was taken with a different setup with a different type of detec-

tor as explained before. 

 

Figure 4.1-28: Fitted temperature from PL characterization presented previously at different excitation and at room tem-
perature, using absorption from k.p calculation and from CCE fitting. 

In both case we notice an increase of the carrier temperature for laser excitation around 0.2 mW. 

At maximum excitation, we find “hot” carriers with temperature around 600 K +/-70 K. 

The term “hot carriers” was originally introduced to describe non-equilibrium electrons or holes 

that have an elevated effective temperature [237]. It illustrates a correlation between power dissi-

pated, the electron gas temperature and overheating. In simpler terms, when electrons carry cur-

rent in normal conductors, they heat up. At low temperatures, but also at ordinary temperatures in 

nanoscale devices, their ability to dissipate this heat can be significantly impaired. 

In chapter 3, we discussed that the capture and emission of charge carriers into or outside of QDs 

can be related to different mechanisms such as pure tunneling, thermoionic emission (TE) or ther-

moionic field emission (TFE). For a carrier to fall in a lower energy level it has to dissipate the excess 

energy. As explained before, inside the QDs, numerous mechanisms can dissipate the energy like 

carrier-carrier scattering (Auger effect, impact ionization) or phonon emission (thermalization). 

These processes are competing with each other. For photovoltaic application, the beneficial effects 

are the extraction of multiple carriers to increase the current or local storage to increase the chem-

ical potential and therefore the Voc. These mechanisms are considered in advanced concepts like 

MEG-SCs (carrier-carrier scattering) or HCSCs (thermalization) [32]. 

In early investigation of QDs, a “phonon-bottleneck” was predicted due to the lower dimensionality 

of the QDs and quenching of longitudinal phonons [238]. The “phonon-bottleneck” effect describe 

a situation when the spacing between size-quantized energy levels is larger than the vibrational en-

ergy. In the case of the In(Ga)As self-assembled QDs system, we saw that the assumption of ideal 

zero-dimensionality is not true because of QDs having a rather large lateral sizes. Nevertheless, the 

separated discrete electron energy levels may lead to the requisite of multi-phonon emission for 
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thermalizing. Multi-phonon emission proceeds at a slower rate compared to single phonon assisted 

relaxation processes which could potentially slow down the carrier cooling rate in nanostructures 

compared with their bulk counterparts [239]. This phenomenon was observed in QWs despite hav-

ing an even higher dimensionality [240]. A good HCSC must have an electrical transport path be-

tween the absorber and collector that allows transfer of electrons at a rate faster than the elec-

trons can interact with the lattice. In our case, a difference in carrier cooling rate between QDs (ab-

sorber) and the bulk host material (collector) might create the condition for a HCSC at high laser ex-

citation. 

This “phonon-bottleneck” effect is sill debated for QDs, on the other side Nozik et al, have demon-

strated the existence of “multiple exciton generation” (MEG) in QDs [233]. They showed ultrafast 

rate of carrier-carrier scattering compared with bulk material and which should be even higher than 

hot exciton cooling. They use the term exciton instead of carriers because theoretically for QDs, the 

electron-hole pairs become correlated due to spatial confinement. In our case, for a self-assembled 

In(Ga)As QDs / Al0.2GaAs solar cell operated at room temperature, we saw that it is not obvious to 

determine if the carriers behave as excitons or free carriers. Especially thermal, electric field and 

filling effects might break the typical Coulomb interaction of excitons. Therefore we cannot con-

clude on the origin of this “hot carrier” effect. 

From an experimental point of view, we have a “hot” carrier distribution. For PV applications, we 

do not need to explain if it is related to slow thermalisation or enhanced exciton generation. Since 

there is no electric power extracted, the absorbed power can only be lost as heat towards the lat-

tice or by radiative recombinations. In other words, carriers lose their energy by interaction with 

phonons or photons.  

The power lost by thermalisation can then be expressed as the difference between the absorbed 

power and the radiatively emitted power. The radiative emission is neglected compared to the inci-

dent power as we saw previously. The power lost by thermalisation can then be written as an Ar-

rhenius’ equation with an activation energy 𝐸𝑎 as we discussed previously in chapter 3. 

𝑃𝑎𝑏𝑠 = 𝑃𝑡ℎ ⇔ 𝑘𝑟𝑎𝑡𝑒 = 𝐶𝑝𝑟𝑒−𝑒𝑥𝑝 × exp(−
𝐸𝑎

𝑘𝐵𝑇𝐻
) 

Equation 4.1-10: Absorbed power equals power lost by thermalisation can be written as an Arrhenius’equation 

The Arrhenius’ equation gives the relationship between the activation energy and the rate at which 

a reaction proceeds where 𝑘𝐵 is the Boltzmann constant, assuming a Maxwell-Boltzmann (MB) dis-

tribution. For continuous wave (CW) PL, the reaction rate coefficient 𝑘𝑟𝑎𝑡𝑒 is equivalent to the 

power absorption rate. The pre-exponential factor 𝐶𝑝𝑟𝑒−𝑒𝑥𝑝 is a constant that defines the rate due 

to the frequency of collisions for carriers. Most simply, 𝑘𝑟𝑎𝑡𝑒 is the number of collisions that result 

in a reaction per second, 𝐶𝑝𝑟𝑒−𝑒𝑥𝑝 is the number of collisions and the exponential factor with ener-

gy 𝐸𝑎 is the probability that any given collision will result in a reaction. In our case, it seems reason-

able to approximate the activation energy as being independent of the temperature. Similarly, the 

weak temperature dependence of the pre-exponential factor is often negligible compared to the 

temperature dependence of the exponential factor. Except in the case of "barrierless" diffusion-

limited reactions, in which case the pre-exponential factor is dominant and is directly observable. In 
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such case, a modified Arrhenius' equation can be used as in the case of the linear law found by A. 

Le Bris [241] or the squared dependence in Richardson’s law that we discussed in part 3.3.1.3.  

 

Figure 4.1-29: Fitted temperature using k.p calculation follows an Arrhenius’law with energy activation of 206 meV. 

In our case, we consider the prefactor 𝐶𝑝𝑟𝑒−𝑒𝑥𝑝 to be independent of carriers’s temperature. We 

find good fitting with two different activation energy for the low-excitation (< 0.2 mW) and high-

excitation (> 0.2 mW) regimes discussed previously. For low-excitation, 𝐸𝑎 = 629 𝑚𝑒𝑉 and at high-

excitation  𝐸𝑎 = 206 𝑚𝑒𝑉 as shown in Figure 4.1-29. This PL fitting represents the evolution of 

high-energy QDs states. Following chapter 3 consideration on the carrier escape nature, we see 

that the two different regimes of activation energy might corresponds to excitonic and non-

excitonic behaviors of the high-energy carriers inside the QDs. At low excitation (< 0.2 mW) the ac-

tivation energy is closer to the energy gap between QDs states and the host material which would 

indicate an excitonic behavior. At high-excitation, the value is closer to the energy separation be-

tween QDs energy states and the host material (especially holes) as we saw previously in chapter 3. 

This would indicate a non-excitonic behavior. In the literature, the non-excitonic behavior of carrier 

escape has been confirmed for an increased excitation [176]. Host material acts as a barrier that 

control the evolution of the carrier gas’s temperature. 

As we show in Figure 4.1-30, we investigated QDs system that have other typical sizes of QDs from 

growth of Okd-1 (Okd-1 M10 sample) and Okd-3 (Okd-3 M0.2 sample). At high-excitation regime, 

we find that activation energy is larger for “large” QDs investigated via PL and AFM height charac-

terization (Okd-1 M10 sample: green diamonds, 𝐸𝑎~250 meV). It is coherent with the fact that 

“large” QDs have a larger energy separation between QDs energy states and WL. 
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Figure 4.1-30: Comparison of high-energy tail carrier temperature fitting of PL measurements performed at low tempera-
ture (LT) and room temperature (RT) for different samples at high-excitation. Focus on the PL fitting for carrier tempera-
ture range between 175 K and 1500 K.   

We also compare with data from other investigations of PL high-energy tail temperature’s fitting. In 

Figure 4.1-30, all fitting showed are from PL at room temperature (RT) except the first value (black 

square) from a GaSb-based heterostructure investigation of hot carrier solar cells (HCSCs) at low 

temperature (LT) by A. Le Bris. An activation energy value 𝐸𝑎~40 meV is found and is attributed to 

longitudinal phonon energy that is the limiting mechanism at low temperature [241].  

We compare other quantum-structured material, for example InAs/GaAs quantum dot superlattice 

(QDSL) solar cells (pink diamonds) investigated by D. Watanabe at room temperature [207]. The PL 

of QDs is around 1.1 eV and around 1.42 eV for GaAs host material. The measurement was per-

formed by Professor Takashi Kita’s group from Kobe University using time-resolved PL (TRPL) exci-

tation therefore the comparison with continuous-wave (CW) PL may not be direct. We converted 

nJ/cm² in kW/cm² considering a 0.2 ns constant duration time before the thermalization of carriers 

that they investigated. From their QDSL solar cell, if we assume an ambipolar escape mechanism for 

carriers inside QDs, the activation energy will be equal to the energy gap divided by two (160 meV). 

This value will be even reduced in the case of unipolar escape via holes. Anyhow, the activation en-

ergy found by fitting with Arrhenius’ equation is close (𝐸𝑎~140 meV).  

At room temperature (RT), we also show the results of In0.8Ga0.2As0.44P0.56/In0.78Ga0.22As0.81P0.19 QWs 

structure with InP cladding (purple triangles) [240]. PL characterization was performed using the 

same setup system as in this work. We find an energy activation 𝐸𝑎~260 meV wich is again coher-

ent with the energy separation between the low energy material (here the wells) and the barriers.  

We also show activation energy from PL characterization performed at room temperature (RT) by 

Dr. Zacharie Jehl on a thin layer of bulk GaAs sample (dark blue full circle) and on a thin GaAs layer 

with Al0.6Ga0.4As cladding layers grown in order to confine the carriers (light blue circle). We notice 

almost no high-energy PL tail heating for the sample without claddings and 𝐸𝑎~300 meV energy ac-
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tivation for the sample with claddings. Bandgap energy between GaAs and Al0.6Ga0.4As is 

~600 meV, therefore it would seem coherent with an ambipolar or unipolar escape mechanism. 

Finally, in Figure 4.1-31 we compare our results with results published recently by Kita’s group (Y. 

Harada) [242], where they investigated low and room temperature TRPL for their InAs/GaAs QDSL 

solar cells but also for InAs/GaAs MQWs solar cells grown in their lab. TRPL measurement at low 

temperature (LT) for QDSL seems to show two behaviors (dark blue diamonds). For carriers’s tem-

peratures between 160 K and 360 K, the activation energy would be very low (𝐸𝑎 ≤40 meV) while it 

goes up to 𝐸𝑎~200 meV for the carriers’s temperatures above 360 K following the same trend as 

room temperature (RT) TRPL or PL measured by them (light blue diamonds), D. Watanabe (pink di-

amonds) or from our work on In(Ga)As QDs (red diamonds). This phenomenon might be explained 

by the fact that for carriers’s temperature around 200 K, the thermal escape throught the host ma-

terial becomes a dominant mechanism compared to thermalization via phonon energy inside QDs. 

 

Figure 4.1-31 Comparison of high-energy tail carrier temperature fitting of PL measurements performed at low tempera-
ture (LT) and room temperature (RT) for different samples at high-excitation. PL fitting for carrier temperature range be-
tween 40 K and 1500 K. 

For low temperature (LT) TRPL measurement on InAs/GaAs MQWs (Indigo triangles), we notice that 

carrier heating happens for a very high power density (~10 kW/cm²) compared with QDSL sample. 

It follows a low activation energy (𝐸𝑎~20 meV) close to a typical longitudinal-optical (LO) phonon 

energy [170], [243]–[245]. The carriers’s temperature does not reach 200 K, therefore it is possible 

that the thermal escape via GaAs barriers is limited.  

In conclusion, the comparison of all these measurements seem to indicate that for a certain tem-

perature, thermal escape from host material becomes a dominant mechanism with a certain activa-

tion energy that represents the probability that a carrier escapes the QD ensemble to thermalize in 

the host material. For continuous bandfilling, the carrier density inside QDs increases, also increas-

ing the electron gas temperature following an Arrhenius’ equation dominated by the thermal es-

cape activation energy. For high-energy levels, the electron gas distribution follows a Maxwell-
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Boltzmann (MB) distribution with an equilibrium temperature that will be the temperature of radia-

tion obtained by fitting the PL high-energy tail. 

To conclude on the bandfilling and balance of photons, we consider that a quantum structure can 

be seen as an electron bathtub. The emitted photon flux increases linearly until it becomes limited 

by radiative recombination flux from the bottom and non-radiative thermal escape from the top. A 

QDs ensemble share a carrier population that behaves differently than in the host material because 

of quantum confinement. Therefore, with increasing bandfilling for QDs ensemble, carriers will dis-

tribute following a certain “hot” distribution different from the distribution in the host material. In 

the next part, we want to investigate quasi-Fermi level splitting (QFLS), for the population localized 

in the QDs ensemble and compare with the host material population. 

4.1.3 Quasi-fermi level splitting 

The concept of quasi-Fermi level (QFL) is used to describe electrons and holes populations respec-

tively in the conduction band (CB) and valence band (VB) when they are displaced from equilibrium 

and reach a quasi-equilibrium. For example in the case of photon flux generating a continuous elec-

trons transition from VB to CB, it is possible to describe the two populations of carriers using Fermi-

dirac (FD) distribution. In this case, the difference between the two QFL is called QFL splitting 

(QFLS) expressed with notation 𝛥µ and thus it represents the electrochemical potential when a so-

lar cell absorbs a photon flux. Therefore, it is also equivalent to the open-circuit voltage of a solar 

cell. In bulk material, energy states are close to each other with a high density of states and radia-

tive limit is difficult to reach. Thus, QFLS is usually not increasing directly due to bandfilling but due 

to passivation of leakage channels. It follows a logarithmic law with ratio of generated current over 

the dark current with ideality factor of 2 in the case of dominant defect-related recombination. In 

the case of a QDs ensemble, we saw that the bandfilling dynamic and evolution in energy is closely 

related with radiative recombination. In addition, evolution of PL intensity with excitation has an 

ideality factor inferior or equal to one indicating a radiative or even Auger limited regime. 

4.1.3.1 Generalized Planck’s law 

To evaluate the relation between photoluminescence and QFLS we will make use of the generalized 

Planck’s law also called generalized Kirchhoff’s law. In the domain of luminescent diode, this law 

has been formulated by Würfel in 1982 [246]. The application of this law to consider the reciprocity 

relation between electron generation, QFLS and luminescence has also been extensively investigat-

ed for solar cells by Rau [247]. Recently it was explicitely investigated with our hyperspectral cali-

brated PL setup to confirm the equivalence between QFLS and Voc in GaAs and CIGS solar cells 

[218]. Equation 4.1-11, gives the usual formulation of this equation for normal incident angle 

with 𝜙𝑃𝐿(𝐸), the photons flux at different energy 𝐸, and 𝐴(𝐸), the absorptivity of the luminescent 

material inside the device of interest [235]. 

𝜙𝑃𝐿(𝐸) = 𝐴(𝐸)
2𝜋

ℎ3𝑐2

𝐸2

exp (
𝐸 − 𝛥µ

𝑘𝑇
) − 1

 

Equation 4.1-11: Generalized Planck’s law also called generalized Kirchhoff’s law or more recently called the Lasher-Stern-
Würfel equation [235]. 
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In the perspective of new PV material, this equation has been challenged especially in the case of 

subbandgap material because there is no general expression to consider subbandgap absorption. 

We will make use of Equation 4.1-7 to consider absorptivity. As we saw previously, the coefficient 

of absorption accounts for a part, which depends on the filling of energy states, and another part 

independent of the filling only representing the coupling of TDM written 𝛼0 as expressed in Equa-

tion 4.1-12. 

𝛼(𝐸) = 𝛼0(𝐸) × (𝑓𝑉𝐵(𝐸) − 𝑓𝐶𝐵(𝐸)) 

Equation 4.1-12: Absorption coefficient dependence to bandfilling 

𝑓𝑉𝐵 𝑎𝑛𝑑 𝑓𝐶𝐵 are the occupation probabilities of the valence band (VB) and conduction band (CB) for 

holes and electrons respectively. It is possible to express these occupation probabilities in terms of 

a single QFLS 𝛥µ and the energy of the optical transition 𝐸. If we consider the case where the elec-

tron and hole effective masses are equal and the material is intrinsic, then the quasi-Fermi energies 

will split symmetrically about the intrinsic equilibrium Fermi energy at mid-gap. While this is not a 

good approximation for a doped semiconductor at low injection, it becomes a good approximation 

even for doped semiconductors at high injection. Since it is at high injection where we expect ef-

fects from occupation, this is generally a reasonable assumption. Therefore in the case of Fermi-

Dirac (FD) distribution, we can write 𝑓𝑉𝐵 𝑎𝑛𝑑 𝑓𝐶𝐵 as in Equation 4.1-13. 

𝑓𝑉𝐵 =
1

exp (−
𝐸 − Δ𝜇

2𝑘𝑇
) + 1

         𝑎𝑛𝑑          𝑓𝐶𝐵 =
1

exp (
𝐸 − Δ𝜇

2𝑘𝑇
) + 1

 

Equation 4.1-13: FD distributions for the VB and CB considering symmetrical energy splitting. 

Following Equation 4.1-13, we express Equation 4.1-12 in terms of 𝛥µ and T as shown in Equation 

4.1-14 which represents the bandfilling dependence [235]. 

𝛼(𝐸) = 𝛼0(𝐸) × (1 −
2

exp (
𝐸 − Δ𝜇

2𝑘𝑇
) + 1

) 

Equation 4.1-14: Absorption coefficient dependence to 𝛥µ and T. 

4.1.3.2 Validity for the InAs QDs ensemble system 

It is common to accept the validity of the generalized Planck’s law if a chemical and thermal equilib-

rium is set. This question is not obvious for QDs that are usually considered as isolated and confined 

structures.  

i). Equilibrium of carrier populations: from “Stokes” shift to spatial smearing effect 

As we saw in chapter 3 with temperature-dependent PL investigation, for very low excitation 

(e.g. 0.2 µW using HORIBA Jobin Yvon PL detection setup), the PL at room temperature only repre-

sents the PL from “large QDs”. This so-called “Stokes shift” effect (relaxation in “large” QDs) is well 

known in the literature. It is considered that a local equilibrium distribution is achieved for these 

“large QDs” however, thermal induced escape of carriers does not lead to the formation of a posi-

tion-independent Fermi level [170]. 

Nevertheless, the increase of excitation leads to a non-excitonic behavior of carriers inside the QDs. 

At first, we demonstrated it with “optical I-V” investigation where we found a saturation behavior 
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in the QDs even for the low-excitation regime (< 0.2 mW). And then we noticed the non-excitonic 

behavior from the investigation of activation energy using the Arrhenius’s equation and tempera-

ture obtained from PL fitting of high-energy states inside the QDs. In the literature, using cathodo-

luminescence, it has been reported that high excitation result in a “spatial smearing effect”. This ef-

fect is likely to be the result of an equilibration of carrier populations in adjacent groups of QDs. 

Figure 4.1-32 is a schematic illustration of this “spatial smearing effect” taken from [176]. 

 

Figure 4.1-32: Schematic illustration of successive state filling in adjacent groups of QDs resulting in an equilibration of 
carrier populations and an excitation dependent “spatial smearing effect”. Taken from [176]. 

Therefore, we will consider in the rest of our study that for the very low excitation PL measure-

ments (0.2 µW) performed using HORIBA Jobin Yvon PL mapper, the QDs are not in equilibrium. 

However, in the case of the calibrated hyperspectral PL measurements, even for the low excitation 

laser of 0.01 mW we consider it is sufficient to have an equilibrium because we notice a saturation 

effect in the QDs reflecting state-filling that should be linked to a “spatial smearing effect”. This 

could be checked in the future by using cathodoluminescence characterization measurements. 

ii). Absorption coefficient 

Therefore, we will consider the fitting of PL from QDs using the generalized Planck’s law for the cal-

ibrated hyperspectral PL measurements. We fit the PL considering the coefficient of absorption as 

the sum of absorption coefficients from six different groups of QDs with different ground states 

(GS) energies following Equation 4.1-8. The six groups of QDs are separated by 50 meV so that 

𝐸𝐺𝑆1
= 1.21 eV, 𝐸𝐺𝑆2

= 1.26 eV, 𝐸𝐺𝑆3
= 1.31 eV, 𝐸𝐺𝑆4

= 1.36 eV, 𝐸𝐺𝑆5
= 1.41 eV,and 𝐸𝐺𝑆6

=

1.46 eV. Therefore, we can write the absorption coefficient as represented in Equation 4.1-15 with 

𝐴𝑄𝐷𝑠𝑖
 that represents the weight of each population in the absorption coefficient. 

𝛼0(𝐸) = ∑ 𝛼𝑄𝐷𝑠𝑖
(𝐸, 𝐴𝑄𝐷𝑠𝑖

, 𝐸𝐺𝑆𝑖
)

6

𝑖=1

 

Equation 4.1-15: Coefficient of absorption for a QDs ensemble inside a host material with 𝛼𝑄𝐷𝑠𝑖
 calculated using Equation 

4.1-8. 

In the generalized Planck’s law, a precise value of absorption is especially important for energies in 

the range: 𝐸 − 𝛥µ < 2𝑘𝐵𝑇. Therefore, when increasing the excitation, 𝛥µ also increases and PL 

spectrum will give information on the absorption from QDs that have a higher GS energy. In other 

words, at low excitation starting at 0.01 mW, PL peak is around 1.26 eV. It means that absorption 

coefficient contributions from QDs6 (sixth group of QDs) with GS energy, 𝐸𝐺𝑆6
= 1.46 eV, will have 

a very low impact on the PL because their energies is far from 𝛥µ. For the highest excitation, PL 
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peak is around 1.35 eV and the value of the absorption coefficient from this group will have a signif-

icant impact. 

iii). Generalized Planck’s law PL fitting 

We present in this part the fitting of PL with the generalized Planck’s law. The detailed method is 

explained in appendice C. By using this method, we can find large sets of values for 𝐴𝑄𝐷𝑠𝑖
 that fit 

well PL spectrum for different [𝛥µ, 𝑇] at each level of excitation. We keep the fitting values that 

have the best root mean square deviation (RMSD) with experimental values for the spectral range 

between 1.17 eV and 1.49 eV. Finally, we consider the median of the best values of 𝐴𝑄𝐷𝑠𝑖
, which 

therefore offer a relatively good fitting and is statistically more probable. In Figure 4.1-33, we pre-

sent the result of fitting for these median values of 𝐴𝑄𝐷𝑠𝑖
 (red in the center). We also present the 

fitting when we force a higher value of absorption (purple on the left) and when we fix temperature 

of carriers to be constant at 310 K for all excitations (pink on the right). 

 
Figure 4.1-33: PL fitting using the generalized Planck’s law for different laser excitations. The 0.2 µW value is a very low 
excitation regime that is obtained with PL mapper HORIBA and recalibrated in intensity as a comparison. PL spectrum 
with excitations between 0.01 mW and 2.71 mW are performed using hyperspectral imager and integrated in the center 
area. Three different absorption values are considered for the fitting: high absorption (purple on the left), median values 
(red in the center), fixed temperature (pink on the right). They have different RMSD values. [𝛥µ, 𝑇] are shown in table for 
each PL fitting. Colors are matched with curves and excitation regimes. Below each PL fitting graph are shown superposi-
tion of EQE from the considered O3BNT1.4 solar cell with AFM heights investigation on the “edge zone” following investi-
gation presented in Figure 3.3-5. We compare with 𝐴𝑄𝐷𝑠𝑖

prefactors for the six groups of QDs considered that have differ-

ent GS energies (1.21 eV, 1.26 eV, 1.31 eV, 1.36 eV, 1.41 eV and 1.46 eV). Vertical axis is the same for the prefactors 𝐴𝑄𝐷𝑠𝑖
 

with the three different absorption that are considered and presented as a comparison. Values are in cm-1. Prefactors dis-
tribution in energy are Gaussian-like for high absorption and median values but exponential for fixed temperature. 
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In Figure 4.1-33, below each PL fitting are shown superposition of EQE from the considered 

O3BNT1.4 solar cell with AFM heights investigation on the “edge zone” following investigation pre-

sented in Figure 3.3-5. We compare with 𝐴𝑄𝐷𝑠𝑖
prefactors for the six groups of QDs considered that 

have different GS energies (1.21 eV, 1.26 eV, 1.31 eV, 1.36 eV, 1.41 eV and 1.46 eV). Vertical axis is 

the same for the prefactors 𝐴𝑄𝐷𝑠𝑖
 with the three different absorption that are considered and pre-

sented as a comparison. Values are in cm-1. Prefactors distribution are Gaussian for high absorption 

and median value but exponential for fixed temperature. 

We also show the recalibrated very low excitation data (0.2 µW) from HORIBA Jobin-Yvon PL map-

per. We notice that we cannot fit with values of absorption considered with hyperspectral PL data. 

Finally, we show the absorption coefficient resulting from the PL fitting which is the summation of 

absorption coefficients from the six different QDs population with prefactors 𝐴𝑄𝐷𝑠𝑖
. In Figure 

4.1-34, we compare with the absorption coefficient from CCE fitting and the Okd-5 absorption coef-

ficient experimentally measured using FP interferometry as presented in chapter 3. 

 

Figure 4.1-34: Absorption coefficient from CCE fitting (black solid line). It is compared with different absorption coeffi-
cients (dashed lines) used for PL fitting calculated with prefactors from Figure 4.1-33 and Equation 4.1-15: high absorption 
(purple), median values (red) and fixed temperature (pink). We also compare with experimental absorption measure-
ments using FP interferometry on Okd-5 sample that was presented in chapter 3. 

Overall, we think median values are a good compromise. They offer relatively good fitting backed 

by a statistical analysis of RMSD values. Prefactors follow Gaussian-like distribution as it is the case 

for AFM heights distribution. Absorption coefficient is close to the CCE fitting value and close to the 

Okd-5 absorption coefficient. 

We think the different behavior of very low excitation data (0.2 µW) might be because, for such ex-

citation, carriers have an excitonic nature with low binding energy. Thermal induced escape of car-

riers is enough to enable the delocalization from small to large QDs but does not lead to the for-

mation of a position-independent Fermi-level as it is assumed in the case of higher excitation re-
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gime. Therefore, high-energy PL would only be the result of the contribution of “large QDs” but not 

the result of the whole QDs ensemble as it is considered for hyperspectral data at higher excitation 

regime. 

This assumption of local contribution could be also given if we consider the fixed temperature case. 

For fixed temperature at 310 K, the absorption coefficient of QDs is ten times less than what is ex-

pected. However, if we consider that only one layer is luminescing then it would be valid for the PL 

fitting. Also the non-Gaussian prefactors distribution (𝐴𝑄𝐷𝑠𝑖
) could be because of the fact that the 

density of states in one QD layer is the contribution of QDs (Gaussian) but also adjacent “quantum-

well islands” (QWIs) that are in-between QDs and the wetting layer (WL) energy states. However, 

due to high QD density in our sample, it seems unlikely that these adjacents QWIs would contribute 

so much to the absorption as to change the Gaussian prefactors distribution into an exponential 

one. In proportion, if we look at our AFM measurements in chapter 3, the population of adjacent 

QWIs seems to be at least twice less than the QD population. 

In the next parts of our study, we consider median values fitting to be the most accurate. There-

fore, we suppose that luminescence is homogeneous in all the ten layers (vertical diffusion) and 

that the change of slope in high-energy PL is due to an increase of the carriers’s temperature as dis-

cussed earlier. 

4.1.3.3 Energy separation of carrier populations 

Using absorption coefficient from previous analysis with median values, we investigate [𝛥µ, 𝑇] evo-

lution with excitation for QDs. We compare with [𝛥µ, 𝑇] fitted from the spectral region of WL and 

host material PL using generalized Planck’s law with a constant temperature of 300 K. In Figure 

4.1-35, we present the evolution of the difference of [𝛥µ, 𝑇] for the carrier population inside QDs 

and the carrier population in the WL and Al0.2GaAs host material. 

 
Figure 4.1-35: Evolution of temperatures 𝑇𝑐 (left) and QFLS ≡ Δµ (right) for carrier populations inside QDs (red) in com-
parison with population in the WL and Al0.2GaAs host material. An activation energy of 250 meV is found related to tem-
perature increase inside QDs. Different behavior of QFLS are noticed for low-excitation (< 0.2 mW) and high-excitation re-
gimes (> 0.2 mW). For WL and host material we find same idealities of n=1 and n=1.5 as in the optical I-V investigation. 
For QDs, we find about the same ideality for the low-excitation regime, n=0.7 as in the optical I-V investigation. However, 
for high-excitation it is very reduced (n=0.2). A maximum difference of 140 meV is found between QFLS for the highest la-
ser excitation. 
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An activation energy of 250 meV is found related to temperature increase inside QDs, which is close 

to the previous 206 meV value found with a simple fitting. Different behaviors of quasi-Fermi level 

splitting (QFLS) are noticed for low-excitation (< 0.2 mW) and high-excitation regime (> 0.2 mW). 

For wetting layer (WL) and host material we find same idealities of n = 1 and n = 1.5 as in the optical 

I-V investigation described in Figure 4.1-9. For QDs, we find about the same ideality (n = 0.7) for the 

low-excitation regime as in the optical I-V investigation. However, for high-excitation it is very re-

duced, here we find n = 0.2, to be compared with n = 0.5 for the “optical I-V” investigation. In the 

case of optical I-V, we represent the evolution of the integrated intensity which means the increase 

of photon radiation due to filling of QDs states. In the case of QFLS PL Planck’s law fitting, we con-

sider not only the filling but also the distribution in energy as indicated by the temperature in the 

Fermi-Dirac (FD) distribution in Equation 4.1-14. In other term, for the high-excitation regime, the 

QFLS inside the QDs is almost stable and the increase in electron filling is converted into an increase 

of the carrier temperature revealing a broadening of the energy distribution of electrons inside 

QDs. At the same time, the carrier population inside WL and host material becomes independent 

from QDs carriers’s population and we see the apparition of a splitting in energy. A maximum dif-

ference of 140 meV is found between both QFLS for the highest laser excitation. 
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4.2 Two-color excitation photoluminescence 

In the previous part, we investigated the behavior of carriers in QDs states with increased filling. We 

demonstrated that for a high-excitation regime, an independent carrier population is created in the host 

material. From an IBSC point of view, it represents the electrochemical potential of the cell. In this part, we 

want to get an insight on the sequential two-photon absorption (S-TPA) that is a fundamental piece to con-

vert solar spectrum IR photons. First, we will describe the characterization setup that we used and then 

present our observations. In a third part, we will discuss about a simple steady-state rate equation model. 

4.2.1 Characterization setup 

In the calibrated PL setup described previously, the 532 nm laser makes all transitions between the 

valence band (VB), the intermediate band (IB) and the conduction band (CB) possible. We observed 

that PL is dominated by the recombination from QDs states (or IB) to VB, whereas recombination 

from the host material (or CB) appears at strong excitation. We used a second continuous wave 

(CW) laser at 1550 nm (0.8 eV) to excite exclusively the carriers from confined QDs states to contin-

uous CB. In order to achieve this end, we used the same hyperspectral imager system with a two-

stage optical setup (visible and IR excitation) to implement a dual-beam excitation on our solar cell. 

The reflection of IR laser beam and transmission of PL signal was fulfilled using a DMSP1180 short-

pass dichroic mirror. The laser beams were defocalized in the focal plan of the objective in order to 

facilitate the overlap of the two laser spots. We did not directly observe the 1550 nm laser spot be-

cause of the spectral range of the detector. We used a 975 nm laser with specifications close to the 

1550 nm laser to estimate the laser spot originating from the IR optical setup. 

 

Figure 4.2-1: Two-color spot images taken with hyperspectral camera: (a) 532 nm laser reflection with no filter, (b) 
975 nm laser reflection almost equal to the 1550 nm spot and (c) superposition of both spots. (d) PL spot intensity IR:OFF, 
(f) PL spot intensity IR:ON. Black square of 30 µm size indicates the zone of interest for our study. Photo of the center of 
the cell (inner circle: 60 µm) is also shown in image (e) as an indication. 
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We confirmed 975 nm and 1550 nm laser spots have about the same size with the optical setup by 

imaging on a Thorlabs fluorescing alignment disk. The observation of the 532 nm and 975 nm spots 

is shown in Figure 4.2-1 (a) and (b). A photo of the center of the solar cell (inner circle: 60 µm) is 

shown in image (e). Imaging the reflection of the beams, spot size diameter at FWHM for both la-

sers was estimated to be around 50 μm. The spot profile is not Gaussian and we estimate about 

85% of the energy is inside the HM spot diameter. A superposition of the 532 nm and 975 nm spots 

is shown on image (c). The hyperspectral images are shown in image (d) for PL without 1550 nm la-

ser (IR: OFF) and in image (f) for PL with 1550 nm laser (IR: ON). The color maps are drawn in the 

same color scale in order to see the global decrease in PL intensity when IR laser is ON. The spectra 

retrieved in each pixel of the black square area of the hyperspectral images are integrated and will 

be considered in the next part. 

4.2.2 IR pump effect on photoluminescence 

After having presented the characterization setup, we present the one-color and two-color PL exci-

tation schematics in Figure 4.2-2. In this part, we investigate the same cell from sample O3B-NT-1.4 

presented earlier in the calibrated PL study. First, we present the PL characterization for one-color 

excitation with 532 nm laser (G channel). Then, we present the effect of the second excitation with 

IR laser at 1550 nm (P channel). Finally we show the ratio of PL flux (channel F) between the two 

dynamics IR:OFF and IR:ON. 

 
Figure 4.2-2: Schematic of one-color and two-color PL in the In(Ga)As / Al0.2GaAs QDs system. The G channel represents 
the generation of electrons induces by VB to CB transition due to absorption of 532 nm laser flux. F channel represents 
the radiative recombination flux from QDs states. P channel represents the IR pump effect on the re-generation of elec-
trons inside QDs states to higher energy states. 

4.2.2.1 One-color excitation photoluminescence 

In contrast to the previous calibrated PL study, in this case the 532 nm laser excitation is defocused 

and the power density is less. In order to know in which kind of regime we find ourselves, we com-

pare the defocused and focused PL spectrum for minimum, medium and maximum laser excitation 

as shown in Figure 4.2-3. We also show images of PL spots and tables summarizing information re-

garding the excitation and PL peak for the focused and defocused characterizations. In the defo-

cused case, we find that the half-maximum (HM) diameter of the PL spot is around 45 µm for laser 

excitation of 0.81 mW (minimum) and 60 µm for 25.7 mW (maximum). It is difficult to estimate 

precisely the HM diameter because of the annular gold contacts that can be seen in Figure 4.2-1. 

Therefore, it is also difficult to estimate the carrier diffusion with the same method as before but 

since we are working on the same cell it is not so important to investigate it again. Overall, we will 

consider that in the case of defocalized excitation, the carrier diffusion is negligible compared to 
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the excitation spot size. Therefore, we suppose that the HM diameter of the PL follows the same 

profile and has the same size as the 50-µm optical spot from 532 nm laser excitation. In the tables 

of Figure 4.2-3, we calculate an “electrical” power density as in the previous part by normalizing 

with PL area at half-maximum (HM) considering 58% and 85% power respectively for Gaussian and 

defocused spot. 

In Figure 4.2-3, we see that both focused and defocused PL spectrum have about the same peak in-

tensity (ph/s/m²/eV) for minimum, medium and maximum excitations whereas they have different 

“electrical” power density (kW/cm²). However, for comparable “electrical” power density excita-

tions, we find a good agreement in term of PL peak shift and high-energy tail.  

 
Figure 4.2-3: Comparison of hyperspectral imager calibrated PL characterization for two different settings. Focused laser 
excitation (left) as in the case of the previous investigation. Defocused laser excitation (right) as in the dual-beam study 
that we investigated here. PL spot images are shown for medium excitation: (left) focused laser excitation of 0.37 mW 
with half-maximum PL radius of 2.2 µm and (right) defocused laser excitation of 7.95 mW with half-maximum PL radius of 
25 µm. Both images have the same xy scale and same color bar representing the spectrally integrated PL intensity. Tables 
summarize information regarding the excitation regime and PL peak position and intensity for PL spectrum that are taken 
by spatially integrating pixels from the black square area in the center of each spot. Very low excitation PL obtained with 
the Horiba Jobin-Yvon (HJY) setup is shown as a comparison. 
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Overall, it means that in the case of defocused characterization, the radiative ratio is improved as il-

lustrated in Figure 4.2-5. This is understandable because for defocused spot, the spot area is more 

than a hundred time larger. If we consider an electron diffusion length L of 3 µm, it means that for 

the focused spot (r=2.2 µm at 0.37 mW excitation), 100% of the illuminated area can diffuse to an 

off-spot region which is in the dark and presents a high source of recombination rate. In the case of 

the defocused spot (r=25 µm), about 20% (five times less) of the illuminated area can diffuse to an 

off-spot region (1-[1-L/r]²). In this sense, it seems logical that the radiative ratio is improved with a 

larger illumination spot. 

However we notice that the QDs filling of energy states follows the excitation regime indicated by 

the global “electrical” power density independently from the PL peak intensity. We also observed 

the same phenomenon previously when analysing different areas of the focused spot. In other 

words, it means that PL intensity flux can be different for the same carrier occupation of QDs in en-

ergy.  

It might be understandable if we think that the radiation is the result of two populations of carriers: 

electrons and holes. As we explained before, in self-assembled In(Ga)As QDs, holes are less con-

fined and are assumed to play a dominant role in the carrier escape from QDs. Therefore, holes 

might be extracted faster than electrons. In the literature of In(Ga)As self-assembled QDs for IBSCs, 

the different roles of holes and electrons have been discussed [179], [188], [245]. For their 

InAs/GaAs1-xSbx QD-IBSC, Sellers et al. notice two different activation energies by Arrhenius fitting 

of temperature dependent PL. They associate them to the binding energy of the exciton (25 meV) 

and the strong electron confinement in the conduction band (141 meV) [188]. The rapid decrease 

in PL intensity is attributed to the breaking of the exciton and hole delocalization along with elec-

tron tunneling via Fowle-Nordhiem (FN) [248] or defect mediated processes [187]. Creti et al. inves-

tigation of InAs/GaAs system seems to indicate that hole escape via phonon assisted tunneling 

might start for temperature higher than 60 K while electron escape will start from 200 K [245]. They 

also notice two different activation energies depending on temperature. They consider that smaller 

QD activation energy value (a dozen of meV close to LO phonon energy) at a low temperature 

might be attributed to the thermally assisted escape of the less confined holes. The larger QD acti-

vation energy (hundreds of meV) is believed to correspond to the electron barrier. Very recently, 

they have also investigated InAs/Al0.17GaAs system confirming the different roles of carriers. They 

found that QDs do not contribute to the photocurrent generation up to 100 K since carriers are bet-

ter confined and spectral structuring of the photocurrent contribution from QD states becomes rel-

evant starting from 150 K [179]. It is interesting to notice that these values in temperature corre-

sponds well with the results we present in chapter 3 for the PL temperature dependent characteri-

zation (3.3.1.1). 

In addition, for Al0.2GaAs material, the mobility and diffusion of holes is usually reduced compared 

to electrons. It means that the local density of holes will decrease faster than the local density of 

electrons as illustrated in Figure 4.2-4. In this case, PL spot would be limited by the diffusion of 

holes. This trend would indicate the absence of an ambipolar diffusion. In most crystalline semi-

conductors, photoexcited electron-hole pairs tend to diffuse together with an intermediate diffusiv-

ity due to the Coulombic interaction between them. Here, instead, the charge separation and the 

emergence of a spatial distribution of net charges have been predicted to happen in so-called “re-

laxation semiconductors” [249], [250], including most wide-gap crystalline semiconductors and 
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amorphous semiconductors as demonstrated recently by scanning ultrafast electron microscopy 

[251]. In this sense, QDs from the center to the edge of the PL spot would have about the same oc-

cupation rate for electrons but occupation rate for holes would decrease faster inducing more non-

radiative recombination, especially for example in the case of QDs near the edge. 

 

Figure 4.2-4: Schematic representation of lateral carrier density for holes (blue) and electrons (red) in our QDSC from a 
Gaussian laser excitation (green). The PL spot follows the hole profile for which the electron density is almost constant. 

In the generalised Planck’s law, there are two terms related to quasi-Fermi level (QFL) of electrons 

and holes. The Bose-Einstein (BE) distribution reflecting the radiation and the Fermi-Dirac (FD) dis-

tribution reflecting the carrier occupation. In the FD distribution, if we assume that most of the 

transition energy is due to the occupation of electron states (holes are less confined) we can ne-

glect the occupation of holes. Thus, the variation of holes QFL will have a negligible impact on the 

PL peak shift. However, even a small variation of the QFL of holes will have a non-negligible impact 

on the PL intensity because of the exponential dependence in the BE distribution of the radiation. 

Previously we saw that the high-energy tail variation is mostly due to the increase of carrier tem-

perature. We consider this temperature increase to be due to high carrier density. This approach of 

two populations would makes us consider that electrons alone are responsible for this temperature 

increase. 

 

Figure 4.2-5: Comparison of radiative ratio for calibrated PL with focused (solid lines) and defocused (dashed lines) con-
figuration for the three spectral domain of interest: QDs, WL and host material. 

Anyhow, in the case of defocused characterization, power density of 0.05-1.1 kW/cm² are studied. 

In term of excitation power density, we are in the same regime as the low-excitation regime 
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(< 0.2 mW) studied earlier with the focused spot. For this regime, QDs ensemble is in equilibrium, 

carrier temperature is close to room temperature and the carrier populations in the wetting layer 

(WL) and host material are still much linked to the filling of QDs states. 

In Figure 4.2-6, we show the optical I-V curve for the defocused characterization. We find a slight 

sublinear trend for QDs indicating saturation behavior. For WL and host material, both have the 

same ideality of 1.4 indicating that the population is transitioning from a linear to a superlinear be-

havior. However, carrier population density in the host material is not enough to show a higher 

ideality than WL as in the high-excitation case for defocused study. 

 
Figure 4.2-6: Optical I-V curve for defocused PL calibrated characterization. PL intensity is spatially integrated in the cen-
ter black square zone, and the PL is spectrally integrated for the three spectral domains of interest (QDs, WL and host ma-
terial). From the slopes we find idealities of 0.9 for QDs and 1.4 for WL and host material. 

4.2.2.2 Two-color excitation photoluminescence 

Now that we know better about the 532 nm laser excitation regime, we investigate the effect of 

the second 1550 nm laser excitation. In Figure 4.2-7 top left, we present the log-scale PL spectrum 

for a minimum excitation of 532 nm laser (0.81 mW) with IR : OFF and IR : ON with two different 

excitations for the 1550 nm laser: 14.3 mW and 48.6 mW. PL is also shown in linear plot for the 

three spectral domains of interest: QDs, WL and host material. We can see two different kinds of 

behavior. For QDs and WL domains, there is a quenching of PL by IR pump while in the case of the 

host material, there seems to be a slight increase in PL.  

We also notice QDs, WL and host material PL peak are slightly shifted to lower energy for IR : ON. 

We attribute this shift to heating induce by the IR pump. For the host material PL peak, the shift is 

of about -0.3 meV for 14.3 mW excitation and -1 meV for 48.6 mW. Using Varshni equation, we find 

that it is equivalent to respectively +0.7°C and +2.3°C increase of the temperature for Al0.2GaAs. It 

would amount to a thermal resistivity of about 0.05 °C/mW. In the literature, we find that Al0.2GaAs 

thermal conductivity is around 20 mW/mm/°C. Therefore, in term of heat dissipation, we calculate 

a ratio of the cross-sectional area over the length of the material (in the heat flux direction) of 

about 1 mm, which is a typical length for our solar cell in term of diameter and total thickness in-

cluding the GaAs substrate. A more detailed investigation would be needed but a shift in energy 

due to IR heating is not unrealistic. 
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Figure 4.2-7: PL spectrum log plot for a 532 nm laser excitation (G) of 0.81 mW with three different values of IR pump: 
P = 0 mW (black solid line), P = 14.3 mW (pink dashed line) and P = 48.6 mW (blue dashed line). Zoom are shown in linear 
plot for QDs domain (red), WL domain (orange) and host material domain (green). 

4.2.2.3 Photoluminescence IR pump ON/OFF ratio 

We express the PL quenching or increase using Equation 4.2-1. 

Δ𝑃𝐿

𝑃𝐿
=

𝑃𝐿𝐼𝑅:𝑂𝑁 − 𝑃𝐿𝐼𝑅:𝑂𝐹𝐹

𝑃𝐿𝐼𝑅:𝑂𝐹𝐹
 

Equation 4.2-1: Expression of the photoluminescence ON/OFF ratio  

First, we investigate the DPL ratio evolution with increasing the 532 nm laser excitation (G) for a 

fixed IR pump as illustrated in Figure 4.2-8. On the left, we present the DPL ratio for the PL raw da-

ta. On the right, we express the same ratio but with a +1 meV shift correction on PL IR : ON that 

was attributed to IR laser heating. 
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Figure 4.2-8: DPL ratio evolution with increasing the 532 nm laser excitation (G) for a fixed IR pump (P). On the left, the ra-
tio is presented for PL raw data and on the right with a +1 meV shift correction on PL IR : ON that is attributed to IR laser 
heating. PL spectrul IR : OFF are arbitrarly positioned in the background as an guide for the eye. Different bands of colors 
represent the position of QDs PL peaks for different excitation regimes. Grey bands are also positioned at WL and host 
material PL peaks energy positions. Dotted black lines are underlining local maxima. 

For the PL raw data on the left, we clearly notice the three spectral domains: QDs, WL and host ma-

terial. Overall, PL quenching in the QDs decreases for higher G. However, it becomes more pro-

nounced for QDs high-energy states and in the WL region. For all excitations, we notice an increase 

of PL in the host material domain and in low-energy QDs for high excitation. 

For the DPL ratio with +1 meV shift correction on PL IR : ON, we see that the ratio is more flat for 

low-energy QDs and curves are smoother between the different spectral domains. It is difficult to 

find an optimum way to correct the PL data because the PL peak shift is not exactly the same for 

QDs, WL and host material. Anyhow we see the same trend with a decrease of PL quenching for 

higher excitation and a PL increase for host material domain. 

In Figure 4.2-9, we also present the variation with an increase of IR excitation from 14.3 mW to 

48.6 mW for different G: 0.81 mW on the left and 2.02 mW on the right. Data are presented with PL 

shift correction of +1 meV for 48.6 mW and +0.3 meV for 14.3 mW. 
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Figure 4.2-9: DPL ratio evolution with increasing IR excitation for fixed G excitation of 0.81 mW (left) and 2.02 mW (right). 
Color bands show PL peaks for the three spectral domains: QDs (red), WL (orange) and host material (green). Data are 
presented with PL shift correction for IR : ON PL with +1 meV in the case of 48.6 mW and +0.3 meV for 14.3 mW. Dotted 
black lines are underlining local maxima. 

We notice that PL quenching in QDs and WL is increasing with IR excitation. For 0.81 mW G excita-

tion, we observe a host material PL increases with IR excitation but for 2.02 mW, it is not so clear. 

Overall, in the host material domain, we clearly see an increase of PL but we find it difficult to de-

tect a trend with variation of G or P. It might be because PL signal is low and noisy for energies 

higher than 1.72 eV. In addition, the effect of the shift with IR pump is pertubating the analysis. 

Anyhow, we believe the two-color excitation characterization is proving that sequential two-photon 

absorption (S-TPA) would be possible for a large domain in energy for QDs and WL states. We see 

this measurement as a way to probe the electrical filling of energy states. In Figure 4.2-8 and in Fi-

gure 4.2-9, we see that the maximum of PL quenching in the QDs is always at an energy a slightly 

higher than the PL peak position. It might be due to the fact that it is the energy position with the 

highest density of carriers inside the QDs. At best, we observe a decrease of 15% of the PL inside 

QDs and an increase of 5% in the host material domain. 

By integrating experimental PL spectrum in the host material spectral domain (1.67-1.72 eV), we 

obtain an increase of 3% with the addition of the IR laser. This increase could corresponds to an in-

crease of the photogenerated current that would be collected directly from the host material 

(Δ𝐽𝑠𝑐). By applying Equation 4.2-2, for an ideality in the host material of 1.4, we find that a +3% 

(x1.03) on current amount to +1 mV on the Voc. 

Δ𝑉𝑜𝑐 = 𝑛ℎ𝑜𝑠𝑡𝑘𝐵𝑇 ln (Δ𝐽𝑠𝑐) 

Equation 4.2-2: Gain on the Voc in function of the gain on the current Jsc and ideality nhost 

Using generalized Planck’s law, by fitting PL spectrum IR : OFF and IR : ON we also estimate that the 

difference in PL intensity amounts to a gain of +1 meV on the QFLS. 
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In Figure 4.2-10, we summarize the DPL ratio that are calculated by integrating experimental PL 

spectra in the QDs-WL (1.18-1.67 eV) and host material (1.67-1.72 eV) spectral domains for differ-

ent excitations of the 532 nm laser. We also plot the mean values of DPL ratio for QDs-WL and host 

material specral domains. In the next part, we will present a simple method to model the dynamic 

for an intermediate band (IB). 

 

Figure 4.2-10: DPL ratio that are calculated by integrating experimental PL spectrum (diamonds) or taking the mean value 
(full circle) in the QDs-WL (1.18-1.67 eV) and host material (1.67-1.72 eV) spectral domains for different excitation of the 
532 nm laser in the x-axis and for P excitation of 14.3 mW (orange and turquoise) or 48.6 mW (blue and pink). 

4.2.3 Steady-state rate equation model 

In the previous part, we showed that a second step absorption effect is possible for QDs or WL en-

ergy states due to IR excitation pumping with a 1550 nm laser. In this part, we will describe a simple 

steady-state rate equation model and use it to compare with our experimental results. In a last 

part, we will discuss about the impact of non-radiative recombination in our system. 

4.2.3.1 Description 

We consider a classic IBSC system with an intermediate band (IB) in-between a valence band (VB) 

and a conduction band (CB) as described in Figure 4.2-11. Electron filling of the system is ensured 

by 𝐺 channel expressing the generated electrons originated from VB to CB by absorption of high-

energy photons (532 nm laser). Different time constants are considered to represent the exchange 

of population between CB and VB (𝜏𝐶), between CB and IB (𝜏𝐶𝐼) and between IB and VB (𝜏𝐼). Finally, 

the IR pump (P) allows the second generation of electrons from IB to CB.  

To model this dynamic system, phenomenological rate equations can be used to describe the popu-

lations of electrons in CB (𝑛𝐶) and IB (𝑛𝐼), as expressed in Equation 4.2-3 [220], [252]. We suppose 

electron population of VB does not play an important role and is assumed to be non-limitative. It is 

consistent with the approach of holes being less confined than electrons in In(Ga)As self-assembled 

QD systems. These equations include the slowing of intermediate states filling by considering a 

maximum density of states 𝐷𝐼 expressed in the same way as a Pauli blocking factor. In addition, we 

underline that the second step absorption of IR photons also depends on the filling of the IB. 𝑃 ex-
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presses the channel of electrons generated by the absorption of IR photons from the IB with 𝑃𝑚𝑎𝑥 

representing a maximum generation in case of total filling. We suppose that the hole population in 

CB is infinite. Finally, for continuous-wave (CW) PL we consider that populations reach a certain 

equilibrium and therefore the system is in a steady state and the partial derivative with respect to 

time is zero. 

𝑪𝑩 𝒃𝒂𝒍𝒂𝒏𝒄𝒆:    
𝜕𝑛𝐶

𝜕𝑡
= 𝐺 + 𝑃 − [

𝑛𝐶

𝜏𝐶
+

𝑛𝐶

𝜏𝐶𝐼
(1 −

𝑛𝐼

𝐷𝐼
)] = 0 

𝑰𝑩 𝒃𝒂𝒍𝒂𝒏𝒄𝒆:     
𝜕𝑛𝐼

𝜕𝑡
=

𝑛𝐶

𝜏𝐶𝐼
(1 −

𝑛𝐼

𝐷𝐼
) − [

𝑛𝐼

𝜏𝐼
+ 𝑃] = 0 

𝑤𝑖𝑡ℎ                    𝑃 = 𝑃𝑚𝑎𝑥

𝑛𝐼

𝐷𝐼
 

Equation 4.2-3: CB and IB balance define steady-state rate equations rul-
ing the dynamic of two-color excitation PL  

Time constants are supposed constants between IR : OFF and IR : ON. 𝐺 and 𝑃𝑚𝑎𝑥, expressed in 

number of electrons per second and per unit of volume are calculated following Equation 4.2-4. 

𝐺 =
𝜙532𝑛𝑚

𝑡
𝐴𝑏𝑠532𝑛𝑚 

𝑃𝑚𝑎𝑥  =
𝜙1550𝑛𝑚

𝑡
𝐴𝑏𝑠1550𝑛𝑚 

Equation 4.2-4: Electron generation per seconds and per unit of volume for the two channels of electron generations. 
𝐺 and 𝑃𝑚𝑎𝑥 depend on the laser flux and the absorptivity at each considered wavelength normalized by the thickness t. 

𝐺 and 𝑃𝑚𝑎𝑥 depend on the laser flux 𝜙𝑖 and the absorptivity 𝐴𝑏𝑠𝑖 at each considered wavelength 

normalized by the thickness t of the semiconductor junction. In Table 3.1-1, we present the param-

eters that are used in our model. 

Table 4.2-1: Parameters used in the steady-state rate equation model 

Fixed parameters Values from exp Fixed parameters Values from exp Variables Fitted 

𝛟𝟓𝟑𝟐𝐧𝐦 (photons/s/m²) [1e24 → 4e25] 𝐀𝐛𝐬𝟓𝟑𝟐𝒏𝒎  (%) 53 𝐀𝐛𝐬𝟏𝟓𝟓𝟎𝒏𝒎 (%) 0.1 
𝛟𝟏𝟓𝟓𝟎𝐧𝐦(photons/s/m²) [6e25 → 2e26] 𝑫𝑰 (electrons/m3) 2e22 𝝉𝑪 (ps) 20 

𝒕 (nm) 475 𝝉𝑰 (ns) 8 𝝉𝑰𝑪 (ps) 100 

 

4.2.3.2 Comparison with experiment 

Nine parameters are needed in our simulation but six are fixed and taken from experimental find-

ings. For the two photons fluxes, we use laser excitations powers measured and normalized by the 

PL spots areas. We consider a 475 nm thickness (t) that is equal to the junction without the two 

20 nm-thick Al0.4GaAs front and back surface field layers. Value of absorptivity at 532 nm is taken 

from EQE measured at reverse bias and confirmed by calculation. The density of states 𝐷𝐼 of 2e22 

electrons/m3 is calculated by considering 2 electrons per QDs for 10 layers with QDs surface density 

 

Figure 4.2-11: Schematic of rate equa-
tion model adapted from [220]. 
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of 700 QDs/µm² measured by AFM for the considered thickness of 475 nm. The 𝜏𝐼 time constant 

was measured by TRPL and is typically around 8 ns at room temperature. The three other parame-

ters are fixed at reasonable values to fit our experimental findings. 

 

Figure 4.2-12: Comparison of DPL ratio integrated from experiment (pink diamonds) with our model. DPL ratio for QDs-

WL domain are presented in red while DPL ratio for host materia domain are in blue. We show the variation of four pa-
rameters around the fixed values presented in Table 4.2-1. Only one parameter is changed at a time: Abs1550𝑛𝑚, 𝐷𝐼, 𝜏𝐼 
and the ratio of 𝜏𝐶𝐼 over 𝜏𝐶 . For increased value of the parameter the color intensity is increased. 

We simulate the DPL ratio using expressions of Equation 4.2-5 and compare with our experiment. 

We make the assumption that radiative time constant are the same for IR : OFF and IR : ON excita-

tions. 
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(
Δ𝑃𝐿

𝑃𝐿
)

𝑚𝑜𝑑𝑒𝑙: 𝑄𝐷𝑠+𝑊𝐿
=

𝑛𝐼−𝐼𝑅:𝑂𝑁 − 𝑛𝐼−𝐼𝑅:𝑂𝐹𝐹

𝑛𝐼−𝐼𝑅:𝑂𝐹𝐹
 

(
Δ𝑃𝐿

𝑃𝐿
)

𝑚𝑜𝑑𝑒𝑙: ℎ𝑜𝑠𝑡
=

𝑛𝐶−𝐼𝑅:𝑂𝑁 − 𝑛𝐶−𝐼𝑅:𝑂𝐹𝐹

𝑛𝐶−𝐼𝑅:𝑂𝐹𝐹
  

Equation 4.2-5: Expression used to calculate DPL ratio from our model 

An absorptivity of 0.1% at 1550 nm is of the same order of magnitude as the VB to IB absorption 

measured by EQE. In k·p calculation we found a lower value but we did not calculate all possible 

transitions with electron states in the continuum. By optical characterization, at 1550 nm in wave-

length, using Fabry-Pérot interferometry technique, we could not detect a difference in absorption 

for Okd-5 sample with 20 QDs layers and the Al0.2GaAs reference samples. However, we per-

formed the measurement with a very low excitation compared to the DPL study. We used a halo-

gen source that is at best around 1-sun excitation. It would be interesting to measure the absorp-

tion in this energy region for a higher excitation and therefore a higher level of filling of QDs states. 

The 𝜏𝐶  and 𝜏𝐶𝐼 time constants are found to be respectively of 20 ps and 100 ps, which is about x100 

faster than QDs to VB transition (𝜏𝐼). In the literature, values on the order of the hundreds of pico-

seconds are often estimated for the 𝜏𝐶𝐼 time constants [220]. The very fast 𝜏𝐶  time constant is due 

to non-radiative recombinations that would mostly be the result of a high defects density that we 

already pointed out in many parts of our study. 

In Figure 4.2-12, we compare our model with the integrated DPL ratio for different G excitations as 

already presented in Figure 4.2-10. The modeled ratio with fixed parameters of Table 4.2-1 are pre-

sented with some variations. We find that an increase of absorptivity at 1550 nm and equivalently 

an increase of P excitation lead to an increase of the DPL ratio in absolute value both for QDs-WL 

domain and host material domain. On the other hand, increasing the density of states or increasing 

the filling through an increase of G results in a decrease of the DPL effect. Regarding time con-

stants, we find that the variation of 𝜏𝐶𝐼 and 𝜏𝐶  are linked. Only the ratio of both constants matters. 

Both time constants correspond to loss channels for the CB carrier population. For a longer 𝜏𝐶𝐼, we 

notice that the DPL quenching is more important in the QDs but DPL increase is reduced in the CB. 

On the contrary, for a longer 𝜏𝐶, DPL quenching is reduced in the QDs but increase for the CB. Final-

ly, we also notice that a higher time constant for IB to VB (𝜏𝐼) is favorable to DPL quenching and in-

crease in the CB. 

Overall, the model does not allow us to find a very good agreement with our experimental values. 

This might be because we consider only one level while there are many levels with different densi-

ties of states and different time constants. They all communicate with each other with different 

steady-state rate equations. A more detailed model would be needed but we did not want to go 

further in this direction due to the rapid complexification related to the introduction of numerous 

parameters for each level. 
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Figure 4.2-13: Comparison of experimental variation of PL intensity for variying 532 nm laser excitation (solid lines) with 
modeled PL intensity (dashed lines) calculated using radiative time constans indicated in the figure for the different spec-
tral domain or bands of interest respectively QDs or IB (red) and host or CB (blue). 

The model enables us to find the density of carriers for each population wether in the CB or the IB. 

We can therefore relate with PL intensity measurements presented in Figure 4.2-6. In Figure 4.2-13, 

we show a comparison with our model using fixed parameters from Table 4.2-1. To adjust the level 

of intensity we suppose a time constant of 600 ns for IB to VB radiative recombination and 200 µs 

for CB to VB radiative recombination. These radiative time constants can also be found by using ra-

diative ratio calculated earlier. 

This model allows us to explain qualitatively the DPL effect that we observe experimentally. We un-

derstand the dynamic of the IB and we see how important it is to have a high quality host material 

with low non-radiative recombinations. Most of the PL quenching does not participate in an in-

crease of carrier population in the host material because of non-radiative recombination. For the 

same order of non-radiative recombination in the QDs and host material, the quenching of QDs PL 

would amount to a large increase of the Voc. We see that this is a big issue for quantum dot solar 

cells (QDSCs), we suppose it might be because of the limitation of growing low temperature (480°C) 

Al0.2GaAs spacing layers to prevent the collapse of In(Ga)As QDs. 
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4.3 Potential of a hot carrier thermally activated QD-IBSC or IB-HCSC 

In this part, we summarize the result that we found in this chapter on the dynamic of the intermediate 

band (IB) and we put them in perspective for achieving high-efficiency quantum dot intermediate band 

solar cells (QD-IBSCs). At first, we demonstrated a hot carrier effect triggering the apparition of separated 

QFLs for the thermally activated IB population (quantum states) and the conduction band (CB) population 

(host material). In a second part, we demonstrated that IR photons can enhance the CB population by sec-

ond step generation of carriers from the IB. 

As we discussed earlier, the hot carrier effect in quantum dot solar cells (QDSCs) has been discussed in the 

literature over the last decade. The principle of low-dimensional hot carrier solar cells (LD-HCSCs) using 

In(Ga)As QDs has been recently underlined by Kita Laboratory [207] with the idea of evaluating the poten-

tial of converting efficiently the solar spectrum for PV application. In the same sense, an intermediate band 

assisted hot carrier solar cell (IB-HCSC) has been proposed recently in order to help the extraction of hot 

carriers from an absorber that has an IB [18]. 

4.3.1 IB-CB QFL splittings 

In the first part of this chapter, we were able to demonstrate that, under certain conditions of illu-

mination, a hot carrier effect triggers the apparition of separated quasi-Fermi levels (QFLs) for the 

IB population and CB population. For simplification, we assume that the hole population in the IB 

and VB have the same QFL because QDs confinement is limited in the VB. The activation energy is a 

barrier energy of 𝐸𝑎  ~ 250 meV. Hole is a limitative population for PL as we explained by spatial in-

vestigation study of PL spot and comparison of focused and defocused PL. In Figure 4.3-1, we 

schematize the results that were presented in Figure 4.1-35. We plot the evolution of temperatures 

(left) and QFL (right) for carrier populations inside the IB (red) and CB (blue) for increasing illumina-

tion concentration in number of suns. Activation energy of 250 meV is related to temperature in-

crease in the IB starting around 10k suns. For the same illumination and beyond, the CB has an ide-

ality of n=1.5 while the IB QFL remains almost flat. 

 

Figure 4.3-1: Scheme of Figure 4.1-35. Evolution of temperatures (left) and QFL (right) for carrier populations inside the IB 
(red) and CB (blue) for increasing illumination concentration in number of suns. Activation energy of 250 meV is related to 
temperature increase in the IB starting around 10k suns. For the same illumination and beyond, the CB has an ideality of 
n=1.5 while the IB QFL remains almost flat. 

In the literature, demonstration of the operation principles of intermediate band solar cells at room 

temperature are made for low concentration PV operation, for example 390 suns in a recent paper 
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from Luque’s group [23]. Li and Dagenais have recently developed a method to investigate the opti-

cal saturation of the on-resonance first photon transition to the intermediate band in InAs/GaAs 

QDs with ground state (GS) energy around 1.17 eV [253]. They found a QD saturation intensity as 

high as 106 W/cm² (about 1 M suns) for a sample with 40 QD layers and in-plane QD density around 

3.8 1010/cm², which is about the same as for Okd-3 samples. If we consider that our Okd-3 non-

transferred sample (10 QD layer) has four times less QDs, the QD saturation intensity will be also 

four times less: around 250 k suns. This value seems not too far from Figure 4.3-1 schematic repre-

sentation of the evolution of IB QFLs with incident power density. 

The QFL behavior follows electron population but the energy value takes in consideration the QFL 

from hole population as we did not calculate separately QFL for electrons and holes during PL fit-

ting with the generalized Planck’s law. 

4.3.2 Fermi-Dirac distribution inside QDs 

In Figure 4.3-2, we represent the evolution of QFL FD distribution in LD-HCSCs. In (a) we represent a 

Fermi-Dirac (FD) distribution in energy with filling ratio in log scale. Logarithmic plot also evidences 

the change of slope due to temperature increase. From (b) to (d), we represent the evolution of FD 

distribution for increasing illumination. IB is formed by the juxtaposition of QDs with different sizes. 

The ground state (GS) and the electron filling are shown in red. The CB start with the wetting layer 

(WL) around 1.55 eV in blue and continue with the host material. 

 

Figure 4.3-2: Scheme representing QFL distribution in LD-HCSCs. In (a) we represent a FD distribution in energy with filling 
ratio in log scale. From (b) to (d) we represent the evolution of FD distribution for increasing illumination. IB is formed by 
the juxtaposition of QDs with different sizes. The GS and the electron filling are shown in red. The CB start with the WL 
around 1.55 eV in blue and continue with the host material. In (b), for 1k suns, QFLs in the CB and IB are equal and carri-
ers have the same temperature. Filling inside QDs is around 1% but it is less than 1e-6 % in the CB. In (c) and (d), we show 
the effect of hot carrier with a constant QFLs in the IB but an increasing QFL in the CB. 
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In (b), for 1 k suns, QFLs in the CB and IB are equal and carriers have the same temperature. Filling 

inside QDs is around 1% but it is less than 1e-6 % in the CB. In (c) and (d), we show the effect of 

bandfilling and hot carrier with a constant QFLs in the IB but an increasing QFL in the CB 

4.3.3 Potential efficiency of a thermally activated QD-IBSC 

We see that a LD-HCSC is equivalent to a thermally activated QD-IBSC with a hot carrier population. 

If we assume that most of the carrier population inside QDs can contribute to the extracted cur-

rent, we can calculate the efficiency of such a solar cell for different illuminations like in reference 

[207]. In our case, in order to measure the potential of thermally activated QD-IBSC, we compare 

such QDSCs with the reference cell with no QDs. In Figure 4.3-3a, we show the evolution of QFLS 

with increase irradiation for our studied QDSC. Comparison (VOC@1 sun, ideality n) with low-

quality reference solar cell without QDs (our lab, n=2) and high-quality Al0.2Ga0.8As solar cell 

(Fraunhofer ISE in 2015 [139], n=1) are shown. The arrows (i) and (ii) show possible improvements, 

for example by capping or doping. Insets show the evolution of carriers’s temperature (TC) following 

an Arrhenius’ equation with activation energy (Ea) related to the barrier energy of holes (unipolar 

escape).  

In Figure 4.3-3b, we show the impact of bandfilling on QDs absorptivity. The carrier Fermi-Dirac dis-

tributions are logarithmically plotted, as in Figure 4.3-2, to evidence the change of slope due to 

temperature. For a “cold” carrier population at an excitation of 100 k sun, we see that subbandgap 

absorption below 1.37 eV becomes impossible for VB to QD states due to bandfilling. 

 
Figure 4.3-3: (a) Evolution of QFLS with increase irradiation for our studied QDSC. Comparison (VOC@1 sun, ideality n) 
with low-quality reference solar cell without QDs (our lab, n=2) and high-quality Al0.2Ga0.8As solar cell (Fraunhofer ISE in 
2015, n=1) are shown. Arrows (i) and (ii) show possible improvements e.g. by capping or doping. Insets show the evolu-
tion of carrier temperature (TC) following an Arrhenius’ equation with activation energy (Ea) related to barrier energy of 
holes (unipolar escape). (b) Impact of bandfilling on QDs absorptivity. Carrier Fermi-Dirac distributions are logarithmically 
plotted to evidence the change of slope due to temperature. For a “cold” carrier population at 100k sun, we see that sub-
bandgap absorption below 1.37 eV becomes impossible for VB to QD states due to bandfilling. 
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From an IBSC point of view, the splitting in energy for IB QFL and CB QFL is fundamental and we see 

here that for “hot carriers” we can have such splitting and at the same time our two-color excita-

tion experiment shows a high ratio of sequential two-photon absorption (S-TPA). In order to have 

high efficiency PV, we need to account for the intrinsic loss of VOC compared with a single junction 

solar cell. We need to balance this loss with the gain in JSC from S-TPA so that we can overcome SQ 

limit. By doing this calculation, we should be able to estimate the level of subbandgap absorption 

that is needed and therefore what type of QD structures we should grow or what level of light 

management we should reach. 

In order to approach this issue, in Figure 4.3-4, we make a simple absorptivity calculation for Okd-3 

(10 QD layers) non-transferred structure (red) for 300 K temperature and QFLS of 0.85 eV. We also 

show what it would be like for x10 (magenta), x20 (blue) or x40 (black) increase of absorptivity. 

 

Figure 4.3-4: Absorptivity calculation for Okd-3 (10 QD layers) non-transferred structure (red) for 300 K temperature and 
QFLS of 0.85 eV. We also show what it would be like for x10 (magenta), x20 (blue) or x40 (black) increase of absorptivity. 

From the absorptivity calculations, we make the approximation that all photogenerated carriers are 

extracted and contribute to the collected current. This way, we can calculate the short-circuit cur-

rent obtained from QDs absorption for different temperatures and QFLS: 𝐽𝑆𝐶−𝑄𝐷𝑠(𝑇, Δµ).  

In order to compare the results in terms of PV efficiency, we calculate efficiencies and consider 

Al0.2GaAs Fraunhofer ISE 2015 simple junction solar cell record electrical parameters as a reference 

of a high-quality (Ref_HQ, blue) Al0.2GaAs solar cell: VOC=1.25 V JSC=15.8 mA/cm², FF=0.86 (1 sun il-

lumination) [139]. For simplicity, we keep the same short-circuit current (JSC) and fill factor (FF) pa-

rameters as ideal parameters for our low-quality laboratory Al0.2GaAs reference solar cell with no 

QDs and VOC@1sun=0.95 V (Ref_LQ, purple). We also use the same JSC and FF parameters for our 

QD-IBSC but we add the short-circuit current contribution from the QDs: 𝐽𝑆𝐶−𝑄𝐷𝑠(𝑇, Δµ). In Figure 

4.3-5, we distinguish the case of a “hot” (QD-IBSC_hot, red) or “cold” (QD-IBSC_300K, dashed 

green) carrier population which result in the energy splitting or no splitting of QFLs between IB and 

CB. We also show the influence of an increase of QDs absorptivity (x10, x20, and x40) to obtain 

higher efficiencies. The variation of efficiencies with illumination is calculated by taking the values 
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of VOC from the values of QFLS as reported in Figure 4.3-3a, considering JSC and FF are constants for 

Ref_HQ and Ref_LQ. FF is also supposed constant for QD-IBSC_hot and QD-IBSC_300K but 

𝐽𝑆𝐶−𝑄𝐷𝑠(𝑇, Δµ) is different in the case of “hot” and “cold” carriers as discussed in Figure 4.3-3b. 

 

Figure 4.3-5: Schematic and simplistic representation of the evolution of solar cells efficiencies for QD-IBSCs (Al0.2GaAs 
with In(Ga)As QDs) compared with high-quality reference (Ref_HQ, blue) and low-quality reference (Ref_LQ, purple) sim-
ple-junction Al0.2GaAs solar cell. We distinguish the case of a “hot” (red) or “cold” (dashed green) carrier population which 
result in the energy splitting or no splitting of QFLs between IB and CB. We also show the influence of an increase of QDs 
absorptivity (x10, x20, and x40) to obtain higher efficiencies. 

In Figure 4.3-5, we notice that for the present absorptivity of QDs in Okd-3 (10 QD layers), QD-IBSC 

efficiency can not overcome the reference cells efficiencies even for 100 M suns. For x10, we see 

that we could get close to low-quality reference cells. For x20 to x40, QD-IBSC could overcome high-

quality reference cells starting at 10 k suns (x20) to 20 suns (x40). This is true for the enhancement 

of absorptivity using light management. If the absorptivity of QD layers is increased by increasing 

the number of QD states, it could lead to a decrease of VOC. However, doping and capping tech-

niques might help to avoid this issue. Finally, we notice the splitting of “hot” (red) and “cold-300K” 

(dashed green) QD-IBSC efficiencies due to the difference in temperature and separation of QFLs 

between the IB (QD states) and the CB (WL and host material). At very high illumination, the “cold” 

QD-IBSC is converging towards the HQ and LQ simple-junction Al0.2GaAs solar cells due to the fact 

that 𝐽𝑆𝐶−𝑄𝐷𝑠−𝑐𝑜𝑙𝑑 → 0 because of bandfilling and all VOC are converging towards the radiative limit 

for Al0.2GaAs material. 

The calculation of efficiencies in Figure 4.3-5 is very simplistic and makes rough assumptions espe-

cially because we do not really know how our cells would behave under very high illumination con-
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ditions. However, we can conclude about two things. First, we see that the level of absorptivity 

from our QDs is too low and would need to be increase by at least x20 if we want to overcome 

high-quality reference cells. Second, we see that only with a “hot” population we can hope to over-

come Shockley-Queisser limit in order to walk towards high-efficiency solar cells. 
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Conclusion 

In this chapter, we focus on the investigation of the IB dynamics. We identify the different regimes of band-

filling and find that a “hot” carrier population appears for a certain bandfilling. Absolute calibrated photo-

luminescence (PL) spectroscopy indicates that the triggering mechanism happens when the QD ensemble is 

almost half-filled behaving as a metal-like IB. This is interesting for thermally activated QD-IBSCs because it 

proves the existence of a splitting of QFLs for a certain “hot” regime and at the same time we evidence the 

advantage of a “hot” population to maintain subbandgap absorption and walk towards the realization of 

simple-junction high-efficiency solar cells that could potentially overcome the Shockley-Queisser limit. We 

would like to underline some points that seem important for our study and highlight our achievements: 

 During our study we were faced with fabrication issues that at some point prevented us to achieve 

electrical measurements to test the operating conditions of our solar cells. For this reason, we thought 

about relying on all optical characterization techniques that were specifically adapted to test IBSC PV 

device operation. In previous chapters, we saw that voltage preservation and subbandgap current gen-

eration are key factors for IBSC operation. The calibrated PL characterization was proposed to have an 

information on the voltage operation of our cell while the two-color excitation PL characterization was 

thought to test the sequential two-photon absorption (S-TPA). In the literature, we found that Kita La-

boratory are working on the same kind of characterization techniques on their QDSCs. They use time-

resolved PL (TRPL) while we work with continuous-wave PL (CW-PL). Our results are complementary to 

theirs, we do not have time-resolved information but we have a spatial and calibrated information en-

abling us to have a quantitative analysis of the dynamics in our cell. 

 In order, to test different operating conditions of our solar cells, we used different laser excitations. 

One important point we discussed is how to link a laser excitation power density with “suns” illumina-

tion. It matters especially in the case of a focused spot excitation where carrier diffusion length is on 

the same order as the laser spot size. In the end, we chose to use the “electrical” power density nor-

malizing by PL spot size. By varying the laser excitation we were able to plot “optical I-V” curves and get 

an idea on the ideality factors from the PL of QDs, the WL and the host material spectral domains. On 

one hand, linear to sublinear evolution of ideality factors with laser excitation in QDs indicate a satura-

tion effect. On the other hand, linear to superlinear evolution in the WL and host material indicate the 

emergence of an independend carrier population in regards to carriers inside QDs. 

 Working with calibrated characterization, we were able to calculate the evolution of the radiative ratio 

from the PL of QDs, the WL and the host material and compare with other materials. For QDs, we found 

a radiative ratio of 0.07% for thousands of suns. For WL and the host material it is at least two or three 

orders of magnitude below. These values give another indication that our cell is impacted by a high lev-

el of defects inducing non-radiative recombination as was discussed previously in chapter 3. 

 Working with spatial and calibrated characterizations, we were able to get many information on the 

dynamics of carriers in our system. We showed a method to investigate the carrier lateral diffusion, 

with different behaviors from the PL from QDs, the WL and the host material spectral domains. We no-

ticed a carrier diffusion around 600 nm for thousands of suns up to almost 3 µm for the highest excita-

tion. This 3 µm value is on the range of what we expect to find in conventional Al0.2GaAs host material. 

The carrier diffusion from the host material PL seems to be always higher than for QDs PL but it is the 

opposite for the carrier diffusion in the WL PL. We considered that the host material PL echoes the car-
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rier diffusion in host material where carriers may diffuse without encountering a QD while carriers in 

the WL will very likely diffuse in quantum-well islands (QWIs) and fall in QDs. Combining spatial and 

“optical I-V” curves we were able to identify that, for certain PL off-spot regions, the PL from host ma-

terial behaves like QDs PL indicating an extension of the QDs carrier Fermi-Dirac distribution into 

neighboring host material that will therefore have a luminescence directly related to QDs. The spatial 

investigation along with the comparison of focused and defocused spot investigation also brought into 

light the possible different behavior of electrons and holes. We identified that for a fixed laser excita-

tion, on most of PL spot surface area there was no change in the bandfilling profile but the PL intensity 

could be strongly reduced depending on the position from the center of the excitation. We supposed it 

is due to the fact that the local density of holes will decrease faster than the local density of electrons. 

 In our attempt to understand the bandfilling dynamic, we tried to develop a simple model and found 

that the triggering of the “hot” regime might happen when the carrier concentration in “large” QDs be-

comes as high as in degenerately doped semiconductor (1e19 cm-3). We also evidenced the fact that 

two regions of PL curves cannot be explained simply by a bandfilling effect: (i) For the low-energy part, 

there are saturation effects with supposedly carrier-carrier scattering effects. We did not try to investi-

gate closely this topic but it could be interesting in the future and it has already been an important top-

ic for other research groups, for example Nozik’s group at the NREL. (ii) For the high-energy part, the 

luminescence comes from the Fermi-Dirac distribution of the carrier gas with a temperature equal or 

superior to the crystal lattice’s temperature. We decided to investigate the evolution of this tempera-

ture and we found that the power lost by thermalisation can be written as an Arrhenius’ equation with 

an activation energy 𝐸𝑎. For our QD system, we find a 200-250 meV value for the activation energy and 

we confronted our analysis with the literature on hot carrier solar cells (HCSCs). Thanks to the investi-

gation on material properties performed in chapter 3 we can elaborate a hypothesis. For low tempera-

ture measurements, this activation energy seems to be linked to a phonon energy or an exciton energy 

in the case of QDs explained by a “frozen” regime with excitonic behavior in QDs. At higher tempera-

ture, this activation energy seems to be linked to a thermoionic barrier energy explained by a “hop-

ping” regime with unipolar escape behavior of free carriers in In(Ga)As QDs.   

 This “hopping” regime with a thermoionic barrier energy acting as an activation energy for the unipolar 

escape of carriers would enable us to consider that there could be a kind of common quasi-Fermi level 

(QFL) for all QDs at least in one QD layer throught the WL inducing a spatial smearing effect. Under-

standing this we develop an original PL fitting method in order to fit QDs PL using the generalized 

Planck’s law and get a more precise estimation of QFL splitting (QFLS) and the temperature of carriers. 

The investigation of absorption in chapter 3 is essential to analyze our results. Overall we find statisti-

cally that best fitting parameters correspond to value of absorption that are the closest from our exper-

iments, with temperature indicating a hot carrier effect and a QFLS because of a saturation effect inside 

the QDs. On the contrary, we tried to force a PL fitting for a “cold” carrier population fixed at the mate-

rial lattice temperature which is the room temperature. We found no saturation of QFL inside QDs, a 

ten times less absorption compared with our experimental results, and a QD distribution with an expo-

nential profile. It seems unrealistic because, in term of absorption, it would mean that only one QD lay-

er (among the ten QD layers) is participating to the PL. From a QD distribution point of view, an expo-

nential profile would mean that QD absorption would be highly impacted by the participation of higher 

energy quantum structures like QWIs, which we know is not the case from AFM investigation. In the 

end, the hypothesis of a hot carrier population seems valid. For the high-excitation laser regime, thanks 



Intermediate band dynamic study to evidence PV novel concept 

212 

to our bandfilling study, we showed that the QDs are half-filled behaving as a metal-like intermediate 

band (IB). If we consider that the hot carrier hypothesis is valid we find a 140 meV energy separation 

between the QFL in the QDs and the QFL in the WL and host material. This would indicate that under 

high-excitation, there is a voltage recovery or at least a voltage separation in our QD-IBSC. 

 Thanks to the two-color excitation PL characterization, we demonstrated a ΔPL quenching in the QDs 

and a slight gain in the WL and host material. This gain might induce a +1 meV gain on the VOC. In theo-

ry, ΔPL quenching should have a higher impact on the ΔPL gain for the wide gap material. We see here 

again how the high level of non-radiative loss is detrimental for our QD-IBSC. We developed a simple 

steady-state rate equation model to investigate and compare the dynamic of the S-TPA in our cell with 

our experimental results. We noticed that increasing the QDs density decreases the ΔPL quenching ef-

fect while it is the opposite if we increase the absorptivity or the IR flux. It confirms our remarks in 

chapter 3 about the need to use more absorptive QD layers and light management technique and not 

rely so much on a direct increase of QDs density. We also noticed in our model that a variation of the 

recombination time for conduction band (CB) to intermediate band (IB) transition, 𝜏𝐶𝐼 can be directly 

compensated by an inverse variation of the recombination time for CB to valence band (VB), 𝜏𝐶. In-

deed, both recombination times are channel losses for CB electrons. We were also able to estimate the 

radiative recombination time for the CB to VB (𝜏𝐶−𝑟𝑎𝑑 = 200 µs) and IB to VB (𝜏𝐼−𝑟𝑎𝑑 = 600 ns) transi-

tions, which is just another way of giving the estimated radiative ratio discussed earlier. 

 In the last part of this chapter, we showed that thermally activated IBSCs might be reconciliated with 

PV high-efficiency concepts for an operating regime where there is a hot carrier population in the IB as 

described in the concept of intermediate band assisted hot carrier solar cell (IB-HCSC). We tried to 

point out some empiric rules for such IB-HCSCs based on QDSCs: (1) temperature of hot carriers follows 

a constant increase with activation energy discussed earlier, (2) IB-CB QFLs splitting with a flat QFL in 

the IB and QFL from CB follows a conventional increase with concentration. These rules originate from 

the saturation effect observed in QDs. We believe that improvement on such QDSC could be obtained 

by increasing the quality of the material and pre-filling of QDs using for example capping and doping 

techniques. We also showed the advantage of a hot carrier population in comparison with a cold carrier 

population to preserve a subbandgap absorption. Finally, using simple hypothesis we predicted that a 

higher level of absorption for QDs is needed, at least between x20 and x40 compared to our present 

system. We will see in chapter 5 how we consider reaching this goal using light management tech-

niques. 
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 Light management strategies ap-

plied to quantum-structured solar cells 
In this chapter, we focus on the light management strategies that can be applied to quantum-

structured solar cells. First, we present our work on multi-quantum well (MQW) solar cells. We discuss on 

the effect of a simple Fabry-Pérot (FP) cavity for very thin transferred solar cells compared to non-

transferred as-grown solar cells. We also show the possibilities of adding more resonant effects by using 

nanopatterns as discussed in chapter 2. Second, we present our work on quantum dot (QD) solar cells and 

discuss the strategy that is devised specifically for the In(Ga)As/Al0.2GaAs IBSC system. 

5.1 Application to multi-quantum well solar cells 

In this part, we investigate InGaAs/GaAsP strain-balanced multiple quantum wells (MQWs) in the intrinsic 

region of GaAs p-i-n solar cells as introduced in chapter 2. One drawback of these structures is the low light 

absorption of MQWs. It often necessitates numerous layers of MQWs to compensate. Simultaneously a 

thinner i-region and smaller number of layers are favorable for more efficient carrier transport [254]. Fur-

thermore, a thinner stack is also favorable to reduce the dislocation and defect density. Quantum struc-

tures display high strain levels which often necessitate the use of elaborate strain balancing for each layer 

[72]. In this context, light management can be useful to increase light absorption in MQWs layers. Different 

approaches have been proposed using distributed Bragg reflectors [103] or diffractive gratings [104]–[108].  

First, we discuss the effect of a simple FP cavity to enhance light absorption in the subbandgap spectral 

region where only MQWs are absorbing. In a second part, we show the possibility of adding more resonant 

effects by using nanopatterns either at the back or at the front surface. 

5.1.1 Fabry-Pérot cavity effect on MQW solar cells 

In this part, we demonstrate that the implementation of a FP cavity for MQW solar cells can have a 

positive effect in enhancing light absorption for the spectral region where only MQWs are absorb-

ing. It is also possible to increase the enhancement ratio by optimizing the position of QW layers 

and/or tuning the surface reflectivity by adding dielectric layers. 

5.1.1.1 Light absorption enhancement by vertical Fabry-Pérot resonance 

A single junction of GaAs p-i-n structure with 10 pairs of In0.18Ga0.82As/GaAs0.78P0.22 MQWs in the i-

region was grown by metal organic vapor phase epitaxy (MOVPE). The thicknesses of the InGaAs 

wells and the GaAsP barriers are 8.5 and 12.5 nm, respectively. The total MQW region is 210 nm-

thick. It is sandwiched between two 40 nm-thick intrinsic GaAs layers, and 50 nm-thick n-GaAs 

emitter and p-GaAs base layers. The thicknesses of the n-InGaP window and the p-InGaP back sur-

face field (BSF) layers are 20 nm-thick. Finally, the n and p-GaAs contact layers are 50 nm-thick. 
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Layers thicknesses and doping are detailed in Figure 5.1-1, and growth conditions have been de-

scribed elsewhere [118]. 

 

Figure 5.1-1: Sketch of the MQW solar cell transferred on a gold mirror. The p-i-n is inverted with i-region containing 
10 pairs of MQWs. The n-GaAs and p-GaAs contact layers are doped at 2×1019 cm-3 and 1×1018 cm-3 respectively. The lo-
calized n-type ohmic contacts are regularly spaced every 400 µm. 

Non-transferred p-i-n solar cells were fabricated as reference on the as-grown epitaxial structures 

and transferred n-i-p solar cells were fabricated with final structure schematically depicted in Figure 

5.1-1. Metal alloys used for the p-type ohmic contacts of GaAs-based solar cells have poor optical 

properties leading to low reflectivity of the back mirror in transferred solar cells [255]. To avoid this 

disadvantage, we have first fabricated localized Ti/Au ohmic contacts regularly spaced on the p-

contact layer (bar width: 10 µm, period: 400 µm), before subsequent deposition of a gold mirror by 

electron beam evaporation. Front contacts were processed by electron beam evaporation of 

Ni/Au/Ge on a highly-doped (2×1019 cm-3) n-GaAs contact layer without annealing.  

Table 5.1-1: Current-voltage measurements’ parameters under AM 1.5 G illumination. 

Sample JSC (mA/cm²) VOC (V) FF Efficiency (%) 

Non-transferred 13.8 0.891 0.78 9.6 
Transferred 16.2 0.874 0.74 10.5 

 

Current-voltage (I-V) measurements were obtained under AM 1.5 G illumination with a solar simu-

lator for transferred and non-transferred MQWs solar cells of 0.8 mm² surface area. Results are 

summarized in Table 5.1-1. We observe +18% increase in the JSC for the transferred cells as com-

pared to non-transferred cells, and a slight decrease of the VOC from 0.891 V to 0.874 V. A decrease 

of fill factor (FF) from 0.78 to 0.74 is also observed but overall, the conversion efficiency is im-

proved from 9.6% to 10.5%. 
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Figure 5.1-2: (Left figure): Optical reflection measurement 1-R (dashed black, transferred cells) and EQE measurements 
for transferred (red) and non-transferred cells (blue). The GaAs bandgap (vertical dashed line) and the absorption en-
hancement in the MQW region (arrow) are highlighted. (Right figure): Fabry-Pérot cavity model of the MQW solar cells is 
composed of a MQW region (green) sandwiched between GaAs/InGaP layers (blue). 

The increase in the JSC originates from resonances evidenced by the optical reflection measurement 

(1-R) and external quantum efficiency (EQE) measurements shown in Figure 5.1-2. These resonanc-

es occur in the 430 nm-thick solar cell transferred on a gold mirror that plays the role of a FP cavity. 

For wavelengths near resonant modes, light absorption is increased through multiple roundtrips. 

Around four-fold increase of the EQE below the GaAs bandgap demonstrates strong light absorp-

tion enhancement in the MQWs. We can distinguish MQWs energy levels around 915 nm and 

970 nm on non-transferred EQE and transferred EQE (deformation of FP peak at 915 nm and de-

formation at 970 nm). Excitonic absorption peaks are not seen mainly because of the unsufficient 

EQE spectral resolution, as in reference [254]. In the spectral range where MQWs only are absorb-

ing (D=[870; 990] nm), the integrated JSC amounts to 0.41 mA/cm² for non-transferred solar cells 

with 10 pairs of MQWs while it goes up to 1.45 mA/cm² for transferred solar cells. 

The air/absorber/mirror FP cavity is schematically sketched in Figure 5.1-2 (on the right) for incom-

ing light with an incident angle . r21 and r23 are the Fresnel reflection coefficients on the semicon-

ductor/air and semiconductor/mirror interfaces, respectively: 𝑟21 = |𝑟21|exp (𝑖𝜑21) and 

𝑟23 = |𝑟23|exp (𝑖𝜑23) with 𝜑21 and 𝜑23 the phases acquired upon reflection at each interface of the 

cavity. For  = 0°, the resonance condition of the FP cavity can be written as in Equation 5.1-1 [256].  

1 − 𝑟21𝑟23 exp (−2𝑖
𝜔̃

𝑐
〈ñ2𝑡〉) = 0 

Equation 5.1-1: Resonant condition of the FP cavity 

The expression exp (−2𝑖
𝜔̃

𝑐
〈ñ2𝑡〉) represents a round-trip propagation in a cavity of thickness 𝑡, and 

𝑛̃2 = 𝑛2 + 𝑖𝜅2 the refractive index. 〈ñ2𝑡〉, represents the spatial mean value of the product for the 

different layers forming the cavity. In Equation 5.1-1, weak reflections at the interfaces between 

the various semiconductor layers are neglected. The term 𝜔̃ = 𝜔 + 𝑖𝛾 is the complex frequency of 

the incident light with 𝛾 expressing the total decay rate inversely proportional to a lifetime. In our 

case, we have moderate values of absorption, therefore the crossed term of the imaginary parts of 
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the frequency and refractive index (𝛾 × 𝜅2) can be neglected. The dispersion equation can then be 

separated in two equations describing the resonance position (phase condition) and the resonance 

amplitude (balance of losses), respectively. The resonant modes of order m are defined by the 

phase condition as in Equation 5.1-2. 

2
𝜔

𝑐
〈𝑛2𝑡〉 + 𝜑21 + 𝜑23 = 2𝜋𝑚 

Equation 5.1-2: Phase condition for m FP resonant modes 

By using this condition in the 430 nm-thick FP cavity, the resonant peaks of Figure 5.1-2 can be 

identified to successive resonance orders m that were calculated using well-known optical data 

[257]. To model the MQW region we approximate an effective medium by averaging the optical in-

dex of the barriers and wells weighted by their thickness (effect of the quantum confinement is ne-

glected). We found that m=3 at =906 nm, m=4 at =732 nm, m=5 at =626 nm and m=6 at 

=551 nm, which coincide very well with the FP resonances in Figure 5.1-2.  

We are especially interested in the 3rd order FP resonance that is localized below the GaAs 

bandgap and enables a four-fold EQE enhancement in the (D) spectral range where MQWs only 

are absorbing. This large enhancement is made possible because the broad resonance width is ef-

fective over the (D) MQW absorbing domain. A broad resonance width is directly linked to the 

thickness of the FP cavity, and thus justifies the choice of a 430 nm-thick FP cavity in this study. In-

deed, thicker quantum well solar cells (> 2 µm-thick with > 20 pairs of MQWs) that use distributed 

Bragg reflectors for enhancing light absorption [103] have demonstrated only a 1.4 enhancement 

ratio, because of very narrow resonant modes resulting in enhancement averaging between reso-

nant and anti-resonant modes in D spectral region. Here, the peak is centered at =906 nm and 

the full width at half maximum is around 100 nm, which enables to cover most of D. This also 

shows that the position of the resonance is important. Comparing with a relatively thin quantum 

well solar cell (≈800 nm-thick with 8 pairs of MQWs) with planar metal backside [108], where the FP 

resonance is centered at =860 nm, the MQWs does not benefit from the planar metal backside 

because the FP cavity is not tuned for the resonant peak in the D spectral region. This resulted in a 

low level of response of quantum-well device with planar metal at wavelengths from 900 to 

1000 nm due to the absence of FP resonance in that region. In our case, the objective was to opti-

mize the light trapping for enhancing light absorption in this region in particular. 

5.1.1.2 Optimization possibilities for a FP cavity solar cell 

We can optimize the light management strategy by keeping a simple FP cavity. The first possibility is 

to further adapt the MQW absorber to match the FP cavity electric field intensity enhancement in 

the vertical direction. A second possibility is to increase the light coupling by tuning the reflectivity 

of the front surface. 

i). MQWs vertical position for maximum coupling with incident light 

The z-position of MQWs in the cavity can be an important parameter to consider for better light 

management. To investigate this issue, the electric field intensity distribution (|𝐸|²) and the absorp-

tion spectra were calculated with a simple multilayer electromagnetic code. The calculated absorp-

tion spectrum (red curve in Figure 5.1-3) is in good agreement with our EQE measurements. The 

cross-section of the electric field intensity is plotted in Figure 5.1-3 for the 3rd order FP resonance 

at =906 nm. At this wavelength, the period of the mode of the electric field standing wave inside 
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the cavity along z-axis is given by λ/(2n) ≈ 130 nm [256]. Therefore, the 210 nm-thick MQW region 

must be cautiously centered to maximize the absorption inside the MQWs. With respect to the fab-

ricated n-i-p structure, the MQW region should be shifted by 20 nm closer to the n-region to max-

imize the absorption in Figure 5.1-3 (a). Simulations show that this shift results in +6% gain on the 

absorption in the D spectral region and +1% over all. Another way of making good use of this ap-

proach would be to split the MQW region into multiple sets of MQWs to cover only the maxima of 

the cavity while keeping the same total number of MQWs. For the 430 nm-thick FP cavity, the 3rd 

order FP results in a splitting of the MQW region in three parts as depicted in Figure 5.1-3 (b). This 

results in a +25% gain (from simulation) on the absorption in the D spectral region and +4% gain 

overall, as plotted in Figure 5.1-3 (c). 

 

Figure 5.1-3: Cross-section of the electric field intensity |𝐸|² at the 3rd order FP resonance for (a) the as-fabricated MQW 
structure, and (b) a cavity structure with a MQW region split to optimize the overlap with the three |𝐸|² maxima. White 
lines mark interfaces between different materials. (c) Calculated absorption spectra for as-fabricated structure (red), a 
centered MQW region (red dashed) and the MQW split region (blue) without parasitic absorption from window layer, BSF 
layer and the gold mirror. 

ii). Dielectric front multilayers for anti-reflection coating 

The addition of dielectric front multilayers can be used for anti-reflection coating. For example, we 

studied the effect of a double layer anti-reflection coating (DLARC) on the MQWs solar cells. Albeit 

this might remove the FP resonance condition, we will show it actually does not. In Figure 5.1-4, we 

show numerical calculation of total absorption with and without a DLARC optimized differently for 

transferred and non-transferred MQW solar cells. By integrating the total absorption over the solar 

spectrum, we are able to predict a maximum of the JSC collected by such solar cells. For non-

transferred solar cells, we optimized the DLARC to have a maximum JSC for the solar spectrum 

(MgF2/TiO2: 85/40 nm). 
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Figure 5.1-4: (a) Simulation of absorption in solar cells with 10 pairs of MQWs for transferred (red) and non-transferred 
(blue) structures without DLARC (solid lines) and with DLARC (dashed lines). (b) Wavelength-dependent enhancement ra-
tio of the cavity absorption compared with non-transferred one without DLARC. 

For transferred solar cells, we searched the best trade-off to reduce reflection loss in the bulk spec-

tral region and at the same time keep a good FP enhancement in D spectral region (MgF2/TiO2: 

65/20 nm). By estimating the ratio of the JSC, we find that the deposition of a DLARC enables a gain 

of 45% on the JSC for non-transferred cells, and 28% for transferred cells. In total, transfer and coat-

ing gives a 65% gain on the JSC. 

Moreover, we show that by using a DLARC it is possible to shift the wavelength of the FP resonant 

peaks. In Figure 5.1-4 (a), we can see on the transferred DLARC curve that the 3rd order FP reso-

nance is shifted from =906 nm to =936 nm and is now better centered over the MQW absorbing 

spectral region D. Even though the 3rd order resonant peak is now lower, Figure 5.1-4 (b) shows 

that the enhancement ratio is nearly the same (≈6) than the one without DLARC (≈7). 

iii). Dielectric front multilayers for critical coupling 

In order to obtain an optimal absorption for the resonances in our FP cavity, we see that Equation 

5.1-1 provides also a relation between the total losses of the system (total decay rate 𝛾 = 1/𝜏) and 

both reflection coefficients as expressed in Equation 5.1-3. 

|𝑟21||𝑟23|e−
2
𝑐

(𝜔〈κ2t〉+𝛾〈n2t〉) = 1   ⇔    𝛾 =  
𝑐

2𝑛2𝑡
ln|𝑟21| +

𝑐

2𝑛2𝑡
ln|𝑟23| −

𝜅2

𝑛2
𝜔 

Equation 5.1-3: Resonant condition of the FP cavity expressed with the total decay rate 𝛾 = 1/𝜏 

The temporal coupled-mode theory (TCMT) provides a very powerful framework to determine ana-

lytically the absorptivity maximum [81]. In the vicinity of a resonance at frequency 𝜔0, the absorp-

tion spectrum in the cavity can be approximated by a Lorentzian function where  𝛾 = 𝛾21+𝛾23 +

𝛾𝑛𝑟 is the total decay rate of the resonant mode as expressed in Equation 5.1-4. 𝛾𝑛𝑟 is the non-

radiative decay rate (absorption in the cavity), while 𝛾21 and 𝛾23 are the radiative decay rates 

through the front and back interfaces, respectively that can be identified with the terms in Equation 

5.1-3. 
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𝐴𝑐𝑎𝑣𝑖𝑡𝑦(𝜔) =
4𝛾21𝛾𝑛𝑟

(𝜔 − 𝜔0)2 + 𝛾2
 

Equation 5.1-4: Near-resonant FP cavity absorptivity maximum from the TCMT 

In the subbandgap spectral region, we make the approximation that 𝜅2 ≈  𝜅𝑀𝑄𝑊 𝑡𝑀𝑄𝑊 / 𝑡, and we 

suppose that the gold mirror reflection is perfect |𝑟23| = 1. At resonance frequency 𝜔0, absorption 

can be expressed as in Equation 5.1-5. 

𝐴𝑐𝑎𝑣𝑖𝑡𝑦(𝜔0) =
2𝑋

(
𝑋
2 + 1)

2  𝑤𝑖𝑡ℎ 𝑋 =
−𝑐 𝑙𝑛(|𝑟21|)

𝜔𝑂𝜅𝑀𝑄𝑊 𝑡𝑀𝑄𝑊
 

Equation 5.1-5: Near-resonant FP cavity absorptivity maximum in the subbandgap region 

For critical coupling, at the resonant frequency, 𝐴𝑐𝑎𝑣𝑖𝑡𝑦(𝜔𝑂) = 1, therefore we can calculate that 

|𝑟21| = exp (−2𝜔𝑂𝜅𝑀𝑄𝑊 𝑡𝑀𝑄𝑊 /𝑐) = 0.93 is necessary to achieve critical coupling. In other term, 

we see that we need to have a front interface with a high reflectivity R21=0.86. To achieve this value 

of reflectivity with transparent dielectric layer it is possible to deposit multilayer coating to form a 

front distributed Bragg reflector (DBR).  

In Figure 5.1-5, we notice that contrary to DLARC, the high-index layer will be preferentially at the 

top. Using well-known DBR's reflectivity formula [258], with TiO2 and SiO2 layers we calculate that 

we need at least two pairs of layers to achieve the critical coupling condition of R21=0.86 in the 

MQW absorbing spectral region D. In Figure 5.1-5, we show the front DBR structure for N=1 and 

N=2 pairs of layers. For N=2, critical coupling condition is achieved for the 3rd order FP resonance 

around 930 nm in wavelength. However, we notice that the increase of front reflectivity is at the 

expense of absorption in the bulk spectral region. The absorptivity is criticaly reduced in the 500-

650 nm wavelength range where solar photon flux is at its maximum, therefore it is detrimental to 

PV applications. 

 

Figure 5.1-5: Front multilayer DBR to achieve critical coupling condition for FP resonances. Detailed schematic layer struc-
ture on the left represent the transferred MQW solar cell with N pairs of TiO2/SiO2 layers. Plotting of simulated FP cavity 
absorption spectrum for non-transferred (blue) and transferred (red) structures. Comparison with the front DBR structure 
for N=1 (light green) and N=2 (dark green). 
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Overall, we see that the enhancement of light intensity in the MQW spectral region often comes at 

the expense of a light absorption loss, as compared with a thicker GaAs solar cell that would absorb 

more light in the bulk spectral region. That is why, in the case of thin MQW solar cells, other strate-

gies are developed to make use of a multitude of resonances for example using nanopatterning as 

it will be discussed next. 

5.1.2 Nanopatterns effect on MQW solar cells 

In this part, we show the possibility of adding more resonant effects by using nanopatterns either 

at the back or at the front surface. First, we evaluate the potential enhancement by simulation and 

then we present the experimental results that were obtained on the MQW solar cells. 

5.1.2.1 Simulation for light management optimization 

Numerical calculations for nanopatterns have been performed with the Reticolo software provided 

by Philippe Lalanne and Christophe Sauvan (Institut d’Optique, Palaiseau) [259], [260]. It is based 

on rigorous coupled wave analysis (RCWA) and performs an exact calculation of the electromagnet-

ic field [82]. In our Reticolo model, we keep a relatively simple structure, which allow us to model 

1D or 2D gratings (nanogrids or square-shaped nanopatterns).  

i). Back and front nanostructured MQW solar cells transferred on gold mirrors 

In order to investigate back and front nanostructures, we start with the schematic illustration in 

Figure 5.1-6. At least three parameters can be adjusted for the grating: the period (p), the diameter 

(d) and the height (h) of nanopatterns. The thickness of the absorbing layer is the same as in the 

case of the FP study but we can tune the FP cavity resonance by adding dielectric layers at the back 

or at the front as explained before. In both cases, we consider using TiO2 for the nanostructures be-

cause TiO2 material is a well-known dielectric that can be used in sol-gel solution for nanoimprint. It 

can also have a relatively high refractive index, which is an asset to develop resonant light-trapping 

solutions. In these simulations, we used high TiO2 refractive index n≈2.5, from DeVore [261] and 

same parameters for other materials as in the FP study described previously.  

 

Figure 5.1-6: Schematic illustration of a back and front structured MQW solar cell with resonant effects as detailed in 
chapter 2. 

In the case of the back-structured mirror solar cell, the nanoimprint residual or buffer layer at the 

back between the absorber and the nanopatterns is kept constant with 20 nm height. At the front, 

we choose to use a SiNx ARC with 70 nm height. It is an optimum value for broadband transmission 

of light into our structures. For the front-structured solar cell, we do not simulate the effect of add-

ing an ARC layer so that we can keep a relatively simple structure. Anyhow, the front structuration 

in itself acts as an ARC. We compare both back and front structuration strategies by varying the 

same number of parameters. 
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ii). Varying nanopattern parameters 

In order to explore and optimize our structure, we simulate a simple 1D grating using RCWA with 30 

Fourier orders. The d/p ratio is fixed at one-half (fill factor: ff=1/2), therefore only two parameters 

are varied: height and diameter. Simulations are made for TM and TE polarizations in order to cal-

culate the PV active absorption in each layer. In Figure 5.1-7 and Figure 5.1-8, we present the aver-

aged results for TM and TE polarizations respectively for the back and front structuration. Theoreti-

cal short-circuit current are calculated by integrating the absorption in the semiconductor layers 

over the solar spectrum (JSC-solar) and over the D spectral region where only MQWs are absorbing 

(JSC-MQWs), as shown in Figure 5.1-7 (a,b) and Figure 5.1-8 (a,b) for varying diameters and heights. 

The analysis of these two-parameter JSC-colormaps highlights optimum domains for PV light trap-

ping: [h=50-150 nm; d=320-460 nm] and [h=100-300 nm; d=180-220 nm] respectively for back and 

front nanostructuration. In Figure 5.1-7 (c) and Figure 5.1-8 (c), we show the evolution of the active 

absorption spectrum with the variation of diameter for optimal heights: h=100 nm (back) and 

h=200 nm (front). Finally, in Figure 5.1-7 (d) and Figure 5.1-8 (d), we show active absorption spectra 

for optimum parameters with TM (dashed blue) and TE (dashed purple) curves plotted to identify 

the different resonant effect due to polarization. We also color in pink the D spectral region where 

only MQWs are absorbing to evidence the absorption gains. 

 
Figure 5.1-7: Optimization of a TiO2 back structured gold mirror MQW solar cell with 70 nm SiNx ARC using RCWA simula-
tion with 30 Fourier factors for a 1D grating. The grating parameters are varied as follow: h=50-550 nm, d=100-500 nm 
and ff=0.5. Theoretical short-circuit current are calculated by integrating the absorber absorption (active absorption) over 

the solar spectrum (JSC-solar) as shown in figure (a) and over the D spectral region where only MQWs are absorbing (JSC-

MQWs) as shown in figure (b). Optimal values are found for h=100 nm and a colormap with active absorption spectrum ver-
sus diameters is shown in figure (c). An optimal configuration is found for d=400 nm as shown in figure (d) with TM 
(dashed blue) and TE (dashed purple) curves plotted to identify the different resonant effect due to polarization. 



Light management strategies applied to quantum-structured solar cells 

223 

 

Figure 5.1-8: Optimization of a TiO2 front structured MQW solar cell transferred on gold mirror using RCWA simulation 
with 30 Fourier factors for a 1D grating. The grating parameters are varied as follow: h=50-550 nm, d=100-500 nm and 
ff=0.5. Theoretical short-circuit current are calculated by integrating the absorber absorption (active absorption) over the 

solar spectrum (JSC-solar) as shown in figure (a) and over the D spectral region where only MQWs are absorbing (JSC-MQWs) 
as shown in figure (b). Optimal values are found for h=200 nm and a colormap with active absorption spectrum versus di-
ameters is shown in figure (c). An optimal configuration is found for d=200 nm as shown in figure (d) with TM (dashed 
blue) and TE (dashed purple) curves plotted to identify the different resonant effect due to polarization. 

iii). Multiresonant effect 

In Figure 5.1-9, we compare the simulations of PV active absorption spectra in the optimal configu-

rations for both nanostructurations. We also compare with PV active absorption in the non-

transferred and transferred structures as discussed previously in the FP study. Contrary to Figure 

5.1-4, in Figure 5.1-9, we consider only the PV active absorption, which excludes parasitic loss from 

gold mirror. For the bulk spectral region with high absorption, <700 nm, we are able to achieve 

the same level of absorption as in the case of a transferred structure with ARC.  For >700 nm, we 

see that we keep the benefits of FP resonant effects at =732 nm and =906 nm but we also gain 

from other resonant effects in-between the FP resonances that were identified earlier. Collin’s 

group at C2N laboratory has extensively studied this multiresonant effect for PV application in dif-

ferent PV materials [81]–[84]. Overall, we find that both back and front light-trapping solutions can 

offer about the same light absorption enhancement in their optimum configurations. However, it 

seems that the back structuration optimal domain is wider which make it easier for the fabrication. 
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Figure 5.1-9: Comparison of RCWA simulations of active absorption for PV layers in the case of the proposed nanostructu-
ration for the MQW solar cells fabricated in this study (from ). 

In Figure 5.1-10, we compare 1D and 2D back-structured mirror with sol-gel SiO2 (refractive index 

n=1.45) instead of TiO2 on MQW solar cells without ARC at the front. Height and fill factor parame-

ters are fixed: h=200 nm and ff=1/2. The variation of the diameter parameter evidences the contri-

bution of resonant effects in the PV active absorption. We can observe vertical bands enhancement 

of the active absorption at wavelength positions around =[500 nm; 560 nm; 630 nm; 720 nm; 

800 nm; ≈900 nm]. They represent FP resonances, which as we can see are almost not impacted by 

the variation of the grating diameter especially for the shorter wavelength. For >700 nm, we start 

to see the contributions of other resonant effects that are impacted by the variation of the diame-

ter grating. In the case of the 1D grating we can attribute this effect to diffraction from the 1D grat-

ing and waveguide modes inside PV layers. We see that between 1D and 2D gratings we have an in-

crease of optical resonant modes especially for >900 nm. We can attribute this effect to the cou-

pling of TM and TE modes by the 2D structuration and also the enhancement of other light-trapping 

effects like localized Mie resonance that can be found for nano-objects of geometrical size r in the 

Mie regime (r≈). 
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Figure 5.1-10 : Comparison of colormaps showing the variation of the active absorption of MQW solar cell with a back-
structured mirror. Diameter parameter is changed for a 1D grating with averaging of TM and TE polarizations (top) and 2D 
grating (bottom). It reveals an increase of optical resonances for the longer wavelength region. 

5.1.2.2 Experimental results after fabrication 

In order to fabricate the nanostructuration at the back or at the front, we used the different pro-

cesses described in chapter 2. We will talk in this part about the differences between what is ex-

pected from the simulation and the actual realization in the clean room. By careful investigation 

and simulation, we were able to understand its origin. We can consider it for future light manage-

ment realization. 

i). Back-structured mirror 

We describe the results of our back structuration process. In Figure 5.1-11, we show the experi-

mental results of fabricated MQW solar cells with back-structured mirror 2D grating with 5 differ-

ent periods (p=[400 nm; 500 nm; 600 nm; 700 nm; 800 nm). Front and rear sides are shown and we 

choose to focus on extremal periods: 400 nm (solar cell #b16) and 800 nm (solar cell #b27). Investi-

gation of SEM images allows us to check 2D grating parameters of the sol-gel TiO2 nanogrid that 

was deposited by nanoimprint lithography. Total height with buffer layer is around 100 nm. The re-

sidual or buffer layer height (hbuffer) is almost equal to the nanogrid height (hnanogrid), about 50 nm. 

Fill factors vary between 0.5 and 0.7 because the walls of the nanogrid are not perfectly abrupt. We 
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also notice that the holes are not strictly rectangular but a little round-shaped in the corner. We of-

ten encounter this issue when using sol-gel TiO2. We suppose it is due to the viscosity and the effect 

change depending on the preparation of the sol-gel solution. It can be prevented by using another 

type of nanoimprint resist like Amonyl but the refractive index is then reduced to n≈1.5.  

 

We measure a refractive index n≈1.8 by ellipsometry on a Si test sample after the deposition of a 

163 nm-thick layer spin-coated with our preparation of sol-gel TiO2. We notice that after 300°C an-

nealing the refractive index increases up to 2.1 but the thickness is almost divided by 2 and we 

measured a higher imaginary index by ellipsometry measurement. It might indicate scattering loss 

due to a more dense material. In summary, it seems unlikely that we will be able to reach a high re-

fractive index of 2.5 as in the case of our simulations. Annealing can help increase the index but the 

reduction of height has to be taken into account.  

 

For the fitting of our experimental observations, we use the refractive index n≈1.8 that we meas-

ured with ellipsometry. In Figure 5.1-11 on the right, we show the comparison of reflectometry, 

EQE and calculation (1-R) using RCWA with nanogrid parameters: for b16 we use [p=390 nm, hbuff-

er=60 nm, hnanogrid=40 nm, ff=0.64] and for b27 we use [p=775 nm, hbuffer=60 nm, hnanogrid=40 nm, 

ff=0.64]. We find a good agreement between our simulations and experimental findings which 

seems to confirm the validity of the parameters that were considered. 

 

Figure 5.1-11: Experimental results of fabricated MQW solar cells with back-structured mirror 2D grating with 5 different 
periods (p=[400 nm; 500 nm; 600 nm; 700 nm; 800 nm). Front and rear sides are shown and we choose to focus on ex-
trema periods: 400 nm (solar cell #b16) and 800 nm (solar cell #b27). Investigation of SEM images allows us to check 2D 
grating parameters of the sol-gel TiO2 nanogrid. Total height with buffer layer is around 100 nm. Buffer layer height (hbuff-

er) is almost equal to the nanogrid height (hnanogrid). Fill factor vary between 0.5 and 0.7 because the sides of the nanogrid 
are not flat. On the right, we show the comparison of reflectometry, EQE and calculation (1-R) using RCWA with nanogrid 
parameters: for b16 we use [p=390 nm, hbuffer=60 nm, hnanogrid=40 nm, ff=0.64] and for b27 we use [p=775 nm, hbuff-

er=60 nm, hnanogrid=40 nm, ff=0.64]. 
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In Figure 5.1-12, we compare experimental EQE from five different solar cells. Two are taken from 

the FP study presented in the previous part: non-transferred (dashed blue) and transferred (dashed 

red). The three others come from the sol-gel TiO2 nanogrid study presented in Figure 5.1-11: #b24 

solar cell with p=700 nm (brown), #b27 solar cell with p=800 nm (green) and a flat (black) solar cell 

on the same sample with no back-structuration. This flat solar cell is like the transferred solar cell 

with a 100 nm-thick sol-gel TiO2 buffer layer at the back in-between the PV layers and the gold mir-

ror. 

 
Figure 5.1-12: Comparison of EQE results from the FP study and from the back-structuration using 2D gratings presented 
in Figure for periods of 700 nm (b24) and 800 nm (b27). We find an EQE ratio enhancement of 8, twice the ratio of FP 
case.   

In summary, compared to the non-transferred solar cell, we are able to reach a maximum of x8.5 

EQE ratio enhancement at 965 nm in wavelength while the flat EQE indicates a maximum of x5.6 

ratio enhancement for the same wavelength position. Therefore, the addition of the nanogrid at 

the back results in a maximum of x1.5 ratio enhancement. In Table 5.1-2, we summarize the short-

circuit current (JSC) taken by integrating EQE curves from Figure 5.1-12 over all spectrum or over the 

range of interest where only MQWs are absorbing. Over this range, in comparison with a non-

transferred solar cell, FP transfer increase JSC by a x3.5 ratio while nanostructuration increases by a 

x5.5 ratio. 

Table 5.1-2: Short-circuit (JSC) current taken by integrating EQE curves from Figure 5.1-12  
over all spectrum or over the range of interest where only MQWs are absorbing. 

Sample  /  
JSC (mA/cm²) 

Non-transferred 
(FP study) 

Transferred 
(FP study) 

Flat p = 700 nm p = 800 nm 

All:         [400-1000 nm] 13.3 16.6 16.5 18.5 18.4 
MQWs: [870-1000 nm] 0.41 1.44 1.24 2.21 2.28 

 

In Figure 5.1-12, we also notice that the broadening of the FP resonance originated from the con-

tribution of other resonant modes. We did not have time to explore more and deposit an ARC on 
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this sample. However, we know that we will not be able to achieve an optimal configuration be-

cause of the low refractive index and height of the nanogrid. 

ii). Front structuration with TiO2 nanopatterns 

We describe the results of our front structuration process. In Figure 5.1-13, we show experimental 

images of fabricated MQW solar cells before (Figure 5.1-13 (a)) and after (Figure 5.1-13 (b)) the 

deposition of 2D grating TiO2 nanocylinders. In Figure 5.1-13 (c), we show a SEM image of the front 

nanostructuration (#7b solar cell). We notice at least 3 things that did not work as expected during 

the process: 

(1) A part of the grating near the front contacts is not lifted. It might be due to the fact that front 

contacts are a hindrance for the nanoimprinting with the PDMS stamp. 

(2) We see many cracks on the surface. These cracks are not from the nanoimprint step but from 

the TiO2 deposition step. A 200 nm-thick TiO2 layer is deposited by ion beam assisted deposition. 

We intend to have a high-refractive index, which means that we want a dense material. The pro-

cess might induce strains that could result in cracks on the front surface. We measured the refrac-

tive index of the deposited TiO2 by ellipsometry and we found a refractive index n≈2.5. We noticed 

a greenish color that does not seem to be caused by the 200 nm coating but might be due to para-

sitic absorption or other optical effects.  

 

Figure 5.1-13: Experimental images of fabricated MQW solar cells with 2D TiO2 front grating.  

(3) On the SEM zoomed images of nanocylinders in Figure 5.1-13 (c) we find that the 2D grating has 

the following parameters: d=200 nm, ff=1/2 and h=100 nm. In the simulation and test samples we 

were expecting to get a 200 nm height as described in Figure 5.1-14. 
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Figure 5.1-14: Difference of nanostructures height between the test sample and the target MQW solar cell. 

After reflectometry fitting of our samples, we found that there is a remaining 100 nm TiO2 layer be-

neath our nanocylinders. Therefore, we know that the light management will not be optimal as the 

structure is different from what we numerically found to be the best. In Figure 5.1-15, we compare 

the EQE and calculated PV absorption for the same transferred solar cell (#7b) without front 

nanostructuration (blue left) and in the case of front structuration presented in Figure 5.1-13 (red 

right). In the case of the transferred MQW solar cell without front TiO2, we find a good agreement 

between the EQE and the calculated active absorption as described previously during the FP study. 

However, we see that when we add the front TiO2 there is a homogeneous loss of about 30% be-

tween the EQE and our calculation. It is especially interesting to notice that FP resonances are small 

compared to the case without front TiO2. This can only be explained by a global loss that can origi-

nate from electrical or optical losses. 

 

Figure 5.1-15:Comparison of EQE and calculated PV absorption for the same transferred solar cell (#7b) without front 
nanostructuration (blue left) and in the case of front structuration presented in Figure 5.1-13 (red right).  
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In Table 5.1-3, we present 1 sun I-V measurements performed before and after the deposition of 

the front TiO2 nanocylinder coating. We also perform dark I-V analysis with two-diode model fitting. 

We notice a -10 mV degradation on the VOC that we can relate with a x1.7 increase of dark current 

(n=2). We also notice a decrease of the fill factor (FF) from 0.72 to 0.64 that we can relate with a x3 

increase on the serie resistance. We consider these electrical degradations to be relatively small if 

we think about the complexity of the process especially the cracks in the front TiO2 layer. There-

fore, we think the 30% loss between numerical and experimental EQE originates mostly from opti-

cal losses. We think that scattering loss or absorption loss in the TiO2 layer might be responsible for 

this decrease. 

Table 5.1-3: 1-sun I-V properties of #7b MQW solar cell without and with front TiO2 

MQW solar cell # 7b JSC (mA/cm²) VOC (V) FF 

Transferred w/o TiO2 17 0.86 0.72 
Transferred w TiO2 15 0.85 0.64 

In conclusion, for this part, we have shown that, using nanostructures, we are able to increase light 

absorption and at the same time keep FP resonant effects to enhance specific parts of the spec-

trum. We see that fabrication does not always go as planned but precise analysis can help to im-

prove for future realizations.  
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5.2 Application to quantum dot solar cells 

In this part, we investigate the application of light management strategies to Okd-3 type of quantum dot 

solar cell structure that was discussed in chapter 3 and 4. As in the case of MQWs, light management can 

be a great asset to increase light absorption in QD layers. As discussed in the previous chapter, their coeffi-

cient of absorption is very low even compared with MQW layers. It often necessitates numerous layers of 

QDs to compensate. Simultaneously a thinner i-region and thus a smaller number of layers is favorable for a 

more efficient carrier transport. Furthermore, a thinner stack is also favorable to reduce the dislocation and 

defects density. Different approaches have been proposed using scattering by metallic nanoparticles [262] 

or diffractive gratings [108]. 

In the case of IB-QDSCs, light management can also be used to enhance the photofilling of QDs and cau-

tious light management positioned for inter-band transitions wavelength might have an impact on the dy-

namic of the IB. First, we discuss the effect of a simple FP cavity to enhance light absorption for the inter-

band transitions. In a second part, we present an innovating strategy to enhance light absorption in QD-

IBSCs using a front metallic nanogrid and discuss the problematic of low-absorbing material. 

5.2.1 Fabry-Pérot effect on QDSCs 

In this part, we present the FP cavity study of our QDSCs. First, we explain the design and fabrica-

tion of our samples. Second, we present the light absorption enhancement for the valence band 

(VB) to quantum states transition and then for the quantum states to conduction band (CB) transi-

tion. 

5.2.1.1 Design and fabrication of Fabry-Pérot QDSCs 

As discussed in chapter 2, on one side a precise design with optical simulation is needed to tune the 

thickness of the FP cavity and have resonances at strategic positions. On the other side, we have 

seen in chapter 3, that a precise knowledge of the QDSC system is needed to evaluate the effect of 

the FP cavity. 

i). Light management strategy on QDSC system 

In Figure 5.2-1, we show a schematic illustration of the light management strategy proposed for 

QDSCs using simple FP cavity. In Figure 5.2-1 (a), the In(Ga)As / Al0.2GaAs energy band system is re-

minded with different energy bandgaps that can be identified: Al0.2GaAs host material at 1.68 eV, 

InGaAs WL at 1.55 eV and In(Ga)As QDs around 1.2 eV. The transfer on a gold mirror of a 515 nm p-

i-n junction with 10 layers of QDs sandwiched in the i-region enables the creation of a FP cavity as 

shown in Figure 5.2-1 (b). In Figure 5.2-1 (c), we present the calculation of total absorption spec-

trum inside the FP cavity. No absorption in the QD layers is considered in this simulation, the sub-

bandgap FP resonances come from the absorption in the gold mirror. FP resonances are chosen to 

enhance VB to QDs transition (QDs PL), IR laser region and also possibly the QDs to CB transition 

that is supposed to have a higher absorption starting at 2.5 µm (0.5 eV). It is still not clear where FP 

resonances should be positioned in the case of IBSCs. Anyhow, we believe that this design is a first 

step for the realization of light management in the same way as for MQW solar cells when we used 

FP cavity as a cornerstone. 
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Figure 5.2-1: Schematic illustration of the light management strategy proposed for QDSCs using simple FP cavity. (a) 
In(Ga)As / Al0.2GaAs energy band system is reminded with different energy bandgaps that can be identified: Al0.2GaAs host 
material at 1.68 eV, InGaAs WL at 1.55 eV and In(Ga)As QDs around 1.2 eV. (b) The transfer on a gold mirror of a 515 nm 
p-i-n junction with 10 layers of QDs sandwiched in the i-region enables the creation of a FP cavity. (c) Calculation of total 
absorption spectrum inside the FP cavity is shown. FP resonances are chosen to enhance VB to QDs transition (QDs PL), IR 
laser region and also possibly the QDs to CB transition that is supposed to have a higher absorption starting at 2.5 µm 
(0.5 eV). 

ii). Fabricated QDSC samples 

In Figure 5.2-2, we give a detailed description of QDSC samples that are used to evaluate the effect 

of the FP cavity. In Figure 5.2-2 (a), transferred-on-mirror (M: Okd-3-0.2) and non-transferred (NT: 

Okd-3-1.4) 1x1 cm² samples are shown with solar cells specifically chosen (open red square: S3.2 

and S2.4). A precise description of transferred samples is given in Chapter 2.  

In Figure 5.2-2 (b), we show the results of PL mapping of Okd-3 3-inch wafer done with Horiba PL 

mapper before fabrication. The X-Y characterization step is of 2 mm (size of pixels on the color-

maps). PL excitation is achieved with a 532 nm laser at low-intensity illumination (≈0.1 W/cm²). 

Colormaps are taken from chapter 3: Figure 3.2-16 and Figure 3.2-17. Colors indicate PL peak wave-

length position in the top image (light blue: 1010 nm, light green: 1040 nm and light red: 1070 nm). 

In the bottom image, it indicates PL peak intensity in arbitrary units (light blue: 1, light green: 3 and 

light red: 5). 1x1 cm² samples positions are shown and written in white. Transferred (M) and non-

transferred (NT) solar cells are chosen in order to be in the same QD zone in-between the middle 

(M) and edge (E) region identified in chapter 3: Figure 3.2-19. Both cells are about on the same cir-

cle indicated by the red arc. Therefore, PL peak position is the same for (1.2eV) but we find that in-

tensity is about four times superior in the case of the transferred solar cell. We already discussed 

this asymmetry in chapter 3. We could not use other samples that were fabricated more in the cen-

ter of the wafer (with higher and more uniform QD density) because of different schedule planifica-

tions between France and Japan fabrication and measurements campaigns. 



Light management strategies applied to quantum-structured solar cells 

234 

We also show the position of two other NT solar cells that are used as references from sample 1.3: 

Okd-3-1.3-S2.2 (red triangle) and Okd-3-1.3-S4.4 (purple triangle). In Figure 5.2-2 (c), we reproduce 

Figure 3.3-5 taken from chapter 3. For three different wafer zones (C: Center, M: Middle, E: Edge) 

we show superposition of EQE measurements from solar cells in these zones and AFM measure-

ments as previously studied in Figure 3.2-18. The transferred and NT solar cells are likely to have a 

QD distribution in-between M and E zones. For 1.2 eV PL peak position, if we compare M and E 

curves, we see a ratio of x10 for the EQE and a x4 ratio for the number of QDs per µm². We also 

find a x4 ratio between transferred and NT solar cells position on PL peak intensity map (b). 

In Chapter 4, we investigated in detail the QDs electrofilling dynamic for different PL excitation re-

gimes. In Figure 4.1-22, we noticed that at room temperature for low-excitation regime, large 

neighbouring QDs with low PL energy are filled first. In the case of the transferred and NT solar 

cells, it is possible that both cells have a bimodal M-like distribution with a peak close to 1.2 eV for 

“large QDs” which would explain the PL emission at 1.2 eV. However, the x4 ratio in PL intensity 

might indicate that the transferred QDSC has a higher number of “large QDs” compared to the NT 

QDSC that would be closer to an E-like distribution. 

In summary, NT and transferred QDSCs are close but not strictly the same. This fact is important to 

interpret correctly any effect of the FP cavity. 

 
Figure 5.2-2: Description of QDSC samples used in order to evaluate the effect of the FP cavity. (a) Transferred-on-mirror 
(M: Okd-3-0.2) and non-transferred (NT: Okd-3-1.4) 1x1 cm² samples are shown with solar cells specifically chosen (open 
red square: S3.2 and S2.4). (b) PL mapping of Okd-3 wafer before fabrication done with Horiba PL mapper with 2 mm X-Y 
characterization step (pixels on the colormaps) at low-illumination (≈0.1 W/cm²) with 532 nm excitation is taken from 
chapter 3: Figure 3.2-16 and Figure 3.2-17. Colors indicate PL peak position in the top image (light blue: 1010 nm, light 
green: 1040 nm and light red: 1070 nm). In the bottom image, it indicates peak intensity in arbitrary units (light blue: 1, 
light green: 3 and light red: 5). 1x1 cm² samples positions are shown and written in white. Transferred (M) and non-
transferred (NT) solar cells are chosen in order to be in the same QD zone in-between the middle (M) and edge (E) region 
identified in chapter 3 in Figure 3.2-19. PL peak position is the same (1.2eV) but intensity is about fourth time superior in 
the case of the transferred solar cell. We also show the position of two other NT solar cells that are used as references 
from sample 1.3: Okd-3-1.3-S2.2 (red triangle) and Okd-3-1.3-S4.4 (purple triangle). (c) Taken from chapter 3: Figure 
3.3-5, superposition of EQE measurements characterization from samples in different wafer zone with AFM measure-
ments as previously studied in Figure 3.2-18. The M and NT solar cells possibly have a QD distribution in-between M and E 
curves. For 1.2 eV PL peak, we see a ratio of 4 between M and E numbers of QDs per µm² which is about the same ratio as 
the PL intensity ratio between M and NT position on PL peak intensity map (b). 
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5.2.1.2 Enhancement for VB to QDs states 

In this part, we focus on FP effects to enhance the VB to QDs states transition. First, we compare 

electrical results for transferred (M) and NT QDSCs and then we compare PL results to evaluate the 

influence on the IB dynamic using the same characterization method detailed in chapter 4. 

i). Electrical study 

In Figure 5.2-3, we present 1-sun I-V (left) and dark I-V (right) investigations for Okd-3-1.4-S2.4 non-

transferred solar cell (blue) and Okd-3-0.2-S3.2 transferred solar cell (red). We also show a typical 

Al0.2GaAs p-i-n solar cell grown in Okada laboratory with no QDs. 

 
Figure 5.2-3: 1-sun I-V (left) and dark I-V (right) investigations for Okd-3-1.4-S2.4 non-transferred solar cell (blue) and 
Okd-3-0.2-S3.2 transferred solar cell (red). We also show a typical Al0.2GaAs p-i-n solar cell grown in Okada laboratory 
with no QDs. 

In Table 5.2-1, we summarize 1-sun I-V characterization results and two-diode model fitting param-

eters obtained by fitting the dark I-V. We notice that NT and M QDSCs have a lower VOC compared 

with reference Al0.2GaAs without QDs. The difference is less than 100 mV. In theory, the difference 

could be higher because we have a ~500 meV difference between the host material energy 

bandgap and QDs PL emission. As discussed in Chapter 3 and 4, in the literature Al0.2GaAs pn solar 

cells have demonstrated VOC record of 1.25 V [139]. We consider that our low temperature MBE 

grown Al0.2GaAs material has many defects, which holds back the VOC performance of our Al0.2GaAs-

based solar cells. 

Table 5.2-1: 1-sun I-V characterization results and two-diode model parameters for NT, M and Al0.2GaAs solar cell 

Sample JSC (mA/cm²) VOC (V) FF Efficiency (%) Jdark n=2 (mA/cm²) Rs (.cm²) 

Al0.2GaAs solar cell 7.67 0.949 0.75 5.46 4.3e-8 7.8e-2 
Non-transferred QDSC 8.42 0.868 0.72 5.26 1.5e-7 1.6 

Transferred QDSC 9.07 0.856 0.74 5.74 1.6e-7 4.0 

 

Overall, Figure 5.2-3 and Table 5.2-1 results show that the transfer process is well controlled and 

does not degrade the QDSC from an electrical point of view. Serie resistance is x2.5 higher for the 

transferred solar cell. We often observe this phenomenon for our transferred solar cells and we at-

tribute it to the localized contacts that are fabricated before the deposition of the gold mirror. Es-

pecially in the case of QDSCs we did not use an optimal UV-mask to engineer localized back con-

tacts. We also notice that the VOC is 10 mV below and Jdark (n=2) increases slightly for M-QDSC com-

pared with NT-QDSC. This decrease of the VOC (and increase of Jdark (n=2)) might not be due to deg-
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radation from the transfer process but maybe due to the difference in QD distribution as discussed 

previously.  

Indeed, in Figure 5.2-4, we present a comparison of non-transferred (NT) and transferred-on-mirror 

(M) samples fabricated from Okd-3 3-inch wafer growth. PL mapping results are shown to indicate 

their positions as in Figure 5.2-2. On the left, we show PL peak position in wavelength done with 

Horiba PL mapper on Okd-3 wafer before fabrication and the indicative number for each sample. 

On the right, we show PL peak intensity and the average VOC of characterized solar cells from each 

sample. First, looking only at non-transferred samples from the “off-beam” to the center zone as 

identified in Figure 3.2-19, we see that VOC is decreasing from 0.88 V (1.5-NT) to 0.84 V (1.2-NT). 

This is explained by the fact that on sample 1.5-NT there is almost no QDs that are grown, only WL 

is present as explained previously in chapter 3: Figure 3.3-4. On the contrary, sample 1.2-NT in the 

center zone has larger QDs with lower PL energy that will reduce the VOC compared to sample with 

WL only or even samples with smaller QDs like 1.3 and 1.4 samples.  

We show that 1.1 transferred (M) sample and 1.3 non-transferred (NT) samples both have averaged 

VOC of 0.85 V. They are at symmetric positions compared with the center of the wafer. Their PL 

mapping in peak position and peak intensity are also almost identical which means that they might 

have a similar QD distribution. Therefore it might indicate that the transfer process did not degrade 

sample 1.1-M (VOC of 0.85 V). In comparison, QDSCs from sample 0.2-M have an average VOC of 

0.86 V in-between 1.4-NT (VOC of 0.87 V) and 1.3-NT QDSCs (VOC of 0.85 V). This might indicate that 

transferred QDSC from 0.2-M sample have a QD distribution in-between 1.4 and 1.3 solar cells. 

 

Figure 5.2-4: Comparison of non-transferred (NT) and transferred-on-mirror (M) samples fabricated from Okd-3 3-inch 
wafer growth. PL mapping results are shown to indicate their positions as in Figure 5.2-2. (left) PL peak position and sam-
ple indicative number. (right) PL peak intensity and averaged VOC of characterized solar cells for each sample. 

In Figure 5.2-5, we show a comparison of EQE for non-transferred and transferred solar cells with 

reflectometry measurements to evidence the FP resonances. A typical Al0.2GaAs p-i-n solar cell 

grown in Okada laboratory is shown to give an indication on the host material bandgap. On the 

right figure, we zoom on the WL and QD spectral region. WL bandgap is around 800 nm and QD 

bandgaps depend on the sample position as previously indicated in chapter 3: Figure 3.3-4. We es-

timate a x2 enhancement or x10 FP ratio enhancement depending if we compare transferred 

QDSCs from 0.2 or 1.1 samples with non-transferred QDSCs from 1.3 or 1.4 samples. Their positions 

are indicated in Figure 5.2-2. As discussed previously, we consider that samples 1.1 and 1.3 have 

about the same QD distribution. At Fabry-Pérot resonance wavelength (𝜆 = 1040 nm), we observe a 

x5 ratio enhancement between the EQE from 1.1-M-S2.1 solar cell and the EQE from 1.3-NT QDSCs. 
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Using absorption coefficient that we found in Chapter 3 and Chapter 4 by different methods, we 

can simulate the expected FP absorption enhancement ratio from a NT-QDSC to a M-QDSC with the 

layer design represented in Figure 5.2-1. For the QDs spectral region, a maximum enhancement ra-

tio of x6.8 is found at =1040 nm right on the FP resonance peak. The ratio enhancement is of x5 at 

=1020 nm which is higher than the x2 ratio enhancement of 0.2-M-S3.2 solar cell compared with 

1.3-NT QDSCs. It amounts to x2.5 at =1000 nm which is lower than the x10 ratio enhancement of 

0.2-M-S3.2 solar cell compared with 1.4-NT QDSC. Here again, it seems that the transferred QDSC 

from 0.2-M sample has a QD distribution in-between 1.4 and 1.3 solar cells. 

 
Figure 5.2-5: EQE comparison of non-transferred and transferred solar cells. Reflectometry measurements is shown as an 
indication of the FP cavity. A typical Al0.2GaAs p-i-n solar cell grown in Okada laboratory is shown which gives an indication 
on the host material bandgap. On the right figure, we zoom on the WL and QD spectral region. WL bandgap is around 
800 nm and QD bandgaps depend on the sample position as previously indicated in chapter 3: Figure 3.3-4. We estimate a 
x2 or x10 FP ratio enhancement in comparison with non-transferred solar cells form 1.3 or 1.4 samples which positions 
are indicated in Figure 5.2-2. 

ii). Photoluminescence study 

In Figure 5.2-6, we compare PL characterization in the case of focused spots for Okd-3-1.4-S2.4 non-

transferred (top line) and Okd-3-0.2-S3.2 transferred solar cell (bottom line). We use the same ap-

proach as in Chapter 4: Figure 4.1-12. We show the results for two extreme laser excitation regimes 

that were discussed in chapter 4: 0.01mW (low-excitation regime) and 1.6 mW (high-excitation re-

gime). Images of integrated intensity are shown for integration over all the spectrum (left) and only 

the host material spectral region (right): [1.68-1.73 eV]. In the middle, we show PL spectrum in log 

scale taken from pixels in different spot zones defined by their ratio with maximum intensity pixel: 

100% is the center zone, 10% is a middle zone and 0.5% is considered off-spot. 

We notice that PL spot size from transferred sample is always smaller. We think it might come from 

our characterization setup. The difficulty with focused characterization is that we are not sure that 

both samples had the same focus conditions. Measurements were made at 1-day interval and fo-

cusing distance was modified when we changed the sample. Moreover, transferred samples are 

500 µm thicker than non-transferred sample therefore the focal distance will necessarily need to be 

readjusted. Thus, it is difficult to compare PL intensity spectra because excitation conditions might 

not be the same. 
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Figure 5.2-6: Comparison of PL characterization in the case of focused spots for Okd-3-1.4-S2.4 non-transferred (top line) 
and Okd-3-0.2-S3.2 transferred solar cell (bottom line). We use the same approach as in Chapter 4: Figure 4.1-12. Two ex-
treme laser excitation regimes are shown as discussed in chapter 4: 0.01mW (low-excitation regime) and 1.6 mW (high-
excitation regime). Images of integrated intensity are shown for integration over all the spectrum (left) and only the host 
material spectral region (right): [1.68-1.73 eV]. In the middle, we show PL spectrum in log scale taken from pixels in dif-
ferent spot zones defined by their ratio with maximum intensity pixel: 100% is the center zone, 10% is a middle zone and 
0.5% is considered off-spot. 
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Nevertheless, if we just compare the evolution of PL spectrum, we see that PL intensity from trans-

ferred QDSC is lower than the non-transferred QDSC in the low-excitation regime but higher in the 

high-excitation regime. We believe that the difference of spot size may be responsible for the lower 

intensity. 

In Figure 5.2-8, we compare calibrated PL spectra for Okd-3-1.4-S2.4 non-transferred (blue) and 

Okd-3-0.2-S3.2 transferred (red) QDSCs with defocused spot as shown in Figure 5.2-7. Three differ-

ent levels of laser excitation are compared: [~0.8 mW; ~2 mW; ~28 mW]. The levels are not strict-

ly equal for NT and M solar cells but we will consider it is sufficient for the purpose of comparing 

the spectra. Reflectometry measurement (dashed black) for the transferred QDSC is shown to bet-

ter identify the contribution of FP resonances. The characterization with defocused spot allows a 

more exact comparison of the two samples because both characterization were performed on the 

same day and the optical setup was untouched. As in chapter 4, for the defocused spot, we are in a 

low-excitation regime so we consider that there is no hot carrier effect in the QDs. 

 

Figure 5.2-7: PL spot images of defocused spots for ~2 mW laser excitation on Okd-3-1.4-S2.4 non-transferred (left) and 
Okd-3-0.2-S3.2 transferred (right) solar cells. Black square of 30x30 µm² are centered on the maximum point of the PL 
spots in both case. It shows the spatially integrated zone from which we extract PL spectrum presented in Figure 5.2-8.  

Normalization of PL by E² and absorptivity (Abs) is shown using absorption coefficient values found 

by PL fitting (section 4.1.3.2) and plotted in Figure 5.2-9. PL normalization by E² and absorption en-

ables to see that host material PL and therefore quasi-Fermi level splitting (QFLS) is the same for 

both samples while the level of QFLS in the QDs or WL is always lower for the transferred QDSC. For 

the ~0.8 mW laser excitation, the difference in QFLS amount to about 60 meV (𝑘𝐵𝑇𝑙𝑛[𝑃𝐿𝑛𝑜𝑟𝑚𝑁𝑇
/

𝑃𝐿𝑛𝑜𝑟𝑚𝑀
]). This difference is quite high if we consider that both cells only have a 12 meV differ-

ence of VOC under 1 sun illumination. We also notice that the transferred solar cell normalized PL is 

getting closer to the non-transferred level when we increase the laser excitation between ~0.8 mW 

and ~2 mW. These results confirm the focused characterization. We see again a different behavior 

in the filling of QDs between non-transferred and transferred solar cells. For the highest excitation 

condition at ~28 mW, we see a redshift for the transferred QDSC that we attribute to laser heating. 

We know that transferred samples have a poor thermal conductivity compared with as-grown sam-
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ples. Transferred samples are glued to glass substrate (thermal conductivity of polymer resist and 

glass < 1 W/K/m) which has a poorer thermal conductivity compared with GaAs materi-

al (50 W/K/m). 

 

Figure 5.2-8: (top line) Comparison of calibrated PL spectrum for Okd-3-1.4-S2.4 non-transferred (blue) and Okd-3-0.2-
S3.2 transferred (red) QDSCs with defocused spot as shown in Figure 5.2-7. Three different level of laser excitation are 
compared: [~0.8 mW; ~2 mW; ~28 mW]. The levels are not strictly equal for NT and M solar cells but still close for the 
purpose of comparing the spectrum. Reflectometry measurement (dashed black) for the transferred QDSC is shown to 
better identify the contribution of FP resonance. Normalization of PL by E² and absorptivity (Abs) is shown using absorp-
tion coefficient values found by PL fitting and represented in Figure 5.2-9. 

There are two remarks that can be made from this study: 

 First, it is difficult to evaluate the impact of the FP cavity on the transferred QDSC because both 

transferred and non-transferred solar cells does not have the same QDs distribution. However, 

if we were to consider that the difference in QDs distribution is negligible on the filling dynamic, 

we could say that the FP cavity has a slowing effect on the filling of QDs states. 

In term of intermediate band (IB) dynamics, we can refer to the model developed in chapter 4. 

We see that both an increase of the density of states of the IB (𝐷𝐼) or a decrease of the QDs ra-

diative recombination time (𝜏𝐼) can slow done the filling of the IB. From a QDSC point of view, 

an increase of the density of states would correspond to an increase of QDs and/or QD states 

(for example larger QDs). In our case, we suspect that the transferred solar cell (Okd-3-0.2-S3.2) 

has a higher QD distribution and larger QDs compared with the non-transferred QDSC (Okd-3-

1.4-S2.4). It is also interesting to notice that we performed TRPL measurements on transferred 

and non-transferred samples for Okd-1 type of growth in the middle-center region of the wafer. 

We found a reduced recombination time at room temperature for the transferred sample 

(𝜏𝑇𝑅𝑃𝐿−𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑~2 ns) compared to non-transferred sample (𝜏𝑇𝑅𝑃𝐿−𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑~8 ns).  
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As we discussed in other parts of our study, the confinement of the electronic wave function in 

a quantum structure defines an intrinsic radiative lifetime for the excitons. It is theoretically 

possible to change the emission of a quantum structure by inserting it into an optical resonator. 

It was carried out for the first time in 1990 [263], for a quantum well inserted in a planar semi-

conductor microcavity and strong coupling was first observed in 1992 in Arakawa laboratory 

[264]. However, to achieve strong coupling, it is necessary to use resonances with high quality 

factor. In our study, the quality factor are always less than hundred and closer to a dozen. 

Therefore, light is weakly coupled and our FP cavity should have a negligible effect on recombi-

nation time.  

 Second, we see that even though the QFLS for QDs and WL is different for transferred and non-

transferred QDSCs, the QFLS for the host material is the same. It is not surprising in the sense 

that both solar cells have the same Al0.2GaAs host layers therefore the PL emission from both 

host material will be the same. In this defocused study, we are in a low-excitation regime with 

almost no hot carriers in the QD states. There is a chance that hot carrier will appear sooner in 

the non-transferred solar cell because of higher saturation and therefore the host material PL 

should increase faster, based on what we concluded in chapter 4. 

 

Figure 5.2-9: Absorption coefficients for Okd-3-1.4-S2.4 non-transferred (blue) and Okd-3-0.2-S3.2 transferred (red) QD 
solar cells. First using reverse bias EQE, fitting of CCE gives a first estimation of absorption coefficient as explained in 
Chapter 3: Figure 3.4-17. Then using PL fitting, we get another estimation as explained in Chapter 4: Figure 4.1-34. 

5.2.1.3 Enhancement for QDs states to CB transition 

In this part, we focus on FP effects to enhance QD states to CB transition. First, we compare electri-

cal results for transferred (M) and NT QDSCs using ΔEQE measurements. Then we compare ΔPL re-

sults to evaluate the influence on the IB dynamic using the same characterization method detailed 

in chapter 4. 

i). Two-step two-photon electrical generation 

In order to detect an increase in the photocurrent as a direct result of optical transitions of elec-

trons from QD states (or intermediate band: IB) to CB, we use the measurement system as illustrat-

ed in Figure 5.2-10 (a). Light from a Xe lamp, with an AM 1.5 filter placed at the exit, passes through 
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an appropriate set of filters that allows only the infrared (IR) region of >1400 nm (E<0.9 eV) to be 

transmitted. DEQE curves are measured at room temperature (RT) for short-circuit condition with-

out and with continuous illumination of IR light. The alternating current (AC) signals is integrated 

and averaged using a standard lock-in technique.  

There are two escape paths that can be caused by IR pumping as described in Figure 5.2-10 (b): 

(i) On one hand, high-energy electrons, from the absorption of photons of wavelength  < 740 nm, 

can recombine in the QDs and escape again by the absorption of an IR photon. (ii) On the other 

hand electron can be promoted to the CB by sequential two-photon absorption (S-TPA), first with a 

photon of wavelength 740 nm <  < 1100 nm to the IB and then by IR pumping to the CB. 

In Figure 5.2-10 (c), we show EQE (solid light red line), DEQE (solid clear red line) and DEQE/EQE ra-

tio (dashed red line) plotted on the same graph (left axis) for Okd-3-1.1-S1.2 transferred solar cell. 

Reflectometry measurement performed on Okd-3-1.1-S1.2 transferred solar cell is also represented 

(solid gray line) in order to evaluate the impact of FP resonances. The vertical dashed line in green 

indicates Al0.2GaAs host material bandgap at  = 740 nm. 

 

Figure 5.2-10: (a) Schematic measurement setup to characterize photocurrent production as a direct result of optical 
transitions of electrons from IB to CB. Light from Xe lamp with AM 1.5 filter placed at the exit passes through a set of fil-

ters that allows only IR photons of  > 1400 nm to be transmitted. The illumination of low energy photons from this IR 
source can only pump electrons from IB to CB. Reproduced from [22]. (b) Schematic of electron escape by IR pumping: (i) 

High-energy electrons from the absorption of photons of wavelength  < 740 nm can recombine in the QDs and escape 
again by the absorption of an IR photon. (ii) Electron can be promoted to the VB by sequential two-photon absorption (S-

TPA) of a photon of wavelength 740 nm <  < 1100 nm to the IB and then by IR pumping. (c) EQE (solid light line), DEQE 

(solid clear line) and DEQE/EQE ratio (dashed line) are ploted on the same graph (red lines, left axis) for Okd-3-1.1-S1.2 
transferred solar cell characterization performed at room temperature (RT). Reflectometry measurement performed on 
Okd-3-1.1-S1.2 transferred solar cell is also shown in order to evaluate the impact of FP resonances. Vertical dashed line 

in green indicates the wavelength position of Al0.2GaAs host material bandgap at  = 740 nm. 

We could not detect any signal of DEQE for our Okd-3 non-tranferred samples, the signal level was 

noisy in-between 1e-6 and 1e-5. It is not surprising as it is usually difficult to detect DEQE at RT. The 

first photocurrent production due to sequential two-photon absorption (S-TPA) at RT was observed 

in 2011 by Okada laboratory using the same setup [22]. They obtained this result by characterizing 

a directly Si-doped InAs/GaAs QDSC (1Si/QD) with 25 layers and GaNAs strain-compensating layers 

grown by Dr. Yasushi Shoji. At that time, they could not detect a DEQE signal for their undoped 
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InAs/GaAs QDSCs. Since then, other groups have extensively discussed the sequential two-photon 

absorption (S-TPA) at room temperature focusing on a single quantum dot [265] and demonstrating 

a record S-TPA current of 0.6 mA/cm-2 under IR illumination ( = 1300 nm and power density of 

320 mW/cm–2) [266]. 

In another study, Dr. Yasushi Shoji also fabricated non-transferred Si-doped InAs/Al0.2GaAs QDSC 

(1Si/QD) with 20 QD layers but could not detect DEQE signal. In the literature, Tasco et al. have re-

cently investigated DEQE characterization for an InAs/Al0.17GaAs IBSC [179] that is close to the sys-

tem we study. At room temperature, they find a negative DEQE that they attribute to the fact that 

carriers, which are extraced from QDs by IR pumping, may recombine non-radiatively in low-quality 

host material with a high defect density instead of being collected. This effect was first reported by 

Tex et al [165] and Dr. Ryo Tamaki from Okada laboratory [267] and negative-to-positive change 

seems to happen when for sufficient photocarrier generation that might saturate trap states.  

In our case, it is quite remarkable that we could detect a DEQE signal at RT for our undoped 

InAs/Al0.2GaAs transferred QDSC. The DEQE/EQE ratio indicate about +1% of S-TPA for the QD spec-

tral region. We see a clear enhancement of DEQE at  = 1040 nm that we attribute to the FP reso-

nance. At  = 800 nm, near the WL PL position, it seems that FP resonance induces a decrease of 

the DEQE. It could also be due to other effect like what we observed for the DPL if there is a peak 

shift due for example to heating. Anyhow, it seems that the FP cavity also contribute to the S-TPA 

effect. We will give an interpretation after we present the results from the comparison of non-

transferred and transferred samples with two-color excitation. 

ii). Two-color excitation 

As described in chapter 4, we use the DPL setup characterization with defocused spot. In Figure 

5.2-11, we show DPL ratio evolution with increasing the 532 nm laser excitation (G) for a fixed 

1550 nm laser IR pump (P) on Okd-3-0.2-S3.2 transferred QDSC. On the left, the ratio is presented 

for PL raw data and on the right with a +4 meV shift correction on PL IR: ON that is attributed to IR 

laser heating. Grey bands are positioned at WL and host material PL peaks energy positions. 

Looking at the shift-corrected spectrum on the right, we see a variation around -25% at maximum 

for QDs PL and of about +20% for WL and the host material PL. In Figure 5.2-12, we compare Okd-3-

1.4-S2.4 non-transferred (blue) and Okd-3-0.2-S3.2 transferred (red) QDSCs for a defocused 532 nm 

laser excitation ~2 mW and 48.6 mW IR laser excitation. We see a x2-3 decrease of the DPL ratio 

for QDs PL and x7-10 increase for WL and the host material PL in the case of the transferred QDSC 

compared with non-transferred QDSC.  
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Figure 5.2-11: DPL ratio evolution with increasing the 532 nm laser excitation (G) for a fixed 1550 nm laser IR pump (P) on 
Okd-3-0.2-S3.2 transferred QDSC. On the left, the ratio is presented for PL raw data and on the right with a +4 meV shift 
correction on PL IR: ON that is attributed to IR laser heating. Grey bands are positioned at WL and host material PL peaks 
energy positions. 

If we refer to the model developed in chapter 4, such a decrease of DPL ratio for QDs PL can be ex-

plained by a x2 increase of absorption of the IR pump (𝐴𝑏𝑠1550𝑛𝑚), a x2 decrease of the density of 

states (𝐷𝐼) or also a x10 increase of the radiative recombination time from QDs states (𝜏𝐼). In our 

case, an increase of 𝐴𝑏𝑠1550𝑛𝑚 by at least x4 is expected from the simulation of the FP cavity. All 

these decreases of DPL ratio for QDs should lead to an increase of the DPL ratio for WL and the host 

material PL but not as much as what we observe experimentally. A decrease of the ratio between 

the capture time and recombination time from the CB (𝜏𝐶𝐼/𝜏𝐶) could explain the significant in-

crease in the DPL ratio for WL and the host material PL. 

 

Figure 5.2-12: DPL ratio evolution for fixed excitations: 532 nm laser (G) 1550 nm laser IR pump (P) on Okd-3-1.4-S2.4 
non-transferred (blue) and Okd-3-0.2-S3.2 transferred (red) QDSCs. On the left, the ratio is presented for PL raw data and 
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on the right with a +1 meV and a +4 meV shift correction respectively for the non-transferred and transferred QDSCs. 
Grey bands are positioned at WL and host material PL peaks energy positions. 

In conclusion, both electrical and optical characterizations seem to indicate an enhancement effect 

of the transition from QDs states to the CB thanks to the FP cavity. It is difficult to quantify the im-

portance of this effect because we have no DEQE for our non-transferred QDSC and DPL effect 

model indicates that different effect on the IB dynamic can be responsible for the enhancement ef-

fect. 

5.2.2 Nanopatterns strategy for QDSCs 

In this part, we present an innovating strategy to enhance light absorption in QD-IBSCs using a front 

metallic nanogrid and we discuss the problematic of low absorptive material. 

5.2.2.1 Specific strategy for light absorption enhancement 

i). Absorption consideration of a In(Ga)As / Al0.2GaAs QD-IBSC system 

In an In(Ga)As / Al0.2GaAs QD-IBSC system, we identify three spectral domains, which are linked to 

the three transitions of interest in an IBSC. For domain (1): 0.4 µm <  < 0.74 µm, absorption con-

tribution comes mainly from the host material whose optical properties are well known in the liter-

ature. For domain (2): 0.74 µm <  < 1 µm, absorption comes mainly from the VB to QD states tran-

sition, which has been studied in chapter 3 and 4. Finally, for the transition from QD states to the 

CB, k·p calculation from chapter 3 and experimental investigation from the literature indicate a 

maximum of absorption for domain (3): 3-5 µm in wavelength (250-400 meV in energy).  

In Figure 5.2-14, we simulate the absorptivity of an as-grown (non-transferred) In(Ga)As / Al0.2GaAs 

QD-IBSC. We combine our knowledge of optical absorption over the different spectral domains, es-

pecially from the experimental measurements of the absorption coefficient of Okd-5 type of growth 

presented in chapter 3. We see that absorption in QD layers for spectral domains (2) and (3) are 

one or two orders of magnitude below absorption in spectral domain (1). Using light management 

strategies discussed previously, we wish to enhance absorption in these spectral domains. We 

reckon that domains (1-2) and domain (3) are quite distant from each other therefore we thought 

about an approach where both domains can be optimized differently. 

ii). Metal-insulator-metal (MIM) nanostructure 

In previous studies on metal-insulator-metal (MIM) nanostructures in our group [84], it was noticed 

that a vertical plasmonic resonance can originate from the vertical coupling of localized plasmon 

resonances between the top and the bottom metal layers in a MIM cavity as described in Figure 

5.2-13. The resonance wavelength position depends almost only on the diameter of the metal na-

nopatterns but the coupling of near-field resonances can only arise for thin enought cavity. For do-

main (3), a strong MIM plasmonic resonance arise for silver nanopatterns of diameter around 

320 nm. The plasmonic MIM coupling is decreasing with the increase of the cavity thickness and we 

consider 130 nm as a maximum value to benefit from this resonance. For domain (2), we used the 

same multi-resonant strategy described previously for MQW solar cells with a 2D grating.  

For example, in Figure 5.2-13, we represent a nanogrid as previously investigated by our group for 

GaAs ultrathin absorber with an anti-reflection (ARC) coating SiNx layer [83], [97]. For proper light 

management in the QD-IBSC spectral domain (3), we have a silver nanogrid with fixed diameter 

(d=320 nm) and the thickness of the MIM cavity is kept below 130 nm (h<130 nm). A maximum of 4 
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QD layers can be inserted with 20-25 nm spacer layer. Window and BSF layers are 5-20 nm-thick, 

the thinner the better. Other parameters are chosen to optimize the light trapping in the spectral 

domain (2).  

 

Figure 5.2-13: QDSCs transferred on a silver mirror with a silver nanogrid and SiNx ARC. Total cavity thickness needs to be 
inferior to 130 nm to preserve plasmonic MIM coupling. Silver nanogrid diameter is fixed so that MIM resonance is in 
spectral domain (3). A maximum of 4 QD layers can be inserted with 20-25 nm spacer layer. Window and BSF layers are 5-
20 nm-thick. On the right, we show a nanostructured ARC (nano-ARC) that can induce more resonant modes in the struc-
ture. 

We find optimal values of calculated JSC for silver nanogrid height of 20 nm, a fill factor of 0.5 and 

total ARC heights for two satisfaying conditions: 70 nm and 370 nm. In order to relax the constraint 

of the fixed diameter, we also propose to use a nanostructured ARC (nano-ARC) in-between the sil-

ver grid (right on Figure 5.2-13). In term of fabrication difficulty, this structure can be fabricated fol-

lowing the same step as the front nanostructured TiO2 by depositing silver nanogrid before remov-

ing the aluminium masking the TiO2 nanopatterned. We did not have time to fabricate such struc-

ture but we will see that the nano-ARC structure should improve the light-trapping. 

iii). Light enhancement simulations 

In Figure 5.2-14, we compare the simulations for QD-IBSC non-transferred (blue), transferred on a 

silver mirror (red) and in MIM configuration with a silver nanogrid and SiNx ARC (purple) or nano-

ARC (turquoise) as described in Figure 5.2-13. The simulation parameters are the following: 

[d=320 nm; ff=0.5; hcavity=130 nm; hAg=20 nm; hARC=20+350 nm]. The cavity thickness is 130 nm; 

which includes 70 nm of QD absorber, 2x10 nm of Al0.2GaAs buffer layers and 2x20 nm of BSF and 

window layers. At the top, we show the active absorption inside the 70 nm-thick QD absorber layer 

only. At the bottom, we show the enhancement factor compared with the non-transferred calcula-

tion. 

We notice a x3 to x30 enhancement by the MIM structure for domain (2) with a level of absorption 

almost reaching 10%. For domain (3) on the right graph, we see a quasi constant x10 enhancement 

factor that we attribute to the MIM plasmonic coupled resonance with an absorption close to 10% 

at resonant peaks. Overall, we see that the use of our light management strategy seems limited. 

Even though we are able to reach one order of magnitude enhancement, it is not enough for the 

realization of highly efficient QDSCs. In the next part we will see how low level of absorption might 

be an obstacle to the development of those cells.  
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Figure 5.2-14: RCWA simulation with 16 Fourier factors for a 2D grating for QD-IBSC non-transferred (blue), transferred on 
a silver mirror (red) and in MIM configuration with a silver nanogrid and SiNx ARC (purple) or nano-ARC (light blue) as de-
scribed in Figure 5.2-13. The simulation parameters are the following: [d=320 nm; ff=0.5; hcavity=130 nm; hARC=350 nm]. 
The cavity thickness is 130 nm; which includes 70 nm of QD absorber and 2x20 nm of BSF and window layers. The three 

spectral domains are shown in colors: (1) 0.4 µm <  < 0.74 µm (green); (2) 0.74 µm <  < 1 µm (yellow) and (3) 3 µm <  < 
5 µm (red). At the top, we show the active absorption inside the 70 nm-thick QD absorber layer only. At the bottom, we 
show the enhancement factor compared with the non-transferred calculation. We notice a x3-30 enhancement by the 
MIM structure for domain (2) and a quasi constant x10 enhancement factor in domain (3). In the inset we reproduce the 
SEM image top view of a fabricated silver nanogrid for the left graph [97] and in the right graph a side view to depict the 
role of the MIM plasmonic coupled resonance. 

5.2.2.2 Limitation of low absorbtive quantum structured materials 

In Figure 5.2-15, absorption coefficients for well known solar cell semiconductor absorbers like 

GaAs and Silicon are compared with Okd-5 In(Ga)As QD absorber. QDs have 2-3 nm heights and 20-

25 nm for the spacer layers. We notice that Okd-5 QDs have about the same level of absorption or 

even less than Silicon material. We know that “very thin” for Silicon often means a “few microns” 

whereas “very thin” for GaAs often means a “few hundred nanometers”. We observe a x40 ratio 

difference between Okd-5 QDs and GaAs and we reckon that a x10 increase could be achieved for 

“closely stacked QDs”, for which the absorption coefficient is calculated considering QDs with 6 nm 

height and 8 nm spacer layer.  
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In order to determine if our light management strategy is good enough, we want to have a look 

from a theoretical point of view. As discussed in section 5.1, the temporal coupled-mode theory 

(TCMT) provides a powerful framework to determine analytically the absorptivity maximum of 

weak absorbers [81]. In the vicinity of a resonance at frequency 𝜔0, we remind the expression of 

the absorption as a function of radiative (𝛾𝑟) and non-radiative (𝛾𝑛𝑟) decay rates in Equation 5.2-1. 

From that expression, the full width at half maximum (FWHM) of a resonant mode can be obtained. 

𝐴𝑐𝑎𝑣𝑖𝑡𝑦(𝜔0) =
4𝛾𝑟𝛾𝑛𝑟

(𝛾𝑟+𝛾𝑛𝑟)2
 ;      𝐹𝑊𝐻𝑀 = 2 (𝛾𝑟+𝛾𝑛𝑟) 

Equation 5.2-1: Absorption in the vicinity of a resonance at frequency 𝜔0 and the full width at half maximum (FWHM) of 
the resonant mode. 

 

Figure 5.2-15: Absorption coefficients for well known solar cell semiconductor absorbers like GaAs and Silicon are com-
pared with Okd-5 In(Ga)As QD absorber (QDs have 2-3 nm heights and 20-25 nm for the spacer layers). We indicate a x40 
ratio difference between GaAs and a x10 with “closely stacked QDs”, for which the absorption coefficient is calculated 
considering QDs with 6 nm height and 8 nm spacer layer. 

100% absorption at resonance is achieved for a critical coupling condition when 𝛾𝑟 = 𝛾𝑛𝑟. In the 

case of a low-absorptive material like the QDs of Okd-3 or Okd-5 type of growth, we see that the 

absorption coefficient is about x40 less than in GaAs case. Therefore, we can write that 𝛾𝑛𝑟−𝑄𝐷𝑠 =

𝛾𝑛𝑟−𝐺𝑎𝐴𝑠/40. In Figure 5.2-13 and Figure 5.2-14, we use a strategy of multi-resonant light man-

agement which has shown high absorption enhancements for GaAs solar cells as demonstrated by 

Collin’s group [82]–[84], [97]. If we use the same light management strategy on the QDs absorber, 

we can assume that the radiative decay rates for both cavities with QDs or with GaAs will be about 

the same (𝛾𝑟−𝑄𝐷𝑠 ~ 𝛾𝑟−𝐺𝑎𝐴𝑠). The reason is that the radiative decay rates mostly depend on the re-

flection coefficients on the interfaces as discussed in section 5.1. These reflection coefficients will 

not be impacted by the change of absorption coefficient because for spectral domain (2) we are al-

ready in a low-absorption region for GaAs. Therefore, both in the case of GaAs and QDs absorbing 

cavity, we have the following condition at critical coupling: 𝛾𝑟−𝐺𝑎𝐴𝑠 = 𝛾𝑛𝑟−𝐺𝑎𝐴𝑠 and 𝛾𝑟−𝑄𝐷𝑠 ≈

40 × 𝛾𝑛𝑟−𝑄𝐷𝑠. In Equation 5.2-2, we calculate the absorption and FWHM values for the QDs cavity 

compared with the GaAs case. 
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𝐴𝑐𝑎𝑣𝑖𝑡𝑦−𝑄𝐷𝑠(𝜔0) =
4𝛾𝑟−𝑄𝐷𝑠𝛾𝑛𝑟−𝑄𝐷𝑠

(𝛾𝑟−𝑄𝐷𝑠+𝛾𝑛𝑟−𝑄𝐷𝑠)
2  ~ 

4𝛾𝑛𝑟−𝑄𝐷𝑠

𝛾𝑟−𝑄𝐷𝑠
 ~ 0.1 

𝐹𝑊𝐻𝑀𝑄𝐷𝑠 = 2 (𝛾𝑟+𝛾𝑛𝑟) ~ 2𝛾𝑟 ~ 
𝐹𝑊𝐻𝑀𝐺𝑎𝐴𝑠

2
 

Equation 5.2-2: Absorption and FWHM of a QDs cavity with the same optical design as a GaAs cavity at critical coupling 
condition but with a x40 less non-radiative decay rates which reduces the absorption level by a factor 10 and the FWHM 
by 2. 

We see that we get 10% absorption instead of 100% and the FWHM is divided by two. If we want to 

get 100% absorption, we also need to have  𝛾𝑟−𝑄𝐷𝑠 = 𝛾𝑟−𝐺𝑎𝐴𝑠/40 for example by tuning the front 

interface as we did in the case of the MQW solar cell study. However, we see that in this case we 

will have a FWHM divided by 40. It means that to use the multi-resonant modes strategy we will 

have to find a way to increase the density of resonant modes by 40, which seems to be a difficult 

target at our level of study. 

We recommend first to increase the absorption of QDs by one order of magnitude. For example, by 

using closely stacked QDs (8 nm spacer layer and 6 nm height), we should be able to increase QD 

layers absorptivity by 10 as illustrated in Figure 5.2-15. Such QDSC have proven to be feasible using 

InGaAs type of growth or QDs superlattices [73]. From this point, multi-resonant light management 

could be used to reach high absorption enhancement. 
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Conclusion 

In this chapter, we have shown that simple light management strategies based on Fabry-Pérot (FP) cavity 

can be used to increase light trapping in quantum-structured materials. We also showed the possibility of 

using more advanced strategies working with other resonant effects. We would like to underline some 

points that seem important for our study and highlight our achievements: 

 We achieved to increase EQE in quantum-structured materials like MQW solar cells (x4-6) or QD-IBSCs 

(x2-10) by light trapping using a simple FP cavity. For QD-IBSCs, we were not able to determine if the FP 

has an effect on the intermediate band (IB) dynamics, for example the QDs filling. However, we demon-

strated an enhancement of the two transitions that are necessary for achieving sequential two-photon 

absorption (STPA). We have seen that the thickness of the non-quantum layer has to be minimized in 

proportion and that the vertical position of quantum layers can be optimized in the stacking design. 

Moreover, the addition of dielectric layers at the front can either be used as anti-reflection coating 

(ARC) to increase the broadband coupling of the cavity with the incident light or on the contrary as dis-

tributed Bragg reflector (DBR) to increase the reflection, in order to achieve a local maximum absorp-

tion.  

 We also saw that multi-resonant optical designs can be achieved by fabricating nanostructured pat-

terns at the front or at the back of a transferred solar cell. They enable a higher and more broadband 

light-trapping effect by adding resonant modes inside the cavity. However, the example of QD absorber 

shows the limitation of low absorptive materials for which other strategies might be needed where 

light management needs to be more local.  

 In the future, we suggest to study three ways of increasing light absorption: (i) higher absorbing mate-

rials for example using closely stacked QDs [50], (ii) design with higher density of optical modes for ex-

ample using asymmetric patterns [268] and (iii) highly doped QDs for electrofilling but also to be used 

as near-field plasmonic relays in-between QDs absorbing layer. We noticed that degenerately doped 

QDs with carrier concentration as high as 1e19 cm-3 might be achievable in our system and the litera-

ture [269]–[271] indicates that it might be possible for heavily doped InAs to induce plasmonic reso-

nances in the spectral range of the QD to CB transiton (2-5 µm in wavelength). 
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Conclusion and perspectives 
This thesis work illustrates the challenges and potentialities of working on the topic of advanced PV con-

cepts in an international collaboration. On one hand, III-V quantum-structured solar cells originate from 

quantum electronics and its application to photovoltaics is not trivial. On the other hand, multiresonant 

light management strategies rely on nanophotonic concepts which have gained in popularity only recently 

in the PV community. Moreover, working in an international laboratory collaborating with two very differ-

ent cultures is not always the shortest road and can be laborious. However, I believe that differences and 

hardships are unavoidable to grow and enrich one another whether it is about people or scientific commu-

nities. Taking a step back on my work, I identify three important topics that are linked with the three labor-

atories I have been working with and correspond to chapters 3, 4 and 5. (i) Material: Knowledge and con-

trol over properties of new PV materials fabricated at RCAST. (ii) Device: Understanding mechanisms of 

new PV devices and its operating conditions by specific characterization provided by IRDEP. (iii) Optics: 

Implementation of novel optical design to improve the whole PV system that we explored by simulation 

and nanofabrication at C2N. In the framework of my PhD, progress have been made on these three topics. 

From a material point of view, we were able to improve our knowledge and control over the In(Ga)As / 

Al0.2Ga0.8As quantum dot (QD) system. In chapter 3, we showed that these QDs are far from being ideal for 

an IBSC system. The main problems are the thermal activation of the QD states and the high density of de-

fects. In Table I, we summarize some key points that seem important to us.  

Table I: Issues concerning QD material fabrication for IBSC system 

QD material fabrication Consequences Solutions 

Universal relation on aspect ratio Quasi-continuum of QD states In(Ga)As closely stacked 
Wetting layer, QWIs Increased coupling with QD states AlAs capping 

High sensitivity to temperature and In flux Inhomogeneity on a millimetre scale As described in MBE version 2 
InAs growth < 520°C Low-quality host material Higher temperature or annealing 

High QD density High trap density Doping 
QDs in intrinsic layer Not optimal position n+np/damping layer/junctionless 

We understood that self-assembled In(Ga)As QDs might be limited by a universal relation on aspect ratio. 

We have seen that QDs ground states are generally determined by the smallest dimension, which is usually 

the height. In order to have at the same time QDs with a low-energy ground state and pseudo-discrete 

states, strategies using combinations of closely stacked In(Ga)As QDs or QD superlattices might be more 

suited to have an aspect ratio closer to unity with small size QDs. We also noticed the negative influence of 

the wetting layer (WL) or the quantum-well islands (QWIs) that are formed due to Stranski-Krastanov (S-K) 

QD growth. We suggest using AlAs capping layer in order to create an alloyed WL with energy levels local-

ized in the Al0.2GaAs host material. From a macroscopic point of view, we noticed that QD growth is very 
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sensitive to temperature and Indium flux, which can creates great inhomogeneity of QD structures on a 

millimeter scale if not controlled properly. On another note, we considered the low-temperature growth of 

InAs to hinder the growth of a high-quality Al0.2GaAs system by inducing deep defects even for reference 

cell grown without QDs. We also reckoned that a high density of QDs might induce a high trap density and 

therefore the use of doping can help for the prefilling of QD states. Finally, the position of the QD layer in 

the intrinsic region might not be optimal and other layer architectures can be used like n+np junctions, 

damping layers or ultrathin junctionless solar cell. 

From a device point of view, we were able to understand the dynamics of our device by working under 

different excitation conditions. In chapter 4, we showed that our system may work as an intermediate-band 

assisted hot carrier solar cell (IB-HCSC). The hyperspectral imager with focused and defocused excitation 

tends to demonstrate a distinct behavior for electrons and holes. We proved the existence of a IB-CB split-

ting of quasi-Fermi levels (QFLs) for a certain “hot” regime in the IB under high illumination condi-

tions (>10k suns). At the same time, we evidenced the advantage of a “hot” population to maintain sub-

bandgap absorption. In Figure 4.3-3, we hinted to the fact that the use of QD capping could increase the VOC 

at 1-sun illumination (vertical axis), while the use of doping might help the prefilling in order to have a met-

al-like IB closer to 1-sun illumination (horizontal axis). Both material improvements could help to make an 

IB-HCSC to work under realistic illumination conditions e.g. high concentration photovoltaics (HCPV) around 

1k sun. We also investigated the sequential two-photon absorption (S-TPA) in our system. For a high IR 

excitation regime, we were able to demonstrate a consequent out-pumping from quantum states to host 

material conduction band even evidencing a small gain in the QFL splitting in the host material. This gain 

would be a lot more important if the defect density in the host material was reduced. 

From an optical point of view, we were able to discuss the absorptivity of quantum-structured solar cells 

and the possible gain that could be obtained using light management strategies. In chapter 3, we investi-

gate the absorption of QD layers from a theoretical point of view with k·p calculation and compared it with 

different experimental methods. We specifically developed a novel characterization method based on Fab-

ry-Pérot (FP) interferometry dedicated to the investigation of low absorption material. Then in chapter 5, 

we have shown that simple light management strategies based on FP cavity can be used to increase the 

light path in quantum-structured materials like multi-quantum well (MQW) solar cells (x4-6 on the EQE) or 

QD solar cells (x2-10 on the EQE). We could not conclude if the implementation of a FP cavity has an effect 

on the intermediate band (IB) dynamic for example on the QDs filling. However, we demonstrate an en-

hancement of the two transitions, necessary for achieving S-TPA. We have also noticed that the total pro-

portion of layers without quantum structures has to be minimized and that the vertical position of quantum 

layers can be optimized in the stacking design to match the repartition of the electric field from the incident 

light. The addition of dielectric layers at the front can either be used as anti-reflection coating (ARC) to in-

crease the broadband coupling of the cavity with the incident light or on the contrary as distributed Bragg 

reflector (DBR) increasing the reflection to achieve a local maximum absorption. Multi-resonant optical 

designs can be achieved by fabricating nanostructured patterns at the front or at the back of a transferred 

solar cell. They enable a higher and more broadband light-trapping effect by adding resonant modes inside 

the cavity. However, the example of QD absorber showed the limitation of low absorptive materials for 

which other strategies might be needed, for example by using more localized light management effects. In 

the future, we suggest to study three ways of increasing light absorption: (i) higher absorbing materials for 

example using closely stacked QDs, (ii) design with higher density of optical modes for example using 
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asymmetric patterns and (iii) highly doped QDs used as near-field plasmonic relays in-between QDs absorb-

ing layer. 

Overall, these three topics have a lot in common and allow us to identify three proposition of investigation 

in the future in term of QD growth: (i) QD solar cell with high quality host material, (ii) highly doped QDs, 

(iii) triplet or pair of closely stacked QDs. In term of device and optical realization, going towards junction-

less solar cell with thin electron and hole selective contacts would be interesting in order to maximize the 

ratio of quantum-structured absorber over the total thickness of the epitaxial layers. In terms of light man-

agement, it would be interesting to fabricate the proposed structure with MIM configuration in order to 

investigate the effect on the IB to CB transition.  

In the future, we believe that high-efficiency PV with flexible and lightweight thin-films will become more 

conventional and unlock novel applications. Recently, in this year, LG Electronics have exceeded the world 

record of a single-junction solar cell with an efficiency of 29.3 % under concentration (AM 1.5-direct, 

50 suns). Using novel concepts with quantum structures and light management implementation, a target 

efficiency over 30 % for a single-junction solar cell seems to be a realistic goal for the next decade. In this 

regard, IB-HCSCs with a high-quality host material and a prefilled quantum-structured IB with proper light 

management seems to be a serious candidate and should receive more attention in the coming years. 
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Appendices 

A. Fabrication protocols 

A-1. Solar cell fabrication 

Example of protocol used to process as-grown (non-transferred) MQW solar cells grown by MOVPE at 

Sugiyama Lab. on a 350 µm-thick n-doped GaAs substrate. 

# Step name Remarks Date 

1 Wafer cutting Size: 1 x 1 cm². 
- graze wafer edge with diamond probe. 
- cleave with needle as a lever. 

Day 1 

2 Front contact p-doped  

2-1 UV lithography  Day 1 

2-1-1 Spin coating Gas gun to remove dust and check vacuum, 1.5 µm of AZ 5214 E 
photoresist, 4000 rpm. 

 

2-1-2 Annealing #1 125°C, 1 min: resist curing.  

2-1-3 UV curing - Align Chrome mask with front contact patterns, 5 seconds UV curing.  

2-1-4 Annealing #2 125°C, 1 min: hardening for UV cured resist.  

2-1-5 UV curing - Flood No mask, 30 seconds UV curing.  

2-1-6 Develop resist Rince in MIF 826 for 30 to 50 seconds max.  

2-2 Metal deposition  Day 1 

2-2-1 Deoxidation 5-10 minutes in HCl solution diluted in DI water (1/4). 
Need to be done just before sample is put in the metal evapora-
tion machine. 

 

2-2-2 E-beam evaporation Consecutives depositions Ti/Au (20/200 nm).  

2-3 Lift-off Acetone for 5 min. Syringe and ultrasounds if needed.  

2-4 Chemical etching Selective to etch GaAs and stop on InGaP window layer. 
H2O2/H3PO4/H20 (1/3/80) for 2 min. 

 

3 Mesa  Day 2 

3-1 UV lithography   

3-1-1 Spin coating Gas gun to remove dust and check vacuum, 1.5 µm of AZ 5214 E 
photoresist, 4000 rpm. 

 

3-1-2 Annealing 125°C, 1 min: resist curing.  

3-1-3 UV curing - Align Chrome mask with mesa patterns, 15 seconds UV curing.  

3-1-4 Develop resist Rince in MIF 826 for 70 to 90 seconds.  

3-2 Chemical etching - Selective to etch InGaP window layer: HCl non-diluted for 2 min. 
- Selective to etch GaAs layers at least up to the intrinsic region in 
order to isolate solar cells using H2O2/H3PO4/H20 (1/3/80). 

 

4 Back contact n-doped GaAs substrate rear side.  

4-1 Metal deposition  Day 2 

4-1-1 E-beam evaporation Ni/Au/Ge/Au/Ni/Au (4/10/60/110/10/100 nm).  

End   Day 3 
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A-2. Epitaxial transfer process 

Example of protocol used for epitaxial transfer process of QD solar cells grown by MBE at Okada Lab on a 

550 µm-thick n-doped GaAs substrate. A 300 nm-thick Al0.8Ga0.2As etch stop layer is grown but it does not 

stop the NH3/H2O2/H2O (1/1/2) fast etching solution and therefore slower etching solution is used at the 

end. 

# Step name Remarks Date 

1 Wafer cutting Size: 1 x 1 cm². 
- graze wafer edge with diamond probe. 
- cleave with needle as a lever. 

Day 1 

2 Back contact p-doped (front surface)  

2-1 UV lithography  Day 1 

2-1-1 Spin coating Gas gun to remove dust and check vacuum, 1.5 µm of AZ 5214 E 
photoresist, 4000 rpm. 

 

2-1-2 Annealing #1 125°C, 1 min: resist curing.  

2-1-3 UV curing - Align Chrome mask with back contact patterns, 5 seconds UV curing.  

2-1-4 Annealing #2 125°C, 1 min: hardening for UV cured resist.  

2-1-5 UV curing - Flood No mask, 30 seconds UV curing.  

2-1-6 Develop resist Rince in MIF 826 for 30 to 50 seconds max.  

2-2 Metal deposition  Day 1 

2-2-1 Deoxidation 5-10 minutes in HCl solution diluted in DI water (1/4). 
Need to be done just before sample is put in the metal evapora-
tion machine. 

 

2-2-2 E-beam evaporation Consecutives depositions Ti/Au (20/200 nm).  

2-3 Lift-off Acetone for 5 min. Syringe and ultrasounds if needed.  

2-4 Chemical etching Selective to etch GaAs and stop on Al0.4Ga0.6As window layer. 
Citric acid based for 2 min. 

 

3 Mirror deposition  Day 2 

3-1 Deoxidation 5-10 minutes in HCl solution diluted in DI water (1/4). 
Need to be done just before sample is put in the metal evapora-
tion machine. 

 

3-2 E-beam evaporation Depositions Au (200 nm).  

4 Glass bonding  Day 2 

4-1 Glass cutting 1.5 x 1.5 cm² from microscope slide (soda lime glass).  

4.2 Surface cleaning Acetone + Isopropanol + Ethanol baths.  

4.3 Annealing Sample with gold mirror for 1 min, 100°C.  

4.4 Spin coating ORMOSTAMP® on glass, 3 µm-thick, 2000 rpm.  

4.5 Bonding Right after spin coating, deposit sample with Au mirror on glass. 
Flip sample and press carefully on the glass to remove air bubbles 
and ensure adhesion. 

 

4.6 UV curing 30 minutes throught glass.  

5 Substrate removal  Day 3 

5.1 Polishing #1 Polish substrate by hand with sandpaper to remove about 30 µm 
in case top surface is not clean. 

 

5.2 Wax protection Deposit red wax to protect sides, melting at 80°C.   

5.3 Chemical etching #1 Sample in vertical position in NH3/H2O2/H2O (1/1/2) for 2h with 
stirring. Every 30 minutes turn sample (90° angle). 

 

5.4 Polishing #2 Remove wax in trichloroethylene (90°C) and polish about 30 µm 
to help homogeneous etching front. About 100 µm GaAs sub-
strate should remain. 

 



Appendices 

258 

5.5 Chemical etching #2 No red wax, in NH3/H2O2/H2O (1/1/2) until see etch stop appear-
ing at one edge of the sample and check for color change then 
STOP and remove sample from chemical bath. 

 

5.6 Chemical etching #3 Switch to citric acid for the remaining 40 µm and protect with red 
wax if the etch stop is getting attacked. End the process when all 
GaAs substrate has been removed. 

 

5.7 Chemical etching #4 Remove etch stop layer in HF diluted at 20% for 1 minute.  

End   Day 4 
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B. InGaAs QD growth issues 

First test sample, Okd-4t1, was made with two capped layers of QDs stacked on each other with spacer for 

PL investigation and a third layer uncapped for AFM investigation as detailed in Figure B-1.  

 

Figure B-1: Okd-4t1 stacking structure 

In Figure B-2 is summarized PL mapping and AFM investigation for this growth. We see a strong homogene-

ity issue revealing growth assymetry. PL maps exhibit two distinct oval shapes that overlap in the center. 

AFM scanning indicates another oval shape position for InGaAs QD 3 layer as shown in Figure B-2 (blue oval 

line circling AFM images). It seems that nucleation step for QD growth step is not taking place at the same 

position on the 3-inch wafer for the 3 different layers that are grown on top of each others. This problem 

arises from the fact that InGaAs QDs have a very short growth time. It takes 7 seconds from the moment 

when shutter is opened for InGaAs flux to deposit on the surface and the different steps to take place as 

seen earlier: nucleation, assembling, self-limitation. Before dissolving step takes place, the shutter is closed. 

At the same time, substrate rotation speed is of about 5 seconds per lap. 

To overcome this issue we thought about having the same test structure grown with no rotation (Okd-4t2) 

and we found out that we were able to have homogeneous PL over a surface area of 1.5 cm² as confirmed 

by AFM scanning images. Nevertheless for the final Okd-4 growth with 3-inch and with 40 QDs layers, we 

could not have the same success as shown in Figure B-3. 
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Figure B-2: Okd-4_test1 3-inch wafer PL peak wavelength mapping in colorscale and AFM scanning images for different samples (on 
the right side). The blue oval line indicates the presence of QDs detected by AFM investigations. 

There are at least two important remarks that can be made from Figure B-3 analysis: 

- High inhomogeneity. 

- “Hole-zone” with no QDs. 

In Figure B-3, for Okd-4 3-inch type of growth with no rotation, the two top PL map and the four spectrum 

graphs, show high inhomogeneity and multi-gaussian fitting of PL that are representative of the different 

kinds of growth for different layers as we showed before with the test sample. Nevertheless, 1-gaussiand 

fitting is not so bad (see r-square) and PL FWHM is still reasonably below 80 nm. Hence by approximation, it 

is possible to calculate 1-gaussian fitting version of peak position and peak intensity as shown in the two 

bottom PL map color maps in Figure B-3. We somehow see the same kind of representation as in Okd-3B 

and it reveals the strange impact of the “hole-zone” on the growth of QDs. This was also investigated in the 

purpose of MBE setup version 2 and we think it could be due to problems of effusion cell alignement, heat-

er or strains. Wafer surface after growth was mirror-like but with some green-colored part of the wafer as 

shown in Figure B-4. This change in color might be the result of different concentrations of aluminium. 

Anyway, these investigations show that it is possible to work with InGaAs QD growth but we need to keep 

in mind the difficulty to have homogeneous samples due to the very fast growth. 
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Figure B-3: Okd-4B PL mapping with single-gaussian fitting and PL graph shown at the different positions represented by a white 
spot. 



Appendices 

263 

 

Figure B-4: Photo of Okd-4B growth with green-colored part. Lines are the reflection of the ceiling in the mirror-like wafer surface. 
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C. Method to fit the PL from a QD ensemble 

In Figure C-1, we summarize how we consider the absorption coefficient from a group of QDs (𝑄𝐷𝑠𝑖) in 

order to fit PL with the Generalized Planck’s law.  

 

Figure C-1: Summary of how we consider the absorption coefficient from a group of QDs in order to fit PL with the Generalized 
Planck’s law. 

In the case of the PL fitting that we present in chapter 4, we consider six different groups of QDs in order to 

cover the energy spectral range between 1.18 eV and 1.48 eV. The ground states (GS) energy positions for 

each group of QDs are the following: 𝐸𝐺𝑆1
=1.21 eV, 𝐸𝐺𝑆2

=1.26 eV, 𝐸𝐺𝑆3
=1.31 eV, 𝐸𝐺𝑆4

=1.36 eV, 

𝐸𝐺𝑆5
=1.41 eV, 𝐸𝐺𝑆6

=1.46 eV. The ground states of each groups are separated by 50 meV and FWHM of a 

QD group is of 60 meV. We consider this discretization of groups of QDs to be enough. PL of “large” QDs at 

low excitation (HORIBA Jobin Yvon PL mapper) has a FWHM of 90 meV as shown in chapter 3. Therefore 

taking into account temperature broadening a FWHM value of 60 meV for the Gaussian distribution of a 

group of QDs seems realistic. We do not wish to consider groups of QDs that would have lower GS energies 

because low-excitation PL is around 1.21 eV. We do not wish to consider groups of QDs that would have 

higher GS energies because wetting layer (WL) PL is around 1.55 eV and we believe it impact PL at least on 

a +/-50 meV scale. 

Following these considerations, we can write the absorption coefficient as the sum of the absorption coef-

ficients from the six groups of QDs considered: 

𝛼0(𝐸) = ∑ 𝛼𝑄𝐷𝑠𝑖
(𝐸, 𝐴𝑄𝐷𝑠𝑖

, 𝐸𝐺𝑆𝑖
)

6

𝑖=1

 

We see that for the PL fitting we have six variables that are the six prefactors, 𝐴𝑄𝐷𝑠𝑖
, for each group of QDs. 

These variables are the same for any temperature 𝑇, or quasi-Fermi level splitting (QFLS) Δµ. In the general-

ized Planck’s law, a precise value of absorption is especially important for energies in the range: 𝐸 − Δµ <

2 𝑘𝐵𝑇. Therefore, when increasing the excitation, Δµ also increases and PL spectrum will give information 

on the absorption from QDs that have a higher GS energy. In other words, at low excitation starting at 0.01 

mW, PL peak is around 1.26 eV. It means that absorption coefficient contributions from QDs6 (sixth group 

of QDs) with GS energy, E_(GS_6 )=1.46 eV, will have a very low impact on the PL because their energies is 
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far from Δµ. For the highest excitation, PL peak is around 1.35 eV and the value of the absorption coeffi-

cient from this group will have a larger impact. 

In order to fit the PL, we decide to use the following method as described in Figure C-2 using Matlab: 

 

Figure C-2: Method to fit PL data for three different excitations (low, medium, high) and different range for temperature and QFLS. 

1/. We fit PL data on the energy spectral range [1.18 eV; 1.48 eV] for three different excitations: low 

(0.01 mW), medium (0.37 mW) and high excitation (2.71 mW). For example, in the fitting of PL data at low 

excitation, PL peak is around 1.26 eV, therefore the absorption coefficient prefactor values for QD groups 1 

to 3 will impact much more the fitting than the values for QD groups 4 to 6. 

2/. We see that fitting for different excitations gives a better accuracy to evaluate the absorption coeffi-

cient prefactors for QD groups. However, for each excitation there should be a different value of the tem-

perature 𝑇, and quasi-Fermi level splitting (QFLS) Δµ. For the three different excitations, there will be three 

sets of two variables: [𝑇𝑙𝑜𝑤;  Δµ𝑙𝑜𝑤], [𝑇𝑚𝑒𝑑𝑖𝑢𝑚;  Δµ𝑚𝑒𝑑𝑖𝑢𝑚], and [𝑇ℎ𝑖𝑔ℎ;  Δµℎ𝑖𝑔ℎ]. 

3/. For the fitting, we decide to fix 𝑇𝑙𝑜𝑤 at 310K and we do five loops varying the remaining five parameters 

in range that are expected for our system: 

- 𝑇𝑚𝑒𝑑𝑖𝑢𝑚 is varied between 310 K and 470 K with 20 K interval. 

- 𝑇ℎ𝑖𝑔ℎ is varied between 310 K and 690 K with 20 K interval. 

- Δµ𝑙𝑜𝑤 is varied between 1.10 eV and 1.26 eV with 20 meV interval. 

- Δµ𝑚𝑒𝑑𝑖𝑢𝑚 is varied between 1.14 eV and 1.32 eV with 20 meV interval. 

- Δµℎ𝑖𝑔ℎ is varied between 1.20 eV and 1.40 eV with 20 meV interval. 

 

4/. In outputs of the fitting, we get two different kind of information. First, we get “resnorm”, the sum of 

errors between the calculated fit and experimental data. Second we get the absorption coefficient prefac-

tors for each group of QDs, which gives the global absorption coefficient for our QDs. In Figure C-3, we 

show all the “resnorm” values for each fit with respect to temperatures and QFLS. It enables us to reduce 

the interval to have better fit and more probabilities to find realistic values for all variables. 
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Figure C-3: Plot of goodness of PL fits with respect to temperatures and QFLS. 

In Figure C-4, we show all the “resnorm” values for each fit with respect to the absorption coefficient 

prefactors for the six groups of QDs. We filter for resnorm=0.6 and we take the median values. It gives us a 

statistical information for the fitting that is not arbitrary. Therefore, we see that most probable values of 

prefactors in cm-1 follow a Gaussian distribution as we show in Figure 4.1-33. In chapter 4, we also show 

values of good fit for a high absorption coefficient and for fixed temperature at 310 K. 

 

Figure C-4: Plot of goodness of PL fits with respect to the absorption coefficient prefactors for the six groups of QDs. 
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