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Résumé

Cette thése est constituée de deux parties indépendantes. La premiére partie concerne 1’étude des vecteurs
propres de matrices aléatoires de type Wigner. Dans un premier temps, nous étudions la distribution des
vecteurs propres de matrices de Wigner déformées, elles consistent en une perturbation d’une matrice de
Wigner par une matrice diagonale déterministe. Si les deux matrices sont du méme ordre de grandeur, il
a été prouvé que les vecteurs propres se délocalisent complétement et les valeurs propres rentrent dans la
classe d’universalité de Wigner-Dyson-Mehta. Nous étudions ici une phase intermédiaire ou la perturbation
déterministe domine ’aléa: les vecteurs propres ne sont pas totalement délocalisés alors que les valeurs propres
restent universelles. Les entrées des vecteurs propres sont asymptotiquement gaussiennes avec une variance qui
les localise dans une partie explicite du spectre. De plus, leur masse est concentrée autour de cette variance
dans le sens d’'une unique ergodicité quantique. Ensuite, nous étudions des corrélations de différents vecteur
propres. Pour se faire, une nouvelle observable sur les moments de vecteurs propres du mouvement brownien
de Dyson est étudiée. Elle suit une équation parabolique close qui est un pendant fermionique du flot des
moments de vecteurs propres de Bourgade-Yau. En combinant I’étude de ces deux observables, il est possible
d’analyser certaines corrélations. La deuxiéme partie concerne ’étude de la distribution des valeurs propres
de modéles non-linéaires de matrices aléatoires. Ces modéles apparaissent dans ’étude de réseaux de neurones
aléatoires et correspondent & une version non-linéaire de matrice de covariance dans le sens ot une fonction
non-linéaire, appelée fonction d’activation, est appliquée entrée par entrée sur la matrice. La distribution des
valeurs propres convergent vers une distribution déterministe caractérisée par une équation auto-consistante
de degré 4 sur sa transformée de Stieltjes. La distribution ne dépend de la fonction que sur deux paramétres
explicites et pour certains choix de paramétres nous retrouvons la distribution de Marchenko-Pastur qui reste
stable aprés passage sous plusieurs couches du réseau de neurones.

Mots-clés : matrices aléatoires ; vecteurs propres ; universalité ; unique ergodicité quantique ; réseaux de
neurones ; méthode des moments.

Abstract

This thesis consists in two independent parts. The first part pertains to the study of eigenvectors of random
matrices of Wigner-type. Firstly, we analyze the distribution of eigenvectors of deformed Wigner matrices which
consist in a perturbation of a Wigner matrix by a deterministic diagonal matrix. If the two matrices are of the
same order of magnitude, it was proved that eigenvectors are completely delocalized and eigenvalues belongs
to the Wigner-Dyson-Mehta universality class. We study here an intermediary phase where the deterministic
perturbation dominates the randomness of the Wigner matrix : eigenvectors are not completely delocalized
but eigenvalues are still universal. The eigenvector entries are asymptotically Gaussian with a variance which
localize them onto an explicit part of the spectrum. Moreover, their mass is concentrated around their variance
in a sense of a quantum unique ergodicity property. Then, we consider correlations of different eigenvectors.
To do so, we exhibit a new observable on eigenvector moments of the Dyson Brownian motion. It follows a
closed parabolic equation which is a fermionic counterpart of the Bourgade-Yau eigenvector moment flow. By
combining the study of these two observables, it becomes possible to study some eigenvector correlations. The
second part concerns the study of eigenvalue distribution of nonlinear models of random matrices. These models
appear in the study of random neural networks and correspond to a nonlinear version of sample covariance
matrices in the sense that a nonlinear function, called the activation function, is applied entrywise to the matrix.
The empirical eigenvalue distribution converges to a deterministic distribution characterized by a self-consistent
equation of degree 4 followed by its Stieltjes transform. The distribution depends on the function only through
two explicit parameters. For a specific choice of these parameters, we recover the Marchenko-Pastur distribution
which stays stable after going through several layers of the network.

Keywords: random matrices; eigenvectors; universality; quantum unique ergodicity; neural networks; moment
method.
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Dynamics of eigenvectors of random
matrices






Chapter 1

Introduction

The study of eigenvalue statistics of large random matrices was spurred by the seminal work of Eugene Wigner
[Wig55] in the 1950s. Wigner first observed that empirical data coming from the study of heavy nuclei seemed
independent of the material and conjectured the universality of the gap statistics for energy levels. From the
point of view of quantum mechanics, the energy levels are eigenvalues of a self-adjoint operator which, at the
time, was neither explicitly known nor practically computable. Wigner’s main idea was then to replace the
unknown Hamiltonian by a large random matrix with independent entries while conserving the symmetry type
of the system. Real symmetric random matrices were used to model systems with time reversal symmetry while
Hermitian random matrices systems lacking this symmetry. This approximation was an outstanding success
and unearthed an intricate universality principle.

While Wigner first studied the global statistics of these random matrices, the gap statistics of energy
levels should be derived from the study of individual eigenvalues and not of the whole spectrum. In 1957,
Wigner guessed at a conference the distribution of the spacings of energy levels and introduced what is now
known as the Wigner surmise. It is only a few years later that Mehta showed [Meh60] that, while being a
good approximation, it could not be the correct asymptotic distribution. Gaudin and Mehta [MGG0] then
gave explicitly the spacings distribution for Gaussian self-adjoint random matrices. These random matrices
ensembles are integrable models that allows one to derive, by comparison, local spectral statistics for more
general ensembles such as the Wigner ensemble. The Gaussian Orthogonal (respectively Unitary) Ensemble is
described by a probability density on the space of symmetric (respectively Hermitian) matrices endowed with
the Lebesgue measure given by

Pgor(dH) = e~ TTH)AH  on the space of N x N symmetric matrices,

Zl
1
ZQ
Consider H a matrix from the GUE, with our normalization, the empirical spectral distribution converges
almost surely to the semicircle distribution in the followginse sense, if we write A = (Aq,..., Ax) the ordered
eigenvalues of H, we have the following convergence in probability [\\ igh8]

Pgur(dH) = e 2 ™H) Q[ on the space of N x N Hermitian matrices.

W= N Z(s,\ —> Psc  Wwith psc dJJ \/ —x Il|$|<2dx (1.0.1)

On a microscopic scale we have the following convergence in distribution: for any fixed and small enough
k and for any E € (-2 + k,2 — k) (in other words in the bulk of the spectrum) we have

(d)
Z: ONpoc(B) M~ B) ot XGUE (1.0.2)

where xYguE is a determinantal translation invariant point process given by the kernel

sin(r(z — y))

Kloy) = m(z —y)

forz £y and K(z,z)= % (1.0.3)
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This analysis was then continued by Dyson and Mehta [Dys62b, Meh71] for correlation functions of eigenval-
ues and for all symmetry classes of Gaussian random matrices. Even though these estimates hold for eigenvalue
in the bulk of the spectrum, similar results hold for eigenvalue at the edge. In the case of the integrable Gaussian
ensembles, Tracy and Widom exhibited [TW94a, TW96] the law of the fluctuations of the largest eigenvalue.
In other words, we have the following convergence in distribution,

N*3(\y - 2) = TWaug (1.0.4)

where the cumulative distribution function of TWqyg is a Fredholm determinant whose kernel is given in terms
of Airy functions. Note that a similar convergence holds for symmetric ensembles.

1.1. Invariant Ensembles

Wigner’s vision of universality is broader than matrices with independent entries and universality for invariant
ensembles was also studied. They correspond to matrices given by a probability density on the space of
Hermitian or symmetric matrices with respect to the Lebesgue measure of the form

1
P (dH) = Z—Ne*NTrWH)dH. (1.1.1)

This distribution is called invariant because it is invariant with respect to orthogonal or unitary conjugaison.
Note also that one recovers the GOE/GUE for specific quadratic potential V', and is the only invariant matrix
with independent entries.

Universality for eigenvalues in this context corresponds to convergence of the k-point correlation function
through determinantal formulas. Let px (A1, ... An) be the joint probability density of the unordered eigenvalues
of a N x N random matrix, the k-point correlation functions are then defined by

N
ps\lfc)()\l,...,)\k) :/N kpN()\l,...,)\k7)\k+1,...,)\N) H d)\z (112)
RY- i=k+1

It has been shown by Dyson in [Dys70] that the correlations functions of a random matrix from the invariant
ensembles can be written as a determinant in the following way,

(N - k) :
|

|
PP =1,... ) = - NH2 det {KN(\/N)\Z-,\/N)\J-]

4,j=1

with Ky being given in terms of orthogonal polynomials with respect to weights depending on V. It now
remains to show convergence of this kernel to the sine kernel (1.0.3) in the bulk of the spectrum or the Airy
kernel to show convergence at the edge (1.0.4) which is given by the following theorem.

Theorem 1.1.1 (Pointwise convergence of Ky in the case of Hermitian matrices). Under technical assumptions
on the potential V, let p be the asymptotic distribution of the eigenvalues (p = psc for V(x) = 2%/2), we have
for bulk universality, uniformly in x and y

sin(m(z — y))

1 1 T Y —
PO (p(owﬁ’ p(0)VN ) SR =Gy

As for edge universality we have, uniformly in x and vy,

CN x Y ~Ai(z)Ai'(y) — AT'(2)Ai(y)
7aNN2/3KN (CN (1 + aNN2/3) ,CN <1 + aNN2/3>) — A(z,y) = pra—y

where Al is the solution to the Painlevé equation v’ (x) — xu(x) = 0 with vanishing boundary conditions at
infinity and any and cy are constant determining the position of the largest eigenvalue. In the case of a
quadratic potential, we have cy = 2vV N and ay = 2.



1.2. WIGNER ENSEMBLES )

These convergences were shown using Riemann-Hilbert problems to obtain asymptotics of the orthogonal
polynomials which describe the kernels. This has been done in a series of work by different teams of people
[BI99], [DKM*99, DG07b, DG07a], [PS97, PS03, PS08].

While this covers local eigenvalue statistics for invariant ensembles, universality for eigenvectors for this
model is trivial. Indeed, the invariant ensembles are, by definition, invariant by orthogonal or unitary conju-
gaison which makes their eigenvectors Haar-distributed. Indeed, let u = (uy,...,uy) be an eigenbasis of a
matrix from the symmetric invariant ensemble then for any O € O(N), Ou has the same distribution as u. As
a consequence, any eigenvector uy, is distributed uniformly on the sphere S*1.

We can also widen the class of invariant ensembles by constructing a probability measure on the simplex

{A=(A1...,An), A1 < Ay} to generalize eigenvalues of invariant ensembles. Indeed, if we consider
1 . 1
dus(A) = —exp (<BNV(N)) with V)=o) == 3. log(h — X))
ZN.3 N
) 1<i<j<N

then for 8 = 1, 2 or 4, we would obtain the distribution of eigenvalues of invariant ensembles. This point process
distribution is called S-ensembles or log-gases. In the case of a quadratic potential, it has been shown in [DE02]
that ug is the distribution of eigenvalues of certain tridiagonal matrix for any and is called the S-Gaussian
ensembles. For a general potential, while not being eigenvalues of random matrices, the point process still
follows a universal behavior linked to Gaussian ensembles.

Theorem 1.1.2 (Universality for S-ensembles). Let p be the equilibrium measure supported on an interval
[A, B]. For bulk universality, let E € (A, B) be inside the support and let E' € (—2,2). Then for some intervals
I, and I' such that |I| = |I'| = N* for some k € (0,1/2], we have for any smooth compacted supported function
O:R—=R,

1 N i) 1 N = A1) )| _
E“BN’“p(E)ZO( p(E) > ]EGBN’“/JSC(E’>ZO< psc(E') )| "

i€l iel’

where Eg, corresponds to the B-Gaussian ensembles. For edge universality, we have the following convergence
in distribution, for any fized m,

N 2/3
<2) (Al—A,...,/\m—A)—)(Ah...,Am)
where Ay, ..., A, are the smallest eigenvalues of the stochastic Airy operator on Ry.

The dynamical method which we will present in the next section was applied to this model to show bulk
universality in [BEY14b, BEY12] and to treat the edge case in [BEY14a|. Note that other methods were also
used to treat these S-ensembles [Sheld, BFG15, KRV 16, FG16].

1.2. Wigner ensembles

1.2.1. Presentation of the model and universality results

In the original work of Wigner, the entries of the random matrices considered were independent and identically
distributed but not necessarily Gaussian. These ensembles were given the name of Wigner ensembles and can
be defined in the following way,

Definition 1.2.1 (Wigner ensembles). A real (respectively complex) N x N Wigner matrix is a symmetric
(respectively Hermitian) matrix W = (w;;)1< j<n Whose entries are centered, have variance 1/N, and are
independent up to the symmetry constraint.

The first mathematical study of this ensemble was the convergence of the empirical spectral distribution
and corresponds to a form of universality for global statistics. Indeed, Wigner showed that the convergence
(1.0.1) holds for a more general type of entry distribution. While the global statistics are universal in the
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context of Wigner ensembles, the semicircle distribution is not the asymptotic empirical distribution to more
general models which we can see in the next section.

The concept of universality for local eigenvalue statistics of random matrices taken from the Wigner en-
sembles, while being unearthed by Wigner, was originally stated by Mehta in his treatise [Meh67]. Define the
k-point correlation functions as in (1.1.2), we can state bulk universality for symmetric Wigner matrices (and
the same type of convergence holds for Hermitian Wigner matrices) as the following theorem.

Theorem 1.2.2 (Fixed energy universality for Wigner matrices). Under the assumptions (1.2.7) and (1.2.8),
for any continuous and compactly supported function O : RF — R and for any k > 0 we have uniformly in
Ec|-2+4+k,2—k|,

psc(lE)’“/O(v)p%) <E+ Np::(E)> dv —— /O(V)P(cfc))E(V)dv (1.2.1)
)

with puop being the known limiting correlation functions for matriz from the Gaussian Orthogonal Ensemble.

For Wigner matrices (and even a generalized model), a large series of work proved bulk universality for
correlation functions. In [JohOla], universality was proved for Gaussian divisible ensemble where a Hermitian
Wigner matrix was perturbated by a large Gaussian component. The method used explicit Harish-Chandra-
Itzykson-Zuber integral formulas from [BHI6, BHI7] available for Hermitian matrices. The perturbation of the
original matrix by a Gaussian component was then refined in a series of work where the optimal relaxation
time for the local equilibrium, first conjectured by Dyson in [Dys62a|, was proved [ERSY 10, EPR™10,ESY11].
In [TV11], universality was first proved for random matrices whose entry distribution matched the first four
moments of Gaussian ensembles introducing a Green function comparison theorem. This method was then
conjointly used with the relaxation method in [ERST10] to prove universality for a large class or Wigner
matrices. While this technique has been used for numerous models over the past few years, the mean-field
Wigner matrices picture was completely understood with [EYY11,EYY12a, EYY12b] and finally in [BEYY16]
where the present form (1.2.1) of bulk universality was shown. Note that universality can also be stated for
the gap statistics and can be found in [EY15]. Fix n a positive integer, let O : R™ — R be any continuous and
compactly supported test functions and j an index in the bulk in the spectrum,

Ew —Ecor) [0 (N(Aj = Xjr1), N(Aj = Ajt2), -, N(Aj = Ajn))] —— 0. (1.2.2)

N —o0

As for the edge of the spectrum, one can state universality as the following theorem.

Theorem 1.2.3 (Edge universality for Wigner ensembles). For any k < 1/4, there exists a x > 0, such that
for any fited m > 1 and any smooth compactly supported function O, there exists C' such that for any N and
any I C [1, N*] with |I| = m,

Ew — Ecor)O | (N?/3Y3(\; — < N~X
g o1
where v;’s are the quantiles of the semicircle distribution.

Universality of the largest eigenvalue for Wigner matrices was first proved under some conditions on the
moments of the entry distribution in [Sos99] studying large moments of matrix entries. This moment condition
was improved in [EYY12b] and finally relaxed optimally in [LY14]. Note that the case of generalized Wigner
matrix as in Definition 1.2.4 where variances can vary between entries was done in [BEY 14a].

Universality for eigenvectors is however not as clear. Indeed comparison with the Gaussian ensembles, which
are invariant by orthogonal or unitary conjugaison, would say that the strongest form of universality would be
a form of asymptotic Haar distribution for the whole eigenbasis. However, the understanding of the behavior
of eigenvectors is not yet as strong. We can instead state several different forms of universality for eigenvectors.
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Gaussianity of projections: 1If we consider any deterministic sequence of indices (ky) € [1,N] and any
deterministic sequence of normalized vector q, we have the following convergence in distribution

VN{a, i) =2 N (0, 1). (1.23)

This form of convergence was first proved for Wigner matrices under moment conditions, namely, the entry
distribution must have the same four moments has a normal random variable. The method consists in a Green
function comparison theorem combined with a level repulsion estimate on the eigenvalues [TV12b, KY13b|. The
moment condition was then relaxed in [BY17] where the flow of eigenvector moments under a certain dynamics
on Wigner matrices was analyzed.

Complete delocalization: Eigenvectors of the Gaussian ensembles are completely delocalized in the sense
that all their entries can not be greater than the typical size of N~'/2, these bounds on the infinite norm hold
with overwhelming probability in the following sense, for any large D > 0 and € > 0,

N€
VN
In the case of Wigner matrices, this result has been proved using an optimal control of the Stieltjes transform
on mesoscopic scales, called a local law, in [ESY09a, ESY09b]. Note that it has also been proved for numerous
other models.

This form of delocalization has been improved in [VW15] under some concentration assumption on rows of

the matrix. Indeed, they showed an optimal delocalization result for bulk and edge eigenvectors in the following
sense, for any (D1, Ds), there exist (Cy,Cy) such that,

P (el > 2 ) < 7. (1.2.4

log N
P <uZ||OQ >0y O;gv ) < NP1 for i an index in the bulk of the spectrum,
lOg N D . .
P [|uilloo = Ca < N™72  for i an index at the edge of the spectrum.
VN

While complete delocalization of the form (1.2.4) controls peak of the eigenvector entries, it does not say
anything about possible gaps in the entries. This type of delocalization, called no-gaps delocalization, was
proved in [RV16] as the following statement, for any € € (0,1), any k € [1, N] and any set of indices I C [1, N]
such that |I| > eN, we have with high probability

1/2
(Z IUk(a)2> 2 ¢(e)l|urll2 (1.2.5)

acl

for some function ¢ : (0,1) — (0, 1).

Quantum unique ergodicity: If one considers the previous form of complete delocalization, eigenvectors
could still be supported on a small fraction of the spectrum while verifying (1.2.4). Rudnick and Sarnack
in [RS94] introduced another form of delocalization of eigenfunctions for the Laplace-Beltrami operator on
negatively curved Riemannian manifolds. This quantum unique ergodicity has been proved for arithmetic
surfaces [Holl0, HS10, Lin06] and a probabilistic version can be stated for eigenvectors of random matrices.
In the case of Gaussian ensembles, since eigenvectors are uniformly distributed on the sphere, we have the
following overwhelming probability bound for indices in the bulk of the spectrum. In other words, let o be a
small positive constant and k € [aN, (1 — a)N] a N—dependent index and I C [1, NJ,

P ( > ur(a)® - ng > NE\/T> < NP, (1.2.6)

N
acl
This strong form of delocalization has not yet been proved with the optimal error /|I|/N for Wigner
matrices in full generality. However, this overwhelming probability bound has been proved for the Gaussian
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divisible ensemble: a Wigner matrix perturbated by a small Gaussian component in [BYY18| to study band
matrices. Note also that a weaker form of quantum unique ergodicity has been proved for generalized Wigner
matrices in [BY17].

1.2.2. Method of proof

In this subsection, we will give a sketch of the dynamical proof of universality for eigenvalue and eigenvectors
introduced by Erddés-Shlein-Yau. The method consists in a short time relaxation by a variance-preserving
dynamics on the space of symmetric or Hermitian random matrices. It can be dissected into three main steps
[ESY11]: optimal estimates on the spectrum and eigenvectors by controlling the resolvent and its normalized
trace, relaxation by the Dyson Brownian motion in order to reach local equilibrium at optimal speed and
finally a form of invariance of local statistics either using the density of the Dyson Brownian motion and a
Green function comparison theorem or using the continuity of the dynamics for the whole matrix structure. We
will now give an idea of the proof and the interested reader shoud go to [EY17], a recent book on the subject.

We will describe those three main steps in the case of generalized Wigner matrices though it has been used
for numerous other models. We will take the following definition for the model considered.

Definition 1.2.4 (Generalized Wigner matrices). Let W = (w;;)1<i,j<n be a N x N symmetric (or Hermitian)
centered random matrix with independent entries up to the symmetry constraint and such that there exists
¢, C > 0 such that

N
% < Var(w;;) < % and ZVar(wij) =1 for all i. (1.2.7)

j=1

Assume also that for every p € N there exists p, independent of IV such that
E [h/ﬁwijﬂ < . (1.2.8)

Remark 1.2.5. While the first proof of universality used a subexponential decay assumption for the matrix
entries, we will use that all moments are finite. Note that this has been improved in [Aggl8] where only
moments of order 2 + € are needed.

With the normalization of the variance of matrix entries, the convergence (1.0.1) holds and the limiting
spectral measure is given by the semicircle distribution. While this gives us the global behavior, we need a
stronger estimate on the large N limit of the spectrum.

First step: local semicircle law. The global law (1.0.1) can also be stated as a convergence of Stieltjes
transform in the following sense,

s(2) ;:/dﬂ) 9D e (2) ;:/M (1.2.9)

r— 2% N-—oo r—z

for all z € C4. The spectrum of our original matrix can be linked to the Stieltjes transform by the following
identity and is the reason why the previous convergence gives (1.0.1),

1 b b
lim —Im/ msc(E—i—in)dE:/ psc(E)dE. (1.2.10)
TI_>O ™ a a

The global law gives us the asymptotic number of eigenvalues on a fixed interval independent of N. We
would like a local estimate, in other words make the size of interval depend on N so that we can capture the
behavior of only a few eigenvalues. If one writes the imaginary part of the Stieltjes transform as

N

1 n/m
Ims(E+in) = — ——— = (u*x0,)(FE 1.2.11
where d,, is an approximation of the identity as 1 goes to zero, one can see the Stieltjes transform as a smoothed
version of the original measure on the scale 1. But, with our normalization, the spectrum is supported in an
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interval of order 1, the typical eigenvalue spacings (in the bulk) is then of order N~!. In order to have a similar
convergence as (1.2.9) on smaller scales, we still need to average on a small part of the spectrum as we can not
expect each eigenvalue to converge to a fixed point and we must take n > N~!'. We will then need to consider
the following spectral domain for the bulk of the spectrum, corresponding to the mesoscopic scales, for any
small k, 7 > 0,

Dl={:=FE+in,Ee€|[-2+k,2—k], NT/N <n<10}. (1.2.12)
We can now state our (isotropic) local semicircle law in the following theorem

Theorem 1.2.6. For any small k, 7 > 0, we have

NE
P (IS(Z) — mge(2)] 2 Nn> <NP (1.2.13)
for any (small) € > 0 and (large) D > 0 uniformly in z = E + in € DL. We have also, for any non random
x,y € CN, such that ||x|| = ||y = 1,

€ Y ) (u
P (|<V,G(z)w> — Mge(2) (v, w)| > \/A]f\/_in) <NP with G(z) = Z |/\Z>7£z| (1.2.14)
k=1

for any (small) € > 0 and (large) D > 0 uniformly in z = E +in € DL.

This theorem has been improved over the last ten years or so, the first version of a local semicircle law was
proved in a series of work [ESY09a, ESY09b, ESY10] with a weaker control of the error estimate which has been
improved optimally in [EYY12b]. The isotropic local law as stated in (1.2.14) was first stated in [KY13a] and
proved for generalized Wigner matrices in [BEK ™ 14].

The proof is based on a diagrammatic analysis of the resolvent via the Schur complement formula and a
stability analysis of a self-consistent equation followed by the Stieltjes transform. In order to get the optimal
error of (Nn)~!, one has to average the resolvent fluctuation of order (N7)~'/2. Note that recent methods
used a cumulant expansion of the resolvent, inspired by [KKP96,LP09], and stability estimates to derive the
isotropic local law [LS17,HKR17]. As we can not give a more detailed idea of the proof in this short review, we
refer to [BGK16] for lecture notes on the subject. Note also that proofs of local laws are really model dependent
and can differ widely from Wigner matrices to sparse graphs or correlated models for instance.

Theorem 1.2.6 gives us, among other things, two corollaries diretly linked to universality. The first is the
complete delocalization of eigenvectors as in (1.2.4),

Corollary 1.2.7 ([ESY09Db]). Complete delocalization (1.2.4) holds for the generalized Wigner matrices.

The second is rigidity of eigenvalues around their typical position with an optimal error estimate. While
we stated the local law only in the bulk of the spectrum we can state a similar overwhelming bound at the edge
of the spectrum, and we can state the following general corollary

Corollary 1.2.8 ([EYY12b]). Define the typical positions vy, implicitly by fj’;o dpse = % and let k = min(k, N+
1 — k), then we have for any small € > 0 and large D > 0,

Ne .

Second step: Short-time relaxation. Now that we have strong estimates on our original model, we will
interpolate to the GOE distribution with the Dyson Brownian motion, a dynamics on the set of symmetric (or
Hermitian) random matrices whose equilibrium measure is given by the GOE (or GUE).

Definition 1.2.9 (Symmetric Ornstein-Uhlenbeck Dyson Brownian motion).
Let (Bij)i<; and (B;;/v/2) be two families of independent standard Brownian motions, consider the following
dynamics

dB, 1
dH, = 524 — ZHat. 1.2.16
TUN 2 (1.2.16)
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Denote the ordered eigenvalues A(t) = (A1(t) < -+ < An(t)) of Hy and w(t) = (u1(t),...un(t)) the associated

eigenvectors. Let (Ekg)lgkggg ~ be independent standard Brownian motions, then (A(¢),u(t)); has the same
distribution as the solution to the following coupled dynamics,

<o dBu(t) 1 1 1
dg(t) = o~ N#Zkﬂk(t)xg(t) SA(t) | dt, (1.2.17)

o1 By .0 1 dt .
duk(t)_\/ﬁzi\k(t)—S\g(t) o(t) - - k(1) (1.2.18)

£k

Remark 1.2.10. The eigenvalue dynamics (1.2.17) was first given in [Dys62a] where the Dyson Brownian
motion was first introduced. The eigenvector flow was computed in different settings such as the study of the
Brownian motion on ellipsoids in [NRW86], for Wishart processes in [Bru89] or to study Gaussian ensembles
in [AGZ10].

a. Relazation for eigenvalues: The first use of the dynamics (1.2.17) was for the Hermitian Wigner case
where explicit formulas for the eigenvalues density were available [JohOla, EPRT10, TV11] at any time ¢. For
shorter-time relaxation, relative entropy was used in [ESY11,EYY12a] to show an averaged version of (1.2.1)
over the energy FE and an Helffer-Sjostrand representation was used in [EY15] to show gap universality. We
will give here a quick idea of the proof of fixed energy universality as in (1.2.1) from [BEYY16,LSY16] using a
coupling argument.

This argument consists in taking two different trajectories of the same Dyson Brownian motion: the tra-
jectory x with initial condition given by our generalized Wigner matrix (or another model of which we have
strong estimates as in (1.2.15)) and y with initial condition given by a matrix taken from the GOE. Now, the
observable 0y (t) = e*/?(x1(t) — yx(t)) satisfies a parabolic equation

_ (1) — 841
90 = 2 N = e )~ ) (1:249)

Since (1.2.15) holds along the dynamics, one can see that, for eigenvalues in the bulk of the spectrum, we
have (x4 (t) —2o(t)) (Y (t) —ye(t)) = (k —£)?, so that by Holder regularity of the dynamics for ¢t > N1 we have
Ok41(t) ~ 0(t) or in other words xg41(t) — xk(t) =~ yr+1(t) — yx(t). But since the GOE measure is invariant
along the dynamics (1.2.16), the gaps yr+1(t) — yx(t) are given by the Mehta-Gaudin distribution and thus
gives us universality for our original trajectory x. In [LY17a,L.SY16,LY17b], the short-time relaxation has been
proved for a wide class of initial condition, effectively streamlining the whole second step for bulk universality
[LY17a], fixed energy universality [LSY16] or edge universality [LY17D].

b. Relazxation for eigenvectors There is no coupling argument for eigenvectors and the study of the
dynamics (1.2.18) is too complicated in high dimensions. The short-time relaxation was however used in
[BY17] by looking at the joint moments of eigenvectors and reducing the complicated dynamics (1.2.18) to a
random walk in random environment given by the eigenvalues. We will give here some details in the symmetric
case but similar estimates and dynamics exist for the Hermitian case.

First consider £ : [1, N] — N a configuration of particles where & is the number of particles at the site k,
we will denote £%+¢ the configuration &€ where we moved a single particle from the site k to the site ¢ (note that
there is a direction to the particle movement). We will study the dynamics of the following observables, for

q € RY such that ||q]l2 = 1,
N
Hzig"' )\]
k=1

ﬂlE {Nkzsk}

k=1

E
ft(ﬁ) =

with 2z, = VN(q, ux(t)), (1.2.20)
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and (NVy)1<k<n Is an i.i.d collection of standard Gaussian random variables. If one wants to derive Gaussianity
of projections of eigenvectors as in (1.2.3), one needs to see that for any configuration &, f;(§) — 1 as N
grows. This would indeed show convergence of moments. It was seen in [BY17] that f; followed the parabolic
differential equation

265 (1 + 20) (fe(€%%) — f,

k0

which can be seen as a generator for a multi-particle random walk in random environment: each site can have
a particle jumping to another site with a rate depending on the eigenvalues of the Dyson Brownian motion at
time ¢. The dynamics for one particle was first obtained in the physics literature in [WW95]. The analysis of
this equation is simplified by the fact that there exists an explicit reversible measure for the dynamics. With
a maximum principle and a Gronwall argument it is then possible to show relaxation of f; to 1 and thus the
convergence (1.2.3) in the sense of moments.

A corollary from the Gaussianity of projections is a form of quantum unique ergodicity though weaker than
the optimal (1.2.6), it states that for any 6 > 0, and for any I a N—dependent set of indices, there exists € > 0

such that
]P (

Third Step: invariance of local statistics The previous step gives us universality results for the addition of
our original matrix with a small Gaussian component. One now needs to remove this small perturbation while
conserving local statistics of eigenvalues or eigenvectors. The first method used to do so in [EPR™10] was the
reverse heat flow by assuming smoothness of the entries on the original matrix. In [TV11], a Green function
comparison theorem was used to show invariance of local eigenvalue statistics when the first four moments of
the matrix entries are Gaussian moments, it was combined with the present dynamical method in [ERST10]
to show universality for a broader class of random matrices. They used the density of the Dyson Brownian
motion in the following sense, one can find an initial condition W, taken from the Wigner ensembles, for the
Dyson Brownian motion H; such that the first four moments approximate well enough our original matrix W.
The result being proved for H; by our previous relaxation argument, universality for W holds.

—€

62

> ur(a)® - % (1.2.22)

acl

>5><C

In [BY17], the authors proved invariance of local statistics along the dynamics H; for a time N~! < t <
N~1/2 in the case of generalized Wigner matrices. It is a consequence of an It lemma and can be stated as
the following, for any smooth function F' on symmetric matrices,

E[F(H,)|-E[F(Hy =W)] = O (tNl/Z) Bl swp (N3/2\Hij(s)\3 + JN|HU(S)|) 03 F(69 H,)|| (1.2.23)
1R)HVSY
0%

where 0% H is a matrix given by (8% H ) = Hyy for {k,¢} # {i,j} and (0 H)s, = H?ZHM for some 0 < H}CJZ <1
otherwise. The typical functionals F' taken to show universality are products of resolvent entries. Since they
are stable in the sense that aij = O(N°¢) with overwhelming probability, we can show that local statistics
essentially stays the same up to a time t = N'/27¢ for any e.

The final picture is given by the following figure: invariance of local statistics holds until time 1/4/N but
the optimal relaxation time is 1/N so that we have a window where both holds.

1.3. Other mean-field models

This method has been applied to numerous mean-field models as only the first step is purely model dependent.
We will try to give an extensive, though not exhaustive, list of models where this method has been applied to
show either universality of eigenvalues or eigenvectors.
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Dyson Brownian motion evolution

WW

M”\WWM
WM

w
WMWW

Invariance

Relaxation

e
Bl

1.3.1. General mean and covariance

While we took centered entries with a stochastic variance matrix in Definition 1.2.4, it is possible to add an
expectation matrix and change the covariance between entries. We first give the definition of the model in case
of independent entries.

Definition 1.3.1. Let W = (w;;)1<i j<n be a symmetric or Hermitian matrix with independent centered
entries up to the symmetry such that

(¢) For all p € N, there exists p, such that for all i,j, E [\/N|wij|p} < Y.

(i) There exists ¢ and C positive constants such that, for any positive sem-definite matrix T,

c C
CT™NT <EHTH < T T.
N [ < gt

(iii) There exists A a positive constant such that, for any determinisic symmetric (or Hermitian) matrix B
E[| Tr BW|?] > Ay
N

Let A be a deterministic matrix such that there exists a C' > 0 such that ||A|| < C for all N. We will then
consider the model H = W + A.

For such matrices, the global statistics is not given by the semicircle law anymore but the possible shape
of the asymptotic spectrum has been characterized in [AEK18b]: the spectrum is supported on finitely many
intervals, called bands, with an analytic density of states inside these, the behavior at the edge of such an
interval is either a square-root growth which we call regular, or a cubic root cusp when the space between
bands vanishes.

For the behavior in the bulk of each band and at the regular edge we have the following universality result.
Define p to be the asymptotic density of states.

Theorem 1.3.2 (Bulk and regular edge universality). For all § > 0 and n € N and any O : R™ — R smooth
compactly supported function, there exists C and ¢ positive constants such that for any E € R such that p(E) > 6

‘EO (No(ice)) Nige) = Nie)+5)) j—10 — EcaussO (Npsc(0)(Ary/2) — )\[N/zwj))?:l’ <CN™°

with i(E) being the label of the closest eigenvalue to E.
Assume that E € R is at the regular right (or left) edge of p such that there exists ¢ a positive constant such
that p([E, E + c]) = 0. There exists a v such that if i, is the label of the largest eigenvalue close to the band
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edge with high probability, for any suitable function O : R*¥*1 — R we have

[EO (1N (Ny = E), ... AN* iy = B)) = BaaussO (N = 2),.. . N30y = 2))|
<N
for some § > 0.

Note that contrary to S-ensembles, the Tracy-Widom distribution holds at fixed label in the internal regular
edges thanks to the remarkable band rigidity phenomenon exhibited in [AEKS18].

These results were proved using the three-step strategy in [AEK15, AEK17] for bulk universality and
[AEKSI8] for edge universality. Actually, these results hold under more general assumptions, with some
summable decay of correlations between the matrix entries. The first case considered was Gaussian random
matrix with correlations in [AEK16] where bulk universality and complete delocalization of eigenvectors were
proved. It was generalized to any distribution with a fast correlation decay independently in [Chel7, AEK18a).
The correlation decay has been improved and bulk universality was proved in [EKS17] and edge universality
with a summable correlation decay was given in [AEKS18].

As we saw earlier, another singularity given by a cubic-root cusp (or almost-cusp) is possible in the support
of the density of states. There, the local eigenvalue statistics is given by a Pearcey process. Universality for
this process was proved for when A is diagonal and W has independent entries in [EKS18, CEKS18].

Analytic bulk  Cubic-root cusp Square-root singularity
2N m
~— ~— ~

Sine kernel Pearcey process Fixed label Tracy-Widom

Figure 1.1: Possible shape of the density of states with the corresponding behavior of eigenvalues

1.3.2. Adjacency matrices of random graphs

We will focus in this subsection on two models of extensively studied random graphs: Erdés-Rényi graphs and
d-regular graphs.

Erdds-Rényi graphs: Consider N vertices, each possible edge is chosen independently with probability p. If
we consider the adjacency matrix of this graph, we can see that each row or column has on average p/N nonzero
entries. Thus, if we consider p depending on N such that p < 1, we obtain a sparse matrix. Note that the
behavior of such a random matrix is different than a matrix from the Wigner ensemble with Bernoulli entry
distribution since the moments of the entries of the Erdds-Rényi adjacency matrix have a way slowlier decay.

Results on universality began in [EKYY13,EKYY12] where both the bulk and edge universality was proved
in the case of Np > N?/3 and complete delocalization of eigenvectors for Np > (log N)¢ for some C. Bulk
universality was improved in [HLY15] for Np > 1 while edge universality was improved in [LS17] for Np >
N'/3. A phase transition has been discovered in [[ILY17] where extreme eigenvalues have Gaussian fluctuations
for N?/9 « Np < N'/3 and have a combination of Gaussian and Tracy-Widom fluctuations for Np = CN/3.
Asymptotic Gaussianity and quantum unique ergodicity has been proved in [BY17] for Np > 1.

d-regular graphs: Consider the adjacency matrix of a uniform random d-regular graph on N vertices, in other
words it is a matrix chosen uniformly among matrices with {0, 1} entries such that each row sums to d and all
diagonal entries are 0. The hard constraint on each row or column create a lot of dependencies between matrix
entries which make some of the steps introduced in Section 1.2.2 trickier.

Bulk universality for regular graphs was first proved in [BHKY17] for 1 <« d < N?/3 where the third step
is replaced by a switching dynamics approximation on the graphs. For the first step, an optimal local law
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was proved in [BKY17] for d > (log N)* which implies eigenvector delocalization. Universality at the edge or
at fixed d is currently an open question, however a local Kesten-McKay law for fixed d and a strong form of
quantum unique ergodicity for eigenvectors have been proved in [BHY19] as well as a complete delocalization
result.

Theorem 1.3.3 (Eigenvector delocalization for random d-regular graphs). Fiz o > 4 and w > 8, take d
such that /d —1 > (w + 1)22¢%45. Consider the rescaled adjacency matriz of a uniform d-regular graph with
N wvertices H = A/\/d — 1, then for u; a L?-normalized eigenvector of H whose corresponding eigenvalue \;
follows |\; = 2| > (log N)*=*/2, we have

— 8
< N8,

\@10 N24a+1/2
P ( Jluifo > Y200 M)
N

1.3.3. Lévy matrices

In the previous subsections, the entries of each random matrix model had a second moment. Notably, in the
case of Wigner ensembles, the moment assumption was relaxed to a 2 + & moment in [Aggl8]. We will define
here a model of random matrix with heavy-tailed entries given by a-stable laws.

Definition 1.3.4 (Lévy matrices). Consider H a symmetric random matrix such that (h;;)1<i<j<n are in-
dependent and identically distributed random variables, distributed according to an a-stable law in the sense
that
. 1/a
E ith = —No®|t|* ith = =— .
esplithu)] = exp(~No ") with 7 = (s
The global statistics of the spectrum for this model was first computed in [CB94, BAG08|] where it has
been shown that the empirical spectral distribution converges to a deterministic heavy-tailed distribution, in
great contrast with the semicircle distribution. The first result concerning universality was on (de)localization
of eigenvectors in [BG13,BG17]. They showed that for 1 < a < 2 almost all eigenvectors are delocalized in the
following sense, for any § > 0,
—1
sup |ux(i)] < N°°? with high probability and with p = e
1N max(2a, 8 — 3a)
For 0 < a < 1, they proved that there exists a F, such that eigenvectors corresponding to eigenvalues on
[-E,, E,] are delocalized, for any § > 0

sup |ug(i)] < NO—o/(4+2a),
1<i<N

They also showed that eigenvectors are localized in some sense at large energy for 0 < a < % These results of
delocalization were improved in [ALY18] where bulk universality and complete delocalization was proved for
0 < o < 2 with similar distinctions. For 1 < a < 2, the results hold on any fixed compact away from 0 while
for 0 < a < 1, there exists a E,, such that the results hold for all eigenvalues and corresponding eigenvector on
a compact set [—Eq, Fy].

Theorem 1.3.5 (Delocalization and universality for Lévy matrices). For « € (1,2), fix a compact interval
K C R\ {0}, then

(i) Eigenvectors of H are completely delocalized as in (1.2.4).
(i) For E € K, fixed energy universality for correlation function as in (1.2.1) holds.

Besides, there exists a countable set A C (0,2) with no accumulation points in (0,2) such that for any a € (0,2)
outside of A , there exists ¢ (depending on «) such that

(i) Eigenvectors u; corresponding to an eigenvalue in [—c,c| are completely delocalized as in (1.2.4).

(i) For E € [—c, ], fired energy universality as in (1.2.1) holds.
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1.3.4. Addition of random matrices

Another model one can consider is the following, consider two deterministic diagonal matrix D; and Dy and
draw independently two matrices U; and Us from the Haar-measure on the unitary group, define then

H = U} DUy + Ui DyUs.

This model first appeared in free probability theory and the limiting empirical spectral distribution was
first given by Voiculescu in [Voi91], it consists of the free convolution between the limiting empirical spectral
distribution of D; and Ds. The first local law proved for the model was done in [Karl2] where the local
law held down to the scale (log N)~'/2 which was then improved by the same author in [Karl5] to reach
the scale N~'/7. The optimal local law, down to the scale N~'¢ was finally obtained in a series of work
[BES16, BES17a, BES17b] using a refined analysis of the Green function and fluctation averaging mechanism
in order to obtain the optimal control parameter.

Using this local law as an input, a relaxation method was used in [CL17] to prove universality of local
eigenvalue statistics. They used another diffusion to keep the structure of the matrix along the dynamics and
showed the result by comparing it to the usual Dyson Brownian motion.

1.3.5. Deformed Wigner matrices

Another model of mean-field type consists in adding a random or deterministic potential to a Wigner matrix.
This potential is given by a diagonal matrix. This model was first introduced by Rosenzweig and Porter
in [RP60]. Let D be a deterministic (or random and independent from W) diagonal matrix and consider a
parameter ¢t which can depend on N, we then consider the matrix

W, =D+ VtW

The first result on this model was for ¢ 2 1 and consisted in a local law and complete delocalization for
eigenvectors in [LS13]. Bulk universality was proved for this phase in [LSSY16] and edge universality in [LS15].

Bulk universality was then proved in the case of t > N~1 independently in [LY17a,ES17]. As for eigenvec-
tors in this phase, they are not completely delocalized. However, it has been shown in [Ben17] that asymptotic
Gaussianity of eigenvectors entries holds after renormalization by an explicit variance depending on t, D, the
eigenvector and the entry considered. A strong form of quantum unique ergodicity is also proved for W a matrix
from the Gaussian divisible ensemble while a weaker one holds for any Wigner matrix. This is the content of
the next chapter.
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Chapter 2

Eigenvector distribution and quantum
unique ergodicity for deformed Wigner
matrices

This chapter is based on the article [Benl7]

2.1. Introduction

In the study of large interacting quantum systems, Wigner conjectured that empirical results are well
approximated by statistics of eigenvalues of large random matrices. The interested reader can go
to [Meh04] for an overview and the mathematical formalization of the conjecture. This vision has
not been shown for correlated quantum systems but is regarded to hold for numerous models. For
instance, the Bohigas—Giannoni—Schmit conjecture in quantum chaos [BGS84| connects eigenvalues
distributions in the semiclassical limit to the Gaudin distribution for GOE statistics. These statistics
also conjecturally appear for random Schrodinger operators [And58] in the delocalized phase. Most
of these hypotheses are unfortunately far from being proved with mathematical rigor. It is, however,
possible to study systems given by large random matrices. One of the most important models of this
type is the Wigner ensemble, random Hermitian or symmetric matrices whose elements are, up to the
symmetry, independent and identically distributed zero-mean unit variance random variables. For this
ensemble, local statistics of the spectrum only depend on the symmetry class and not on the laws of
the elements (see [ESY11, TVI11, EYY12a, EY15, BEYY16]). The Wigner—Dyson—Mehta conjecture
was solved for numerous, more general mean-field models such as the generalized Wigner matrices,
random matrices for which the laws of the matrix elements can have distinct variances (see [EY17]
and references therein).

The statistics of eigenvectors were not used in Wigner’s original study but localization, or delocal-
ization, has been broadly studied in random matrix theory. For Wigner matrices, it has been shown
in [ESY09b] that eigenvectors are completely delocalized in the following sense: denoting uy,...,un
the L?-normalized eigenvectors of an N x N Wigner matrix, we have with very high probability,

C(log N)?/?
VN

Thus, eigenvectors cannot concentrate onto a set of size smaller than N (log N)~%/2. See also [VW15]
for optimal bounds in some cases of Wigner matrices or [RV15] for an improved bound which also
holds for non-Hermitian matrices and [EY'Y12b] for similar estimates for generalized Wigner matrices.

sup |ui(a)| <
(07

17
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In the GOE and GUE cases, the distribution of the matrix is orthogonally invariant and eigenvectors
are distributed according to the Haar measure on the orthogonal group. In particular, the entries of
bulk eigenvectors are asymptotically normal:

VNui(a) —— N,
N—o0

where N is a standard Gaussian random variable. Asymptotic normality was first proved for Wigner
matrices in [KY13b, TV12b] under a matching condition on the first four moments of the entries using
Green’s function comparison theorems introduced in [TV 11]. These conditions were later removed in
[BY 17| where asymptotic normality holds for generalized Wigner matrices. Beyond mean-field models,
conjectures of interest, for example for band matrices, are still yet to be proved. A sharp transition is
conjectured to occur when the band width W cross the critical value VN. For W < VN , eigenvectors
are expected to be localized on O(W?) sites and eigenvalue statistics are Poisson, while for W >> v N
eigenvectors would be completely delocalized and one would get Wigner-Dyson-Mehta statistics for
the eigenvalues. For the most recent works on this subject see [Sch09, PSSS19] for localization results,
[BYY18] for delocalization results, [Sod10] for another transition occurring at the edge of the spectrum
and [Boul8] for a recent review on the subject.

In this paper, we consider a generalized Rosensweig-Porter model, of mean-field type, which also
interpolates between delocalized and localized (or partially delocalized) phases, but always with
GOE/GUE statistics. It is defined as a perturbation of a potential, consisting of a deterministic
diagonal matrix, by a mean field noise, given by a Wigner random matrix, scaled by a parameter ¢.
This model follows two distinct phase transitions. When ¢ < 1/N, eigenvalue statistics coincide with
t = 0 and eigenvectors are localized on O(1) sites [vSW18a|, while when ¢ 2 1, local statistics fall in
the Wigner-Dyson-Mehta universality class [LSSY16] with fully delocalized eigenvectors [L.S13]|. For
1/N <« t < 1, it has been shown in [LY17a,ES17] that eigenvalue statistics are in the Wigner-Dyson-
Mehta universality class and in [vSW18b| that eigenvectors are not completely delocalized when the
noise is Gaussian. In this intermediate phase, also called the bad metal regime (see [F'VB16] or [TO16]
for instance), eigenstates are partially delocalized over Nt sites, a diverging number as N grows but
a vanishing fraction of the eigenvector coordinates. The existence of this regime for more intricate
models is only conjectured or even debated in the physics literature though progress has been made
recently, for instance for the Anderson model on the Bethe lattice and regular graph in [KKAT17].

Our results give the asymptotic distribution of the eigenvectors for this model, giving a rather
complete understanding of this regime for the Rosensweig-Porter model. We show that bulk eigenvec-
tors are asymptotically Gaussian with a specific, explicit variance depending on the initial potential,
the parameter ¢ and the position in the spectrum. For a well-spread initial condition, this variance is
heavy-tailed and follows a Cauchy distribution. This shape was first unearthed in a non-rigorous way
in [ABB14, AB14] for W a matrix from the Gaussian ensembles, where the Gaussian distribution of
eigenvectors (Corollary 2.1.4) was conjectured. Note that eigenvector dynamics was also considered
in [AB12] and used for denoising matrices in [BABP16, BBP18|. In the case of Gaussian entries, the
eigenvector distribution has been exhibited in the physics literature in [FVB16] using the resolvent
flow and in [TO16] using supersymmetry techniques.

Another strong form of delocalization of eigenfunctions is quantum ergodicity. It has been proved
for the Laplace-Beltrami operator on negative curved compact Riemannian manifold by Shnirel’man
[Sni74], Colin de Verdiere [CdV85] and Zelditch [Zel87] but also for regular graphs by Ananthamaran-
Le Masson [ALMI5]. In [RS94|, Rudnick-Sarnack conjectured a stronger form of delocalization for
eigenfunctions of the Laplacian called the quantum unique ergodicity. More precisely, denote (¢x)k>1
the eigenfunctions of the Laplace operator on any negatively curved compact Riemannian manifold M,
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they then supposedly become equidistributed with respect to the volume measure p in the following

sense: for any open set A C M
/ ok *dp —— / dpe.
A k—o0 A

This conjecture has not been proved for all negatively curved compact Riemannian manifold but has
been rigorously shown for arithmetic surfaces (see [Holl0,HS10, Lin06]).

A probabilistic form of quantum unique ergodicity exists for eigenvectors of large random matrices.
It first appeared in [BY17] for generalized Wigner matrices, large symmetric or Hermitian matrices
whose entries are independent up to the symmetry and zero mean random variables but with varying
variances. It is stated as a high-probability bound showing that eigenvectors are asymptotically flat in
the following way: let (ug)i1<k<n be the eigenvectors of a N x N generalized Wigner matrix, then for
any k € [1, N], for any deterministic N-dependent set I € [1, N] such that |I| — 400 and any § > 0,

—E&

(5 (w3 o)
a€cl

for some ¢ > 0 using the Bienaymé—Chebyshev inequality. Similar high-probability bounds were proved
for different models of random matrices such as d-regular random graphs in [BHY19], or band matrices
in [BEYY17,BYY18]. In these last papers on band matrices, it was seen that quantum unique ergod-
icity is a useful property to study non mean-field models. In [BYY18], a stronger form of probabilistic
quantum unique ergodicity has been found, showing that the eigenvectors mass is asymptotically flat
with overwhelming probability (the probability decreases faster than any polynomial). Our result
adapts the method introduced in [BYY18] to show a strong deformed quantum unique ergodicity for
eigenvectors of a class of deformed Wigner matrices. Indeed, the probability mass is not flat but
concentrates onto an explicit and deterministic profile with a quantitative error.

The key ingredient for this analysis is the Bourgade-Yau eigenvector moment flow [BY17], a multi-
particle random walk in a random environment given by the trajectories of the eigenvalues. This
method was used for generalized Wigner matrices [BY17] and sparse random graphs [BHY17], and
both settings correspond to equilibrium or close to equilibrium situations. Our main contribution
consists in treating the non-equilibrium case, which implies additional difficulties made explicit in the
next section.

2.1.1. Main Results

Consider a deterministic diagonal matrix D = diag(D1, ..., Dy). The eigenvalues (or diagonal entries)
need to be regular enough on a window of size r in the following way first defined in [LY17a].

Definition 2.1.1. Let n, and r be two N-dependent parameters satisfying
N <n <N, Np<r< N

for some & > 0. A deterministic diagonal matrix D is said to be (n,r)-regular at Ey if there exists
c¢p > 0 and Cp > 0 independent of N such that for any E € [Eg—r, Eg+ 7] and n, < 1 < 10, we have

cp < Immp(F +in) < Cp,

where mp is the Stieltjes transform of D:

1L 1
mD(Z):N;Dk—z’
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We want to study the perturbation of such a diagonal matrix, notably the eigenvectors, by a
mesoscopic Wigner random matrix. We will now suppose that D is (1, r)-regular at Ey, a fixed
energy point. Letting 0 < k < 1, we will denote in the rest of the paper the spectral window as

I =[Ey— (1 —r)r,Ey + (1 — k)r].

We remove a certain window of energy to avoid any possible complications at the edge. We will also
use the following domains. One of the domain will be used for the size of our deformation while the
other will be the spectral domain in which we will perform our analysis. We will need the perturbation
to be mesoscopic but smaller than the energy window size r, define then for any small positive w,

T = [N“n*,N_wr] .

For the spectral domain, take first ¢ € 7, and note that we will consider only Im(z) := n smaller than
t but most results such as local laws holds up to macroscopic . Let ©¥ > 0 be an arbitrarily small
constant and

DI = {z:E—i—in: E 1, Nﬁ/NgngN*ﬂt}.

Hereafter is our assumptions on our Wigner matrix.

Definition 2.1.2. A Wigner matrix W is a N x N Hermitian /symmetric matrix satisfying the following
conditions

(i) The entries (W; j)1<i<j<n are independent.
(ii) For all 4,7, E[W; ;] = 0 and E[|W;;|?] = N~L.

(iii) For every p € N, there exists a constant C), such that H\/ NW;;

< Cp.
p
Let W be a Wigner matrix and define the following ¢-dependent matrix for ¢ € 7,
W, = D+ VtW. (2.1.1)

The eigenvectors of D are exactly the vectors of the canonical basis since the matrix is diagonal.
However, if t were of order one instead of being in 7, the local statistics of W; would become universal
and would be given by local statistics from the Gaussian ensemble. In particular, the eigenvectors
would be completely delocalized [LSSY16]. Our model consists in looking at the diffusion of the
eigenvectors on the canonical basis after a mesoscopic perturbation. Our main result is that the
coordinates of bulk eigenvectors are time and position dependent Gaussian random variables. Before
stating our result, we first define the asymptotic distribution of the eigenvalues of the matrix W; which
is the free convolution of the semicircle law (coming from W) and the empirical distribution of D.
We will define this distribution through its Stieltjes transform my(z) as the solution to the following
self-consistent equation

N
my(z) = Jb; O 1_ Pt (2.1.2)

It is known that this equation has a unique solution with positive imaginary part and is the Stieltjes
transform of a measure with density denoted by p; (see [Bia97| for more details). Define the quantiles

(Vi,t)g<s v Of this measure by
Vit i
/ pi(x)dz = N

—0o0
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We can also now define the set of indices in the spectral window corresponding to the indices such
that the corresponding classical locations lies in the energy window Z7,

A5 = (i € [LN], v € 7).

We can now state our main results, denoting u;(t),...,un(t) the L?-normalized eigenvectors of W,
(we will often omit the t-dependence for u). We will define the following quantity, for N~! < n < ¢
and n, K t K r:

N 2
2 qoat
o (a,k,n) = : — (2.1.3)
. c; (Do = Yhot — tRemy (g 1 + 1)) + (T my (s, ¢ + in))°
It is the asymptotic deterministic variance of our eigenvector projections. By taking q to be a canonical
basis vector ey, we see that ug(a) has a variance of the form

1 t
N (Da - Wki,t - tRe mt(’Yk;i7t))2 + (t:[m mt(’yk?i,t))2 '

For regularly spaced D,’s, this is heavy-tailed with Cauchy shape m
onto a subset of indices of size Nt < N: a fraction of the eigenvector coordinates vanishing as N
grows. Such a partial localization appears in [vSW18b] for W GOE-distributed.

It localizes the entries

Theorem 2.1.3. (Gaussianity of bulk eigenvectors) Fiz k € (0,1), w € (0,&'/10) where €’ is as
in Definition 2.1.1 and m € N. Lett € T, and I C AF be a deterministic (N-dependent) set of
m elements. Let W as in Definition 2.1.2 and Wy as in (2.1.1). Write I = {ky,...,kn}, take a
deterministic @ € RN such that ||q||, = 1, and define for i € [1,m],

o7 (q, ki) := lim o (q, ki, ) (2.1.4)
n40
Then we have
N m
—5——[{aq, uk, )| — (N in the symmetric case, (2.1.5)
o (q, ki) Ly Voo
2N "
f]<q, Uk, )| —_— (|./\/;(1) + i./\/;(z)\)gil in the Hermitian case (2.1.6)
(o (q, k‘l) i1 N—oo

in the sense of convergence of moments, where all N, /\/;m and /\/;-(2) are independent Gaussian random
variables with variance 1. The convergence is uniform in over the choice of sets I C [1, N] of size m.

One can deduce joint weak convergence of eigenvector entries from the previous convergence of
moments because q is arbitrary in S ! (see [BY 17, Section 5.3]). However, since the eigenvectors are
defined up to a phase, we first need to define the following equivalence relation: uw ~ v if and only if
u = +v in the symmetric case and u = e“v for some w € R in the Hermitian case.

Corollary 2.1.4. Let k € (0,1) and m € N, let W as in Definition 2.1.2 and W as in Definition
2.1.1. Then for any deterministic k € A% and J C [1, N] such that |J| = m we have

N
—5—~ uk() — (M2, in the symmetric case, (2.1.7)
o (ea, k) acd N—oo
Luk(a) —_— <N.(1) + i/\/.(2))m in the Hermitian case (2.1.8)
o2 (eq, k)? oy N E b=t
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in the sense of convergence of moments modulo ~, where all N, /\fi(l) and /\/i(2) are independent
Gaussian random variables with variance 1. In more precise terms, for any polynomial P in m variables

there exists & depending on P such that, for N large enough,

N
P(( a%<ea,k>“’€(“))w>

where € is taken uniformly at random in the set {—1,1}. The convergence in the Hermitian case is
similar by taking € uniform on the circle.

. e[ ()| < -

sup
JC[1,N],|J|=m
ke Ar

This result states that the entries of bulk eigenvectors are asymptotically independent Gaussian
random variables with variance o;2 which answers a conjecture from [ABB14, Section 3.2|, stated in
the more restrictive case where W is GOE. The asymptotic normality of the eigenvectors gives the
following weak form of quantum unique ergodicity.

Corollary 2.1.5. (Weak Quantum Unique Ergodicity) Let W as in 2.1.2 and Wy as in Definition
(2.1.1). There exists ¥ > 0 such that for any ¢ > 0, there exists C > 0 such that the following holds :
for any I C [1,N] and k € A~

T
i (m > lun(@) = 5 Y~ of(eas k)
acl acl
This high probability bound is not the strongest form of quantum unique ergodicity one can obtain
for random matrices. Indeed, if we consider the Gaussian ensembles for which the eigenbasis is Haar-

distributed on the orthogonal group and each eigenvectors is uniformly distributed on the sphere, one
can get that for any € and D positive constants, for any 1 < k < N,

7 VI
P ( Z Jug () |* — N

> N€N> < N7P for any N sufficiently large
acl
In this paper, we will obtain a similar overwhelming probability bound on the probability mass of
a single eigenvector with an explicit error for a more restrictive model of matrices: deformed random
matrix with smooth entries given by the following definition or from a Gaussian divisible ensemble.

we have

> c> < C(NT?+117h). (2.1.9)

Definition 2.1.6. A smooth Wigner matrix W is a N x N Hermitian/symmetric matrix with the
following conditions

(i) The matrix entries (W;;)i<i<j<n are independent and identically distributed random variables
following the distribution N~/2y where v has mean zero and variance 1.

—O(*) such that for any j, there are constants

(ii) The distribution v has a positive density v(z) =e
Cp and Cy such that

10U ()| < Co(1 + %) (2.1.10)

(iii) The tail of the distribution v has a subexponential decay. In other words, there exists C' and ¢
two positive constants such that

/R]lxwde(@ < Cexp(—y) (2.1.11)
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We need the smoothness assumptions on W in order to use the reverse heat flow techniques from
[EPRT10,ESY11]. Indeed, our result is an overwhelming probability bound on the eigenvectors of W;.
We think, however, that this property holds for a larger matrix ensembles and that the smoothness
property is simply technical.

In the following, since the eigenvectors are concentrated on Nt sites, it is relevant to define the
following notation for any set (which can be N-dependent) A, denote

7 4]
A=—A1
Nt
Indeed, having errors involving A allows us to get bounds improving for |A| < Nt but still holding for
|A| > Nt.

Theorem 2.1.7. Let k € (0,1), w a small positive constant, for instance w < €'/10. Let t € T,
I C [1,N] be a deterministic (N-dependent) set, W as in Definition 2.1.6 and W; as in (2.1.1).
Define now

~)
N

_ T
E= OLE and o2(o, k) :=o2(a, k,mo) with N =

Then we have, for any € > 0 (small) and D > 0 (large) and for k, ¢ € A with k # ¢, in the symmetric

(2.1.12)

[1] ‘

case
1 — _
P ( Z <uk(a)2 Ngt a, k) > Zuk N‘5:> <NP (2.1.13)
ael acl
and in the Hermitian case,
1 — _
P ( > <|uk(a)\2 2Nat a, k) ) > up(a) N€:> < NP, (2.1.14)
ael acl

Remark 2.1.8. The choice of 1y depends on our proof and is the one we should take to optimize our
error =. However, this error and the choice of 1y do not seem optimal since we actually expect to have
some form of Gausian fluctuations around this deterministic profile.

2.1.2. Method of Proof

Our proof is based on the three-step strategy from [EPRT10,ESY11] (see [EY17] for a recent book
presenting this method). The first step is to have an optimal, local control of the spectral elements of
the matrix ensemble given by a local law on the resolvent. The second step is to obtain the wanted
result for a relaxation of the model by a small Gaussian perturbation. Finally, the third and last step
consists of removing this Gaussian part. We will give the proof of Theorem 2.1.3, Corollary 2.1.5,
Theorem 2.1.7 only in the symmetric case and refer the reader to [BY17,BYY18] for the tools needed
in the Hermitian case.

First step: local laws for our model. In [LY17a], Landon-Yau showed a local law for the Dyson
Brownian motion with a diagonal initial condition at all times. This result gives us an averaged local
law on the Stieltjes transform but also an entrywise anisotropic local law for the resolvent. Since we
want to consider any projection of the eigenvectors, we will also need a local law on the quadratic form
(q,G(2)q). This control of the resolvent for mesoscopic perturbation has been showed in [BHY17].
Note that these results were done in the Gaussian case but can easily be generalized to the Wigner
case with the right assumptions on moments.
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Second step: short time relazation. The second step consists of perturbing W; by a small Gaussian
component. We will obtain this perturbed model by making W; undergo the Dyson Brownian motion
given by the following definition.

Definition 2.1.9. Here is our choice of Dyson Brownian motion.
Let B be a N x N symmetric matrix such that B;; for ¢ < j and B;;/ V/2 are independent standard
brownian motions. The N x N symmetric Dyson Brownian motion with initial condition Hy is defined

as
1

We also give the dynamics followed by the eigenvalues and the eigenvectors of such matrices.

Definition 2.1.10. Let Ag be in the simplex ¥y = {A\1 < --- < AN}, ug be an orthogonal N x N
matrix, and B as in (2.1.15). Consider the dynamics

dBy, 1 ds
d\, = + — —_—, 2.1.16
Sk A 2116)
dBkg 1 ds
- — —_— 2.1.17
Z A — Mo e 2N o (A, — )\@)2Uk ( )

Z;ﬁk
with initial condition (Ao, o),

This eigenvector flow was first computed in different contexts such as [AGZ10| for GOE/GUE
matrices, [Bru89| for real Wishart processes and [NRWS&6| for Brownian motion on ellipsoids.

Remark 2.1.11. If Ag and wug are the eigenvalues and eigenvectors of a fixed matrix Hp, then the
solution to the dynamics from Definition 2.1.10 have the same distribution for any time s as the
eigenvalues and eigenvectors of

H, = Hy + /sGOE

with GOE being a matrix from the normalized Gaussian Orthogonal Ensemble (in the sense that
its off-diagonal entries have variance 1/N). In this paper, taking W to be such a matrix in (2.1.1),
we study the eigenvectors of the Dyson Brownian motion with a diagonal initial condition after a
mesoscopic time.

We will then need to study the eigenvectors of H, for a small N~! <« 7 <« t. The convergence
of joint moments of eigenvectors projections will be obtained by the maximum principle technique
introduced in [BY17]. It is based on analyzing the dynamics followed by these moments. We will now
recall notations and results on this eigenvector moment flow.

Take q € R such that ||q||, = 1 a fixed direction onto which we will project our eigenvectors. For

ull, ... ufl the eigenvectors of the matrix (2.1.15), define

21(s) = VN{(q,ull (s)). (2.1.18)

Now for m € [1, N], denote by ji,...,jm positive integers and let i1,..., 4, in [1, N] be distinct
indices. We will consider the following normalized polynomials

lelf:n" Hz” (25)' where a(n) = H k. (2.1.19)

k<n,kodd
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Note that a(2n) = E[N?"] with A a standard Gaussian random variables.
Consider a configuration of particles £ : [1, N] — N where &; := £(j) is seen as the number of
particles at the site j. We denote NV (&) = > j &; the total number of particles in the configuration §.
Define €7 to be the configuration obtained by moving one particle from i to j. If there is no
particle in 4 then &% = €. It is clear that we can map {(i1,51),-- -, (im,jm)} with distinct iz’s and
positive j’s summing to an n > 0 to a configuration § with &, = jy and m =0if [ & {i1,... i}
Define now, given this map,

fas() =E [Q{;""’fgjp\} : (2.1.20)

-----

a n-th joint moment of the coordinates of u;. The conditioning here is on the full path of eigenvalues
from 0 to co. The next theorem gives the eigenvector moment flow that fy ; undergoes.

Theorem 2.1.12 ([BY17, Theorem 3.1]). Suppose that w is the solution of the symmetric Dyson
vector flow (2.1.17) and fxs(€) is given by (2.1.20) with the polynomials Qs. Then it satisfies the
equation

D frs(€) = %Z 26 (1 +2&5) (fas(€) — fA,s(é‘)). (2.1.21)

A — A2

40
NAi=An-1)

1 2 N-1 N

.
.
[}

Figure 2.1: Example of the symmetric eigenvector moment flow with a configuration of 7 particles.

Note that this dynamics in the case of one particle was first obtained in [WW95]. Now that we have
the expression of the eigenvector moment flow, we can give an heuristic for the apparition of a Cauchy
profile in the variance (2.1.3). Indeed, the single particle case m = 1 gives us the variance of an entry
of an eigenvector. To understand this result, consider the diagonal entries of the matrix D to be the
quantiles of the semicircle law for instance, it is then interesting to consider the following continuous
dynamics, define the operator K acting on smooth functions on [—2, 2] as

2 flr)
wn@ = [ de@). (2.1.22)

The differential equation 0, f = K f can be seen as a deterministic and continuous equivalent of (2.1.21)
because of the rigidity property of the Dyson Browian motion eigenvalues. We then get the following
lemma from [BEYY16]

Lemma 2.1.13 ([BEYY16]). Let f be smooth with all derivatives uniformly bounded. For any x,y €
(=2,2), denote x = 2cos @, y = 2cos¢ with 0,¢ € (0,7). Then

() (x) = /pt(w, y).f(y)dp(y) (2.1.23)

where the kernel is given by

1—e!
e . 2.1.24
(. y) |ei00) — e~t/2| |¢il0—0) — e—t/2? .
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Now at our small time-scale, we have

)~

z,Y)~ ——5—03-

b T,y (l‘ _ y)z + t2

Hence (2.1.3) where m = 1 can be considered as a result of stochastic homogenization in a non-
equilibrium setting when we consider the dynamics (2.1.21) in the bulk.

For Theorem 2.1.7, we will study another observable which follows the same dynamics as in Theorem
2.1.12. This new observable has been analyzed in [BYY18] to obtain universality for a class of band
matrices. Define now the centered eigenvectors overlaps for symmetric matrices,

pij =Y _uile)uj(e), i#jel, (2.1.25)
acl
Pii = Zuz'(a)2 —Co, 1€l (2.1.26)
acl

where u are the eigenvectors of H; and Cj is any constant in the sense that it does not depend on ¢
but can depend on N.
Now for n a configuration of n particles on N sites, define the following set

V’?:{(lva’)v 1<Z<N, 1<a<27h}

The set V will be a set of vertices. Consider now G, the set of perfect matchings on V,,. For any edge
on G, e ={(i,a),(j,b)}, define p(e) = pij, P(G) = [I.eg(c) P(e) and finally

1
Frs(n) = WE G%g:,, P(G)|A (2.1.27)

where M(n) = Hfil(2m)!!, with (2m)!! being the number of perfect matchings of the complete graph
on 2m vertices. Note that this quantity depend on the eigenvalues trajectories A.

A

[ ]

[ ]
(a) A configuration n with V(1) = 6 par- (b) An example of a perfect matching
ticles Ge g,(f> with

P(s) (G) = pzzligpi’zhp?gigpisi?,

The previous quantity follows the same dynamics (2.1.21) as fx s(§).

Theorem 2.1.14 ([BYY18]). Suppose that w is the solution of the symmetric Dyson vector flow
(2.1.17) and Fx s(n) is given by (2.1.27). Then it satisfies the equation

OsFxs(n) = % > 2l + 2nj)((§’_s &Z;) ~ Pas(m) (2.1.28)

i#]
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Third step: invariance of local statistics. The third and last step will be to obtain the result for
the matrix W; without any Gaussian part. We will do so using a variant of the dynamical method
introduced in [BY17, Appendix A] which will show the continuity of resolvent statistics along the
trajectory. This method was also used in [HLY'15] to study sparse matrices. We will see that we need
to take 7 of order larger than N~! but smaller than /t/N to use the continuity argument. In order
to remove the Gaussian component for Theorem 2.1.7, we will use the reverse heat flow and will need
smoothness of the entries of our original matrix. Note that a moment matching scheme between the
two matrix ensembles, which holds for any time N ™! <« 7 < 1, could be used to obtain the invariance
of local statistics. However it can be of later interest to obtain the continuity estimate up to time

Vi/N.

The next section will state the local laws proved in different papers ([LY17a] and [BHY17]). The
third section is dedicated to prove Theorem 2.1.3, Corollary 2.1.5 and Theorem 2.1.7 for a short time
relaxation of the matrix W;. We use a maximum principle on fs or Fj, a basic tool for the analysis of
parabolic equations. However, since we want a local result, remember that the variance depends on
the position of the spectrum, we need to localize the maximum principle. We finish with an induction
on the number of particles in the multi-particle random walk or a mutli-scale argument. For the third
step, we will need a continuity result for the Dyson Brownian motion which will be shown in Subsection
2.4.1 and we will give the reverse heat flow technique in Subsection 2.4.2. We will then conclude by
combining the three steps in Section 2.5.

Acknowledgments. The author would like to kindly thank his advisor Paul Bourgade for many in-
sightful and helpful discussions about this work.

2.2. Local laws

In this section, we focus on the different local laws result for W;. These local laws are high probability
bounds, for simplicity we will now introduce the following notation for stochastic domination. For

X:(XN(U),NEN,UEUN), Y:(YN(U),NGN,UEUN).

two families of nonnegative random variables depending on N (note that Uy can also depend on N),
we will say that X is stochastically dominated by Y uniformly in w, and write X <Y, if for all 7 > 0
and D > 0 we have

sup P (Xn(u) > N"Yn(u)) < NP
ueUn

for N large enough. If we have | X| <Y for some family X, we will write X = O< (Y).

Define now the resolvent of W; and its normalized trace,

N
G(z) = (Wy — 2)~ Z'“’“ S %TrG Z (2.2.1)
k:

k—Z )\k—z

and denote G;;(z) the (i, j) entry of the resolvent matrix. In the rest of the section we will omit the
dependence in t of the resolvent since we are not looking at its dynamics.
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2.2.1. Anisotropic local law for deformed Wigner matrices

An averaged local law was proved in [LY17a]. The proof relies on Schur’s complement formula, large
deviations bounds and interlacing formula in order to first state a weak local law on the resolvent
entries and the Stieltjes transform. The result then follows from a fluctuation averaging lemma in
order to go from the scale (N1)~1/2 to (Nn)~'. We first give the definition of the limiting Stieltjes
transform as the solution my(z) such that Imm(z) > 0 on the upper half plane of the following
equation

1 1 1
—— —— i (t, 2.2.2
mt(z) NZDl—Z—tmt(Z’) Nzg( Z) ( )
k=1 k=1
where we defined
NS P —
gitts o Di—t—mt(z)'

We will also need the following lemma on the Stieltjes transform claiming that its imaginary part
is of order one.

Lemma 2.2.1 ([LY17a, Lemma 7.2]). Let 9,w > 0 small constants and € (0,1). Take z € D2, for
N large enough, the following bounds holds for t € T,

c<Immy(z) < C.

Moreover
ct < |D; —z—tmy(z)| < C.

Note that the constants above do not depend on any parameter.
Here is the averaged local law taken from [LY17a].

Theorem 2.2.2 ( [LY17a, Theorem 3.3|). Let Wy be as in Definition 2.1.1, ¥ > 0 and x € (0,1),

|st(2) —me(2)] < J\?n (2.2.3)

uniformly in z = E + in € D"

The proof of Theorem 2.2.2 also gives the following entrywise local law from [LY'17a| also properly
stated in [BHY17].

Theorem 2.2.3 ([LY17a|[BHY 17, Theorem 2.4]). Let W; be as in Definition 2.1.1 and 9 > 0, K €
(0,1). Uniformly in z = E +in € D" we have for the diagonal entries

|Gii(2) = gi(t, 2) (t,2) (2.2.4)

t
< —=gi
VN7
and for the off-diagonal entries
1
|Gij (2)] <= —==min{|gi(t, 2)], |g;(t, 2)[ }- (2.2.5)
J \/m J

In order to study (q, ug), we will need the following local law for (q, G(z)q) proved in [BHY17],
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Theorem 2.2.4 ([BHY17]). Let 9 >0, x € (0,1) and q a L?-normalized vector of RN, we have

N
(@,G(z)a) = > _ aign(t, 2)
k=1

N
= \/jlv—nlm (; aingn (1, Z)) (2.2.6)

uniformly in z = E +1in € Df"{

This theorem also gives us control of the resolvent as a bilinear form by polarization. We will give the
proof of this corollary for completeness.

Corollary 2.2.5. Let ¥ > 0, k € (0,1), let v and w two L?-normalized vectors of RY, we have

N
(v,G(z)w) — Z viw;gi(t, 2)
i—1

1 - 2 - 2
<\/?77 Im ;vigi(t,z) Im ;wigi(t,z) (2.2.7)

uniformly in z = FE +1in € D}?’H
Proof. Let p € R, a parameter fixed later. Consider
(v + 1w), G (v + ) = (v, GV) + i (w, Gw) + 20w, Gw), (2.2.8)

by linearity and symmetry of the resolvent G. On one hand, using Theorem 2.2.4 on the first two
terms of the right hand side of (2.2.8), we get the equation

N N
<(V + ,uw) 7G (V + :U’W)> = 2,u<v, GW> + Z "U?gz(t, Z) + :u’2 Z wzzgl(tv Z)
=1 1=1

N N
+ O (\/]1W (Im (; v2gi(t, 2) + MQ;wggi(t, z)>>> . (2.2.9)

On the other hand, using Theorem 2.2.4 on the left hand side of (2.2.8), we obtain

N N
(v+pw),G(v+pw)) = ;(Ui—i-uwi)Qgi(t, 2)+0< <\/]1V7771m (Zz:;(vZ + pw;)? gi(t, z))) . (2.2.10)

Finally, combining (2.2.9) and (2.2.10) and choosing
Im (ZiNzl w;vigi(t, Z))
Im (Y wieilt,2))

we get the final result. O

)

We will also need the following rigidity result from [LY17a].
Theorem 2.2.6 (|[LY17a, Theorem 3.5]). Let w > 0 be a small constant and k € (0,1). For any
t € 7T,, we have
1
Ak = el <
uniformly in k € A%
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This control of the resolvent allows us to give an upper bound for the moments of the eigenvectors
of W;. Defining, for a fixed q € SV 1,

N
(V'N(q, up))**
&) =E A 2.2.11
with uq, ..., uy the eigenvectors of Wy and A its eigenvalues, we have the following corollary.

Corollary 2.2.7. Let k € (0,1), 9 >0 and € : Af - N

) = Ho%’“ (a,k,n) = o7 (a, &) (2.2.12)

uniformly in N~ <np < N7V
Proof. Fix any 9 € (0,1) such that n = N~1* <« ¢ and k € A%, we have the following first high
probability bound with zp = Ax + in

(Wm, Uk>>277
(M — Re(zr))? + 12

N 9 N )
= di L q;
= Nm (; D; — z, — tmt(zk)> +0< (\/anm <; D; — z, — tmt(zk)>> ’

(o) - e s

SSHE

We can then write,

2 N 2
4q; 2
VN(q, ) Nyl i k).
( (q,ug)) < NyIm (; oo BRLACHL)
where we used the definition of < and that ¥ is as small as we want and the smoothness of my(z). We
finish the proof by definition of ¢y ;. O

The bound from Theorem 2.2.4 is at the core of the proof of our main result and is the reason
why o; has a Cauchy profile. It can be seen as an averaged version of Theorem 2.1.3. Indeed, let
z:=FE+ine DY* then if we denote or(k) for ¢ (&) where € is the configuration with a single particle
in site k, we have

N
1 ot (k
n(va s

)) (ka—z—thx >>+O< (%)

qktImmt(z) 1
(D = (i my(2) 2 + O ( > ) (2.2.13)

HMZ

The local law gives us a strong control on both the eigenvalues and eigenvectors of our matrix
ensemble. As W, will undergo the Dyson Brownian motion, these quantities will still be controlled
through a local law up to a small error coming from the time of the relaxation. We will now define
the event of good eigenvalue paths (A(s))se(o,)) in the sense that all the estimates and bound from
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the previous section such as local laws from Theorems 2.2.2, 2.2.4 and 2.2.6 hold. First denote the
resolvent of H, and its normalized trace by

G(s,2) = (Hys —2)"' and ¢(s,2) = %TrHS = (2.2.14)

1 i 1

N —1 )\k(t-i-s) —Z.
Definition 2.2.8. Let ¢, 9 > 0 and x € (0,1). An eigenvalue configuration X is good is the following
holds with overwhelming probability conditioning on A(7p) = A for NV large enough,

1. supg<yer |5(5,2) — meys(2)| < N°(Nn)~! uniformly in 2 € D",

N — N .
2. SWppeser (0 G5, 2)a) — S0, @2 galt +5,2)] < N2 (N9) 42T YN q2ga(t + s, 2) uniformly
. I,k
inzeD".

3. suppcser [Ni(t + 8) — Yitrs| < NN~ uniformly in ¢ € AF

Note that by the considerations in this section and a continuity argument, we see that good eigen-
value paths occur with overwhelming probability so that we can condition on having such a path in
the following section. Note that we will make W; undergo the Dyson Brownian motion for a small
time 7 so that the classical location v; ; and the deterministic counterpart to resolvent entries g, have
small variations. This is the statement of the next lemma.

Lemma 2.2.9. Lete, ¥ >0 and k € (0,1). Conditionally on a good eigenvalue path as in Definition
2.2.8, we have the following control of the resolvent,

o(5,2) —mu(z)| < = 4. T
su S S,Z — M2 S )
OQSET ! N?] t
1 N2 T
G(s, 2)ii — < ) Jgalt
sup (Gl 2= \( m”)rga(,z)r

uniformly in z € Df’”. For the rigidity results for eigenvalues we have
1
sup [u(t-+9) ~ 7w < N° (1 +7)
0<s<T N
uniformly in k € AL.
Proof. The first result comes from the fact that |0ym:(z)| < N/t which can be deduced from the time
evolution of m; from [LY17a, Lemma 7.6]

Omy(z) = 0. (my(2)(my(2) + 2))

combined with the estimates |0,m:(z)| < C/t and |m(2)| < log N. The other error term comes from
the local law holding for a good eigenvalue path. The proof of the second bound comes from the
following simple identity

me(2) + topmy(2)
(D; — z — tmy(2))?
using the fact that |m.(z)| < C'log N and |0;m(z)| < N¢/t. For the rigidity estimate, we combine the

estimate |0;v;¢| < C'log N which can be found in [LY17a, Lemma 7.6] as well with the rigidity coming
from the good eigenvalue path.

81‘,90: (tv Z) =

NE
which gives  [0:ga(t, 2)| < —~1ga(t, 2)]-
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2.3. Short time relaxation

In this section, we are going to prove Theorems 2.1.3 and 2.1.7 for the Dyson Brownian motion starting
from W; using maximum principle. Note that in this section we will omit the subscript A for simplicity.

Recall the dynamics of the eigenvector moment flow with n particles for H, with Hy = W;.

Or fr(m) = %Z 2ni(1 + 20j) (£(n*7) — f-(m))
%

fo(n) = vt(n)

with ¢¢(n) is defined in (2.2.11). where we noted \;(t 4+ 7) the eigenvalues of H,. Note that in the
case of a single particle in k, we can write the dynamics

— f-(k)
Orfr(k 72 t+T — et +7))2 (2.3.2)
fo(k) —90::(7‘7)

We cut the dynamics into two parts : the short range where most of the information will be and
the long range. This decomposition in this context was first introduced in [EY15]. Letting 1 < { < N
be a parameter that we will choose later, we then define

NE+7) = NE+7))2 (Brfr) (), (2.3.1)

N o (14 2n)) (f-(nd) —
@ = > MR D~ ), (233)
li—kl<e C
Y21+ 2my) (fr () — £
e S 23.4)
li—kl>e C
Denote by Uy (s, T) the semigroup associated with . from time s to 7 :
0:Uy(s,7) =L (1) Uys(s,T) (2.3.5)

for any s < 7. We will denote in the same way Ug. It has been proved in [BY17, BHY17] that the
parabolic short range dynamics has a finite speed of propagation in the following sense: define the
following distance on the set of configurations with n particles

n
&)= |k — yxl (2.3.6)
k=1
where (z1,...,x,) are the positions of the particles in nondecreasing order of n and y, of & The

following lemma then states that if two configurations are far from each other, the short-range dynamics
started at one and evaluated at the other is exponentially small with high probability.

Lemma 2.3.1 ([BHY'17, Corollary 3.3]). Choose ¢ > N, let e > 0 be a small constant and k € (0,1).
Conditioning on a good eigenvalue path (A(s))s, uniformly, for any function h on configurations of n
particles and a configuration & outside of the support of h in the sense that d(§,m) = N<L for any
configuration n inside the support of h, we have

sup Uy (s, s )h(€) < N"||h|sce N (2.3.7)

0<s<s’<t

for any D > 0.
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In this section, we condition on an event occurring with overwhelming probability so that we can
state the results deterministically. We state it here as the following lemma.

Lemma 2.3.2. Let w,a,b,9 and € be small positive constants and D as in Definition 2.1.1. Let
t € Ty, and Wy as in (2.1.1). Let k € (0,1), 7 € [N"1T% N=9%] and £ € [rN'+* N=%¢]. The dynamics
(Hs)ogs<r induces a measure on the space of eigenvalues and eigenvectors (A(t + s),u(t + $))o<s<r-
The event A of trajectories defined by the following holds with overwhelming probability:

1. Supgcger [S(8,2) —my(2)] < N(Nn)~™t + 7t~ uniformly in z € D"

2. SUPgeser 1, G(5,2)q) — Son_1 2galt, 2)| < (NE(Ny) V247t DIm Y0 | ¢2gal(t, 2) uniformly
. I,k
mz € Dy,

3. Supgcser [Ni(t +8) — yie] S NS(NTL+ 1) uniformly in i € A~

4. For any function h on configurations of n particles and a configuration & supported outside of
the support of h in the sense that d(€,m) < N¢L for any configuration 1 inside the support of h
we have

sup Uy (5, 5)h(€) < N[ hloce™".

0<s<s/<t

The following lemma gives us a bound on the difference between the short-range and long-range
dynamics basically stating that most of the information lies in the short-range dynamics.

Lemma 2.3.3. Fiz ¢ < Nt and consider o to be a configuration of n particles supported on A¥ then
for any eigenvalue paths (At + s),u(t + $))o<s<r i A, we have for any 9 > 0 and
N—1+19 <n< N_ﬂf/N,

(U(0,7) ~ U 0, 1) ©)] < N2 (... (233)

Proof. Let n € [N~1*Y N=Y¢]. Using Duhamel’s formula we can write

[(Uz(0,7) = Uz (0,7))pe(€)] =

/ Ug(s,7)ZL(s)fs(&)ds.
0
Now, by definition of the operator .Z(s) we have that

fs(sj’k) B fs(g)
N — A)?

L) (&)= D 2m(1+2m)

Jk,li—k|>¢

so that we can bound, using Corollary 2.2.7 since & is supported on A”,

n50.2 k,j
1 Z(5)fs(&)] < 2n(1+2n) > N"of(a, &) + | /(€57

V)2
il k[t Ny =)
Now, say the configuration is supported on p sites denoted (ki, ..., kp), then one can write
p N"“0?(q,,m) + |fs(€"9)]
L)@ <Cd D — : (2.3.9)
. Ny — )
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Now, since & is supported on A%, we have that by Corollary 2.2.7 and denoting & \ k; the configuration
& where we removed a particule from the site k;,

F5(€5) < NV (a, &\ ki) fs(7)- (2.3.10)

Consider now 1, = 29¢/N for ¢ = [0, [logy(N/¢)]], then we can bound

. Mogy (N/0)] 2
fs(9) 1 E [<q> uj> P‘] TNq
, 2 N(Aj = Ag,)? < 22 Ng  (Aj — Aw)tng

Jili—ki|>£ ¢=0

[logy (IN/£)]

< Z gapME (@, G(s, Ak, +ing)a)[ Al (2.3.11)

We can now use the anisotropic local law since )y, lies in the spectral window and since we are on the
event A,

Im<q7 G(37 Aki + ian)q> < Im<q7 G(37 )\ki + 177)01> < N¢Im mt()\ki =+ 177)0? (q7 ki? 77) < NQEO'?(C[, kia 77)'
(2.3.12)
where we used the fact that n < ¢/N < 7, and that m(z) is bounded in the spectral window.
Combining the estimates (2.3.11) and (2.3.12) we obtain that

fs(5) 2 N 5
= <N ’ki, .
A Z N — )2 7 ot(a:kim)
Jili—ki|>L '

Injecting this bound in (2.3.9) with (2.3.10), we obtain that
n+2)e N o
L (s)ee(€)] < N i@, &)

where we used the fact that, by the same argument as in (2.3.11),

Z 1 < E
NG —Mg)2 ™~ 0

|—Fki|>¢

Now, we can use that Uy is a contraction combined with the finite speed of propagation from Lemma
2.3.1 so that we can write that

N
Uz (s,7)Z(s)fs(§)| < N°  sup IX(S)fs(n)KN("”)e? sup  o7(q,m,m). (2.3.13)
n:d(n,€)<NeL n:d(n,€)<NeL

However, since we have that 7 is close to & we can use regularity of 07(q,n,7). Indeed, if one looks

at the function
N 2
qal
D, — x —tRemy(2))? + (tImmy(x))?

a=1

Then we have that

Z @t(2(1 +td,Remy(x)) (Do — x — tRemy(x)) — 2t20,Im my (z)Tm my (z)
(Do — 2 — tRemy())2 + (tImmy(x))2?
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So that we can obtain the bound using the fact that |0;m:(z)| < N¢/t,
NE
o) < (e

We can use this bound in order to obtain the following variation formula for o2(q, k, ),

~d(&,m)
Nt

o7 (a,&,m) — of(a,mn)| <N o7 (q,&,m). (2.3.14)

In (2.3.13), one can see that the supremum is only taken over configurations close to each other,
namely such that d(&,1) < N°¢. Since we have £ < Nt, by (2.3.14), 02(q, &, n) varies slowly and we
can finally bound

U (s,7)Z(5) fs(8)] < Nl 701 (a:€m)
O

The two previous lemmas will be very useful tools to prove Theorem 1.4. Indeed, the finite speed
of propagation in Lemma 2.3.1 allows us to localize our problem but is a property of the short range
dynamics, Lemma 2.3.3 then tells us that most of the information of the global dynamics is in this
short range part.

2.3.1. Analysis of the moment observable

To prove Theorem 2.1.3 we will prove the following intermediary proposition,

Proposition 2.3.4. Conditionally on (A,u) € A, let K € (0,1), € > 0 and n be an integer. If
q € SNL for any & : AF — N such that N'(€) = n, there exists a p depending on n such that we have

F© =ct@enm o (v (v (1)) otamyn). (23.15)

where oi(q, k,T) is given by (2.1.3).

The 1/3 exponent that we give here in the error is not optimal. We are not able to reach an optimal
error because of the strong dichotomy we do between the short range and the long range dynamics
and also the localization technique. Using a multi-scale partition of the dynamics could improve the
error term. Note also the choice of the parameter 7 corresponds to N ~¢7 which optimize our error
term.

Let € > 0 be a small constant. Recall that t € 7T, and 7 < t. First, the following lemma gives
us a local law for f;, in the case of a single particle, deduced from the isotropic local law for W; in
Theorem 2.2.4.

Lemma 2.3.5. For z € D}?’”, we have

m (Nl;)\k(tJrT)z) =Im (;Dkztmt )
1 T N q2
+O< <m+t>1m <;Dk—z—ktmt(z)>>.
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Proof. See first that, by definition of f, we have

L~ S i,
N;W—EK%G (Z)ODP\]

where GH* := (H, — 2)7! is the resolvent of H,. Now, the law of H, is D 4 /tW + /TGOE @

D + /t + W' for some W’ a Wigner matrix. We can use Theorem 2.2.4 for this matrix and write

N 2
L q
Im ((q,G"q)) = Im (Z Dy — 2z — (tiT)er(Z))

k=1
N

g, i
e <N Voo (,; Dy —z—(t+ T)mw(z)))

with my4,(z) the solution with positive imaginary part of the following self-consistent equation,

N 1

1
Miyr(2) = N ; Dy — 2z — (t+7)myr(2)

Note that we have, for z € DY, 0 < Im (my4-(2)) < C for some constant C' so that, by a Taylor
expansion in 7 < ¢ (remember that n < t for z € D}?’”), we obtain

al a - %
fm (,; Dy —z—(t+ T)mt+r(2)> - (kzl Dy —z— tmt+7(2)>
N 2
eT q
+0 (N —Im <Z Dk_z_ktmt(z)».

k=1

We get the final result with the bound |0;m:(z)| < C(log N)/t. O

Let & C A¥ be a fixed configuration, we want to use a maximum principle on a window centered
around & of size w according to the distance (2.3.6). Since we make a small perturbation 7 < ¢, in
order to notice the dynamics in this window, we need to have w > N7. Furthermore, we want to
look in the part of the spectrum where the eigenvector will be of typical size 1/v/Nt, to localize the
dynamics in this small part of the spectrum. We then need to take w < Nt.

We define the following flattening and averaging operator, for a > 0

if d(n,&w) < a,
(Flatg, f) (n) = { £ tg?; ) ifd((;?’ 5€w)) ><a (2.3.16)
and o fw
(Ave,f)(n) = = / /2(F1atg0 £)(n)da. (2.3.17)

Notice that for every m, there exists ay € [0, 1] such that

Ave, (1) = anf(n) + (1 — ay)oi(q, &o)- (2.3.18)
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Proof of Proposition 2.3.4 : Case of a single particle

To show the result (2.3.15) by induction, we will first prove in the case of one particle with the dynamics
(2.3.2). We first prove under the hypotheses as in Proposition 2.3.4 in the case where n =1,

fr(k) = o2 (a,k )+0<N€< . +(T)1/3> 2(q, k )) (2.3.19)
(k) =o0;(q,k, - o7 (q, k, . 3.
t Qs 7y 7] JNT ; t A RN

To do so, we want to use a localized maximum principle centered around k,, which is the position
of the particle for the configuration &g in this case. However, we need to know that the maximum
stays in that window, that is why we first flatten and average f;(k) and use it as an initial condition
for the dynamics (2.1.21). We will then make the short range dynamics work on f;(k) during a time
T & t. Since we use the short range dynamics for a time 7 we will be able to use the finite speed of
propagation (2.3.1) and we should choose Nt > ¢ > Nt for the range cut-off. We will take an explicit
value at the end of the proof. The different parameters and scaling is illustrated in Figure 2.3.

Nt

NT <L w<K Nt

w

v

|
|
|
ku
Figure 2.3: We see here a sketch of the variance profile plotted in the spectral dimension: the projection
q is fixed and we plot the profile as a function of the eigenvector ui. We then localize the dynamics
onto the small window plotted here: the window is small enough so that the eigenvector can be seen

as "flat" but large enough so that the short-range dynamics will not involve indices outside of this
window.

Consider g,

1 gT(j) - gT(k)

N o Y+ 7) = At 4 7))

079+ (k)

with  go(k) = (Avg,or) (k).

First note that, in order to prove (2.3.19), it is enough to show that

{ Nt 1 T w  Nn
(k) = o?(q, k Y —F —F -+ —+— ) oi(a,k 2.3.2

where the parameter 7, the spectral resolution, will be chosen so that N~ < 7 < t. Indeed we have,

£ (k) — g (k)| = |(Uz(0, 7)) (k) — (U (0, 7) Av, 01) (k)| (2.3.21)
=[(U2(0,7) = Us(0,7))¢t] (k) + [Us(0,7)(Id — Avy,, )oe] (k). (2.3.22)

By Lemma 2.3.3, we get

[(Ug(0,7) — Uz (0,7))pt] (k) < N("+6)E%ot2(q, k,n). (2.3.23)
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Now, for the second term in (2.3.22). Since (¢ — Avy, i) (k) = 0 for k € [ky — w/2, ky + w/2]), and
taking w > ¢N¢, looking at k € [ky —w/3, ky +w/3] for instance, Lemma 2.3.1 tells us that the term
is exponentially small. Thus, we obtain

) = 908 + O (N9 o2a, ko))

We will first prove the following equation which can be seen as an averaged version of the result.
We will now show the following lemma whic is analogous to [BY17, Lemma 7.3]

Lemma 2.3.6. For kg € [ky — u, ky + u], set 2 (ko) — Vio,t + 11 € DY

N
" ($2M> — Im (my(+159)) (gt k)

o () — 2

Y4 NT 1
< N t6)e L — 2(q, kw,n). (2.3.24
+ 6 +m+ +Nt+\/ﬁ Ut(qv 777) ( )

Proof. First, decompose the left hand side term into three different terms :

1 s (Ug (0, 7)Avi, 1) (k) — (Avi, Usr (0, 7)) (k)

(N ; N~ o) (2.3.25)
(Avg, U (0,7)p1) (k) — Avy, fr (k)
ak (N ; e ) ‘ (2.3.26)
1 < Avg, fr(k) .
+ [Im (N; Azk— Z(k:o)) — Tm (my(2%°))) o7 (a, ku, 1)) - (2.3.27)
To bound (2.3.25), we write
(U (0. 7) At 20) (1) — (v, U (0,700 (8) = = [ 4, (o) (k) (2.3.28)
w/2

with
iy (02) (k) = (Us (0, 7)Flaty ¢¢) (k) — (Flaty, Uy (0, 7)) (k).
Look now at what happens around k,, — a, the other boundary of the window k,, + a can be bounded

exactly the same way. By finite speed of propagation from Lemma 2.3.1, for k < ky, — a — {N¢, we
easily get

(U (0,7)Flati, o) (k) = Flaty, (U (0,7)¢s) (k) + O (Nne_Nam) .

The same equality is true for k > k,, — a + ¢IN® using the same argument.
For ky —a —IN® < k < ky —a+ LN, since the operator Uy is bounded in £*°, we have

Ui (e (k)| <2 sup  wi(f) < N7 (a, kw, ) (2.3.29)
Jilj—kw|<NEL

where we used Corollary 2.2.7 combined with (2.3.14). Now, in the integrand in (2.3.28) there is a set
of measure at most N°¢ which is not exponentially small which gives, combined with Theorem 2.2.2,
that we can bound (2.3.25) by

l l
(2:3.25) < N°—-Tm my (2502 (q, ky) < Nsaaf(q, K, ), (2.3.30)
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where we used that Immy(z(*0)) is bounded in the spectral window from Lemma 2.2.1.
To bound (2.3.26), noting that fr = Ug(0, 7)¢y,

AV, U (0,7)00) () — (A, U (0, D)) )] < [[(U(0, ) = U0, 7) 2] k)
LY

where we applied Lemma 2.3.3.
Thus we have

CNT 2

N
1 NT
(2.3.26) < N*=——02(q, k,n)Im ( ZM) <N~ TR 2(q, k,n) (2.3.31)

k=1 "k T %
where we used the averaged local law from Theorem 2.2.2 and the fact that in the spectral window we

have Imm;(20)) < C.

To bound (2.3.27), we want to use (2.2.13) which comes from the local law. Recalling that z(%0) =
Vo + i1, then

1 L (Ave, Uz (0, 7)) (K) 1 (Avi, U(0, 7)) (k)
( Z - )\kj— z (ko) > =1m (N Z : )\1:3— 2 (ko) )

k=1 lk—ko| <N /7

+0 (Vioi(a, ko)) -

where we used the fact that similarly to the proof of Lemma 2.3.3, we have that, for any threshold I,

1 (A, fr)(F) «Nn
lk—ko|>1
Taking [ = N /7 gives here the bound. If we use the notation (2.3.18), we obtain
L g~ (Avi, o))
Im <N ; N 2 > = (2.3.33)
1 ak:f‘r(k) + (1 — ak)ag(q, kwv 77) 2
=Im (N Z )\k — (ko) + 0O (\/’T]O't (q, k‘o)) (2334)
|k—k0|<Nf

N
= akOIm ( Z Ak — Z > (1 ako)at (q7 < 1 Z )\k — Z ) ) (2335)
i (a — ag) fr(K) + (ary — ax)o?(d, ku,

)\k — Z(ko)

D) Lo (yiodlak). (2336

+1 !
m —
N
lk—ko| <N /7

Note now that

N ¢
(Z Dy, — z(ko) — tmt(z(’%))> - (Im(mt( (kO))) t) 0y ((L ko,m),

k=1
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so that, by Lemma 2.3.5 and Theorem 2.2.2, we obtain

(2.3.35) = ag, Tm(my(= )0 (a, ko) + (1~ ay,)o? (@ K, n)lm(my (2 <k°)>>

+O<N€<F TR +f>0't(q,k:wﬂ7)>

Note that we do not keep the error 1/t as we take n < ¢ so that 7/t is of larger order. Now using the
deterministic bound (2.3.14), we obtain that since k € [k, — w, ky + w],

1
(2.3.35) = Im(my(2%0)))o2(q, kw, 1) + O (NE <\/an + % + % + \/ﬁ> o?(q, kw,n)>

Finally, with the elementary property |a; — ax| < Cli]\?k‘, we get that (2.3.36) < C\/ﬁaf(q, kw,n).

Putting these estimates together, we obtain

(2.3.27) =0 (fo (\/]1? + -+ ﬁ + \/ﬁ> o2(q, ku, n)) (2.3.37)

Combining (2.3.30),(2.3.31) and (2.3.37), we get the final result

N
Im (1 gT(k)) — Im(my(2*)))o?(q, kuw, )

N &= )\ — z(ko)
14 Nt 1 T w
_ e[ & i 2
—O(N <w+ 7 +m+t+Nt+ﬁ>at(q,kw,n)>.

k=1
O

Now, we just need to prove that (2.3.20). Let k,, be the index such that g,(ky,) = maxy g-(k) and
z = Ak, + . If we have that

|97 (km) — o7 (a, km, )| < N7, (2.3.38)

there is nothing to prove. Now if the left hand side is greater than N9, by finite speed of propagation,
km is in the interval [k, — u, ky + u]. Indeed, if it is not then the difference in (2.3.38) would be
exponentially small. We then have

g’r Tkm)
a’I'.gT - E —Ak )
|] km|<L m
JFkm
1 ng-(7) gr (km) n
SN O A )2t N Oy — e E P
n k<t i km n n li—fom|< j km n
J#km J#km
N
1 1 < g-(k) 97 (km) <N5 <N77 1 ) 2 )
< -Im | — - Im(my(2)) + O — | — + — | o7 (q, km,
. (MJrZ) " tmn(m()) + 0 (- (L + 77 ) ok
C
g g (Ut (q7 kwa 77) - gr(km)) (2'3'39)
N© Nn 1 9 ¢ Nt 1 T w 9
0 ) oFa k) + (e o,
+ <n<<€+Nn>0tq, 77)+<w+€ +\/N—n+t+Nt+ﬁ7>0t(q n)

(2.3.40)
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where we used in the first inequality that g,(k,,) is the maximum, in the second inequality that
extending the sum to all j adds an error (N'*¢n/lo?q, km,n)) using (2.3.32) and Theorem 2.2.2
combined with the estimate from Lemma 2.2.1. Finally in the last inequality we used (2.3.24), ¢ <
Im(m¢(z)) < C in the spectral window and that the rigidity errors that appears from changing A,
into 7y, ¢+ from Theorem 2.2.6 are smaller than the other terms. Injecting our variance o(q, ku, n) in
(2.3.39) which does not depend of 7,

87’ (gT(km) - O-tQ(q) kw? 77)) < _2 (gT(km) - U?(q, kw) 77))

Nn (¢ Nt 1 Ne o
+0<< s ot an+ +Nt+\/ﬁ> nat(q,kw,n)>-

Thus, writing S, = g, (km) — 04(q, kw)? we get

C Ng ¢ Nr 1 N,
s, <-Cs, Ny L Nr, 1 T w o2 a k) ) -
oS 775’ +(9<<€ tot 7 N7 + - +Nt+\/ﬁ> 77at(q 77))

Note that .S, is not necessary differentiable as the maximum is not necesarily unique for instance,
but one can get the result by instead considering

0;S; = limsup Ss = Sr

ST s§—T

Using Gronwall’s lemma, we have if n < 7,

_ Nn 14 Nt 1 9 _C
ST—(’)< (ﬁ +—+ 7 +W+ +Nt+\/7]>0t(q,kw,77)+]\f )

for any C'. We can do the same reasoning with the infimum. Finally taking the following parameters

n=N"r, w=(Nr(Nt)2)"?,

{=+vVNrtu (2.3.41)
we get the result for a single particle. Note that with these choices of parameters we have the correct
relations: N™! < n < 7 < { < w < Nt.

Proof of Proposition 2.3.4: Case of n particles

In the previous part of the proof, we looked only at the second moment E [N (q, uk(t))z\)\] which
corresponds to a single particle in the site k. Now, we will do the proof of (2.3.15) by induction on
the number of particles.

We can first define the same objects as the single particle case: we will consider the short range
dynamics for a small time 7 < ¢ with initial condition an average of the eigenvectors moment of
W localized onto a specific window. More precisely define, with &y being the configuration with n
particles that lies at the center of our window of size w in the sense of the distance (2.3.6),

gr( (E)
008 = 1 A_ o (2.3.42)
\z jl<e
i#]

90(§) = (Avg, f1) (§)- (2.3.43)
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By the same reasoning as for the one particle case, using Lemmas 2.3.3 and 2.3.1 with n particles,

we get oN
1£(8) = 9-(€)] < N0 (g, ). (2:3.44)

To reason by induction on the number of particles, we need to show the following equation, similar
to (2.3.24) in the case of one particle. For k, € A%, define 2(F?) =~ + in and let £ a configuration
of n particles with at least one particle in k., we need to show

N kr k
" <zlv Wwrs : )Zw) = (agfr(€\ kr)or(a, ke m)?” + (1 = ag)o? (a, €o))
k=1

t+71)—
¢ Nt 1
=0 (N0 (Z 4 20 4 2 :
C’)< w+ 7 +m+ o;(q,&o)

where € \ k, denote the configuration where we removed one particle in &, from &.
We apply the same decomposition in three terms as in the single particle case, the first two terms
can be bounded the same way and we can bound the left hand side of (2.3.45) by

(2.3.45)

- (aé‘ft(f \ k) Im(me(z%))) o (a, ke, m) + (1 — ag)Im(my(2*)))o? (a, 50))‘

+0 (N<"+6>€ (5 + AZ) o?(q, §0)> (2.3.46)

Now we need to see that,

Ave, fr(EF7F) = agrr i fr(E5F) + (1 — agr,) o7 (a4, €o)
= (aefr (") + (1 - ag)of(a. &)
+ ((agies = ag) fo(€7F) + (ag — agui)oP(a &) )

d &'kmk’é 0.2 q’€
We can use the same decomposition into |k — k.| < N,/f and the averaged local law from Theorem
2.2.2 to get
AV§ f'r 5"”’ ) 1 N fT(gkr,k)
Z = - aglm — JTAS T
N A — 2(kr) N P A\ — 2(kr)

T (1 = ag)Tm(me (=)o (q, €0) + O <JJ\\§7af(q, 5@) . (2.347)

Consider the sum in the right hand side, recall that there is at least one particle in &, and denote

ki,..., kp with m < n, the sites where there is at least one particle in the configuration £. Recall that
z(k’r) — ’Yk»,—,t _|_ Z’l],
N m
1 nfr(€F) 1 nfT(Ekr,k) e )
N N ok 2.3.48
N Z:l (Yket = M)2+12 N k¢{klz:mk , (Vhyt — k)2 + Zat (q,¢ ( )



2.3. SHORT TIME RELAXATION 43

where we used Corollary 2.2.7 on the indices we removed from the sum. Now we have the following
equality for the first sum by definition of f,,

2 jr—
l Z UfT(Sk’"’) - H err 72*0 2 Z 772? A
)2 -2 T )2 -2
D U [ (R N
(2.3.49)
By Lemma 2.3.5, we have,
N m
1 ?72]2- 1 nzi N¢ 9
— Z = — +0 | —) oi(q,kj,n) (2.3.50)
)2 2 _ 2 t s vy )
N oo oy et = X)2 0% N (e = ) + Nnp =
N 2 m
— 1 “k N* 2
= Im (N a M) +0 Ny 27 (a.k5,m) | - (2:3.51)
1
= Im(my (2502 (q, kr) + O | N° <\/N7+ >at a, k —|——Zat (a,kjn) | . (23.52)

Combining (2.3.52) and (2.3.49) and using the bounds on the variations of o, (2.3.14), we get

N
L nf-(&F) (e (zE o (1 ™\ >
N g — e b€ ) + o~ (= +7)otaen)
(2.3.53)

Finally, combining (2.3.53) and (2.3.47), we have

Ve fr kr:
( N Z : &)f 5 )> = agfi(€ \ k) Im(me (=) o7 (q, kv, )

+ (1= ag)tm(m (4 ))ota ) + O (N (1 4 7) obtakn))

which, combined with (2.3.46), gives us (2.3.45).

We now follow the same proof as in the case of one particle : we state a maximum principle on the
flattened and averaged moment. First define

Em = max 9-(§), (2.3.54)
N(€)=n

and let k1, ..., Lk, be the positions of the particles of the configuration &,, with m < n. We are going
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to use our induction hypothesis in the maximum principle inequalities by (2.3.45).

gT gT(sm)
TgT Sm X Z )\ _/\)
|Z Ny

7]

<% Emi . ngr(&m?)  gr(&m) "
N =\ lj—kr| <l (Aj— A )2 4+ n Prw¥ (A=A, )2+n
JF#kr Pt
m 1 QT( krvﬂ) (kr) NUUt (q,€m, 1)

< s Gr(Em™) | ) 02(, i)
h ; : N = Aj — z(hr) gr(&m)Im (*ST(Z )) +0 7 ;

(g £ € \ k) m(me (=) on( ki) + (1 = g, )Im(my(=4)))o7 (a,€0))  (2:3.55)

(n+6)e
g2 (Em)Im(my(z0))) + O (N ( L T L Ny N") (g em,m) |

ﬂ
I
—

N\
S[Q 3|1 =9
M=

NE

i VN t  w l L

Now, we use the induction assumption on f;(&m, \ kr) which is a (n — 1)th moment and obtain

ﬁ
Il
—

il \or(a b = @ &m) + 0 (( ozt (5) ) tagmm). 359

Besides, we can easily see that, since d(&y,&m) < 2w, from (2.3.14),

£

’O-tz(qa 50)2 - U?(CL £m)2} < ]XV;U U?(qv Ema 77) (2357)

=

Now, injecting (2.3.56) and (2.3.57) in (2.3.55), we get

Or (gT(EM) *U?(%Eo, < Z 9r(Em) — Qa€07 ))

ro(Ayfy L +- UL B +(I>1/3 M2( &)
14 w  +/Nn / Nt /Nt t n e\ &m, 1) | -

Doing the same reasoning as in the proof for one particle, we get, by applying Gronwall’s lemma,
g‘r(&m) = O-t2(q7 Ema 77)
Nt /¢ 1 T Nnp w 1 T\ 1/3
(Mo by L my N v (L)) e,
+ <<€+w+ N77+t+€+Nt+< N7'+ ; >>at(q§mn)
We can again do the same reasoning with the infimum and choosing the parameters as in (2.3.41)
the claim from Proposition 2.3.4 follows.

2.3.2. Analysis of the perfect matching observable

In this subsection we will again condition on the event A of good eigenvalue paths where the local
laws and the finite speed of propagation holds. Consider now a deterministic set of indices I C [1, N].
Note that in the definition of the centered overlaps p;;, we can only center by a constant not depending
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on 7. However in Theorem 2.1.7, one can see that the expectation of the probability mass of the ith-
eigenvector on I clearly depends on ¢. Thus, we will need to localize our perfect matching observables
onto a window of size w chosen later and show that these p;; are, up to an error depending on w,
centered around the same constant. The size of the window w will be taken so that N7 < w <« Nt
similarly to the previous section. More precisely, we will fix an integer ig € AJ¥ and consider the set of
indices

A (i) ={i € [LN], v € [yt — (1 = K)w, y40 + (1 = K)w]}

so that we will take for our centered diagonal overlaps

1
Dii = E ui(a)? = Cy with Cp = N E o2(eq, o), (2.3.58)
acl acl

the overlaps for ¢ # j will not change. First consider these overlaps for the matrix W; and define,
similarly to the previous subsection

1

Di(§) = M@E)

E|) P@G)A

Gegn

This quantity corresponds the perfect matching observable for our initial matrix W; and we make it
undergo the dynamics (2.1.28) so that we define

Fy(8) = Uz(0,5)2¢(€)

where % is defined in (2.3.1). We now prove the result from Theorem 2.1.7 for a Gaussian divisible
ensemble for p;y;,. We will need the following technical lemma allowing us to bound the p;; by the
perfect matching observables.

Lemma 2.3.7 (|[BYY18, Lemma 3.6]). Take an even integer n, there exists C > 0 depending on n
such that for any i < j and any time s we have

E [pi;(s)"|A] < C (Fs(n(”) + Fy(n®) + Fs(n“”))) (2.3.59)

where nU) is the configuration of n particles in the site i, n® n particles in the site j, and n® an
equal number of particles between the site i and j.

We will also use repeatedly the following bound on the eigenvectors which comes from Corollary
2.2.7
Z up()? < N°T.
kel

The purpose of this section is to prove Theorem 2.1.7 for another matrix ensemble: a deformed Wigner
matrix perturbed by a small Gaussian component. More precisely, we state it as the following theorem.

Theorem 2.3.8. Consider a and w two small positive constants and k € (0,1), take t € T,, D a
deterministic diagonal matriz given by Definition 2.1.1 and W a Wigner matriz given by Definition
2.1.2. Let 7 € T'g := [N1F% N79%], then if uy,...,un are the eigenvectors of the matriz

H, = D+ VtW + v/7GOE,

define the error
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we have, for any k,¢ € Al with k # ¢ and any € >0 and D > 0,

P ( 3 <uk(a)2 - ot m))

acl

As one can see in the statement of Theorem 2.3.8, we will need the small time 7 corresponding
to the size of the Gaussian perturbation to be of order smaller than ¢ so that the eigenvalues and
eigenvectors barely changed during that time. We will later choose a specific 7 and optimize all
our different parameters when using the reverse heat flow technique to remove this small Gaussian
component. One of these parameters will be a cut-off for the dynamics as in Subsection 2.3.1. Indeed,
in order to use a maximum principle on the dynamics, we will split it in the same way: a short-range
dynamics with generator . that will contain most of the information and a long-range part with
generator £ we need to control as in [EY15] where . and £ are defined respectively in (2.3.3)
and (2.3.4). Lemma 2.3.1 will help us localize the dynamics onto a small set of configurations. Now
the following lemma says that most of the information of the dynamics is given by the short-range,
bounding the difference between % and .#. It is analogous to Lemma 3.5 in [BYY18|. First define

+ > ur(@)ug(a)

acl

> N65(7)> <NP

— s Fn).

nClu<s<v

S}u,v) .

Lemma 2.3.9. For any intervals Ji, C Ay (io) and Joue = {3, d(i, Jin) < NL} C A% (i) since we will
take £ < Nw, any configuration & such that N'(§) = n supported on Jy, and any N~! < 7 < w we
have

Nt T W ‘r%ﬁl f Tanz
r«vgax7>—ce4m7»@xsn<zV6g(Sﬁ;”+ft(3£;§ +5 (%) ) (2:3.60)

where P is the perfect matching observable defined in 2.1.27.

This bound is used in this form so we can obtain information on a box in space by extracting
information from a larger box. Iterating this bound will give us Theorem 2.3.8.

Proof. We will follow the proof from [BYY18|. Define the following flattening operator. For f a
function on configurations of n particles and 1 such a configuration,

(2.3.61)

(Flata f)(n) = { g(n())théfrwge.c {i, d(i, Jin) < a},

We make the functions vanish outside of a certain interval. We use now Duhamel’s formula and write
(WA0.7) = Un0.180) () = [ U (1) 2() (80
Now, see that, by definition of the flattening operator and the fact that & is supported on Ji,,
d(Supp (L (s)Fs — Flatye((L(s)Fy)) , €) = N°L.

With this bound, we can use the finite speed of propagation from Lemma 2.3.1 and obtain, using that
Uy is a contraction in £°°]

Uz (5,7)Z (5) Fu(€)] < max |(Flatyeo(Z(s)F,)) ()] + O (V2.
NCJout
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Thus we need to control |(Z(s)Fs)(n)| for 1 = {(i1,j1), ... (im, jm)} a configuration of n > m particles
supported in Jout.
We have, by definition of .Z,

|2 (s)Fy DD _Ak) OB Y, D _Ak)

1<p<m lip— k|>€ 1<psm |zpfk:\>é

For the second term in the previous inequality, we can use rigidity estimates from Theorem 2.2.6 and
a dyadic decomposition and see that

1 N
> 5 <N (2.3.62)

_ 2 ’

AN N = M) ¢

so that we have the bound
o Fs(ﬁimk N 0,7
ZEOR@ISN| Y T g e v s (23.63)
ip

1<p<m k,|ip—k| >0

For the first sum in (2.3.63), we will first restrict it to the sites k such that there are no particles in

the configuration 7, so that we will have ﬁzp * = 1. Note that, if we have 7, # 0 then by definition of
7 supported on Jout, 77°7F is also supported on Jou. This gives us the bound

Fy(q7) Fs(") o) 1
Nl 7 <« A U ’ I —
Z A, — Ap)2 Z N\ +S=]0ut Z N\, — )2

k,\z‘p—k|>zN i k, ip—k| > (Aip—r02 k,lip—k|>¢ VP
=0 k70
Fy (") N (07
< D) S5 +CONT S
= P 2 Jout
k, |ip—k|>¢ N iy = Ar)? ¢
=0

where in the second inequality we used the rigidity of the eigenvalues, which gives us (\;, — Ap)? >
C(¢/N)? for |ip — k| > ¢, and the fact that there is at most m sites k such that 7 # 0. By definition
of the perfect matching observables, we can write

Fy(nr ) eGS(G p(e)
SR B RS SR SR | EECTICIA
SRSV —
k, lip—k|>¢ N(Xiy = i) b lip— k>0 GEG iy 1 Ak)”
M=0 =0

In order to control this term, we will consider two different types of perfect matchings. Define the
following partition of G, into two subsets

G\ = (G € Gy, {(k,1),(k,2)} € £}, (2.3.64)
G = (G e Gy, {(k1), (k,2)} ¢ EG)}. (2.3.65)

(a) A perfect matching from g;lik (b) A perfect matching from gfflk
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We will begin by bounding the contribution from (2.3.64). Note first that, for G € g,(,l), we have

IT ple) = par x Ql(p(€))ece()) (2.3.66)
ec&(G)
with
Q1((p(e))ece(q)) = 11 p(e).

e€€(GN\{(k,1),(k,2)}
See also that ()1 is a monic monomial of degree n — 1 so that we can use Lemma 2.3.7 and obtain

n—1

El 3 @eese)A| <0 s |R@mI<o(sPD) 7 (@367

0<s<T
GeGn\ip NCJout, N (n)=n—1

Combining (2.3.66) and (2.3.67), we now only need to bound
Pk Pkk N
> i X st o(w)
K, [k—ip|>1, N(ip = Ae) K [k—ip|>¢ N(ip = Ae) ¢
=0

In order to bound the sum from the right hand side of the previous equation, first define the following
functions, for |z — ;| < N7°//N,

Pkk
0= 3 Newy

kv, 2By ES]

o) = 2 N(Zpk—k Ak)

k, v k¢ [ET EFIUIES ,ES]

where By = vi;,—0, BY = Yip—t-ne, BY = vip—tone, B2 = Y40, By = Vipre-ne, By =
Vt,ip+e+N<- Let also I' be the rectangle with vertices Ey +1i//N and Ep +if/N. We therefore want to

bound, up to a N¢ term,
Pkk
Y ey = 0:(2)
T2
ko liigze 1Y Pip = Ak)

Z:)\ip

Now consider C;, the circle centered in \;, with radius N _5%, then by Cauchy’s formula, we can write,

0.50n) = 5= | Lo ae

21w Clp (Z — )‘Zp)

By using another Cauchy integral formula on the contour I' for f and seeing that for Aiy, z inside the
contour and Aext outside of the contour we have, by a residue calculus,

d¢ _ dg _
/F (f - Aint)(é - )\ip) B /F (g_ )\ext)(g - )\ip) =0

1/@&pﬂ < A?ﬁi

We will first control the part of the contour closest to the real axis. Consider

we can write

0. £(Ni,)| =

d.£> . (2.3.68)

I ={z=E+inel, |y < N/N},
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as in [BYY18] and bounding pg, by I, we obtain
/ Img(€)| _ Ngf

I § Azp l

Now for the rest of the contour, note that we can add the missing eigenvalues to the total sum in g
up to adding an error of order N¢I/¢. Finally we just have to bound

1 Immy(§) 1
1 ImNZGaO‘(O - tZO)NaEE:IImga(ta z0) | |d¢]

Immt(

(2.3.69)
where we used the definition of py; and of o4 and defined zy = ~;4, + ino, with 79 < ¢ is the center
of our window of size w < t with positive imaginary part. Now, using the entrywise local law from
Theorem 2.2.3 and expanding between zp and ¢ since | — zp| < w, we have

Im% Z Gaal(§) Tmmy (€ ZImga (t, z0)

Immt (20)

< Im% Z (Gaa(f) - ga(ta f)) +

acl

~

3 3 (1009 = 12 g o zO>)|

Immy(20)

€ I eT

e _I_ .
V/NJmg] t
Injecting this bound in the contour integral, we get the following bound.
T
VN’

Finally, putting all the contributions together and coming back to (2.3.68), we obtain

(2.3.69) < NEIA% + N°

10.£(M))| < NE% (é + fi”) | (2.3.70)

Consider now the contribution from (2.3.65), first see that for G € Qﬁ,z), there exists ¢; and ¢o in
{1,...m}, such that

II ple) = pri,, priy, X Q2((p(€))ece(c))

ec&(G)

with Q2 a monic monomials of degree n — 2. Then using Lemma 2.3.7, we can bound

| 3 @bty o (s47) 7).

Geg’
Besides, we can bound the term with the cross-edges in the following way

N
Pig, kDi N 9 ~N
z : ()\q1 a2 < 72 E pquk _|_p2q2 62 g uql —|— Ugsy (a) ) < Iﬁ
ke, [k—ip|>¢ k=1 ael

=0

A
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Putting everything together, we get
NT (0w o0 L aom)
(Ua(0,7) = Uy (0,7)@0(€)] < N*=T (807 415 (S97) ™ + 5 (s%0)

which is exactly the result wanted. O
We will first prove the following proposition in order to deduce Theorem 2.1.7.

Proposition 2.3.10. For any ¢ and N large enough the following holds. For any intervals Ji, C A¥
and Jous C {7, d(i, Jin) < N"SNw} we have

0,7 ¢ Nt 1 0,7 7 W 0,7)y n=L
SHT < N <Nw ot Nr) Sy + N° <m +It> (Sh)

T AN T\ =
+ N® (T + IT> (SPTYE (2371

ut

Proof. We will use the short-range dynamics and its finite speed of propagation property in order to
localize the maximum principle in Ji,. We will then use the local laws and Lemma 2.3.9 in order to get
a Gronwall type bound. Define the following averaging operator. For f a function on configurations
and m a configuration,

3N¢
A = Flat . 2.3.72
W=y D Flata(f) (23.72)
3 Ne <a<3Ne
Note that, if 17 is not included in Jou, by definition of the flattening operator, (Av(f))(n) = 0. The
purpose of these operators is to change the initial condition in order to remove the particles far from

the initial interval Ji,. Note also that we can write, for any 7,

Av(f)(n) = anf(n),

with a, € [0,1]. Note that we have the elementary bound |ay, —ag] < CN®/Nw. Define now the
following dynamics

{ 0Ty = S (s)Ts, n()) SSST (2.3.73)

To(n) = (Av @)(

Now, if one takes a configuration 7 supported on Jiy, it suffices to show the bound in Proposition
2.3.10 for I'. Indeed

[E-(n) = Tr ()] < [(U(0,7)@; — Uz (0,7)@1) ()] + U (0, 7) (D1 — Av@y)(m)]|

n—1

< NeONT (S(O’T) + IA% (S(O’T)) "4 1 (S(O’T))n”j + exp(—cN°)

E Jout Jout E Jout

where we bounded the first term by using Lemma 2.3.9 and the second term using the finite speed of
propagation. Indeed, since 7 is supported on Ji,, (Id — Av)®; vanishes for any configuration supported
on Joyut. Note that we can use Lemma 2.3.9 since we will take //N < w. In the rest of the proof, we
will prove the bound from Proposition 2.3.10 for I'. If we already have for some C > 0,

Io(pm) = sup T.(n) <N ©
n, N(m)=n
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then we have nothing to prove by the argument above and the definition of F,. However, if this
supremum is greater than N~C, then by the finite speed of propagation of .7, we know that 7, will
be supported in, for instance, {z d(i, Jin) < i%qf

Consider now, a parameter 77 that we will choose later and denote also m < n the number of sites

with at least a particle and ji, ..., those sites. Then, we can write

20m k(1 + 27, 5) (F (nni””) - (nm))

(M) = (2.3.74)
T 0<|§<€ N(Ag(t+7) = Aj(t +7))?
sJp
c n(L~ (nm >_FT("7m))
< — (2.3.75)
T D v W
k,0<|jp—k|<t
sJp
c LIz ("m ) 1 ( 1 >
< —— Im| ——2% | —-—T Im [ ——— 2.3.76
k,0<|jp—k|<L k,0<|jp—k|<?

with z;, = Aj, +in. For the second term, see that for p € [1,m], if we choose 1 to be smaller than
¢/N,
#{k,0<|jp— k| <} > > CNn > C#{k‘ |)\]p k| < } C’'Nn

where we used, in the two last inequalities, the rigidity of the eigenvalues. Now we can write

1 n
m(——— ) > > CN.
Z <ij - Ak) Z (Nj, — M) +n?

1<psm 1<psm
k,0<|jp—k|<L k, 0<| X, — Ak |<n

We now need to control the first term in (2.3.76). To do so, we will split it in the three following
terms:

5 (U (0, 7)Av®,) (022%) — (AvU 5 (0, 7);) (nP2")

fm 2.3.77
k,0<|jp—k|<t N(zj, — k) ( )
+Im > (AVU (0,7)%0) (™) = (AvUsn (0, 7)) (128™) (2.3.78)
k,0<|jp—kl<e N(ZJP - )‘k)
(AvU (0, 7)®,) (p?2")
i (2.3.79)
k,0<%:k|ge N(zj, — Ax)

To bound the first term, we will use the finite speed of propagation property of . from Lemma
2.3.1. Indeed, we can write

’ 'k 3N€ ’
(U0, 7)AVE) (%) — (AU (0,718 (™) =20 S0 ()
3 NE<a<iiE

with
U, = Uy (0, 7)Flat,®y — Flat, U (0, 7).
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2 is supported on {3, d(i, Jin) > a + N°{} then by definition of

Fix a and consider three cases, if ny,
Flat, we have

Flat, Uy (0,7)®; = 0,

and by Lemma 2.3.1 we have

NE
|U (0, 7)Flat, ®;| < exp( 62 >

Jpa

Now if " is supported on {i, d(i, Ji,) < a — N¢¢} then again by definition of Flat,,

Flat, (U (0, T)cpt)( i: ) (U (0, T)cpt)( ”’“)

Thus

’% (nf,?;’ >‘ ’Uy 0,7) (& — Flat, ®y) ( Ip: )’ < exp (—C];ﬁ) .

Finally, if 17]”’ is supported on {i, d(i, Ji,) < a + ¢N€¢}, first note that there can only be 2n¢ N¢ such
a, then one can see that we can use the finite speed of propagation if we remove particle away from a
at distance 2¢N¢ for instance, then

’% (773'”’ )‘ [FlatoUs (0, 7)®¢| + [FlataUs (0, 7)Flatoioon- Pyl
+ [Flat, U (0, 7) (®; — Flat, oon<)|

cN®
< [|Flato ®¢|| o + [|Flatgoene]| o, +exp | —

2
N€
<2857 + exp (—62 ) :

where we used that Uy is a contraction in ||||oo. Finally we can bound (2.3.77),

Y4 N°¢
(2.3.77) < —55?)“:) + exp (—c 5 > (2.3.80)
where we used the fact that
1 N 1

.
k,0<|jp—k|<t TP

where the Stieltjes transform ¢ is defined in (2.2.14). For (2.3.78), we will use Lemma 2.3.9. Indeed,
first note that in the short-range regime, the set of k& such that |j, — k| < £ is included in A?*. Then
we can bound

. Nt 0,7) . 2W [ ,(0,7) o=l T (0,7) n-2
< € ) ’ — ’ .
(2.3.78) < N 7 <SJout +1 ; (SJout ) + 7 (5’ ) (2.3.82)

where we used the fact that Av is a contraction and (2.3.81).
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Finally, in order to bound the third term (2.3.79), we will use the local law for ®;. First write

(AvU (0, 7)®,) ( Jpvk> anzg,kFr <77¥7€’ )

s | ¥
pochmce M) boclieti<e D Gip = M)
A Fr <77¥5’ ) (a dpsk —anm) F; <7ﬂ,€’ )
=Im S ———Z ] +m 3 ik
coctiprice N T M) k, 0<|jp—k|<t N(zj, = Ax)
aan ("ﬂg, )
- . (077—)
= Im Z NG )T O (Na]lup—mge Uy = @ ipee S ) : (2.3.83)
k, 0<|]P7k‘<e P

But we have the bound, for [j, — k| < ¢,

NEd < Jps a'rlm) Nev
< .
Nuw Nw

’anm — G _jp.k| K
Mm

In order to bound the first term, see first that we can remove the contributions of k € {j1,...,Jjp}
writing

aan (Tﬂﬁ, ) a’?mF <77¥7’§’ ) N¢E
) B i N/ Z o 77\ ) +0<550,T>>.
.717 a]p

Recall now the definition of ®; from (2.1.27) and write,

Fr (nf,’;’ ) B 1 E ees [Lece(e ple) N (2.3.84)
E = — E E = . 3.
k, 0<jp—k| <t Nz, = M) M (Tl#’i ) k, 0<|p—k|<L GEG 4k N(zj, = Ax)
k¢{j17"'7j17} k%{]ly 7.717} e

First consider the contribution of (2.3.64) in the sum in (2.3.84), denote e = {(k, 1), (k,2)} and
write

665 p(e) p
Z Z N(zj, _)\k) - Z Z p(e) m

k, 0<|jp—k[<l Geg™) k, 0<|ip—kl<t geg) i e€&(G)\{ex}

(71} " R {T10mip) vk,
=1 > Il re) > %. (2.3.85)
GEGnm\ip €€E(G) k,0<|jp—k|<C Ip k

k¢ {j1,sdp}
To control the last term in (2.3.85), we can use the local law. First write,
Dkk al Phk Dick _
2 NGy m) NG, T 2 ,_Ak)+0<N N?7> (2.3.86)

N(z N(z
k,0<|jp—k|<E (%, k, |ip—k|>¢ (3
kg{jlr“fjp}
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where we used the bound |pg| < N<I. Now, recall the definition of pgy, from (2.3.58) so that we have

N
Dkk _ 1 Immy(z
Im m = Imﬁ ZGaa(ij) Immt Zlmga t ZO
=1 P a€el aEI
1 1 Immy(2;,)
S |Im— Z (Gaal(2),) = galt, 2;,)) | + N Z (Imga(t> Zj,) — mlmga(t , %0)
ael acl
T -w
<N | —+1—

where 29 := 7,4, +in. Note that we used the fact that 7y, is supported in Jout, so that |29 — z;,| =
[Vt,io — Aj,| < N°w. We can then use Lemma 2.3.7 and bound

T)y =L
2: | | ple) =0 < sup \@t(n)|> =0 <(S§?);t)> = )
GEGnm\ip €€E(G NC Jout, N (n)=n—1

Now, consider the contribution of (2.3.65) in the sum from (2.3.84). Note that for any graph
G in gf), there exists ¢ and ¢ in {1,...,m}, a € {1...,m,} and b € {1,...,77iq,}, such that
eq = {(k,1),(q,a)} and ey := {(k,2),(¢’,b)} are edges in G. We can then write

668 G)p( e) _ Dig,kPi k
Z Z _ )\k) Z Z H p(e) m,

k0<lip—hl<t Geg®) R 0<lip—kI<C Geg® | \e€€(G)\{eq ey}
m "ﬂrz:’
m
Pig kDi, ik
=2 | 2 Il eef > Nz~ (2387)
a,¢'=1 Ge%q"’/\- e€&(G) k,0<|jp—kl|<e Ip F
NMm\Jp

where we defined the set of graphs H%’ql to be the set of perfect matching of the complete graph on
the set of vertices Vy, where we removed a single particle at the site i, and i,. Note that for any graph

G e ’Hn \p? [Iece(e) p(e) is a monomial of degree n — 2.
Now, we can bound the imaginary part of the second sum in (2.3.87),

N o~
Pig kDi_s k C NeT
Im Z S e — Z (pf k +p?/ k) -0 < ) ' (2.3.88)
k, 0<|jp—k|<¢ Nz, = M) Nn = q Nn
k¢{j1,.dp}

For the last inequality, we used the following identity on eigenvectors

szk _Zuz

a€el

and that for any € > 0,using the entrywise local law from Theorem 2.2.3 on a diagonal entry of the
resolvent,
N6

up(@)? < N8I (G(1, A, +iN719),4) < Ni
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Again, we can bound the other term from (2.3.87) using Lemma 2.3.7,

> I ple=0 (Ne sup |<1>t(n)> =0 <(s§2£>>%2)

q,q' ecE(G NCJout, N (1n)=n—2
GEH"]m\jp ( )

Finally, putting all these estimates together, we get the Gronwall-type inequality,

1 N°¢ 12 NT 1 (0,7)
TFT m <_7FT m - T - w~ ’
0.7 (m) <~ Prtm) 40 (5 (0 + 57+ 7 ) S

T ~W )\ n=1 T Nt ryn=2
+ (\/W +It> (ST ¢ (J\fn + ﬁ) (ST )) (2.3.89)

In order to get a proper bound using Gronwall’s lemma, we need to take n < 7 but to get the best
estimates possible, we also have to take n as large as possible. Hence, considering 7 = N ~°7 we have
the bound

0,7 e NT 1 0,7 j\ ~W 0,7 n—1
SP < N < + =+ T> SO+ N2 (TW +It> (ST

f ~NT 0,7\ 2=2
+ N°© (NT + 152) (ST (2.3.90)
which gives the Proposition 2.3.10. O

Now that we have the bound from Proposition 2.3.10, we are able to get a bound on the p;;
using Lemma 2.3.7. To do so, we can use a sequence of set of indices with decreasing size and apply
recursively Proposition 2.3.10. We will also need to choose the right parameters ¢, w and 7.

Proof of Theorem 2.3.8. Consider first any e small enough, such that if we write t = N~ (recall
that ¢t € T,, so that ¢t > N~!) we have ¢ < 4§/3. and a large D > 0. Then we can take the following
parameters :

w=N°T and {¢= NTw, (2.3.91)

note that we have the right bounds between these parameters: N~! < 7 < //N < w < t, and define
the following sequence of sets of indices, defined implicitely,

Jo = A7, (i0),
J; = {Z : d(’i, J7;+1) < NﬁENw}.

From Proposition 2.3.10 we have the following bound holding with overwhelming probability,

0,7 —e 0,7 T ~N°eT 07)yn=t o+ 1 0,7)\ 2=2
SPT < NS )+<TVT+I . )(Sf,i N TS

Now see that as long as we have
(SS?,T))l/n > CN3€/2E(T)
with Z given in (2.1.12), we obtain the recursive bound

SO < N5
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But if we take a very large i so that the previous bound cannot hold, for instance i = [3¢71], then it
means that for such a ¢ we have the bound

(SSQ,T))I/n < ON*/?%,
Now using the definition of p;;, we have for i € A" (ig),

> (e - yotiann)

ael

< |piil + f% < |pal + (7). (2.3.92)

Finally, using Markov’s inequality, taking for instance n = |3D/e], and using Lemma 2.3.7 to bound
the p;; by SO7) we have
P (|| + |pij| > N°E(r)) < NP, (2.3.93)

The result then follows from combining (2.3.92) and (2.3.93). O

2.4. Approximation by a Gaussian divisible ensemble

2.4.1. Continuity of the Dyson Brownian motion

In Subsection 2.3.1 we showed that the moments of the eigenvectors of the matrix H, are asymptotically
those of a Gaussian random variable with variance 2. If we would have taken the time ¢ — 7 from the
start, the previous section gives us (2.3.15) for W a matrix from the Gaussian Orthogonal Ensemble.
Now, since 7 is a small time, recall that 7 < ¢, we can use the continuity of the Dyson Brownian motion
to show that H; and Hy = W; have the same local statistics. In order to state a proper continuity
lemma we need to have a dynamics with constant second moments and vanishing expectation.
First see that the variance of the centered model is
t

E {(Wt,ij - Dij)z] = <

Consider, for 0 < s < 7, the following variance-preserving dynamics on symmetric matrices.

a (f(s) - D) = j?v - 2% (#(s) - D) as, (2.4.1)
H(0) = W, = D + VtW. (2.4.2)

The following lemma gives us a continuity argument between H (1) and W4. It is similar to Lemma
A.lin [BY17] or Lemma 4.3 in [HLY15]. We will later use this lemma on the resolvent entries.

Lemma 2.4.1. Denote 0;; = 8;1”_. Take F' a smooth function of the matriz entries satisfying

N| (H(s)- D) !
E| sip =3 ( t ), +1(f(s)-D) |

0,0<s<T i<j iJ

0% F(6H,)

<M (2.4.3)

where (0H);j = 0;;H;j with 0y =1 for {k,1} # {i,7} and 0;; € [0,1]. Then
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Proof. By Itd’s formula we have
OE[F(H(s))] = —5= > —B[(H(s) - D) 0,F ()] ~ B0} ()]
Using Taylor expansions, we can write, forgetting the dependence in time for clarity,
E[<H B D)ij Oy F(H)] = E[(H B D) ij aijFHij:Dij] * ]E[(H B D) 82 Hu Du]
. 3 .
+0 (]E [sup (H - D>ij aijF(OH)H)

Naz Dy +o< [Sl;p‘(ﬁ—D)jj&%F(BﬁI)H).

)

Putting everything together the claim follows. O

and

BI04 F(L)] = EI02 P,y + 0 (B [swp| (7 - D) obrio

This continuity property of the Dyson Brownian motion gives us a control over the eigenvalues and
eigenvectors of H(0) and H,.

Corollary 2.4.2. Let k € (0,1) and m € N. Let © : R*™ — R be a smooth function satisfying

sup  [OW) (2)(1+ [a]) ¢ < oo,
ke[0,5],xzeR2m

for some C' > 0. Denote @1(s),...,un(s) the eigenvectors of H(s) associated with the eigenvalues
A1(8), ..., An(S). Define, for a small a the time domain
N® t
/ — o Nfa 7
’7:1 [ N ’ N] 7

then for any T € T}, there exists p > 0 depending on ©, a, k and r such that

sup
ICTy, [Il=m, ||lql|=1

(]Egs - ]Ef%) 0 ((N(Xk — k), <7?(<ivk,n)<q’ ak>2)kg> ‘ SN™P. (2.4.4)

Proof. We prove this corollary using the continuity estimate from Lemma 2.4.1. To do so, we use
the techniques introduced in [KY13b] in order to change estimates of the resolvent below microscopic
scales, in other words control G(E + in) for n < N7!, into estimates on eigenvectors. Indeed, it
has been shown that such a control of the resolvent combined with an estimate on the number of
eigenvalues in a very small interval allows us via integrating the resolvent over such an interval to gain
estimates on eigenvectors. We can then split the proof into two results we need to show:

(i) A level repulsion estimate on the eigenvalues for both matrix ensembles of the following form:
for E € 1 and a small £ > 0 there exists 9 > 0 such that

P({nelE-N"1EE+ N z2) <N
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(7i) Comparison of the resolvent below microscopic scales: for any smooth function F' of polynomial
growth, there exists a ¢ > 0 and a £ > 0 such that for all N™17¢ < g < ¢,

m
- 1
sup (]EHT - ]EWf> F — (q, G(z)q) SN~ (24.5)
=1, N 620
El‘,‘?‘,‘?ﬂmeﬂ“ fm (Zl:l 4; 9i(t; zk)> k=1

where z;, = Ey, + in.

We first prove (7) for the eigenvalues of W;. This property can be deduced from gap universality,
note that gap universality for Gaussian perturbation of size ¢ € 7, has been shown in [LY17a] (a
stronger level repulsion estimate can also be found in [LY17a, Section 5]). In [LY17a, Subsection 2.4],
Landon—Yau explains that they can deduce universality for deformed Wigner ensembles. However,
they state the result for an initial condition such that r? > ¢. It has been confirmed by the authors
that it is a simple typographical error and should be read as r > t. We will nonetheless give an idea
of the proof of (i) for the sake of completeness.

As said earlier, we will first apply Lemma 2.4.1 to

. 1 .
F(H) = NTr(HS —2)7! for zin {z =E+in, EeIf, N """ << t}

for € > 0 arbitrarily small. See that in Lemma 2.4.1, we need to bound a functional of the form F(0H,)
for 6 a perturbation of two entries of the matrix. Since we will only need bounds such as Theorem
2.2.4 or Corollary 2.2.5, such bounds still hold for the perturbated matrix. So we will explain the
bound for the third derivative of F applied directl to H,. Note that by definition of H, we have

|(H — D);j| < \/ %7 so that we can bound the left hand side of 2.4.3 by

N\/7 > o5 F (2.4.6)

1<

Taking the third derivative of F' with respect to an entry, we obtain, writing G = (lEI s — z)~ ! for
simplicity
. 1 Y
OF(Hy) = =+ D ) GraiGsrasGras Gk
k=1 o,8

where {ay, Be} = {i,7} for £ = 1,2,3. To bound the sum in the previous equation, we will need the
following high probability bound for the off-diagonal entries of the resolvent which follows directly
from Theorem 2.2.3

|Gij(2)] < |9i(t, 2)g;(t, 2)]- (2.4.7)

F

Note that these bounds holds for > N1, we will first consider such 7.

Finally we can bound (2.4.6),

\/ S Z!gk\ (I9a1 95, Gous 982 903 98:) > (2.4.8)
i< b=l oo
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Now, from Lemma 7.5 of [LY17a], we have

N
1
N > lgr(t,2)| < Clog N (2.4.9)

where the constant C' only depend on D our diagonal matrix. Besides, in the last product of (2.4.8),
there are, by definition of a and 3, three occurrences of g; and three occurrences of g;. Thus,

2
2
(2.4.8) < oN* logN\/ > lgilt, 2)g;(t, 2)|¥? < oN logN\/ <Z’gztz) (2.4.10)

1<
/N
< N%¥log® N - (2.4.11)

where we used (2.4.9) in the first inequality, the fact that |g;| < Ct~! in the second and (2.4.9) again
in the final inequality. In order to go below microscopic scales, recall that we used local laws that
holds down to mesoscopic scales, we can use the following identity, for y < n,

1 . n 1 .
il < — .
Im (NTrG(E + 1y)> < yIm (NTrG(E + 17]))

Finally, using Lemma 2.4.1, we get,

(Ef{f _ ]EWt) I:]ifTrG(’@]’ < N557ﬁ <N~* (2.4.12)

for some ¢ > 0 by taking 7 € 7, for a > 5. We can easily generalize this result to a product of trace,
indeed taking

sup
EcZx

m
- 1
F(H,) = ch:IIFk with Fy = NTrG(zk),
we can take the third derivative and write

SF=Y"0; FHFkJrSZ > 0} F0iFk, [ Fe

ki=1 k#k1 k1=1 ko#k1 k#k1,k2
m
+ Z Z Z 82~ij18,-ij28¢ij3 H Fy. (2.4.13)
k1=1kao#k1 ks#k1 k2 k#k1,k2,ks

Then, using the first and second derivative of Fy,

N
1
81‘ij = N ; azg Gk,aGﬁ,ka
{8y ={i,j}

05y = Z Z Grar G 10y Gk
{aknﬁk} {7‘7-]}

we can bound (2.4.13) in a similar way and finishing the bound by Lemma 2.4.1. Again, now that we
have any polynomial of fixed degree, we can also extend to any smooth function F' with polynomial
growth.
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Now, a consequence of these uniform bounds in Re(z) between Hy = W, and H; for 7 € 7. for
some small a gives us a comparison of the gap distribution between these two matrix ensembles (see
[EYY12a| for instance). Namely, there exists ¢; > 0 such that for any O a smooth test function of n
variables and any index ¢ such that ~;; € Z7, we have for IV large enough and iy, ..., indices such
that i < N,

’(EWt - ]EH*) [O (NPEN) (it) i = Asein)s s No (i) (Ni — )\z‘+z‘n)ﬂ ‘ SNTE o (24.14)

But H, is a matrix with a small Gaussian component following the conditions of [LY17a], so that
we have, for this matrix ensemble, gap universality. Hence, combining this gap universality with the
continuity of the Green’s function, we obtain gap universality of the matrix ensemble D + /tW. In
other words, there exists co > 0 such that, taking the same assumptions as for (2.4.14), we can write,

N N
’EWt [O (Npl(t i) = M)y - No™ (i) (i — )\mn))]
e [O (N P (1) Ni = Nigein)s -+ NG () (Vi = Amn))] ) <N™2  (2.4.15)
where ps. is the density of Wigner’s semicircular law and p; its quantiles defined by

i i
pse(z) = V4 — 2219 9, dpse(E) = N (2.4.16)

Finally, (2.4.15) combined with Theorem 2.2.6 gives us the level repulsion estimate (i) for the
matrix Wi, indeed consider £ € Z, and ¢ the index such that

Ve — E| < IgreuIn Vet — E

then, for any € > 0, we have

P (Hz NEE-NEE+ N—l—ﬁ]}’ > 2) < 3 p" (|>\k g < N—l—f)

|k—t|<NE

< >0 POOR (= M| < NTIE) e Nt
[k—f|<N?

o N-%+E 4 cete

SN

for some 0 > 0 by taking € and £ > 0 small enough. Note that we used rigidity in the first inequality,
gap universality in the second and a level repulsion estimate for GOE matrix which for instance can
be found in [EY15] .

In order to get the resolvent estimate (i), we will use Lemma 2.4.1. To do so, we will first explain
how to get the bound M for
1

F(H,) =
O (Sh ot

(a,(H—2)""'q)
)

for z € C down to below microscopic scales. To get the right bound, we will first need to use local
laws which hold down to mesoscopic scales n = N ~1+¢,
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Now for the third derivative of F', first write

1
Z anGaalG51a2G5203G53bqb (2.4.17)

05 F (H,)| = s
Im <Zi:1 a; gi(t, Z)) 1<a,b<N .3

where {ag, Bx} = {i,j} for k = 1,2,3. In order to bound the four terms coming up in the previous
equation we will need Corollary 2.2.5. Writing (2.2.6) for v = q and w = e;, we obtain

N
(a, Ges) = qigi(t, 2) + O \/JlTH Im (kzlngmz)) Im (gi(t, 2))

Note that since we want a bound holding down to microscopic scales, the error terms has to be
taken into account. In particular, we will consider 7 sufficiently small that we can bound every (Nn)'/2
by Né/2. In the following computations, we will not bound the errors coming cross terms for simplicity,
they can be bounded in a similar way.

We can divide the sum in (2.4.17) in three parts. The first case consists in {51, a2} = {f2, a3z} =
{i,7}. In this case, note that, necessarily, {a1, 83} = {4,j} and write

Z QaGaal Gﬁlaz G,32a3 G,ngqb = <q7 Gea1>G51042 G52a3 <e53’ Gq>

1<a,b<N
1 .
< N77 min (‘gl(tv Z)’a ‘g](t7 z)’)Q <q7 Geal) <e,337 Gq>

< N (min (i1, 21, 500, 2)1) b1, 2) 051, 2) (2.4.18)
N

+min (|g;(t, )|, 1g;(t, z)])2 Im (Z ngk(t,z)> lgi(t, 2)g;(t, z)]) . (2.4.19)
k=1

Putting the leading order (2.4.18) in the sum of (2.4.6), we have the bound

t 1

- > (24.18) (2.4.20)
N Nim (Zgﬂ argr(t, Z)) 1<i<G<N
t N%
SN N > laigjllgi(t, 2)g;(t, )P (24.21)
NIm (Zk:l 4.9k (1, Z)) 1<i<G<N
t CNZ%
<\¥ N > (@ + 4 it 2)g5(t, 2)
NIm (Zk:1 4.9k (1, Z)) 1<i<G<N
(2.4.22)
t CN% ( N )\ o )
</ = S @ lait, )P | > lgi(t 2)%.
N N1m (Zf\; G 9n(t, Z)) i=1 j=1
(2.4.23)

Note that by definition of g;(t, z) = (D; — z — tmy(z)) ™, the fact that Immy(2) < 1 and n < ¢, we can
write ]
lg:(t, 2)* =< ;Im (gi(t, 2)) . (2.4.24)
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Besides we also have from (2.4.9),

N
Z lgi(t, 2) Z lgi(t, 2)] < CTlogN. (2.4.25)

Injecting now (2.4.24) and (2.4.25) in (2.4.20), we get the bound
t 1 t NXN
v - > (2418)<C ~ N gz losN (2.4.26)
NIm (Zi:l aigr(t, z)) <7

1<i<j<N
N3¢ |N
<=1/ =. 2.4.27
Nt V t ( )

Looking now at the error term (2.4.19) and injecting it in the sum (2.4.6), we obtain

¢ 1 t N%
[t (2.4.19) \f lgi(t, 2)g;(t, 2)|*/?
N NTm (ZN 2

i=1 quk(tv Z)) <i<j 1<Z<J<N

t N% (J ’
N Nt > lgilt, 2)]
=1
/N
< N* — (2.4.28)

The second case are the terms where one term is diagonal and the other is an off-diagonal term.
More precisely the set e and 3 such that 51 = ag and P # ag or 1 # as and B3 = a3. Note that
necessarily, in that case, a; = 3. For instance consider the term

(a, Geal>G61a2 Gﬁ2063 <eﬂ3’ Ga) = (q, Gei>ijGij (ei, Gq). (2.4.29)

Putting all the leading terms from Theorem 2.2.3, (2.4.7) and (2.2.7), we obtain the bound
1
(a, Gei)G;Gijlei, Ga) < lail?|gi(t, 2)[?]g;(t, 2)| —e= min(lgi(t, 2)], 1g;(t, 2)1) (2.4.30)
77 ]< ‘ J m ‘ J

Nn Ok (Z Trgr(t, 2 ) l9i(t; 2)g;(t, 2)|lg; (¢, 2)| min(|gi (¢, )], 195 (¢, 2)[) (2.4.31)

N
< NE (fﬁlgi(t, 2)g;(t, 2)* +Im (Z G (t, Z)) |9i(t, 2)g; (¢, Z)IP’”) - (2.4.32)
k=1
Then injecting the bounds (2.4.24) and (2.4.25) in the sum of (2.4.6), one gets
| t N CN* [N
N N o Z Qi2|gigj|2 < Tt ? (2.4.33)
NIm (Zk:l .9k (1, Z)) 1<i<j<N

and for the second term,

26
VX5 S oo < v Y. (2.434)

1<z<]<N
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The final case consists of a and 3 such that {{51, a2}, {52, a3}} = {{i,i},{J,7}}. Note that, in
this case, we necessarily have oy # 3. For instance, consider the term

(q, Gea1>G,31a2 G,32043 <eﬁ3’ Ga) = (q, Gei>ijGii <ej’ Gq). (2.4.35)

Again, taking the leading terms from the local laws from Threom 2.2.3 and Corollary 2.2.5,

N

(a, Ge;)Gj;Giile;, Ga) < |aigjllgi(t, 2)g;(t, 2)|* + N*|gi(t, 2)g; (t, 2)[*/*Im (Z Qigk(ta2)> . (2.4.36)
k=1

Then using similar bounds as the first case one gets

\/Emm< N1 . Z (2.4.36) < N% <J\1H\/7+ ﬁ) : (2.4.37)

Zk:l ngk(ta Z)) 1<i<j<N

Finally, putting together (2.4.27), (2.4.28), (2.4.33), (2.4.34) and (2.4.37), we get the bound, for

0= N-IFE.
\/7 > o N35ﬁ (2.4.38)

1<i<j<N

In order to get a bound for 17 below microscopic scales, we can use the following inequality, for any
y <, which can be found in [EYY12a, Section §|,

(v, G(E +iy)w)| < Clog Nghn<v, G(E + in)w).

This bounds allows us to get below microscopic scales for F' and its derivatives since they only involves
such quantity as (v, G(E 4+ iy)w). Thus, uniformly in E € 7% and N717¢ <5 < t, we have

M=0 <N5§ﬁ> . (2.4.39)

Using now Lemma 2.4.1, we can make W; undergo the dynamics H, up to a time 7 < N %,/ % with
& arbitrarily small in order to get the right bound.

For a product of resolvent entries, one can do similar computations and bounds. Indeed consider
m > 0, and

=[] Fu(Hs) with Fy(H,) = (q, G(z)q),

then one can write the third derivative of F' as (2.4.13) and using the fact that

OjFe ==Y (4 Gea)les Ga), (2.4.40)
{aBY={is}
OFr =D _(a Gea,) Gy s (5, Ga) (2.4.41)
7ﬁ

where {a;, 8;} = {i,j} and using the same type of bounds as for (2.4.38), we obtain the result (2.4.5)
since the extension to any smooth function with polynomial growth is also clear. O



64 CHAPTER 2. EIGENVECTORS OF DEFORMED WIGNER MATRICES

2.4.2. Reverse heat flow

In Subsection 2.3.2, we showed Theorem 2.3.8, which corresponds to our main result for the matrix
H, = W; 4+ y/TGOE for N™! <« 7 <« t with a general Wigner matrix W in the definition of W;.
Thus, the overwhelming probability bound holds for the eigenvectors of this matrix H, giving us a
strong form of quantum unique ergodicity for the deformed Gaussian divisible ensemble. In order to
remove the small Gaussian component in the matrix, we will use the reverse heat flow technique from
[EPRT10,ESY11] which allows us to obtain an error as small as we want in total variation between
two matrix ensembles. In order to use this technique, we need the smoothness assumption on the
matrix W given by Definition 2.1.6. We first introduce some notation for this section.

As before, we let v denote the distribution of the entries of W, and ¢ denote the density of v with
respect to p, the Gaussian distribution with mean zero and variance one, that is, dv = @dp. The
reverse heat flow technique gives the existence of a probability distribution 4 for any s small enough
such that making 7; undergo the Ornstein-Uhlenbeck process of generator

1 ? x0
T 2022 20z
approaches the distribution v in total variation.
This process on all the matrix entries induces the Dyson Brownian motion process on the eigen-
values. Thus the following proposition tells us that there exists a distribution of a matrix from the
Gaussian divisible process of the form

Wy =+v1—-sW + /sGOE

that approximates as close as polynomially possible a smooth Wigner matrix W. The precise statement
is written in the following proposition.

Proposition 2.4.3 ([ESY11]). Let K be a positive integer and v = pp a distribution smooth in the
sense that it follows the conditions (ii) and (iii) of Definition 2.1.6. Then there exists sk a small
positive constant depending on K such that for any 0 < s < sk, there exists a probability density 1
with mean zero and variance one such that we have the inequality

/ ‘GSAz/JS - cp| do < Cs® (2.4.42)

for some positive constant C' depending only on K. Besides we also have the inequality for the joint
probability of all matriz entries in the following sense,

/

Now, see that this proposition holds for any fixed K so that, taking s = N~¢ for some small £ we
can choose a large K only depending on ¢ (and not on N) so that we can obtain any polynomial bound
between the two matrix ensembles. This property allows us to get overwhelming probability bounds
on the eigenvectors since the total variation distance of the distribution of the eigenvector entries is
smaller than the total variation distance between the joint probability of the matrix entries.

S

2
S AT BN @®N2‘ do < CN2s¥ (2.4.43)

2.5. Proofs of main results

Now that we have the result for the Gaussian divisible ensemble H, with N~! < 7 < t by Section
2.3, combining it with the continuity argument from the last subsection, we are able to prove Theorem
2.1.3 and Corollary 2.1.5. These two results are a consequence of the following proposition showing
the convergence of moments for the eigenvectors of W.
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Proposition 2.5.1.
Let k € (0,1) and m an integer, for a set of indices I C AL, such that |I| = m, we have for any
deterministic unit vector q = qn,

B [p ((mév,k)?“q’ uk>|2>kel>} B[P 25.1)

N—o0

with (Ng)k a family of independent normal random variables.
See now the proof of Theorem 2.1.3 and Corollary 2.1.5 given by Proposition 2.3.4.

Proof of Theorem 2.1.5. Proposition 2.5.1 exactly gives us that the joint moments of the renormalized
eigenvectors converge to those of independent normal random variables which is the result of Theorem
2.1.3. =

Proof of Corollary 2.1.5. By Proposition 2.3.4 and Corollary 2.4.2, we have the following inequality,
for some € > 0,

E Uuk(a)zu = %Jtz(a,/@ +0 (]\Zf\r;) . (2.5.2)

By Markov’s inequality, we can write

2
1
(5 [ - Setton)> o) < e | S wtot - Totton) |
acA aeA acA acA
N?t?

We now need to evaluate the three terms in the last inequality using (2.5.2), first we have

9 2 — 2
A E (Z ruk<a>|2> =]§Q<Zf’?<avk>> H@Z"f(“”‘“o(w)

acA acA acA

Likewise,

N—aAZ
5 (@) ] 2= X et o (YA,

acA a,fEA

%::;]Z(Itﬁ]\f

BeEA
Finally, € is just a deterministic term,

2
1
¢ = (N Zaf(a,k)) .

a€cA

Putting all three terms together, we get

2 4 N—c|AP? Al NElAP
21—2%+¢:N220t(a,k)+0<w <C|7zg T —72p (2.5.4)
a€cA
The claim then follows from injecting the last inequality in (2.5.3). O

We finish now with the proof of Proposition 2.5.1.
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Proof of Proposition 2.5.1. By Corollary 2.4.2, we know that for some 7 € T there exists € > 0 such

that
el (Gamtanr),, )] -2l (Gamtodor), )] <v - ess

and by Proposition 2.3.4, we know that, recalling the definition of Hy, for some 7/ < t there exists a
¢’ > 0 such that

'E [p ((at(civk)z)Kq’ uff/>|2>kd>] “E[P ((/\/,3)2;)]‘ <N (2.5.6)

Now, we need to see that H, defined in (2.4.1) has the same law as H,s for some 7" < ¢. Note
that we can write the law of the entries of H, as

~ T T 1 :
Hij(r) £ Dig + ™ ViW + 4/t (1- e*z>ﬁ/\/(”), (2.5.7)

where (/\/ (i ))

i<i is a family of independent standard Gaussian random variables. Doing the scaling

(2.5.8)

one can write

H. =D+ VW + V7'GOE.

Finally, we can apply Proposition 2.3.4 to H so that (2.5.6) applies and combining it with (2.5.5) we
get the convergence of moments for the eigenvectors of W. 0

Combining Theorem 2.3.8 and Proposition 2.3.4, we are now able to prove Theorem 2.1.7.

Proof of Theorem 2.1.7. Let € and D two positive constants and consider s = 7/t,. There exists then
a large K, which does not depend on NV, such that by Proposition 2.4.3 there exists a matrix W such
that the total variation distance between the distribution of W and /1 — sW + v NsGOE is smaller
than NP,

Denote u1, ..., uy the L?—normalized eigenvectors of W, = D +/tW and 4, ..., 4y the normalized

eigenvectors of Wy(s) = D + /t(1 —s) W + VtsGOE. Now, since we have in the overwhelming
probability bound (2.1.13) the N degree of liberty, we can do the scaling ¢’ = /t(1 —s) as s < 1

and still get (2.1.13) for the deformed Gaussian divisible ensemble Wy (s), thus one can write

P ( 3 (uk<a>2 - }Va?(a,k))

ael
S (#nla)? - yotan)

@(
ael

<NP

> NEE(T)>

Y (ur(@)* — @ ())

> N€/2E(r)>

> N5/2E(T)) +P (

where for the last inequality we used the quantum unique ergodicity proved in Theorem 2.3.8 for the
deformed Gaussian divisible ensemble of which @ are the eigenvectors and Proposition 2.4.3 in order.
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Now, in order to get the error = we now need to optimize the error

f ~T0 f 2 1/3
(10) N + ; (VD)1 wi To ( >

[1]

We can do the same thing for the quantity > .;ur(a)u;(a) and get the final result. O
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Chapter 3

Fermionic observable for the eigenvector
moment flow and fluctuations of
eigenvectors of random matrices

This chapter is based on the article [Benl19)]

3.1. Introduction

The purpose of this chapter is to study the following quantity: if we denote W a symmetric random
matrix with independent entries up to the symmetry and consider \; < --- < Ay its ordered eigenvalues
and (ug,...,uy) the associated eigenvectors, we then want to look at, for a fixed deterministic sequence
of indices k and I C [1, N] a N-dependent set of indices,

acl

It has been shown that eigenvectors entries are normally distributed asymptotically, it was also shown
that for a fixed eigenvector, its entries are asymptotically independent in the sense of moments, thus
we would expect that this random variables converges in some sense to a Gaussian random variable
in light of the central limit theorem.

While the earlier studies of moments of eigenvector give some information of such fluctuations, it
is not yet possible to study joint moments between different entries of different eigenvectors such as
ug(1)ug(2) and thus the correlations between fluctuations for two fixed distinct eigenvectors were not
computable. The key new ingredient in this paper is the exhibition of a new moment observable of
fluctuations that follows the eigenvector moment flow, a dynamics introduced in [BY17]. In [BYY1§],
another observable involving fluctuations of eigenvectors such as (3.1.1) and eigenvectors overlaps, for

k0
—= > Nug(@)ug(a) =: pre (3.1.2)

was introduced. By gaining information through the observable from [BYY18| and the one from this
chapter we are able to obtain the Gaussianity and decorrelation of fluctuations of type (3.1.1). Even
if we expect asymptotic Gaussianity of the mixed overlap (3.1.2), we are able here to only obtain
its asymptotic variance. Indeed, the mixed overlap contains information on two distinct eigenvectors
and thus obtaining joint moments becomes harder. Note that while our main theorem gives the

69
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asymptotic decorrelation of fluctuations and the variance of the mixed overlap, we actually obtain
more information given by different sum of joint moments.

The study of fluctuations of eigenvectors were first on the global scale, in the sense that they
involved a macroscopic number of eigenvectors. The first result comes from the eigenvectors of large
sample covariance matrices in [Sil90] where it was seen that some form of fluctuations involving all
eigenvectors converges weakly to the Brownian bridge. Also, in the case of Gaussian matrices, say
symmetric matrices, it was first shown in [DMR12| that the process

1 ( 12 1
V2 1<i<Ns N
1<j<Nt (s,t)€[0,1]2

converges to a bivariate Brownian bridge. This result was then generalized to more general model of
matrices such as Wigner matrices in [BG12]. Another form of convergence to the Brownian bridge for
Wigner matrices was also proved in [BPZ14].

It is however difficult to obtain information on a finite number of eigenvectors and this paper aims
to reach a better understanding of correlations between a couple of eigenvectors.

3.1.1. Main results

We will study eigenvectors of generalized symmetric Wigner matrices of size N given by the following
definition.

Definition 3.1.1. Let W be a N x N symmetric matrix such that its entries (w;;)1<i<j<n are centered
independent random variables of variance s;; such that there exists two positive constants ¢ and C
such that

C

N
N S Si < ¢ for all 4,5 and Z s;j =1 forall j.

N

N

1,j=1

We will also assume that the matrix entries have all finite moments in the following sense, for every
p € N there exists a constant p, independent of N such that

E [\/waj] < fip-

The global statistics of eigenvalues for this model are given by the semicircle law, namely if we
consider A\; < --- < Ay the eigenvalues of W, we have the following almost sure convergence

N
1
— g Oy, — pse  with  pge(z)de = V4 — 22dz. (3.1.3)
N —1 N—o0

For the local eigenvalues statistics bulk universality has been proved in [EYY12a| and edge uni-
versality [BEY14a]. While this concerns eigenvalue statistics, the local behavior of eigenvectors was
first considered in the case of Wigner matrices in [TV 12b] with a matching condition. For generalized
Wigner matrices, it was shown in [KY13b] that if two matrix ensembles have the same four moments,
the bulk and edge eigenvectors have asymptotically the same distribution. The moment condition
was removed in [BY17] using a dynamical proof to show asymptotic Gaussianity of projections of
eigenvectors as stated in the following theorem.
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Theorem 3.1.2 ([BY17]). Let I C [1, N] a set of indices such that |I| = m, then for any sequence of
deterministic vector qn such that ||qnlle =1

(VN (@ w)l),

with (N;) is family of centered unit variance independent Gaussian random variables and the convergece
holds in the sense of moments.
We also have the following convergence of moments, for k € [1, N],

(VNur(@)  —— (),

acl N—oo

o (Wil (3.1.4)

I N—

where this convergence holds modulo the phase choice for the eigenvector uy.

Actually, it is possible to use this theorem in order to study the fluctuations pgx as in (3.1.1).
Indeed, as we can only hope using our technique to obtain a convergence of moments, Theorem 3.1.2
gives us all the information on moments for a single fixed eigenvector which gives us the following
corollary.

Corollary 3.1.3. Let € > 0, let ky € [1,N] be a sequence of deterministic indices and I C [1,N]
such that N¢ < |I| < N'=¢, we have the following convergence in the sense of moments,

—1) —— N(0,1
A/ |I ZE: ) N—oo ( )
acl
Thus the main contribution of this paper does not concern the Gaussianity of fluctuations of
eigenvectors but the correlations between fluctuations.

Theorem 3.1.4. Let ¢ be a (small) positive constant. Consider (q;)ic; a family of unit orthogonal
vectors. Consider ky and €y two distinct deterministic sequences of indices in [1,N], let I be a
N-dependent set of indices such that |I| < NY/2=¢ then there exists a § > 0 such that

E [;\‘[I’ <Z<Q(xauk>2 - ’]{,') (Z(qa,uz>2 - ]{J)] <N (3.1.5)

acl ael

Besides, we also have that

2
( > (Ao, u <qa,w)) — 1< N7 (3.1.6)
\/ﬁfiael

Remark 3.1.5. The condition on the cardinality of the set I is technical and the result should hold
for any growing set I. It comes from the difficulty to bound a technical term involving the eigenvectors
and the resolvent. Indeed, the optimal local law and the complete delocalization are not strong enough
here to obtain an optimal result, this difficulty more precisely comes from the dependence between the
resolvent and eigenvectors.

Our result gives decorrelations of fluctuations of fixed eigenvectors, thus giving a bigger under-
standing of the whole transfer matrix. Indeed, in order to obtain Theorem 3.1.4, we need to study
statistics involving different entries of different eigenvectors for which Theorem 3.1.2 only gives partial
information. As for the mixed overlap pgs, we can not obtain Gaussianity, either with Theorem 3.1.2
or with the additional information we obtain in this paper, but we can compute its variance which
was not computable before. These results give us a deeper understanding on the convergence to the
eigenvector matrix to a Haar-distributed on a local scale since we consider finitely many eigenvectors.
As a corollary, we obtain a probability bound on the mixed overlap (3.1.2).
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Corollary 3.1.6. For any € > 0 there exist a § > 0 such that
varl
P ( > N€H> <N (3.1.7)

N
Proof. The proof is direct by combining 3.1.4 with the Bienaymé-Chebyshev inequality. O

Z up () ug(a)

a€el

3.1.2. Method of proof

The proof is based upon the three-step strategy used to prove universality of eigenvalues and eigen-
vectors of random matrices first introduced in[ERST10, ESY11] (see [EY17,BB19]| for recent writings
on the subject).

The first step of the strategy is a local law, a local version of the convergence (3.1.3). While the
convergence (3.1.3) gives information on the global statistics of eigenvalues, we will need a more local
form of this convergence as the consideration of the fluctuations involve a single or two eigenvectors
but not the whole spectrum. A local law consists of a high-probability bound on the resolvent of our
generalized Wigner matrix controlling it down to the optimal scale N~'*¢ for any & > 0.

Define the resolvent G and the Stieltjes transform of the semicircle law m to be for z € C with
Imz>0

N
G(z) = Z ’K?iulj and m(z) = / dpse(x) _Fh vt —4 (3.1.8)
k=1

Tr—z 2

where the choice of the square root is given by m being holomorphic in the upper half plane and
m(z) — 0 as z — oco. We will need two forms of local law, one will be an averaged local law on the
Stieltjes transform of the empirical spectral distribution of W, s(z) = N~ Tr G(z), the other will be
on the resolvent as a quadratic form, also called an isotropic local law.

Theorem 3.1.7 (|[EYY12b,BEK " 14]). Consider the following spectral domain, for any (small) w > 0,
D,={z=E+in, |[E|<w ', N <n<w},

then we have for any positive € and D > 0,

NE
sup P <|8(z) —m(z)| = > < NP, (3.1.9)
2€Dy, N77

and for any vector v, w € RN, for any positive € and D,

I 1
sup P | {v,G(2)w) —m(z)(v,w)| = N°(v,]|)w fmm(z) + — <NP (3.1.10)
€D, N1 N7

As a corollary of this theorem, one obtains the complete delocalization of eigenvectors as an over-
whelming probability bound. We will need this optimal estimate (up to logarithmic corrections) in
order to control eigenvectors.

Corollary 3.1.8. Let k € [I,N] and q € RY such that ||q|l2 = 1, we have, for any D and any ¢
positive

N© ~
P <|<q,uk>\ > \/N> <ND, (3.1.11)
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The second step of the method consists of the relaxation of our original matrix through the Dyson
Brownian motion. It consists of an Ornstein-Uhlenbeck process on the space of symmetric matrices.
The main characteristics of this dynamics for our problem is the explicit dynamics of eigenvectors
along the process and the short-time to relaxation to the equilibrium measure. For eigenvectors,
this measure consists in the Haar measure on orthogonal matrices so that asymptotically we obtain
Gaussianity and independence of eigenvectors entries. We will now give our definition for the Dyson
Brownian motion.

Definition 3.1.9. Let B be a symmetric N x N matrix such that B;; for i < j and Bm/\/§ are
standard independent brownian motions. The symmetric Dyson Brownian motion is given by the

stochastic differential equation
1 1

Besides, it induces the following dynamics on eigenvalues and eigenvectors: the eigenvalues and eigen-
vectors of Hg have the same distribution as the solutions of this coupled dynamics,

A\, = + =S —— —ZF ) ds, 3.1.13
g vIN N #Zk A — Ng 2 ( )
1 dBpy 1 ds
dup = —=Y U o Y s Uk (3.1.14)
VN = Ak — N 2N porl (A — Ae)

where B is an independent copy of B.

The explicit form of the dynamics of eigenvectors (3.1.14) is one of the key ingredient in our study.
Indeed, while this dynamics by itself is too hard to analyze, one can look at some observables on
eigenvector moments which will follow a simpler parabolic equation. This equation, the eigenvector
moment flow, was first considered in [BY17] to study eigenvectors of generalized Wigner matrices,
then in [BHY17] to study sparse matrices and in [Benl7] to look at the behavior of eigenvectors for
deformed Wigner matrices. We will give here a new observable, called the Fermionic observable, which
will follow a similar equation.

This Fermionic observable can be stated as an observable directly on the fluctuations (3.1.1) and
(3.1.2). Consider us = (uf,...,u) the L?- normalized eigenvectors of Hy as in (3.1.12) associated to
its ordered eigenvalues A; = (A1(s) < --- < Ay(s)) and a family of deterministic fixed vectors (q;)ier
non necesarily orthogonal. We will now work with the non-normalized fluctuations, denote for k # ¢
in [1, NJ,

pkk(s) = azel<qiauz>2 - ‘JJ\—[’ and pkf(s) = aZé[(q’Lv Ui><%>u?> (3115>

For k = (ki,...,k,) with k; pairwise distinct indices in [1, N], we will define the following n x n
(symmetric) matrix of fluctuations

Pk kq (8) Pkiko (3) coo Dkikn (S)
Ps(k) = : : : . (3.1.16)
Phnk1(5)  Phaka(5) oo Dhpkn(S)

Then our Fermionic observable consists in the expectation of the determinant of our matrix of fluctu-
ations,

Fer (k) = B [det Py (k)| \] . (3.1.17)
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We will use the following notation in order to describe the dynamics followed by frer, it consists
of replacing the i-th coordinated by another indices, for ¢ ¢ {k1,...,k,} we will write

K'(0) = (k1,... . ki_1,0,kit1,...,k,) and  |k| = |K'(0)| =n
and we now gives the flow that fI" undergoes.

Theorem 3.1.10. Let (u, \) be the solution to the coupled flows as in Definition 3.1.9 and let frer
be as in (3.1.17), it satisfies the following equation, for k a pairwise distinct set of indices such that
k| =n,

n Fer (1,1 Fer
Fer _ fs (k (6)) B fs (k)
O fF (k) =2> " > N )2 (3.1.18)
i=1 (€[1,N] i
gi{klv---vkn}

Remark 3.1.11. We call this observable Fermionic by comparing to the observable in [BY17] or in
[BYY18]. Indeed this dynamics is very similar, if we take the point of view of a multi-particle random
walk in a random environment, the only difference is that we can only consider configurations of
particles with at most one particle on each site, also see that the jump of the particles can only be on
an empty site so that we have a form of an exclusion principle for the particles.

Impossible

Figure 3.1: Multi-particle random walk representation of (3.1.18)

We will now develop more on the Bosonic observable introduced in [BYY18]. Indeed, since we
want look at both edge and bulk eigenvectors, we will need to prove an a priori bound on the overlap
pri and pge at the edge. Now for m : [1, N] — N a configuration of n particles, define the following
set of vertices

Vn={(k,a), 1<E<N, 1<a<2n}.

Consider now G, the set of perfect matchings on V,. We will denote such a graph G = (Vp, £(G)).
Now for e € £(G), write e = {(k, a), (¢, 8)} and define p(e) = pre, P(G) = [[.cg(c) p(e) and finally

f2% () = Ml(n)lE > PG)A (3.1.19)
Gegy

where M(n) = [T, (2n,)!!, with (2m)!! being the number of perfect matchings of the complete graph
on 2m vertices. Note that this quantity depend on the eigenvalues trajectories A.

A

o Py
@

3 i iz ig

©

i1
(a) A configuration n of 6 particles (b) An example of a perfect matching
Ge g"? with P(G> = pzzligpi2i2p122i3pi3i3

The previous quantity follows the usual eigenvector moment flow.
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Theorem 3.1.12 ([BYY18]). Suppose that w is the solution of the Dyson vector flow (3.1.14) and
fBos(n) is given by (3.1.19). Then it satisfies the equation

1 2i1+2' ;305 i,j_?os
asffos('rl) — Nz n ( 77]) ((i; _()\73)2) f (77)) )

(3.1.20)
i#]

where M7 is the configuration obtained by moving a particle from the site i to the site j.

Another possible representation comes from a Wick theorem on the original observable from [BY17].

Let g = q) +1 %q@) be a linear combination of two Gaussian vectors given by the following:

consider (Ng)aer and (MV2)N_; two independent families of independent centered Gaussian with unit
variance and define for a € [1, NJ,

alV) = Nylaer and q =N

Then we have the following identity, where £ denotes the expectation with respect to the two families
of Gaussian random variables

N
fB°S(n):Ml<n)Eq E | [J(aun)>™ A” (3.1.21)
i=1

This identity can be derived through a Wick theorem. The Fermionic observable will actually be
derived in the same way using a Fermionic Wick theorem and Grassmann variables.

Remark 3.1.13. The Bosonic observable can also be given in a matricial way, define the matrices,
for 4,5 € [1,n],

11

Eu):(ww and Qgﬁ:(l 1) Pho, (5)

1+ 51’]’ >1<kz,£<n

Then one can define the following symmetric 2n x 2n matrix involving fluctuations

Pkiki  Pkiki DPkiks Pkiko

Qs(k1,... kp) = Z E(ij)®Q£fj) for instance Qg(k1, ko) = Pkaky Phiky Phiks  Phiks
1<I<G<N DPkoky  Pkoki  DPkoko  Phaoks

Pkoki  Pkoki  Pkoks  Phoks

Then we can define our Bosonic observable as
Bos() = - [Haf Q, (m)|A]
M(m)

where the Hafnian is given by the following definition, for A a 2n x 2n matrix,

1 n
HafA = n|2n Z H AU(Qj—l),O’(?j)'
c€Gay ]:1
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3.2. Proof of Theorem 3.1.10

3.2.1. Preliminaries

The proof of Theorem 3.1.10 involves a supersymmetric representations of our determinant (3.1.17). In
order to develop the proof and the tools, we will recall in this subsection notions of Grassmann variables
and Gaussians expectations with respect to these variables. Grassmann variables can be seen as
anticommutative numbers, we will first consider four families of Grassmann variables {n;, &, vi, ¢i}£\;1a
they follow the relations of commutation for 4, j two indices in [1, N] given by

nin; = —nini, &&= —&& and ;& = —Em

and all similar relations between the other families. In particular, see that n? = &2 = ¢? = ¢ = 0
and that the variables {n;§;} and {y;1;} all commute.

Remark 3.2.1. A possible representation of such variables is given by matrices. See for instance the
Clifford-Wigner-Jordan representation of these Grassmann variables.

Now that we have defined these Grassmann variables, we will define our generalized projections.
Namely, we can define for a N-dimensional vector v the following quantity

(V) =D v()1a- (3.2.1)

We can also define functions of these Grassmann variables, note that by Taylor expansion and the
commutations rules, it is enough to define polynomials of such variables. Thus we will define a function

Fn& o)=Y argxe [[ mé I] 0 I] & I ewve II @. II v

1,J,K,LC[1,N] inelnJg JIENNT  ki€J\I  igeKNL jo€K\L  kp€L\K

where as j i, will be real numbers for our purpose. By the matricial representation, one can then see
such a function as a matrix. From this definition of a function, we can define the integral of a function

by,

N
/F(m& », ) Hdmd&d%dwz‘ = Q[N,[N],[N],[N]
=1

where we shortened [N] := [1, N]. As explained earlier, we can define functions through a Taylor
expansion. In order to construct a Gaussian expectation, we need to construct the exponential. It is
straightforward to define it as

[e.9]

F m mo F m
exp (F(n &, o)) = 3 TP A IE0.9)
m=1 : m—1 :

for some mg via the commutation relations. We can define our Gaussian expectation as, for an
invertible N x N matrix A,

N N 2N
Eneom [F(1,€,0,9)] = /F(% & op)exp | D mAZE+ D e | [ [ dmdédeidy;  (3.2.2)
i=1

ij=1 i=1

The Fermionic Wick theorem allows us to compute joint Gaussian moments with respect to this super-
expectation. We give it here with respect to our Gaussian expectation and the moments we will need
later.
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Lemma 3.2.2 (Fermionic Wick theorem [ZJ89]). Consider {(ir,jr)}i-, C [1,N] x [1,N], and
{ni, &, goi,wi}i]\il a family of Grassmann variables, we have

m T 7 7 m
5,%5"P7¢ [H (nlk +1 |]V|<'Olk> (gjk | |¢lk>] = det <(A — |]V|Idm)ik7je> (323)

k=1 k=1

3.2.2. Construction of the Fermionic observable

We will be able to construct an observable based on the families of Grassman variables which will follow
(3.1.18). Then by taking the Gaussian expectation defined in (3.2.2) we will obtain the observable
(3.1.17) by choosing the right covariance matrix A. In the following definitions we will fix a set of
indices I C [1, N] and consider (q;);es a family of vectors of RY not necesarily orthogonal.

We will consider the observable, for u® the solution to the Dyson vector flow (3.1.14)

n

ug. usg.
H< kl>77+ |1|<p< k1>§+i %d’

=1

95 (k1 ... ky) =E

A] . (3.2.4)

Remark 3.2.3. Note that in this definition, the product is commutative since we have quantities of
order 2 in Grassmann variables. See also that this is a similar quantity as the moment observable
from [BY'17]. Indeed if one considers a configuration with a single particle at sites ki, ..., ky then the
observable would be written as

n

H<q7 uki>2

i=1

g (ks k) = B Al

In order to see that gt follows a form of the eigenvector moment flow (3.1.18), first see the

following proposition from [BY17] which gives us the generator of the Dyson vector flow.

Proposition 3.2.4 (|[BY17]). The generator acting on smooth functions of the diffusion (3.1.14) is
given by

1 2
L= ng NS WER (3.2.5)
with the operator Xy, defined by
N
ng = X,g;) — X,gz) with X]g? = Z uk(a)aw(a) and X,gi) = ug(a)auk(a) (3.2.6)
a=1

We will thus need to prove the following lemma, showing that gf®* follows the eigenvector moment
flow

Lemma 3.2.5. For g-°" defined as in (3.2.4) and k = (k1, ..., k) with k; # k; for i # j, we have

Fcr Fer(kz(g)) gger(k)
s z; Z NOr 0 (3.2.7)

Z%{klr R }

Proof. As the lemma does not depend on the family of Grassmann variables, we will develop the
proof for any families 1,&. First see by definition of the operator that since the eigenvectors for
k ¢ {ki,...,k,} are not considered in the observable g¥*"(k) we clearly have

X9y (k) =0 for k ¢ {ki,... kn}.



78 CHAPTER 3. FERMIONIC EIGENVECTOR MOMENT FLOW

Now, we need to show that for fixed 7, j € [1,n] we also have X? ik, g5 (k) = 0. This equality actually
comes from the anticommutativity of the Grassmann variables. First see that we have the relations

Xpe(ug)n = —(ue)n  and  Xge(ue)y = (up)n.

Besides, by definition of the operator X, we only need to look at the part of the observable involving
the eigenvectors u; and uy, hence computing the quantity

KXoy (Cuk ) (e (uany () e) = 2((uny ) (uany e (e, Y (e D A+ (Y (e, e (e ) (e e
— 2w, ) (k) (i ) (s ) e — (i )m (i ) (g ) (ke e — (i) (i D (e ) (k)
= () (u, e (iey ) (e, e — (wy ) (Wi, e (i, ) (uk; )e)
=0

where we used the fact that <ukl>% = 0 and the anticommutativity relations. Finally, we need to
compute X,C 195 (k) for i € [1,n] and £ € [1, N]\ {k1,...,kn}, to do so we just need to compute

X7o(ur)n(ur,)e = 2 (ue)n(ue)e — (up, )n(ur,e)

which means that we have
X7.095 (k) = 2 (g8 (K'(0)) — g5 (k) -

Combining all these equalities, we obtain Lemma 3.2.5. O

We now only need to show that we can obtain fF° using our observable ", this will involve the
Fermionic Wick theorem given by Lemma 3.2.2.

Lemma 3.2.6. There exists A such that
Fer Fer
g’r] I RER T [gs (k)] = Js (k)

Proof. By definition of gF*", we have the following, forgetting the dependence in s,

n
A

=1

= i Emt ot [ﬁ (77% +1\/T%k> <€Jk +1\/7%>] H Uty () Uy, ()

1,1,...,zn =1
]17“'7]77,

Now we can use the Fermionic Wick theorem 3.2.2 in order to compute these Gaussian moments,

er I . .
Smn 8700) = 3 act( (2 Ra) i, )
tpJq

Zl’ 7’Ln
]1 ]n

n

p,g=1

Thus by multilinearity of the determinant we obtain that

n

N
5,,7 tonp [gfer(k)] = det Z (A - L{)Id) Uk, (i)ur, (5)

3,j=1

p,q=1
n
al : 1]
= det Z Ajju, (1)ug, () — ﬁ]lkpfkq
i,5=1

p,g=1
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Now, we will consider the following covariance matrix

Aij = qali)galj) fori,j € [1,N].
acl

Thus we can finally see that the entries of the matrix we take the determinant of are given by, for
a? B 6 II]‘7 n]] )

N
) ) I I
> A,y () — i, = et e, — W0, = i (5)
ij—=1 icl

O]

Remark 3.2.7. We gave here a proof of Theorem 3.1.10 with supersymmetry and a link to the first
observable following this equation from [BY17|. However, knowing Proposition 3.2.4, it is possible to
give a combinatorial proof of the theorem with no consideration of Grassmann variables but simply of
the properties of the determinant. We will give this proof in Appendix 3.5.

3.3. Relaxation by the Dyson Brownian motion

In this section, we will make our initial matrix W undergo the Dyson Brownian motion from Definition
3.1.9. The point being to obtain the asymptotic value of fF°r after a short time s and see that it
coincides with the family (pg¢)xs being independent Gaussian random variables.

Before beginning the proof, we will state a priori results we need on the pgs(s). The overwhelming
probability bound for pyy was studied for Gaussian divisible ensembles in [BYY 18] in order to study
band matrices but only consider bulk eigenvectors. While they only consider |I| > ¢N for some
constant ¢ > 0, we will adapt the proof to any |I| and we obtain the following result in the case of
generalized Wigner matrices. In order to prove this estimate we need a priori bounds on eigenvalues

and eigenvectors along the dynamics. This is given by the following lemma

Lemma 3.3.1 ([BY17, Lemma 4.2]). Let 6,&,w > 0 and t € [N~ N=°]. Consider W a generalized
Wigner matriz and consider the dynamics 3.1.12 (Hs)o<s<t with Hy = W. Define the resolvent and
its normalized trace for z in the upper plane,

1
Gy(2) = (Hy—2)"" and my(2) = NTI"GS(Z).
It induces a measure on the space of eigenvalues and eigenvectors (A(s),u(s)) for 0 < s <t such that
the following event Ay holds with overwhelming probability,

. We have rigidity of eigenvalues: Vs € [0,], |Ar(s) —vu| < N™23E(k)=13 uniformly in k €
[1, N].

- The averaged local law holds: for all s € [0,t], |ms(2) —m(z)| < NS(Nn)~! and the anisotropic
local law holds |(v, Gs(2)w) — m(2)(v, w)| < N&(v,w)(y/Imm(2)(Nn)~1 + (Nn)~1) uniformly
mn z € D,.

- Eigenvector delocalization holds: ¥s € [0,t], {q,ux(s))2 < N~ uniformly in k € [1, N].

We will now give all our estimates conditionally on this event which occurs with overwhelming
probability thus working using these a priori bounds and estimates deterministically.
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Lemma 3.3.2. For k,¢ € [1, N], we have for any ¢ and D positive

P (|pkk<s>| + lpke(s)] = N° ( 1 7] )) <N,

N /N82 + N253/2

Remark 3.3.3. The error term is the sum of two terms and it is not clear if one is larger than the
other since it depends on the regime of |I| or s. However, in the regime we will look at here, it will be

the term % which will be dominating. Note that in the case of bulk eigenvectors, we have the

following overwhelming probability bound from [BYY18| for a general class of initial condition.

Theorem 3.3.4 ([BYY18]). Let a > 0, for k, ¢ € [aN, (1 — a)N] (an index of the bulk) we have, for
any € and D positive,
1|

P (|pkk(3)’ + |pre(s)| = N° N%) < NP,

Before beginning the proof of Lemma 3.3.2; we will need the following lemma relating our fluctu-
ations piy to the Bosonic observable.

Lemma 3.3.5 (|[BYY18]). Take an even integer n, there exists C > 0 depending on n such that for
any it < j and any time s we have

Bl (9] < C (525() 4 722 ) 4 727 351)

where Y is the configuration of n particles in the site i and no particle elsewhere, n? n particles in
the site j, and n® an equal number of particles between the site i and the site j.

Using this lemma we can now adapt the proof of [BYY 18, Theorem 2.5] to the edge case. Note
that the proof is actually simpler since we do not need to localize the dynamics in the bulk of the
spectrum.

Proof of Lemma 3.3.2. Let &€ > 0. Consider f2°%(n) the Bosonic obervable for the eigenvector moment
flow. Consider n fixed and look at the configuration 1, to be such that

fP%mm) = sup  fP%(n) and S, =sup f(n).
n, Nm)=n n

Let 1 be a small parameter such that, if n € [N~17% w~!] for some small w. We then have, forgetting
about the superscript Bos,

fsit) = fo(nm) _ C iZ N(fs(mm’) = Fo(Nm))

Osfs(mm) = 2nk(1 + 2np) s < xr >4 2
— Nk — o) N ¢ Ak —Ae)? +m

where we denoted (ki,...,kp) the sites k such that n, # 0. In particular, p < n and > b, g, = n.
Now, we have that

L2 P N¢é
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For the other term, we will use an implicit bound using Hélder inequalities. Indeed, if we denote
2k, = g £ in,

fs(mt) fo(mm) NE
Z )\e—z) =Im Z N(Ag—z)+O<NnSS>

O£k 0¢{ky,...kp}

Now, we can expand by the definition of fs(n) in terms of a sum over perfect matchings. Since we move
one particle from k to £, which is an empty site for the configuration 71,,, we only have two particles
in the graph on the site £. Thus, there is two possibilities for the perfect matching, either there is an
edge {(¢,1),(¢,2)} or there is not. If there is such an edge, then we can write the contribution of such
perfect matchings as

Dev
Qui(nm)tm S Py
() Y2

Now, we can use the isotropic local law to see that

Ppee 7] NE|I|
I = s s a -1 =0 .
m > Nov—2 N Z d N mm(z) (N\ﬁNn

€¢{k17 ) } acl

See that @n—1(n) is a sum of monomial of degree n — 1 involving the fluctuations pgs. Thus by a
Young inequality, using Lemma 3.3.5, we have that

Qn1(n) = O <5 ) .

Now for perfect matchings where {(¢,1),(¢,2)} is not an edge, we can write the contribution in the
following way,

Pk, tPky 0l
E Qn—2(Q17QQanm)Im Z e DY

N(Ap —
¢ ks, k) (A —2)
We can write, in order to control the sum
N
Phqy Phgyt 1 5 5 A NEI
Im NOv—2) o <Nn Z(pkqlz + Pryye) | = O N2
0¢{k1,....kp} =1

where we used the complete delocalization property from Lemma 3.1.8 and the fact that

> it Tt -0 (v

acl

In the same way, using a Young inequality with Lemma 3.3.5, we control the polynomial of degree
n — 2 in terms of pgy,

n_2
Qn—2(q1,92,Mm) = O <Ss " )

Thus, combining all these inequalities, we obtain the following Gronwall-type inequality,

0ufunm) < ~C (ZlmmZk )fsmm)w(]f( St S+ et )
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Now, using the fact that for n > N~2/3¢ we have Im m(E +in) > /1, we obtain by Gronwall’s
lemma, by taking n = sN~, for some small w,

N3w/2 [I|N¥ _n=1 |[|N¥ _n=2
s(Mm) =0 Ss Ss Ss "
f (77 ) (ng/g +N\/N752 +N2 3/2

Now, using the same machinery as in [BY Y18, Theorem 2.5|, we obtain that

1] 1]
+ =0 | N ——_—— + N¢
k| + [Prel ( NV Ns2 N2g3/2

which gives the lemma.
O

We will give the asymptotic value of fF in the following lemma, while this is a simple computation,
we will give a short proof in order to see a recursion relation. Indeed, it is this recursion relation which
will occur in the later proof.

Lemma 3.3.6. Consider A, = E[det G] where G is a symmetric n X n matriz with independent
entries (up to the symmetry) given by G;j ~ N(0,1) for i # j and Gy ~ N(0,2). Then we have

A (—1)"/2n)! if n is even,
"1 0 otherwise.

Proof. We will see a recursion relation of order 2 by developing according to some rows and columns.
()

We will write in the following M G the matrix M where we removed the line 7 and the column 5. We
can then develop the determinant in the following way

n n—1

ZZ z+JE G1 Z(}]_1_1 1] [det ngllj)Jrl)]

=1 j=1
n
:_E An—2-
1=2

A, = E[detG] = ZG“ 1)* de tG

And this recursion formula gives us the result knowing that
A1 =0 and Ay =—
O

The following theorem will show that our determinant is asymptotically close to A, and thus
confirming the idea that, in the sense of moments, the family of (pg¢) are independent Gaussian.
However, the knowledge of these moments is not enough to say that the whole family behaves that
way. We will actually only use the case n = 2 to obtain Theorem 3.1.4 but we state here the theorem
for any value of n. Note that we will now work on the overwhelming probability even As which
corresponds to the intersection of A; where the estimate from Proposition 3.3.2 holds.

Theorem 3.3.7. Let n € N and fI as in (3.2.4), there exists a ¥, > 0 such that

T (k) — (@)n/l ~0 ((@)nN—”n) . (3.3.2)

sup
k,|k|=n
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Note that in the proof we will always do a maximum principle in order to obtain our leading order
but the same estimates can be done on the infimum of our observable so that we get our result.

Proof of Theorem 3.3.7. Let £ > 0. We will also use a recursion formula in order to obtain the value
of our Fermionic observable. and thus need to obtain an estimate on the observable for small n, the
size of the determinant. For n = 1, we have that fF°"(k) = IE [pyx|A]. We can obtain an estimate by
using a maximum principle on fI®*. Consider k,, the index such that

Fo (k) = sup £ (k).

ke[1,N]

Then we have, since fF" follows the dynamics (3.1.18), we have for any 7 > 0,

fFer Fer( m) 2.1 (Dot = Phken )N
fFer *22 5 S B 72 N2y 2
borl k) n N G Qe = A, )+

Now, one can see that

1 U 1
— = I @)
Phmkm 77 #Ek VSR = Dk Imm(2,,) + (Nﬁ 33/2>

where we introduced the notation zp, = A, + In. For the other term, we will use the isotropic local
law from (3.1.10),

1 pun _ 1 4 VU N¢ [
N Z ()\E _ )\k; )2 _'_,'72 - N Z<qZ7G(2km)ql> N Imm(ka) + (9 NT] N253/2

€7£k7'm m 'iEI
NE&|I I
_0 1] + [
NN N77 N2g3/2

[I|N§  NE m)

Thus, we obtain the following gronwall type inequality,

2Im m(zkm) Fer

O f3 (km) = — =" f; (km)+(9<

n Nny/Nn  Nn?2\V N2s3/2

which gives us that, as long as we consider 1 < s,

Fer NS NS )
k) = O — .
o (k) (Nm+Nn N2g3/2

Now, for any € > 0 small enough, we can consider 7 = N s and s be taken such that, N™! < s < 1

and
I N VIR i
N+vNs NsV N2s3/2 N
Note that these choices of parameters are possible since we consider |I| < +/N. Thus, the case n = 1
goes in the direction of Lemma 3.3.6.
We will now study the case n = 2, in this case we can write our Fermionic observable as

SFer(k‘l,k2> =K [pklklpk2k2 71)%1/62})‘] )
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We will use a maximum principle for this observable since it follows the parabolic equation (3.1.18)
and obtain the result by a Gronwall argument. Consider k™ = (k{", k5*) the multi-index corresponding
to the maximum of the function fF*" so that

fFr k™) = sup  fIeT(k™).
k, |k|=2

Then we have, since fF" follows (3.1.18) and k™ is the index for which fF*" is the maximum, for any
positive 7,

F2(™)'(0) — f7 (k™)
) fFer km -9
;€¢{kzkm} N()\k;m — )\5)2

PEASE (Fer () (6)) — £ ()
o ; é¢{i§k;ﬂ} M = A2 472

Now, we will consider only the terms in the first sum of the right hand side for readability. First
note that adding this parameter 1 made imaginary part arise. Namely, we have the formula

N¢ 1]
N7 N23/2

i Fer /1, m n _ gFer/y,m
VX e = ) () + O
ek g} i

where we used Theorem 3.3.4 for the error term. Now, we need to control the term involving
fEr(k™)i(€)) = E [Pry ks iPee — Phs_se|A] - In the following we will look at the term i = 1, the
term 7 = 2 can be bounded in exactly the same way. Thus we can write

1 (pﬁfpksz - p%kg)n N pgk (N§ |I‘ )
N o L D ) Rl |
€¢{k1;km} ()\kl — )‘6)2 4 772 = Pkoko Z N()\é — Zkl) ; N()\é — Zlcl) Nn N2S3/2)

g
(3.3.3)

Now we can write these two sums in terms of the resolvent defined in (3.1.8) and control them with
the isotropic local law (3.1.10). Indeed, by definition of our overlaps we have

N
qa’uﬂ ‘I’
Im — =1 _
Z ()\g—zk mzz )\é_zk N Imin('zlﬁ)

ael (=1
1 NeI|
— (Z; (o Gz 1) — m(z,ﬂ))) 0 () B3
For the second term in (3.3.3), we can also write it in terms of the resolvent
N Pg%k 1

I 72 = xr (0] b I (0]

m; NOv— ) Na%;[@l ug)(ag, up) Im(qa, G(zx, Jas)

1 11> N\ NE ) 11> N
:Z<QQauk>2Imm(Zkl)+O<2 ~z Imm(zg,) + O 232 T N2

NaeI N2,/Nyn) N NV N2s3/ N=\/Nn

(3.3.5)
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where we used in these inequalities the isotropic local law from (3.1.10), the delocalization property
(3.1.11) and Theorem 3.3.4 and the fact that Imm(z) is of order smaller than one. Now, combining
the estimates we obtain the inequality,

C
015 em) = =< (e + 7))

1 (N% 1] 1] 1] > 1
+0| - —l— + =5 .
n \ Nn N2$3/2 NN N N2s3/2 ° N2 /Ny
Now, consider a positive € > 0 small enough so that we can take n = sN~° and s such that N~ 23 «
s < 1 such that all the terms in the parenthesis are of order smaller that | | . This bound is possible
only since we took |I| < v/N for the term P 1

NT Ny
we have for n > N=2/3%¢ Imm(E +in) > /7,

e = s (M)

And we finally obtain by Gronwall’s lemma, since

N2

for some 15 > 0. Thus, the case n = 2 has been proved and we obtain the same initial conditions as
in Lemma 3.3.6. Consider now the case where n is an integer greater than 2. For the general case, we
will develop our Fermionic observable via the Leibniz formula, for k such that |k| = n and &,, the set

of permutations of [1,n],
n
Hpkika(i)(s) A] .
i=1

As earlier, we will use a maximum principle technique in order to obtain the leading order for Theorem
3.3.7. Consider k™ maximizing f*"(k) and write

Fer(k) = E[det Py(k)[A] = ) €e(0)E

O'GGTL

n Fer m)i _ fgFer/1,m
oS E™ =23 Y S (K™ (0) — fo (k™)

)2
=1 g (k7 k) N = )

(FE= (™) (0)) — S5 (™)
;%{kl:,km} N((wp — 22 +12) (3.3.6)

Now, we can also write that since n is fixed independent of N,

i Z fFer(km) n . fFer(km) Imm(z ) + O Nn£ ’I| n/2
A O ; Ny \N2s3/2 '
1 R2

In order to control fFer((k™)i(¢)), we will partition &, into three sets which will give different con-
tributions to the result, note that we will make the permutations on the set given by the indices in
(k™){(¢) but since the number of indices stay constant and equals n, this dependence does not matter
in our computations,

SN () ={o €&, a(t) =1},

6P ={oe6,:0(l)=0"1(t) and o(f) £},

&P (0) =6\ (8 U 6D).
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Now see that we can write, for a fixed i € [1,n],

1 nfs (K )( FEer((k™)i(0)) NS LT\
N, 2 e — N2 + *I Z )\z—zkm +O<Nn (]\[253/2> )

LK.k}

Now, by developing fFer((k™)i(¢)) according to the Leibiniz formula and separating this sum in three
terms with respect to the prior partition of &,,, we now have to control these terms, the first one can
be written as

N n (n-1)/2
pee N§H|< 1] )
I):= D Im — =0
M= > e | H ko) ;N()\z—zhi) (N\ﬁ N2s3/2

J?él

(2)

using the local law from (3.1.10). Now, for the contribution of &;;” we have to control

N 2
pékoi
(II) == Z €(o) H Phjko ) ImZN(/\i_UZ)
0’6622) () ]757, /=1 l k;
j#o (i)
1 Ne [T PN
= N2 Imm(zy,) Z (o) H Pkjk, +0 N N2g3/2 + NQ\/i
" j#o(3)

1] (n—2)/2
X —_—
<N233/2)

where we used the estimate (3.3.5) and Theorem 3.3.4. It is possible to see (II) as a sum over the
possible (i) in the product so that we can write it as a sum of determinant of size n — 2 in order to
conclude later by induction. Indeed, we have

1 W o (N N (e
(IT) = ——Immzk ZdetP )+O N N283/2+N2F N2g3/2 .

i0=1

1071

Note that in the previous equation we obtain a minus sign from the signatures of the permutations.
Indeed, as the estimate removed the cycle (kikg(i)), it removed two elements from the set so that if
one writes the signature as e(c) = (—1)"~%(?) with € (c) the number of cycles of the permutation o,
the new signature becomes (—1)"~2-¢(@)+1 —

&,

—€(0). It remains to bound the last term coming from

Dl iy Ph -1,
(IT1) = Z e(o) H Pkjkqg ;) mz N\ —zk) '
e (i JFi
e J#571G)
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Now, we can write the last sum as,
Peko o Ph, -1t _

Imz N(\ — Zh, ) Y %I Qa,ukg(z)><q§,uk 1 )>Im<qa,G(zk )q5>

1, o NI NP (N TP
- N M (2) Pk, )Pk, -1 (i) N2/Nn ' N%,/Np N\ N2g3/2 + N2/Ny

which gives us that

1 III 1% LIRS
(II) = O <N ( st vuws ) (e .

Finally, putting all these estimates together in (3.3.6) , we obtain the following inequality
A

1 [ Nt I 1 I NS
+0| - +1/ 3 17 + + 7 ] .
n Nn s3=N2Ny —/SE-D2|I]  /s3-2/2 Ny N

)\] corresponds to the Fermionic

Os fFer k™) Zlmm (2k,;) FelF(km) + — 1] [d t P 8 Zog

Now, we are going to use our induction hypothesis, since & [det P EZ ZO;

observable with a configuration of n — 2 particles (we removed a particle in i and in ig), thus we will
suppose that there exists a 1,,_o such that for any 7 and g

Al = ( VI ) (n-2) o ( m) n2 -

E [det P,(170)

N N

So that, since we got the right initial conditions earlier, we obtain that

fFer km Zlmm zk <fFer(km) - (\?\’?) An)

NO3)E [ I 1 I V"
+0 = + J | + + 1 e | (MR
n Nn 3NNy /SE-DR|I]  /s3-2/2 Ny N
So that, by taking n = sN~¢ for some small € > 0, we have by Gronwall’s lemma,
n
I
= (Y (o

Ne+Hn+3)E ‘I‘Ns 1 ’I|N5
O | N3¢ N7z |
+ ( Ns + NsBn=1)/ ,/ (n=1)/2 ] + Ns(Bn—4)/2 +

Thus taking € > 0 small enough and s such that

2 2
m>3n1 1 (|I\2N8)3n4 N°© _
s > N°max< | N°— , , , —— and s< N°°
{< N HECORA N

we obtain the result. O
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Now that we have the leading order for our Fermionic observable, we can obtain Theorem 3.1.4 for
the class of matrices given by H, for s € [N~1T¢, N—¢] for some ¢ > 0.

Proposition 3.3.8. Let ¢ > 0, there exists s € [N~'1¢, N=¢] such that Theorem 5.1.J holds for H.

Proof. By the analysis of the Fermionic observable in Theorem 3.3.7, we know that there exists § > 0
such that
1]

E [prepe] — E [pig] = =+ 0 (J\QN“S) . (3.3.7)

Now, while we studied our Fermionic observable it was also possible to study the Bosonic observable
from [BYY 18] which in the case of two particles consists of, for k and ¢ two distinct indices in [1, N,

1
D%k, 0) = E [prapec + 27| A and  fP%(k, k) = B [P | Al
and it follows the usual eigenvector moment flow so that by a similar analysis, we can obtain

1] ] o
E [pripe] + 2B [pe] = 2505 + O ( 3z N7° (3.3.8)
for some positive §’. So that, combining (3.3.7) and (3.3.8), we obtain our result for the eigenvector of
the matrix H;. n

Remark 3.3.9. While we used the Bosonic observable only in the case of two particles, one could do
a similar analysis as for the Fermionic observable and see that the moments behaves as the pyy were
independent Gaussian. Using the construction from Remark 3.1.13, if you consider G’ constructed in
the same way but with independent centered unit variance Gaussian instead of the py,; and write
B, (k) = M(k)"'E[hafG’] we have a similar convergence than Theorem 3.3.7

£305 (1) (m)nmk) o (({’?’)w) |

N
3.4. Proof of Theorem 3.1.4

We have now our result for the Gaussian divisible ensemble

H (W) = e /W + /1 - e=GOE

with s a small parameter (in particular s < N~¢ for some ¢) and any W being a generalized Wigner
matrix. The point of this section is to remove the Gaussian term in order to obtain the result for
our original matrix W. We will do so by using a moment matching scheme and the density of the
Gaussian divisible ensemble. The main point being that we can find a generalized Wigner matrix
Wy such that Hs(Wy) has the same first moments as W and finish the proof by a Green function
comparison theorem. We will give this theorem now, a variant of [KY13b, Theorem 1.10] which can
be found in [BY 17, Theorem 5.2]. It needs as an assumption a level repulsion estimate. The following
theorem states that the level repulsion estimate holds for generalized Wigner matrices, it can be found
in [EY15,BEY14a].

Theorem 3.4.1 ([EY15,BEY14al). Consider W a generalized Wigner matriz and \; < -+ < Ay its
ordered eigenvalues. There exists ag > 0 such that for any 0 < o < ay, there exists § > 0 such that
for any E € (—=2,2), see that we have v, < E < g1 for some k € [1, N], we have

P <’{z N €[E—- N33 py N*2/312;*1/3]}’ > 2) < N-a

with k = min(k, N — k +1).
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Remark 3.4.2. Note that this result has only been technically proved in the regime where either
k < N'/% for the edge case or in the bulk of the spectrum. But as remarked in [BY'17], this estimate
can be proved to any regime of k£ with minor modifications in the proof.

This uniform level repulsion estimate for W allows us to use the generalization of the following
Green function comparison theorem

Theorem 3.4.3 ([BY17]). Consider W and W' two generalized wigner ensembles such that the first
three moments of off-diagonal entries of W and W' are equal and that the first two moments of diagonal
entries of W and W' are equal. Suppose also that there exists a positive a such that for any i # j,

)E[wfj] ~ Bluw),Y) < N2

Let o > 0, then there exists ¢ = e(a) > 0 such that for any k € N and any qi,...,qr and any indices
Jiy---5Jk € [aN, (1 — a)N] we have

(EW - EW’) O (N{ar, uj)% .., N{qg, u;,)?) = O(N~9)
for any smooth function O with polynomial growth,
0™0(2)| < C(1 + |z))¢
for some C' and for any m € N¥ such that |m| < 5.

We can now give the proof of our main result.

Proof of Theorem 5.1.4. We have proved that our result holds for any matrix from the Gaussian
divisible ensemble H,(W,) for any generalized Wigner matrix Wy and s € [N~°, N—¢] for some positive
0 < e. Now, in order to use the Green function comparison theorem for eigenvector Theorem 3.4.3, we
simply need to be able to construct a matrix Wy such that the assumption of Theorem 3.4.3 hold for
the matrices Hs(Wy) and W. Such a construction can be seen in [EYY11, Lemma 3.4] and the result
has been proved. O

3.5. Combinatorial proof of Theorem 3.1.10
Proof of Theorem 5.1.10. First define
gm) = Y €0) [[Pinissy sothat fI(n) =Elg(n)A].
ocGy i=1
We therefore need to show the following two equality

X7 9m) =2(g(n™) —g(n)) for ke{l...,n} j¢ {ir,....in} (3.5.1)
X2;,9m)=0 for k,¢e{l,....n} (3.5.2)

Part of the reasoning will be done via induction. We will first describe the proof for two particles. For
simplicity, we will describe one of the joint moments of the family (pg¢) as a graph corresponding to
a permutation in the determinant. For instance, for two particles, we have two distinct graphs.
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V=

Diqi1 Pigio piliz
@ @

Thus we can write our fermionic observable for these two particles as

9¢(M) = Pivir Pizis — pgm =0-0.

Note that we have a sign difference between the terms because of the changing signature between
these two permutations. Now, see that the generator X operates on our family of overlaps (p;,i,) in
the following way

KiiyPiyir, = —2Pigi, = —XigigPigie> XigigPipie = Pipir, — Digig (35.3)
XigioPirj = —Pigjs XigioPiej = Phj-

With these algebraic relations, one can easily see that we have (3.5.1) for g;(n). One can also easily

deduce (3.5.2) with these simple relations, however, in order to explain the more detailed approach of

the case of n particles, we will disclose the proof in more details. We can first operate X on both of

the terms in g¢(n) and see that

2 2 2 2 2 2
Xilig (p’ililpi2i2) =2 (pi1i1 +pi22’2 - 2(pi1i1pi2i2 + 2p“12)) = Xi1i2pi1i2‘ (354)

First see that (3.5.4) gives us that Xl-21 o gt(n) = 0 and the proof for two particles is clear. However,
to introduce the notations we will use in the case of n particles, we will write (3.5.4) as the following,
using the graphical representation from the previous table,

Xi21i2® =2 (p121i1 + p122i2 - 2(® + 2®)) = Xi21i2®'

Consider now the case of n particles on {i1,...,i,}. By induction, we can only look at the
permutations in the sum where either £(iy) + £(i¢) = n or £(iy) = (i) = n where £(j) is the length of
the cycle containing j. Note that the second condition is there to take in account the fact that i; and
i¢ can be in the same cycle. Also see that by definition of X;,;,, we will only be interested in the sites
ik, ig(k), ig—l(k), ig, 7:0(@) and Z'U—l(g).

First consider the permutations such that £(ix) or £(i¢) is equal to 1, such a permutation wil be
represented by @ or @ in the following table.

kie>

lo-1(g To(0)

) @ ® @

23

These four graphs will be the one involved when applying X? to @. Note that while we display
ig—1(¢) and i,y as distinet points, they could potentially be the same. The dashed red line represent
the rest of the permutation, note also that we have two distinct cycles for the graphs ® and @ while
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there is a single cycle for the graphs @ and @ so that ¢(@) = ¢(@) = —€(®) = —e(@).For simplicity,
consider the notations

(1) _
Py = DPigigPi, 1 4yiePivioe)
1) _
P = PirinPi, 1y inPirio ) -
Now, using the relations (3.5.3) we obtain

X2

(137

X2

gte

©=2(PV+ P - 20 +20+20)), X2, @=2(P"+P" - (20+20+20))

®=2 Pé”+P,§”—(®+®+3®+@)), X2, ®=2 Pé”+P,§”—(®+®+@+3@))

So that finally, taking in account the different signatures, we finally have

X2, (20420 — 2@ — 2@) = 0.

igty
Note that we have a coefficient of 2 in front of each graph because both o and o~! follows the same
graph. Now, we will consider permutations where £(iy) and ¢(i;) are greater than 1. Thus we will
consider such a permutation as the graph ® in the following table.

In this table, we represented all the permutations which will be relevant when applying Xj;,;, to a
general permutation of type ®. The different colors explains the different behavior of the permutation
on the rest of the sites that will not be seen by the operator X but will be relevant when counting the
signatures on the different graphs. We first introduce the following notations as earlier

(2) _
PZ - pia—l(k)igpigio(k)pig—l(Z)igpigig(@7

(2 _
Pk - pio,1(k)ikpikia(k)pigfl(Z)ikpikig(g)'
Now, if we apply X;,;, to a permutation such that the cycle of 7, and of i, are greater than 1 we obtain
the following set of equations:

X2, 0=2(PY+P? - (20+0+0+0®+0)),
X2, ©=2(PY +P? - (20+0+0+6®+0)),
x2,0=2(P?+P? - (20+0+©+0+0)),
Xx2,®=2(PY+P? - (20+0+©+0+0)),
x2,0=2(PP +P? - (20+9+0+®+9)),
X2, 0=2(PY+ PP - 20+0+0+6®+0)),
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Now, in order to put all these equations together, one needs to see the number of permutations following
these graphs and their respective signature. Both of these values depend on the number of cycles, which
is equal to 1 or 2 in these cases, of the permutations and thus depend on the corresponding color in
the previous table. We finally have

Green case: e(@)kaie(Q@) -©®-0—-0-0+20)=0.

Red Case: €(©)X7,(20-6-0—-0®+20-0)=0.
Blue Case: (@)X2, (20-6—-©+20 - ©®— ®) = 0.

’Lk’ig
Combining this result with the case where £(ix) or £(iz) is equal to 1 gives us the result for any
permutation which finally gives

X ,9t(m) = 0.

3.6. Case of Hermitian matrices

In this paper, we focused and developed the proof for symmetric random matrices, but the proof
holds for Hermitian matrices as well. While the maximum principle technique can clearly be directly
applied to the Hermitian case, we will focused here in the definition of the Fermionic observable for
the Hermitian Dyson Brownian motion. The Dyson vector flow in this case have a different generator
and it is not necessarily clear that the determinant will still. Indeed, the Bosonic observable has a
different form for Hermitian matrices |[BYY 18, Appendix| since we obtain the permanent of a matrix
instead of a Hafnian. We will now give the Dyson flow of eigenvalues and eigenvectors for Hermitian
matrices.

Definition 3.6.1. Let B be a Hermitian N x N matrix such that Re B;;,Im B;; for i < j and Bn/ﬂ
are standard independent brownian motions. The Hermitian Dyson Brownian motion is given by the

stochastic differential equation
dBs; 1

VoA S Hadt. (3.6.1)

Besides, it induces the following dynamics on eigenvalues and eigenvectors,

dH,; =

dékk 1 1 )\k
d\x = + | = — 25 ] ds, 3.6.2
P AN N %; e — A 2 (3.6.2)
1 dByy 1 ds
duy, = U ———y 3.6.3
k TN#ZkAk_)\Z 4 2N#Zk()\k_)‘f)2 k ( )

where B is distributed as B.

The generator for the Hermitian Dyson vector flow is also known and given in the following propo-
sition.

Proposition 3.6.2 ([BY17]). The generator acting on smooth functions of the diffusion (3.6.3) is

given by
1 1 — —
Ly = - — 5 (XX XX, 3.6.4
t= 5 E N(/\k_)\é)Q( ke X e + XieXpe) (3.6.4)

1<k<UKN
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with the operator Xy, defined by

N N
Xie = (ur(@)uya) — T(@)gy()  and  Xpe = (W(@)g,0) — we(@)yy(a))
a=1 a=1

We will show that the determinant of fluctuations is again an observable which follows the Fermionic
eigenvector moment flow. In the Hermitian case, if one considers (ug,...,uy) the eigenvectors asso-
ciated to the eigenvalues \; < --- < Ay of Hg given by (3.6.1), we will define the fluctuations and
mixed overlap by, for a family (qa)acs € (RV)VI,

I
pik = 3 o) - M and pue= ) ) for k.

Note in particular that we have pry # pgr but pre = Peg. Now, we will define the same observable, for
k= (ki,...,kn), with k; # kj,
fEer(k) = B [det Py(k)|A] (3.6.5)

with Ps(k) given by (3.1.16), note that it becomes a Hermitian matrix instead of a symmetric matrix
in the symmetric case. We then have the same fact that £ follows the eigenvector moment flow.

Theorem 3.6.3. Let (u,\) be the solution to the coupled flows as in Definition 3.6.1 and let fFer
be as in (3.6.5), it satisfies the following equation, for k a pairwise distinct set of indices such that
k| =n,

ey -\ STk (0) — £ (k)
Osfs (k)—; Ze%:w N0, 2 (3.6.6)

L¢{k1,...kn}

The proof of Theorem 3.6.3 can also be done using Grassmann variables and a Fermionic Wick
theorem as in Section 3.2 or by carefully expanding the determinant and following the contribution
of each permutation as in Appendix 3.5. We will not develop the proof here as it is very similar but
it is interesting to note that the determinant and the Fermionic eigenvector moment flow is universal
regarding the symmetry of the system contrary to the Bosonic observable. Indeed, we saw the definition
of the Bosonic observable via (3.1.19) or a matricial representation in Remark 3.1.13 for the symmetric
Dyson flow, but the Bosonic observable in the Hermitian case is different.

While we can also define it as a sum over (colored) graphs similarly to (3.1.19) another possible
definition can be given in the following way: Let 1 be a configuration of n particles, denote the position
of the sites where each particle is situated as (k1,...,ky) (note that we can have k; = k; for some i’s
and j’s) then we can define

N

fBOS(n)=/Vll(mlE[perPs(n)!>\] with  Py(n) = (prky) 1oy e, and M(n)zil:[lm!

where per denote the permanent of the matrix,

per A = Z HAi’U(i).

eSS, i=1
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Eigenvalues of nonlinear matrix models
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Chapter 1

Introduction

In the previous part of this thesis, we studied Wigner-type random matrices: symmetric matrices with
independent entries. While these type of matrices have a lot of applications in mathematical physics,
other models of random matrices occur in multivariate statistics. Sample covariance matrices were
actually the first model of random matrices introduced in mathematics in the seminal work of Wishart
[Wis28]. We give a description of this model in the next section as well as a presentation of the method
of moments to compute the asymptotic empirical eigenvalue distribution.

1.1. Sample covariance matrices

1.1.1. Wishart distribution

We begin by introducing the corresponding integrable model called the Wishart distribution. Let X be
a symmetric positive definite matrix and X be a n x p random matrix where each column X; for i < n
are independently distributed according to a p-variate centered Gaussian distribution with covariance
3. We then consider the following p x p matrix

n
M=) XX{=XX"*
=1

and say that M is distributed according to the Wishart distribution with n degrees of freedom and
write M ~ W,(X,n). This construction actually gives the following joint distribution of the entries
Mii and Mij.

Theorem 1.1.1. Let ¥ be a symmetric positive definite p X p matriz and n > p. If M ~ Wy,(E,n)
then M has the following probability density function (according to the Lebesque distribution)

1
 2mp/2 det(X)/2T, (2)

fw (M) det(M)(nP=/2em 32 M

where the multivariate Gamma distribution '), is defined by

p o
I, (%) = mote-brs EF <n+21@> .

Now, one can see that if we consider ¥ = Id, the probability density function becomes a symmetric
function of the eigenvalues of the matrix M. If we denote Aq,..., )\, the eigenvalues of the matrix M

97
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they have the following joint eigenvalue distribution

(n=p=1)/2 =3 Fiii TT1x = Al

WP =1 1<J

From the joint eigenvalue distribution above, it is possible to compute the asymptotic empirical spectral
distribution of the Wishart distribution. It was actually computed for general distribution of entries
in [MP67, WacT78].

Theorem 1.1.2 ([MP67]). Suppose that M ~ W,(Id,/n,n) and that p/n — v > 1. Denote A\, ..., \p
the eigenvalues of M and its empirical spectral distribution fi,, = P, dx;, we have the following
weak convergence

P

VO —2)4(z =)

2mwxy

Pnp — [y 1= *dx almost surely (1.1.1)

with
A =1+ 7)? and A= (1- /)%

Note that if we have v < 1, we have a mass at zero since the rank of the matrix M is n, there
is p — n zero eigenvalues which corresponds asymptotically to a mass of (1 — ) at 0 for the limiting
empirical spectral distribution, in other words the limiting eigenvalue distribution is given by

fnp = (1 —7)00 + fiy-

The convergence of the empirical eigenvalue distribution does not imply the convergence of the
largest (or smallest) eigenvalue to the support. These convergences were proved in more generality
than Gaussian entries in several papers: the case of the largest eigenvalue was first proved in [Gem80,
YBKS8|, for the convergence of the smallest singular value of X, it was first proved in the Gaussian
case in [Sil85]. To show these types of convergence, the method of moments is often used and is
explained in the next subsection.

For local eigenvalue statistics, it has been proved that correlation functions as defined in (1.1.2)
converges after rescaling to different determinantal processes for the Wishart distribution: in the bulk
of the spectrum, via the study of classes of orthogonal polynomials [NW91, NW92a, NW92b| and
for the largest eigenvalue [Joh00, JohO1b| , it has the same asymptotics as the Gaussian Orthogonal
Ensemble. For the smallest singular value there are two distinct behaviors depending on the presence
of eigenvalues at zeros, in other words if 7 = 1 (called the hard edge case) or v > 1 (the soft edge
case). For 7y > 1 there are no eigenvalues at zeros and the fluctuations of the smallest eigenvalue is still
given by the Tracy-Widom distribution with the corresponding scaling [For93, TW94a|. For the hard
edge case, the behavior is different as the scaling is now p?, the limiting distribution of the smallest
singular value is given by an exponential law if p = n [Ede88| and the distribution of the m smallest
singular values can be described using Bessel kernels when n = p + « for any fixed o [For93, TW94b].
We state this result here for complex Gaussian sample covariance matrices and for n = p for simplicity

Theorem 1.1.3 (|[Ede88,For93|). Let m > 1 be a fized integer and o1 < --- < o, be the singular
values of ﬁX € C™™. For any bounded symmetric function f:R"™ — R we have

E > f(4n20-“,...,4n20i2m)] — | Flt1, .o tm) det(Kpess(ti, t5))—1dty . .. db,

1< <. <im<n
where Kpegs 1S given in terms of Bessel function by

Jo(VD)Vsh(Vs) — h(Vs)VEh(VE L™ i(ks—tsins
0 ! 2(t—s; 0 with  Ji(t) = 27T/_ﬂe (k )ds

KBess(tv S) =
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For the smallest singular value we have the exact formula,
P (7120'% <t)=1-e".

While convergence of the largest eigenvalue to the edge of the spectrum was proved for ¥ =
Id a remarkable phase transition occur when deviating from this model. This so-called Baik—Ben
Arous—Péché phase transition discovered in [BBAP05]| describes the possible separation of the largest
eigenvalue from the bulk of the spectrum. We here describe the result in the simplest form but note
that the result in [BBAPO05| and subsequent results of this type are stronger. Since we state the result
as in [BBAPO05], one should consider the complex Wishart distribution instead of the real one,

Theorem 1.1.4 (|[BBAPO5|). Let {1 be a real number and we take for our covariance matric
Y = diag(f1, 1, ..., 1).
We then have three distinct behaviors for the largest eigenvalue depending on the value of ¢;.

1. If 6y <14/, then for any r € R,

P (192/3 (A~ (14 7)) < w) ) A = (1 ’ \%>4/3

where TWy is the asymptotic probability density function of the largest eigenvalue of the GUE.
2. If {1 =1+ /7, then for any x € R,

p
P (19: ()\n 1+ ﬁ)2) < x) s (TW1(x))?

where TW1 is the asymptotic probability density function of the largest eigenvalue of the GOE.

3. If bty > 1+ /7, then for any v € R,

/P B b 2 ~ _ 2777@
IP(U2 ()\n <€1+(£1_1)>)éx)%]P(N(O,l)<:U) with o9 = 4 [ {7 g

One can see that while the largest eigenvalue still converges to the edge of the Maréenko-Pastur
distribution for /1 < 1+ ,/7 and has fluctuations of order p2/3, the largest eigenvalue separate from
the rest of the spectrum when ¢; > 1+ /7 and have Gaussian fluctuations of order pi/2.

There has been numerous generalizations of this phenomenon and we do not give a comprehensive
list of these results. For real sample covariance matrices, the locations of the largest eigenvalue after a
finite-rank deformation was studied in [BS06] regardless of the entry distribution and the fluctuations
were given in [Pau07| for Gaussian matrices. Detailed asymptotics for finite n and p were given in
[Nad08]. This phase transition also occurs for the Wigner ensembles: it was first proved in [Péc06]
for Hermitian Gaussian Wigner matrices deformed by a rank one perturbation. In [FP07], both the
symmetric and Hermitian case were considered for rank one deformation for entries with symmetric
distribution. This result was generalized in [CDMFEF09] for any finite rank deformation and the non-
universality of fluctuations of eigenvalues separated from the spectrum was exhibited. The distribution
of fluctuations actually depends on the entry distribution beyond its second moment for some specific
deformation. A general phase transition result which holds for numerous models of random matrices
was later obtained in [BGN11].
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1.1.2. Universality results

Universality with respect to matrix entries. The previous subsection focused on the Wishart distribu-
tion which corresponds to the integrable model for sample covariance matrices. The limiting eigenvalue
distribution given in Theorem 1.1.2 was showed in [MPG7] for more general random variables. Indeed,
it holds for matrices with centered random variables with finite second moment |[Wac78, Yin86| which
is optimal (as the distribution depends on the second moment of the matrix entries). The convergence
of the largest eigenvalue to the edge of the support was already proved for broader random variables
than Gaussian distribution in |[Gemg80, YBKS88]. However, the convergence of the smallest singular
value was proved for general random variables in [BY93].

Universality results for local eigenvalue statistics in the bulk of the spectrum have been proved in
the similar fashion than the Wigner ensembles explained in Part I. The method introduced in [JohOla]
using explicit formula has been used for complex sample covariance matrices in [BAP05] in order
to show bulk universality for deformation of order one of sample covariance matrices by a Gaussian
matrix. This deformation was then removed in [Pécl2] using similar exact fomula in the complex
case. Bulk universality was also proved for covariance matrices with a moment matching condition in
[TV12a]. The dynamical method presented in the previous part was also generalized to both real and
complex sample covariance matrices in [ESYY12,PY14].

When considering the largest eigenvalue, the scheme introduced by Soshnikov in [Sos99] for Wigner
ensembles was applied to sample covariance matrices in [Sos02] to obtain universality for the fluctu-
ations of the largest eigenvalue when v = 1 + O(N~'/3) and for symmetric entry distribution. The
condition on v was then removed in [Péc09] where the Tracy-Widom fluctuations of the largest eigen-
value was proved for any v € (0,00). The condition on the symmetry of the entry was removed in
[PY14] using a Green function comparison theorem.

To study the fluctuations of the smallest eigenvalue, we saw that different behaviors occur for the
Wishart distribution when v is equal to 1 (hard edge) or not (soft edge). For the soft edge case,
under symmetry of entry distribution, the Tracy-Widom fluctuations were proved in [FS10] for the
smallest eigenvalue and this condition was also removed in [Wanl2, PY14|. For the hard edge case,
universality for the smallest singular value was proved in [TV 10] using ideas coming from combinatorics
and theoretical computer science showing that the distribution computed in [Ede88] is universal.

Universality with respect to .  We stated here all the results for ¥ = Id corresponding to uncorrelated
population entries. The seminal work of Mar¢enko and Pastur [MP67] gives the asymptotic eigenvalue
distribution as the solution of an integral equation depending on the spectrum .

Theorem 1.1.5. Under some assumptions on the covariance matriz ¥, denote (o1, ...,0p) its eigen-
values and its empirical eigenvalue distribution

1 p
7Tp: *ZO’i.
pizl

Let m be the number of distinct positive eigenvalues of ¥ and denote these eigenvalues {s1 > -+ > sy, }.
The asymptotic deterministic eigenvalue density o, characterized by its Stieltjes transform my,, is given
by the following equation, for each z € Cy the upper half-plane,

S i 1
z = ’VZ mZp((j)Sj); swe with the condition Imm(z) > 0. (1.1.2)

Note that the asymptotic eigenvalue density here though deterministic depends on n as the equation
itself depends on n. In the case where m, converges to some distribution we can write the exact
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asymptotic global density. For instance, in the case where ¥ = Id, we saw that we can compute
the solution of (1.1.2) and obtain (1.1.1). Thus, while the exact formula from Theorem 1.1.2 is not
universal, we have a universal way with respect to the covariance structure to characterize the global
density of eigenvalues.

The behavior at the soft edge of the spectrum of this model has been widely studied beyond the case
where X = Id. Note that we do not consider the possible eigenvalue which separates from the spectrum
here. In the case of the Wishart distribution when entries are Gaussian, Tracy-Widom fluctuations
were first proved for the largest eigenvalue for complex entries in [EK07, Ona08] using the explicit
Harish-Chandra-Itzykson-Zuber formula. For complex Gaussian entries, the case of all soft and hard
edges were studied in [HHN16]. For real Gaussian entries, Tracy-Widom fluctuations for the largest
eigenvalue were proved in [LS16] using a comparison scheme with the uncorrelated model ¥ = Id. This
paper also gives the result for general real random variables but diagonal . For random variables which
follows a moment matching condition and general 3, a similar Green function comparison theorem as
in [TV12a] was used to show Tracy-Widom fluctuations for the largest eigenvalue in [BPZ15]. Finally,
for general random variables and for general ¥, universality at every soft edge was proved in [KY17].

1.2. The method of moments

In this section we give a brief idea on how to use the method of moments for sample covariance
matrices to prove Theorem 1.1.2 for a rather general class of entry distribution. The next chapter is
based around this method for a more intricate model of random matrices. The strategy of the method
of moments is to show the convergence of the kth-moment of the empirical eigenvalue distribution to
the kth moment of the Marcenko-Pastur distribution. The key observation to use this strategy is the
following identity: first denote ji,, = n=" Yo 0y, /p the empirical eigenvalue distribution and see that

mi(fin) ::/ 2F g, (z) kZ)\k (;M>k.

Thus we can compute asymptotic moments of the empirical eigenvalue distribution by considering
tracial moments of our matrix M. The other key observation is the development of the tracial moment.

Indeed we have
1 1
ETI < > Z 2112 1213 cee MikflikMikh'

U1tk =1
Now, since the entries of M are given by M;; = Zk:l Xik Xk,

n

1 p
mk(#n)znfpk oD X Xaj Xijn Xigj - Xij, Xi - (1.2.1)

115y =1 J1,0,Jk =1

In order to show convergence of the (random) moment mg(uy,), we first prove convergence of its
expectation and finish by showing that its variance is vanishing asymptotically. First, we need to
know the moments of the Marc¢enko-Pastur distribution from Theorem 1.1.2 given by the following
proposition.

Proposition 1.2.1. Let k be an integer and ., be the distribution defined by (1.1.1). We have

i [ - 257 C)

r=
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Thus the first part of the proof consists in proving convergence of the expected moments of the
empirical eigenvalue distribution: for any integer k,

(1) 1= B [ ()] —— mg ().

Now, we can see the product of X entries in (1.2.1) as some weight on closed paths on the complete
bipartite graph Z(n,p). The complete bipartite graph Z(n,p) is the graph whose edges join any pairs
i € [1,n] and j € [1,p]. A closed path of length 2k starting (and ending) at g on this graph which
we denote £ is a sequence of indices

= Z.lvjlaiQ’an o aikajlmil
so that if we define the weight
w(é) =Lk [Xillei2j1Xi2j2Xi3j2 x 'Xipijhjp']

and denote .Z the set of all closed path on % (n,p) we have

(i) = = 3 (o)

et

11 19 13 14

U J2 J3 Ja
Figure 1.1: Example of a closed path of length 8 on the bipartite complete graph

Now, since the entries of X are centered and independent, in order to have a non zero weight w(¥)
for a given path ¢, each edge needs to appear at least twice in the path. Since the path is of length 2k
and each edge appear twice, we have at most k distinct edges in the path and at most k 4 1 distinct
vertices. However, if the number of vertices m = mq + mo < k with my indices i-labeled vertices and
my j-labeled vertices then the total number of choices for this indices is given by O(np™2) so that
with the renormalization given by n~!p~*, the contribution of such closed paths vanishes. Finally, if
we denote 2511 the set of closed paths on the bipartite graph where each edge occurs at least twice
and with k + 1 vertices we have

1
Mk =~ D w() +o(1).
P Eefkﬂ

We can represent each closed path with &£+ 1 vertices as an oriented double tree where one of every
two vertices is either labeled by i’s or by j’s. This representation is given in Figure 1.2. Note that
this double tree only depends on the order we read the indices and not on the actual values of indices,
we call this order the shape of the tree. Thus, if we suppose that we have r 4+ 1 i-labeled vertices and
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i1 d i3 g //
x;:\u/ﬂ

= i1j112]21i2]313]312]1%4 101 </

A\

Figure 1.2: Double tree representation of a closed path on the bipartite complete graph.

Ji J2 I3

k — r j-labeled vertices, the total number of choices for these vertices is given by n"1p*~"(1 4 o(1))
and we have

o

14 0(1) &=

npk

r+1

n k=74 fshapes of double tree with r + 1 i-vertices and k — r j-vertices
p P J

oyl
|
.
erM
|C>

—_

=(14o0(1)) Y ~"# {shapes of double tree with r + 1 i-vertices and k — r j-vertices}

ﬁ
Il
o

It finally only remains to show

1 -1
# {shapes of double tree with r + 1 i-vertices and k — r j-vertices} = +1 <k> (k )
r r r

In order to count these shapes of double trees we encode them bijectively with another set of paths
denoted by a finite a sequence (sq)glil with the following rules

- If g is even then s, € {0,1} with s9; = 0 and if ¢ is odd then s, € {—1,0}.
D ge18q = 0 for any m > 1 and 22111 sq = 0.

g s =1 =#{q: sy =1} =r.

The way to encode a double tree by such a sequence is done by doing the following: consider only
the i-labeled vertices in the tree except for the root (the first index iy since its value is forced by the
constraint sg = 0); for each i-labeled vertex, mark the edge leading to it; now that the edges are
marked, read the tree according to his shape and put s, = —1 if the marked edge is going down and
sq = 1 if the edge is going up in the tree. This is illustrated in Figure 1.3.

Now, the fact that we have a double tree gives the first condition on the path and since we have
r + 1 i-labeled vertices we obtain the third condition. The second condition is not as clear but it can
be seen that a path not satisfying the second condition cannot give a double tree. In order to count
these paths, one can see that if we do not consider the second condition (which states that the path
does not go below zero) we only have to choose r steps going up among k — 1 possible positions and r
steps going down among k possible positions. Thus the total number of paths following the first and
third rule is given by (kzl) (’:) By a reflection principle, one can count the sequences of steps which

do not follow the second rule and see that they are equal to (f:}) (r_lf_l) so that we finally have the
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> A4 @ @

Figure 1.3: Bijection between a double tree with r + 1 = 4 i-vertices and a path going from zero and
back by going up » = 3 times. We marked the edges which encode the up and down steps in the path.

identity:

# {shapes of double tree with r + 1 i-vertices and k — r j-vertices}
_(k=1\ [k E—1 k 1 [(k\ (k-1
()0 -C20 0 == 00
and the convergence of the expected moments is done.
In order to prove convergence of the k-th moment of the empirical eigenvalue distribution we need
to show a weak form of concentration of the moments toward its expectation and this can be done by

simply showing that Var(my(uy,)) = o(1). From this, using Bienaymé-Chebyshev inequality, we can
show that, for any € > 0,

P ([mi(pn) — mr(p)] > &) —— 0.

n—o0

Note that this gives convergence in probability of the moments. To show an almost sure convergence,
we can prove a stronger bound on the variance: Var(mg(u,)) = O(n~2) and finish with the Borel-
Cantelli lemma. The control of the variance of the moments can be done similarly by expanding the
variance and counting the contributing graphs in the sum.



Chapter 2

Eigenvalue distribution of nonlinear
matrix models

This chapter is based on a joint work with S. Péché [BP19].

2.1. Introduction

Deep learning has shined through a large list of succesful applications over the past five years or so (see
for instance applications in image or speech recognition [KSH12, HDY 12| or translation [WSCT16]).
However, the theoretical and mathematical understanding of deep learning has had a slow progress.
The main difficulty comes from the complexity of studying highly non-convex functions of a very large
number of parameters [CHM™"15]. Thus, a possible idea to understand better such large complex
systems is to approximate the elements of the system by random variables as it is done in statistical
physics and thermodynamics. Indeed, even Wigner’s original idea of introducing random symmet-
ric or Hermitian matrices was to understand the energy levels of large nuclei whose study was too
complicated.

In [BGC16,CBG16] for instance, a random matrix approach has been used to do a theoretical
study of spectral clustering by looking at the Gram matrix W W™ where the columns of W are given
by random vectors. They compute the asymptotic deterministic empirical distribution of this matrix
which allows the analysis of the spectral clustering algorithm in large dimensions.

For random neural networks, there are two distinct parts of the system that are large, the number
of samples m and the number of parameters n. We then need to consider rectangular matrices of size
n x m. Random matrix thoery usually applies to large matrices where the number of samples and
that of parameters grow in the same way: one considers the regime where n/m goes to some constant
¢. The study of random matrix models for random neural networks was done in [LLCI18, PW17], it
consists of nonlinear random matrix models of the form

1 . 1 . .

M=—=YY*eR"™™ with Yj;=/Ff <(WX)U> for 1<i<ng, 1<j<m

m N
where f is a nonlinear activation function, W is the n; X ng matrix corresponding to the weights
and X the ng x m matrix of the data. There are several possibilities to incorporate randomness in
this model. In [LLCI8|, the authors considered random weights with deterministic data. The weights
are given by functional of Gaussian and they studied eigenvalues through concentration inequalities
for finite ng, n1 and m and the function f is Lipschitz continuous. We give the limiting asymptotic
empirical eigenvalue distribution in terms of Stieltjes transform as the following theorem

105
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Theorem 2.1.1 ([LLCI8|). Consider (Ai,...,A\m) the eigenvalues of M. Its empirical eigenvalue
distribution p, = %221 0y, then converges almost surely in distribution to ji defined through its
Stieltjes transform by

mp(z) = . (nlM

-1
n — 2, ith M =E[M
m 1+ s(z) : ) w [M]

and s(z) is the solution such that Ims(z) > 0 of

s(z) = %Tr (M (glﬁ(@ - z[m> 1)

Note that the dependence in f comes from the deterministic matrix M. This type of eigenvalue
distribution is not new to random matrix theory as it corresponds to sample covariance matrix with
general population of type TX X*T* with T a deterministic matrix such that TT* = M [SB95]. Thus
the nonlinearity coming from applying the function f entrywise is not clearly seen in the eigenvalue
distribution.

The main difference with general sample covariance matrices is the non universality of the eigen-
value distribution. Indeed, the deterministic matrix M depend on the distribution of W, beyond
its first two moments. In [LLC18|, a discussion is made on the effect of the fourth moments of the
distribution for the efficiency of the neural networks.

On the other side, in [PW17], the randomness comes from both the matrices W and X as they
are chosen to be independent random matrices with Gaussian entries. Interestingly, they obtain the
asymptotic eigenvalue spectral distribution via a self-consistent equation for the Stieltjes transform of
degree 4. This equation corresponds to a quartic equation. In some special cases of the parameters,
one recovers the recursion for the Mar¢enko-Pastur with parameter ¢/:

m(2)? + ((1 - ;ﬁ) z— 1) m(z)—l—z:O.

This eigenvalue distribution is that of Wishart matrices. Thus, there exists a class of functions such
that the nonlinear matrix model is simply given by a linear model with only one degree of randomness.
It was then conjectured in [PW17] that choosing such an activation function could speed up training
through the network. The fourth degree of the recursion relation can disappear for another class of
functions and we then obtain a cubic equation. This cubic equation corresponds to the product Wishart
matrix, indeed it can be seen that f is linear and the resulting matrix is simply ZZ* with Z = W X.
The eigenvalue distribution of such matrices has been computed in [ATK13, DCI14|. However in all
generality, a new type of eigenvalue distribution was given as the solution of a fourth order equation.
The aim of this paper is to study the asymptotic empirical eigenvalue distribution of such non-
linear functionals of random matrices f(W X) where f is applied entrywise and to extend the result
established by [PW17]| to non Gaussian matrices. Such a study is also of interest in random matrix
theory itself as it introduces a new class of ensembles of random matrices as well as a new class for
universality. We also consider the case of several layers for a specific class of activation function.

2.2. Description of the model

Consider a random matrix X € R™*™ g random matrix with 4.7.d elements with distribution v;. Let
also W € R™*™ be a random matrix with 4.i.d entris with distribution vo. W is called the weight
matrix. Both distribution are centered and we denote the variance of each distribution by

E [XZQ]] = a§ and IE [Wé] = g2 (2.2.1)

w*
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We also need the following assumption on the tail of W and X: there exist constants 9,,, ¥, > 0 and
« > 1 such that for any ¢ > 0 we have

P (W] >t) <e P and P(|Xy|>1t) <e V=", (2.2.2)

Note that in light of the central limit theorem it gives us that there exists a constant C' > 0 such that

1 & 2
Pl|— S WXl >t| <ce /2 223
(‘\/TTOZ 16X k1 > (2.2.3)

k=1

We now consider a smooth function f: R — R with zero Gaussian mean in the sense that

/f(awamw)e_m\;dx =0. (2.2.4)

As an additional assumption, we also suppose that there exists positive constants C'y and c; and
Ap > 0 such that for any A > Ay and any n € N we have,

sup | f")(z)] < CrA™. (2.2.5)
z€[—A,A]

We consider the following random matrix,

M=Llyyrermm win vy = f <WX> (2.2.6)
m A/ o

where f is applied entrywise. We suppose that the dimensions of both the columns and the rows of
each matrix grow together in the following sense: there exist positive constants ¢ and v such that

no no
— ¢a _ ? w
m m—oo ny m—oo

Now we can give the limiting empirical eigenvalue distribution of the matrix M. It consists in a

deterministic compactly supported measure. Denote by (A1, ..., A,,) the eigenvalues of M given by
(2.2.6) and
1 &
fins = Z; O, (2.2.7)

its empirical eigenvalue distribution
Theorem 2.2.1. There exists a deterministic compactly supported measure p such that we have

,ugl]i) — u weakly almost surely.
ny—0o0

The moments of the asymptotic empirical eigenvalue distribution depend on the two following
parameters of the function f

—x2/2 —x2/2

2
01(f) :/f2(gwaa,:c)€\/%d:c and 6a(f) = <0w0'x/f’(o'wo'xx)e\/%dx> (2.2.8)
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Theorem 2.2.2. The measure p is characterized through a self-consistent equation for its Stieljes
transform G defined for z € C\ R by

G(z) := /i‘i@, denote also H(z) := 1/1;1 + %G(z),

Hy(z) =1—¢+¢H(2) and Hy(z):=1—-v+yH(2)

We have the following fourth-order self-consistent equation,

Hy(2)Hy(2)(01(f) = 02(f)) Hy(2)Hy(2)02(f)
Pz vz — Hy(2)Hy(2)02(f)

with 01(f) and 02(f) are defined in (2.2.8).

H(z)=1+

Remark 2.2.3. The measure p is characterized by its moments which is given in (2.3.18) below.

cos(z) — Pp=12 ¢=09

Ve u1 4- 11
p=1 ¢=05 s(1-2

fla) o
HESE

° 0 1 2 3 o

Figure 2.1: Examples of eigenvalue distribution for different activation function and parameters for
Gaussian random variables. Note that the activation functions are centered and normalized so that
01(f) = 1. In the second figure, we have 05(f) = 0 and the asymptotic empirical eigenvalue distribution
is given by the Marcenko-Pastur distribution of shape parameter ¢/1/.

2 3 4 5

The model given by (2.2.6) consists in passing the data covariance matrix through one layer of
a neural network as we apply the function f a single time. However, we could put the matrix Y
through the network again and obtain a new covariance matrix. It was conjectured in [PW17] that
for activation functions such that 02(f) = 0 the eigenvalue distribution stays invariant and we obtain
the Maréenko-Pastur distribution at each layer. We give here a positive answer to this conjecture. We
denote by L the number of layers and consider, for p € [0, L — 1] a family of independent matrices
W®) ¢ Rw+1Xm where (np)p is a family of growing sequences of integers such that there exists (¢p)p
and (¢p)p such that

no np
_ \ '(;Z)p'
We suppose that all matrix entries (Wi(]p ))Z-j are i.i.d with variance o2. Define the sequence of random

matrices

(P)y (p)
Y@+l — < o )GR"”“X’” with v© — x. (2.2.9)

xr
VOiL(f) vV
The normalization is there in order to keep the same variance for Y entries along every layer. Indeed,
we need to use the fact that f is centered with respect to the Gaussian distribution with the variance
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given by 0202. Now, one can define

1 &
ML — —y@Dy(@) and N%LL) = - Z(&(L)
i=1

1
m

where ()\](f)) are the cigenvalues of M), We then have the following theorem under the additional
assumption that the function f is bounded.

Theorem 2.2.4. Suppose that f is a bounded smooth function such that (2.2.4) and (2.2.5) hold and
O2(f) = 0, then the asymptotic eigenvalue distribution of M%LL) 1s given almost surely by the Marcenko-

Pastur distribution of shape parameter DT

The next section is dedicated to proving Theorem (2.2.1) for polynomials using the moment method.
We first consider the case where f is a polynomial in order to compute the moments and will generalize
to other functions using a polynomial approximation in Section 2.4. In Section 2.5, we show that the
largest eigenvalue of our model for a single layer sticks to the edge of the support of by considering
high moments of the matrix [FK81,50s99, Sos02]|. Finally, in Section 2.6 we first give a description of
the expected moments after two layers for polynomials and then prove Theorem 2.2.4.

2.3. Moment method when f is a polynomial

The point of this section is to compute the moments of the empirical eigenvalue distribution of the
matrix M when the activation is a polynomial. The following statement will compute the expected
moment of the distribution in this case using a graph enumeration. We will extend the result to other
functions f in Section 2.4

Theorem 2.3.1. Let f = Y1 G (2 — kMg cven) be a polynomial such that (2.2.4) holds. The degree
of f, K, can grow with ny but suppose that

K=0 <10g”1> . (2.3.1)

loglogn

Let ,uf(lfl) be defined in (2.2.7) and its expected moments

g = |(uf),a%)] = B

1
m;)\]

We then have the following asymptotics

q Li+1;+1
mg= Y Y. Alg, L, 1;,0)01 () 02(F) 7Py TN (14 0(1)). (2.3.2)
1;,;=0  b=0

where A(q,I;,1;,b) denote the number of admissible graphs with 2q edges, I; i-identifications, I j-
identifications and b cycles of size 1 defined in Definition 2.5.2 below and 01 and 02 are defined in
(2.2.8).

Note that in this theorem we take the degree of polynomial to grow with n as in (2.3.1) but see that
this theorem holds for any fixed ¢. It is possible that we can get a stronger assumption than (2.3.1)
in the sense that K could grow faster with n;. However, this bound is enough to do the polynomial
approximation we will need later. Note that we will use a Taylor-Lagrange approximation on our final
function f.
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2.3.1. Case where f is a monomial of odd degree

We first consider the case where f(x) = %If for k odd. In this section, we explain the combinatorics
needed to compute the moments of the spectral measure of M in the case where f is an odd monomial.
To that aim we need some definitions from graph theory. We will assume first that the entries of W
and X are bounded in the following sense: there exists a A > 0 such that

max |W;;| + | X < A almost surely.
ij

Basic definitions

For this activation function, the entries of Y = f(W X/ /ng) are of the form

1 (WX\*
Yij:lg!(\/TTo)ij: e <ZW’kaj> - k/z Z HW"PXZ“ (23:3)

kh Lp=1p=1

We want to study the normalized tracial moments of the matrix M. Thus we want to consider, for a
positive integer q,

ni

1 1 . 1 -
—E[Tr MY = E[Tr (YY™)T] = E Y Y Y Y YanV

Y .
ny nlmq nlmq 1372 - 1qJq

Y;

leq

i1 yeerig=1 j1emrfiq=1
(2.3.4)
Thus injecting (2.3.3) in the previous equation we obtain the following development of the tracial
moment of M

1
Ry m—— o S | (TR H s X T Wa i X
! nlmqn W15yl J1yeedg €1, 0L P=1 p=1
efq.:.eiq
(2.3.5)
We encode each term in of the sums as a graph with #{i1,...,44,Jj1,...,Jq} red vertices and 2kq blue

vertices. We can represent the vertices in a graph such as Figure 2.2a. Since the W;; and X;; are
centered and independent, we need at least two of each of them in the summand in equation (2.3.5).
Thus, the main contribution comes from those summands maximizing the number of pairwise distinct
indices. We define these admissible graphs, corresponding to the leading order, as the following.

Definition 2.3.2. An admissible graph corresponding to a summand in (2.3.4) is a sequence of simple
even cycles of red vertices labeled by the {i1,...,i4} and {ji,...,jq} such that each factor Y;
correspond to a red edge. The cycles are joined to another by a common vertex.

p1Jp2

Remark 2.3.3. Such an admissible graph always has 2¢q red edges. It can also be seen as a tree of
cycles also called a cactus graph. These graphs appeared also in random matrix theory in the theory
of traffics when expanding injective traces [CDMI16].

We call a red edge a niche. Each niche is decorated by k blue vertices from which leaves a blue
edge corresponding to a term W;yX,; in (2.3.5). Thus to compute the spectral moment one needs to
match the blue edges so that each entry arises with multiplicity greater than 2. The matching of ¢
indices in (2.3.5) corresponds to a matching of the blue vertices.
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As we can see each admissible graph as a tree of decorated red cycles, the basic figure is given by
such a cycle:

i1

Ja J
Basic figure : (:] For general admissible graphs, they may be coincidences among the

iq i2 1’s or the j’s.

The simplest admissible graph: a cycle of length 2¢

In this subsection, we assume that the ¢ and j indices are pairwise distinct and consider the associated
contribution to the spectral moment. In this case, we can really encode the products in the summand
as in Figure 2.2a. Since we need at least two occurences of each matrix entry, say for instance W, o it
needs to occur at least an other time in the product. There are then two different ways it can happen:

(i) There exists p € {2,...,k} such that £} = /1.

it) There exists p € {1,...,k} such that 21 = g1, Applying the same reasoning for X, . , there
P 1 G
exists p’ € {1,...,k} such that EIQJ, = 1.

We will see that the dominant term corresponds to the maximization of the number of pairwise distinct
indices. The way to have the most pairwise distinct indices without vanishing is to perform the most
perfect matchings inside each niche. Note that since we supposed that k was odd, there is necessary
an occurence of case (i) which corresponds to the cycle of size 2¢ as in Figure 2.2a. Thus we can
construct the graphs corresponding to the dominant term in the following way, which is illustrated in
Figure 2.2a:

- Choose an index £, in each niche which will be in the only cycle of the graph.

- Do a perfect matching of the rest of the indices inside each niche.

Z
6 662 3
g]

Js Ji
3 4
3 %
@ &
i3 7:2
03 4 3 0
2 61 j2 E 2
(a) Leading order graph for k = ¢ =3 (b) Lower order graph for

k=q=3

Case ¢ > 1. We have the following computation for the corresponding contribution on the mo-
ment, since every entry exactly occurs two times in the products, using (2.2.1), we obtain

(w02 k(k — 1)IN2%ng  m! n! no!
mmingd(k)2a  (m—q)! (n1 —q)! (no — (k — 1)g)!

Eq(k) =
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To obtain this formula, note that we choose the i-labels over n; possible indices and the j-labels over
m indices. Now, we also choose the ¢-labels over ng indices but one has to be careful not to overmatch
indices on adjacent niches. Finally, we have to determine the blue vertices forming the cycle parcouring
each niche, there are k24 possible ways to do so. The number of perfect matchings on the rest of the
vertices in each niche is then equal to ((k — 1)!1)%4.

We obtain that

2q 2q
Ey(k) = <("w"’“’)kk(k_ ””) Y40 <<("W"1’)k’“(k_ ””) ‘”’“) . (2.3.6)

k! k! no
Note that we have in the case of f a monomial of odd degree, by (2.2.8), we can write

q+k
no

((awaw)kk(k: - 1)!!)2.

(k) = 041" + 0 (840 -

) since  fa(f) =

Case g =1. The behavior in the case where k = 1 is slightly different and will be useful to study
the general case later. Indeed in this case, we can do any perfect matching between the 2k blue vertices
since there is no difference between any factor W or X in the summand in (2.3.5). The graph can bee
seen in Figure 2.3a. Thus, the contribution of the moments in this case is the following

Eq(k) = (owoa)(2R) <k’2(2k_2)” "/’2(%_2)”>

()2 SNUDE > = 6(f) +O< o (k)2

where the error comes from the fact that the second order is performing a perfect matching on all sites
except two and then identifying the two remaining blue vertices to already matched pairs.

11 : J1 i1 J

(a) Contribution in the case where (b) Subleading term in the case ¢ =
qg=1 1.

We now show that FE, is indeed the typical contribution from the basic cycle, that is all other
matchings will lead to a negligible contribution with respect to E,. There are four different phenomena
that can give a lower order contribution. Firstly, there could be more than one cycle linking every
niche such as Figure 2.2b. Also, in at least one niche there could be more identifications between
f-indices, which raises moments of entries of W and X. There could be an identification between the
index of the cycle and an index from a perfect matching inside a niche. Finally, there could also be
identifications between two distinct niches, note we can only get higher moments in the case where
the two niches are adjacent. While these four behaviors can happen simultaneously, we will see the
contribution separately since it would induce an even smaller order if counted together.

There is more than one cycle between niches. In this case, we can compute the contribution E(gl)
on the moments in the following way. Suppose there are ¢ cycles. Note that necessarily ¢ is odd since
k is odd and entries are centered, then we can write, if we suppose that indices £ not in cycles are
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being perfectly matched,

pp - BEZIV $h 5h 5 z

kq
q 1)2
nimine k 01, :1q J1se Jq Loyle Z%, e

pairwise pairwise

distinct distinct 724 Z2q

1 e
k 2
_ ((owo2)"kC(k — o)) m! n! no!

nmank (k2 (m = q)! (n1 — )l (no — (k — 0)q)!

In order to understand the very first term, note that we have to select in each niche ¢ blue vertices in
order to create the cycles and we then do a perfect matching in the rest of the vertices. Hence, we can
see that

B — ((Uwaz)kk(k — o))yl e

T nécjl)(qil)(k!)% (1+0(1)) (2.3.7)

Thus this is of smaller order than (2.3.6) when the number of cycles is strictly greater than 1 as in
Figure 2.2b for instance. Indeed, if one considers the ratio

B 1 (k — o)\ %
Eq 7\ pleDeD (k-1

The graph in each niche is not a perfect matching. For this case, we said that the leading order
is given by a perfect matching in each niche where we removed the vertex which belongs to the cycle.
This graph gives only second moments of the matrix entries but note that we could have instead higher
moments. Suppose that in one niche we have an identification between ag, ..., ap entries such that
a1+ ---+ap = k — 1. For ease we suppose that a; = --- = ap, = 2 and ap,4+1,...,a, > 2 for some
by € [1,b — 1]. We also suppose that this occurs in the niche {i;, j1} as illustrated in Figure 2.4.

él ZQ (3 64 65 66 67

Figure 2.4: Niche where the induced graph is not a perfect matching which raises a fourth moment in
the case where k =7

In this case, we can compare the contribution E(g2) of all such matchings to the contribution of the
perfect matching where a; = -+ = a(,_1)/2 = 2 that is F,

k—1 -1
ﬁ - T =11 Z (k—1)! no! y
B 35 5T ay e (= DU il (no — (L4 0+ 551 (20 - 1)))!

S aj=k—1-2b;

(no — (14 (k — 1)g)! TIj, 1 BIWn [ B| X1y |

X
no! (Uwax)Q(%—bl)
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For the first term in the summand, it corresponds to assigning the k — 1 remaining blue vertices (after
the choice of the cycle) into b classes of size a; ... a, compared with simply doing a perfect matching
between these vertices. We can bound it in the following way

k—1 k—1 k—1
1\ o= —=b1k=1Y) _ F-b T=—b1
(k 1)' <C22(2)'<C<k1> : LéC(k—l)i b)

b X b b
(k= DUTT-; as IIi:by+1ai 2 IIi:by+1ai

In the first equality we used the fact that a; = --- = a3, = 2 and the definition of the double factorial.
In the next equality we expanded the factorial and in the last inequality we used the fact that a; > 3
for i > b;.

Now, for the second term, we compare the number of possible choices for ¢ indices.

(no — (14 (k—1)g)! < 1 C(ka)?
(no— (1+b+ 52 (2¢— 1)) 550 '

Finally, the last term in the summand corresponds to the different moments we obtain since only
variances intervene in the leading contribution while higher moments can appear inside the niche

{i1, 41},

H21+1E|W11|QPE|X11\GP - AZ2izby 1 % ( 44 )kgl—bl

 a; 2.3.8
(o) 2t Iy owos \o2o? (2.38)

Now that the terms in the summand are bounded, we need to bound the combinatorial factor coming
from the sums, we can do that in the following way

b—1 b—1 b—1
E E < E < E — 1< —
h ( b—b1—1 >\b l(k Y S
=

b1=1 apy+1,--,0p=>3 b1=1
> aj=k—1-2b;

where we used in the first inequality that >_.(a; —3) = k —1—2by — 3(b — b1). Finally, putting all

these contributions together, we obtained the following comparison between EéQ) and Fg,

@ T 4 3y (551 -b) 3
By Z <CA )> _ <Ck> (2.3.9)
E, no no

’LULE

Since we have that k% = o(ng). Note that we supposed here that we have a perfect matching in all
other niches and a single cycle to compute the contribution on the moments. This is not mandatory
for the computation and we would just get a contribution of even smaller order in this case.

There are identifications between matchings from different niches Assume there are identifications
between matchings of different niches. If the niches are not adjacent then such matchings would not
increase the moments of the entries of W or X. However, matchings between adjacent niches may
result into moments of higher order of the entries instead of the variance. We can then perform the
same analysis as the previous one where we replace k& — 1 (the remaining indices after the choice of
the cycle in one niche) to 2k — 2 corresponding to the number of vertices of two adjacent niches. And
we recover the same order for the error as in (2.3.9).
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There are identifications between the cycle and perfect matchings inside niches. We will now bound
the contribution of possible identifications between the cycle parcouring every niche and the other /-
indices. Suppose that these identifications happen in d niches, and for p € {1,...,d}, we identify
the index from the cycle with 2b, blue vertices from the niche. Note that we take an even number
of identifications. Indeed if we would have an odd number, in order to obtain a non-vanishing term,
we would need to either create another cycle or perform more identifications inside the niches. These
possibilities are bounded by the two previous considerations. Thus, we can bound the contribution in
the following way

9 k-1

q 2 d d
2 H
( Q> ( ) ]E‘W]_]_|2+2bp]E|X]_1|2+2pr
p=1

17 7 =

Q
E,

((k = ))> [T, ((k — 20, — 1)1)

d
" (b = 1)), 2

This comes from the choices of the niches and the identifications we will do in each niche, the perfect
matchings we perform in the other niches. Finally, we suppose that we perform perfect matchings in
the rest of the d niches. Firstly, we can use the bounds

d d 2¢—d 774
1 (k=DM TT°_ (K — 1 — 2bp)!!
H bf 1, HE’W11’2+2pr’X11|2+2bP < AN ang G _pl)!m <1
(2.3.10)
Using these bound we obtain that
2 d L8 b 9 k=1 b d
26,2 F) 20 fes )
= 2 2 2 2 - 2 52,
0502 i 2050:n0 e OOy +— 2050:n0

Now since we have that k < ng, we obtain that

B _ o, (Ck
Eq a no

Contribution of general admissible graphs

We will now suppose that there are I; identifications between the vertices indexed by 7 labels and I;
identifications between the vertices indexed by j labels. Note that by our definition, such a graph is
admissible if and only if it consists of I; +I; + 1 cycles. See for example Figures 2.5a and 2.5b. As we
saw earlier in the case of a simple cycle, the case of a cycle of size 1 has to be considered separately,
thus we also suppose that the number of cycles of size 1 is given as a parameter b.

We can do a similar analysis in the case of general admissible graphs because we can realize blue
identifications inside each cycle as they are well defined. Indeed, our red admissible graph being a
cactus tree, in other words a tree of cycles, there is no ambiguity to define our red cycles. For instance,
compare Figures 2.5a and 2.5b with Figure 2.5¢ where there are several possible choices of cycles.
Thus, if we denote A(q, I;, I;, b) the number of admissible graphs with 2¢ red edges, with I; i-identifications
and I; j-identifications and with b cycles of size 1, we can write the contribution coming from all ad-
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0

Ji
J3 12 i3 J2
(a) Admissible graph with the (b) Admissible graph with the (¢) Non-admissible graph for
i-identification i = i3 for j-identification j; = jo = js for k=q=3.

k=q=3. k=q=23.

Figure 2.5: Examples of admissible and non-admissible graphs

missible graphs as

Li+1;+1
nl! m!

X
(n —q+ L)' (m —q+1)!

E('J(k) _ 1+ o0(1) Z

kq
nyming I;,1;=0  b=0

- k—1)(q—b)+I;+1;+1-b
x A(k,q, Ii, I, b)05(f)ng03 b(f)né )(g—b)+1i+1;+

Looking at the first order in the equation we obtain the following

g Li+Ii+1
E(k)= ) Alq, L, I, b)01 (£)P02(f)17yp it 17960 (1 + 0(1)) .
I;,1;=0 b=

Note that the same error terms arise as before due to additional possible identifications: their

contribution is then negligible as before as soon as matchings are still performed inside each cycle.
Another contribution may arise actually due to an i-identification or a j-identification. One indeed
has to check that performing cross-cycle blue identifications is subleading.
Suppose, we are around an i-identification as in Figure 2.6, these blue edges will match entries of W
to get a non-vanishing moments. However, in order to match the corresponding X entries, some new
identifications are needed. Either inside a niche, the matching is not a perfect matching and we have
a lower order as in (2.3.9) or one has a cycle going along two cycles instead of two separate cycles, it
consists of identifying two blue cycles and thus losing an order of nyg.

jp3 .jl

b2 Im

Figure 2.6: Subleading blue identifications around an i-identification
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Contribution from non-admissible graphs

In this subsection we will control the contribution of non-admissible graphs which we denote E(ENA)
. To explain how we proceed we first come back to admissible graphs. An admissible graph can be
encoded into a rooted tree T' = (V, E) as follows. Consider such a tree: one replaces each edge with
a cycle of length 2L with L > 1 though one may have to choose where cycles are identified along a
cycle. These cycles will be called the fundamental cycles, they correspond to the cycles where we will
perform a matching on the blue vertices. Note that in this case, we have the identity

Li+I+1=) (dv)—1)+1=2/E|—[V|+1=|E|
veV

where d(v) denotes the degree of the vertex v in the tree and we used the fact that |V| = |E|+ 1 and
> vey d(v) = 2|E|. In other words, this previous identity means that the total number of fundamental
cycles in an admissible graph is given by I; + I; + 1.

A non-admissible graph can be encoded in a similar fashion but in a more complicated way. Indeed,
we need to now consider a multigraph G = (V, E1, E2) where E; denotes the set of single edges and
FE5 the set of multiple edges and perform the same construction where each edge corresponds to a
cycle of a certain length. We will first consider E = {E1, Es} the set of all edges where we removed
the multiplicity of each edge so that G’ = (V, E) is now a graph. Now, if we denote the surplus s(G")
to be the minimal number of edges we need to remove to G’ in order to obtain a tree, we see that
S(G/) = Iz +Ij +1- |E‘

The problem with non-admissible graphs is the fact that there are multiple ways to determine fun-
damental cycles. Thus, we will count the number of non-admissible graphs labeled by its fundamental
cycles. First note that if we know which are the fundamental cycles in our non-admissible graph, we
can simply see it as an admissible graph with additional identifications, we can then consider such an
admissible graph. It can then be obtained in the following way and see Figure 2.7 for an illustration:

Consider the tree T" encoding the admissible graph, we can then choose two edges and glue them
together in the sense of identifying one vertex of one edge to one of the other. This performed an
additional identification in the initial graph and will encode a non-admissible graph. Now, while these
two cycles (corresponding to these two edges) are identified at an additional vertex, there could be
more identifications for the same two cycles by choosing additional vertices in each cycle to be again
identified. So finally doing this step a single time, the number of possible ways to choose two cycles
which are then identified at r pairs of vertices is at most:

C<§> (29)" < ¢+ (2.3.11)

Since we need to choose two edges and then two vertices. However, see that we lose a power of ng
(or m) for each additional identification as we lose a choice of index without gaining a cycle. This
is a o(1) for ¢> < ng and doing this step multiple times will just lower the order. Finally, the
number of non-admissible graphs labeled by its fundamental cycles and weighted by n{ where a is the
number of additional identifications is O(q®/ng) times the number of admissible graphs with the same
fundamental cycles.

Now, once the fundamental cycles are identified, cross identifications between blue edges from
distinct niches (or fundamental cycles) are subleading unless in the following case: there are multiple
cycles of length 2. For these multiple cycles of length 2, we have pk blue vertices to match together
where p is the number of these cycles. While the leading order is given by performing a perfect
matching between these vertices such as in Figure 2.8, we can do any kind of matching and use the
similar analysis we did for (2.3.9). Suppose that we have an identification between aq,...,a, entries
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/ Gluing

oc\ o / r=3, QQ

Figure 2.7: In the first picture we represent an admissible graph with its encoding tree. The two
dashed lines correspond to the two edges we will glue together. The second graph correspond to
the glued tree which is not a tree anymore since we created a cycle. Now the last step consists in
choosing the number of identifications we want to make between the two cycles, here we have three
total identifications. We keep the encoding graph to see what the choices of fundamental cycles are
for this non-admissible graph. Note that we only represented the red vertices which join two cycles
together but there are more red vertices inside each cycle.

such that ay + --- + a, = pk. For ease we suppose that a; = --- = ap, = 2 and ap,41,...,ap > 2 for
some by € [1,b— 1], then we can bound the contribution by

m(

3]

)k

b b ) )

Yy Ly % (ph)! n Ty, 1 BIW "B X [
—1 b kp/2 _

=2 b—1 ng bi—1 ap, 410y >2 ((Qk)!!)P/Qb! Hi:b1+1 a; nop/ (quuo.g)kp/Z b

> a;=pk—2b;

(2.3.12)

The factor of n(l)fp comes from the additional identifications between 4’s and j’s in order to obtain
a multiple edge. For instance in Figure 2.8 we have less identifications in the admissible graph than
in the corresponding non-admissible graph. The first term in the summand consists in comparing the
different possible matchings to performing a perfect matching in every single cycle and we can bound
from above by
(pk)!

(k)220 T3y, 4 s
The second term now comes from the number of ¢ indices chosen and the ratio of moments and we
bound it in the same way as in (2.3.9),

< (Cp)*e.

b 2% s kp_p,
[15, 11 E[Wi1 | E|[X1q|% < AP izb e B Al 2
k;p 2—b _ = k}p/?—b a; _a; - 2 2
ne / (O.wo.x)2(kp/2 b) ng Hi>b1+1 0% g9 npoz,o2

Also in the same way as in (2.3.9), we can bound the combinatorial factor coming from the sums as

b
oY < ED.
b1=1 abl+1,...,ab>2
Zaizpk—Qbi
Finally, putting all the contribution together we have
k/2
()5 (2
ng — —
=\ o nyo2o2

b=1

kp
5 b

:O<¥3 (2.3.13)

no

where we used the fact that the leading order comes from the fact that b = ’m;(e).
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s E

Figure 2.8: Different behavior between an admissible graph and a multiple edge.

Thus, the total contribution for non admissible graph, by combining the choices of fundamental
cycles (2.3.11) and the combinatorial change coming from multiple single cycles (2.3.13) we obtain a
total contribution of

NA
B (Pt 23.10)

2.3.2. Case where f is a monomial of even degree

In the case of an even monomial we center the function f, to do so we substract a constant given by
the corresponding expectation. We will then consider centered monomial of the form

k_ kN Ow0z)?k
f(z) = xT so that  61(f) = ((k:')Q)

Here, the fact that 62(f) vanishes means that all admissible graphs which have at least one cycle of
size greater than 1 will be subleading so that we will see admissible graphs consisting only in cycles of
size 1 such as Figure 2.5b for instance.

Note that we have seen earlier that we can write

()] -, 2 - G (100 (3)

ﬁk 1]7_

((2k)1 = (K!D?)  and  6(f) = 0.

E

Thus, by developing the tracial moments of M we obtain the following formula,

1 1 1 L&
— q] — _
o= (-0 () e 3 5 | Tt
11,0-090q J15-+43]q El p=1
efqn.ziq
k k
X HWiQZgXéggl W, 20X g2q; —cgq (2.3.15)
p=1 p=1

Note that we can actually write ¢y as a sum over possible admissible graphs, where blue vertices form
a perfect matching in each niche as in Figure 2.9a. Note that this is now possible since each niche
contains an even number of vertices. Thus at the first order, we can write

no k k k

= (o () e X T Wag e T Wan g TTWoe X,
o,.0 p=1 p=1 p=1
1%k

2¢" )2q
04
form a perfect

matching in each
niche
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. 11
11

J2 J1 72 7

, 12
12

(b) Leading order graph after cen-

(a) Leading order graph before centering tering.

We can then see that the graphs corresponding to the expectation are the admissible graphs where
blue vertices make a perfect matching inside each niche. Thus the leading order graphs after centering
will be those which have two cycles between the niches and a perfect matching with the rest of the
vertices in each niche as in Figure 2.9b or additional identifications inside niches. Note that this comes
from the fact that we want to maximize the number of distinct ¢-indices and the previous subsection,
since we have seen that adding more cycles or not doing perfect matchings in the niches are subleading.
In the same way we will first see the contribution of one red cycle on the moments to then deduce the
contribution of all admissible graphs. Thus we find that, in the case of a cycle with 2¢q vertices for
q>1,

Fa() = i ((owew) k(e = 1) = 2)1) 910 40 ("ijl ) L a0 (92(f1)>

—
L) L% L% L

. (0002 h(k — 1) (k — 2)I1\ > . 22\’
with 6(f) = < ) = O'wO'x/f (0,0,2)——dzx

k! V2T

In this case, we obtain (k —2)g+ 2 distinct ¢-indices. See that in the leading order before centering
we would obtain kq distinct indices as we perform a perfect matching in every niche. Since such
identifications are forbidden by the centering, if we do not create a cycle between niches but identify
blue vertices inside the same niche we can only obtain at most (k — 4)q + 2¢ distinct indices which
is of lower order than Figure 2.9b. Now if we only create one cycle, we need to perform at least
identifications between three vertices in each niche since we would have an odd number of blue vertices
left and the number of distinct indices becomes at most (k — 4)g + 2¢ + 1 which is also of lower order
than Figure 2.9b. Thus we can summarize the distinct subleading behaviors as the following

Two cycles: at most k — 2q + 2 distinct indices.
One cycle: at most k — 2q + 1 distinct indices.
No cycle: at most k — 2¢ distinct indices.

See that the contribution of a red cycle of size greater than 2 for f being an even monomial is of
smaller order than when it is an odd monomial. Now, in the same way, the case of a simple cycle
with 2 vertices is slightly different because of the centering. Indeed, the centering prevents the graphs
from performing a perfect matching inside each niche, thus at least one (thus two) vertices has to be
connected to the other niche. Note also that any perfect matching where the two niches are connected
is of the same order, thus we obtain for the leading order

A (2k — 2)11k2 (2k — 2)!!k2>

Bk = 22 (2 - 0a0?) + O <M> —0,(f)+ O <(k,)2no
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i1 jl

Figure 2.10: Contribution in the case ¢ = 1 for an even monomial.

For the general case of admissible graphs with possible identifications, we can do similar compu-
tations as those in the previous subsection by seeing that the contribution is just a product over the
different cycles. Thus, the leading order of a g-moment, corresponding to the admissible graphs with
2q edges can be written as

L4141
1+p(1) < 2 ni! m!
! niming? =0 b0 (n—q+ L)1 (m—q+ 1)

% A(q, k, Ii, T;,0)61 (f)Pnkbhy (f)o- bl a1 =00+ (=2)(a=0)

which gives asymptotically,

q Litlj+1 bA bl T
Aq)I’hI'abe f 0 fq ¢J,¢l 1
Eq(k?) = (]- + 0(1)) Z ( : ) 1(](,()]7;4,2]5.4,)1)
1;,1;=0  b=0 N
= (1+40(1)) Z Alg, Ii, I, I + I 4 1)0y (f) it gligpliti=a
Ii,Ij:O
Ii+1j+1:q
q Li+1;+1
=(1+0(1) > Y Alg. L, I, 0)0r(f) 0 ()Pl gl
I;,[;=0  b=0

where we used in the last equality the fact that f2(f) = 0 in order to retrieve the expression (2.3.2).
Note again that we did not give here all the errors since we have computed them in the previous
subsection, the case of even monomials can be done similarly. Thus we can see that only the graphs
which corresponds to a tree of simple cycles contribute to the moments.

Note that there is no difference for the study of non-admissible graphs as it only concerns red
vertices while the polynomial involves only blue vertices.

2.3.3. Case where f is a polynomial

We will now suppose that we can write

K k
— KN even
flx) = Zakfk(x) with  fr(z) = :v% and  sup |ax| < C* for some C.
=1 : ke[1,K]

In particular, our parameters are in this case

K
0,(f) = g, Oy (0w02) 12 (R + ko) — k1o M, even)
(=2 ey oo ’
k1,ko=1
k1+ko even

K 2
Hg(f) _ (Z ak(awo'x)kksj - 1)!!]lkodd>
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Note that for any polynomial, by expanding the moment as in (2.3.5), we have to compute the following

quantity, for any ki,. .., ka, integers,
1 K G ... 0%
—E[Tr M9 = Z 1—2q2"><
" k1,..,k2g=1 nlmq Hi:l kl'

ni m no WX WX WX
x I Z Z Z fk1 <\/n70>i1j1 sz <\/n—0)i2jl - fkgq (\/%)iqu (2316)

11,50e0ylg J1yeensJq Z%,...f}g

2q.“ 2q
29,02

In order to compute the dominant term of this moment, first note that the centering creates disparity
between even and odd monomials. Indeed, if we consider one red cycle, we now have 2q niches of
different sizes, namely ki, ..., ka,. We will first bound these moments in order to see that, in each
cycle, the niches with an even number of vertices are subleading so that the dominant term in the
asymptotic expansion of the moment corresponds to admissible graphs with only odd niches when
expanding the polynomial.

i1
J2 J1

12

Figure 2.11: Admissible graph in the case of a polynomial with (ki, ks, k3, k4) = (4, 3,2,5).

The behavior in a cycle can be understood as follows: there has to be at least one cycle between in
each niche for the odd or the centered even niches. Now, in each odd niche, we saw that the dominant
term is to realize a perfect matching in the k; — 1 vertices remaining in the niche from (2.3.9). However,
in the even niches, since there is already a cycle, there remains an odd number of vertices to be matched
either with an existing cycle or a matching and the leading order is to perform a perfect matching in
the k; — 2 remaining vertices. Thus we obtain, if we consider the number of choices of indices for red

and blue vertices in one configuration ki, ..., kgy denoted C'(ki, ..., kaq),
k.
-y, 3 ki—1 ky—2 1—
C(k_ k ) _ n() ' nqmqn1+zki odd Z2 +Zki even 12 — Q/) 1
1y---9 N2 nlmq 1 0 #k; even *

Ty

This contribution can be understood in the following way, we have the normalization and then we have
to choose the ¢ i-indices, the ¢ j-indices, the f-index coming from the cycle, if the niche consists of an
odd monomial we perform a perfect matching in the rest of the niche, if it is an even monomial we
can only perform a perfect matching on (k; — 2)/2 of the remaining vertices as we need to match one
vertex elsewhere by the centering. Thus, if we consider the contribution of cycles of size ¢ > 1 for the
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polynomial P =} (X B — kN even), we get the following asymptotic expansion for the moments

1 1455 1, odd 5 .
% nimin, 2k o0 =7 H (00 ) ¥k (ky — D!

nimd k;! ; =%
1 % n?i,ki odd 2 i,k; odd

140 (4~ 2
(2.3.16) = M Z [ g ag,
1=1

15---,k2q
k; odd

=l <;§d ar(0wos ) k(k — 1)!!) ) (1 +0 (\%)) =¢!7903(f) + O <eg(\/£> ;

as we now explain, in the case of a cycle consisting of two edges decorated by k1 and kg blue vertices,
there are three different possibilities:

(i) k1 and ko are odd: (0,00,)F1H*2 (kg + ko).
(ii) k1 and ko are even: (0,04)"1 %2 ((ky + ko)l — ky!ko!!).

(iii) k1 is even and ko is odd: the leading term in the asymptotic expansion is of order n 12,

Thus, the 1-moment for f a polynomial is

K
Y (‘Z'Z’; (00012 (g + Fep)!! — ey ol g, even) + O <
k1,ko=1 e

k1+ko even

(k1 + ko) (k1 + ko — )N
ok lks!

K
=40 O|—
1+ <\/% >
where we used the fact that for any ki and ko, (k1 + k2)!!/(k1!k2!) is bounded. While these analysis
work in the case of a single cycle, we can do the same generalization to any admissible graphs as
before. Thus we get the following g-moment in the case of a polynomial

my = BITEMY] = (L+o(1) 3 > Alg, i 1, DN (Fuw! T o6h.
I;,1;=0  b=0

2.3.4. Convergence of moments in probability

In the previous subsection, we proved convergence of the expected moments of the empirical eigenvalue
distribution. In order to prove convergence of the actual moments of this distribution we will do as in
the proof of Wigner’s theorem.

Lemma 2.3.4. Let f(z) = ZkK apz® be a polynomial activation function and consider the associated
matriz M with enpirical eigenvalue distribution p,,. Denote by mg th moments

1 & 1 m
mq:m;AZq:mTI‘Mq and mq:]E[mq]

we then have, for any e > 0,

Actually, we even have that
2K2 4 C4
Varmq:(’)<(q %;q ) )
nq

for some constant C.
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Proof. We can write the variance of the moments in the following way

Varm, = E

(L) ] e L ST ST B Mo, () Mo (62)] — E (Mo, (60)] E [Ma, (€2)

n
1 nt G1,Go b1 02

with G, = (G), ip, jp) are labeled graphs with the i-labels and j-labels given respectively by ip, jp.
For a given labeled graph G = (G, i, j) and a matching £, the notation Mg(€) corresponds to the
following product after expansion

K aj, a k1 ko kog
e 71 e 2q . . . . ...
Mg(€) = Z 0> Fif2 HWM})X%Jl HWM%XZ%M Wi izaXg2a,
K1, kag=1 V1 p=1 p=1 p=1

Now, note that the shape of the graph and the possible expansion of the polynomial f does not depend
on ng, n1 or m. See also that the previous considerations still hold and the dominant term can only
be given by admissible graphs where the polynomial expansion consist only of odd monomials.

By independence of the matrix entries W and X and by the definition of the variance as a sum on
pairs of graphs, we only need to consider graphs Gy, Go which share a common edge X;; or Wy, for
some i, j, and £. Suppose that G; and G, have 2¢q edges. For simplicity and to explain the computation
we will suppose that they are both a cycle and f is an odd monomial z*. Note that the generalization
comes from the fact that admissible graph are a tree of cycles and non-admissible graphs are of lower
order from (2.3.14). If we suppose that the coincidence between the two graphs comes from an i-label
and a f-label, in other words an entry W;,, we have different possibilities.

The first case consists in taking the two red cycles and attaching them at a fixed vertex ig. We
then perform an identification cross-cycle as in Figure 2.6 in order to match two entries W; ,, together
from G; and Go. Now that we matched these W entries, note that the corresponding X entries have
not been matched yet since we performed an identification between two distinct niches adjacent to 4.
We then need to identify this vertex with another vertex from an adjacent niche (and then creating a
blue cycle going over the whole red cycle) or to another vertex in the same niche. Finally, it can be
seen as simply performing the dominant matching into each graph, identifying two ¢ indices and then
identifying two blue edges from niches adjacent to i. Finally we can compute the contribution of these
graphs in the covariance as

Z Cov(! Mg1 (£1), Mg, (£2)) = O (q2k2¢12q02(f)2q <]E:I?1 _ 1))

£1,82 w

Indeed, in each graph we perform the typical matching corresponding to a blue cycle going over every
niche and perfect matchings between the remaining indices in each niche. Now the fact that we identify
two W, entries create a moment of order 4 when We compute IE [Mg, Mg,| . we then have to cpint the

20—
number of possible choices for indices: we have nj? ! choices for the i indices as we identify two from

2+4q(k—1)/2—1

Gy and Go, m?? for the j indices, ng choices for the ¢ indices (2 cycles, 4¢ niches and an

identification between the two graphs). Since we have a normalization of m_2qn5 qu, combining the
whole yields a factor ¢! =24 asymptotically. In the same way, for general polynomial and admissible

graphs, for such an identification we would obtain that

LSS Cov (Mg, (81), Mg, (1)) = O ( il (1 _ ¢> m? (EVZﬁ _ 1)) —0 (qufch>
1/] ¢ Ow nl

1 G1,G2 £1,£2

for some C' > 0. Indeed, we get the ¢?k? from the choices for the edge we want to identify between the
two graphs, the constant factor in ¢ and v consists in the choice of choosing a {i, ¢} edge or a {j, ¢}
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edge. Then the previous computation in the case of a cycle can be generalized to all graphs as the
construction only involves one cycle in each graph. For the second equality we used (2.3.19) proved in
the next subsection.

The second case consists in identifying two red vertices in each graph. We need to choose two red
vertices belonging to the same cycle in each graph and we identify the pair from one graph to the other
pair. The whole graph G created by this construction is not admissible as we have two identifications
and two fundamental cycles. We thus need to choose the fundamental cycles.

The fundamental cycles we choose for this red graph are given by the cycles between the two
vertices with edges belonging to both graphs in each cycle. Since we need to choose a pair of vertices
in each graph we have ¢* choices. In each fundamental cycles, we perform the typical blue matching
and we have an edge between a niche from G; and a niche from Gy (corresponding to the cycle going
over every niche for instance). Thus we have a common W or X entry between the two graphs and
the contribution in the covariance does not vanish. Considering the ¢* choices for the red vertices, we
can see that we have

40q
5 Y 3 Coag, (). Mgy (62) = 0 (15 ).

n
L G1,Go £4,£2 1

We have the same power of n; as the lose a choice of red vertex index (since we choose two in
each graph) but we gain a choice of blue vertex (since we do not perform additional identifications).
Finally, we obtain that

21.2 4\ g
Varm, — 0 (K + )Ty
ni
Using Bienaymé-Chebyshev inequality, one easily deduces (2.3.17). O

(a) In this figure, the two highlighted cy-
cles correspond to the graph G; and Gs
which are attached to a common vertex
19. We perform a typical blue matching
in each graph and then add an identifica-
tion between the two graphs. The high-
lighted edges in orange corresponds the
common edges between the two graphs
which raise a moment of order 4.

(b) In this figure, the two highlighted cy-
cles correspond to the graph G; and Go
which are attached to two vertices ig and
ig. The graph is non-admissible and we
choose the fundamental cycles so that nei-
ther G; or Gy are fundamental cycles. The
typical matching in the chosen cycles cre-
ate common edges between the two graphs
highlighted in orange in the figure. Note
that in this case we do not obtain mo-
ments of order 4.

2.3.5. Passage to sub-Gaussian random variables

We performed the computation of the limiting expected moments and of the covariance in the case
of bounded random variables. However, note that while high moments of W or X can appear in the
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error terms, as in (2.3.8), (2.3.10) and (2.3.12) we have the following bound for our moments
E [|X0 ] < cfRb/e

for some constant C' and the same boud holds for the entries of W. Thus it consists simply in taking
all the errors and replacing A by k'/®. Since we always compare in the errors (2.3.8), (2.3.10) and

(2.3.12) powers of A to powers of n, and k is of order 102)%?21 all the errors are still a o(1).

2.3.6. Weak convergence of the empirical spectral measure

In this subsection, we will see that the sequence given by the limiting moments of the empirical
eigenvalue distribution p,, characterize a compactly supported measure p.

Lemma 2.3.5. There exists a measure p such that for any q € N, defining the sequence

q Ii-i-lj-i-l
mg= > N Alg L I, )0y (f)P0a( )T Pl gl (2.3.18)
I;,[;=0  b=0

we have
/qu,u(a:) =my.
Besides, the measure i is characterized by this sequence of moments and compactly supported.

Proof. This is simply a consequence of Carleman’s condition. Indeed, We have a simple bound for the
moment my, namely, there exists a constant C' such that

m, < C°. (2.3.19)

In particular, note that we have
[o.¢]

> g =0
q=1 m;(/fq

which guarantee this sequence of moments to be moments of a probability measure p and the condition
above is sufficient to say that the measure is determinate or characterized by its moments. Note that
the bound (2.3.19) also gives that the measure has compact support. It thus remains to show (2.3.19),
this comes from a bound on the total number of unlabeled cactus graphs. Indeed, it has been shown
that regardless of the number of identifications or simple cycles, we have the following asymptotic
for ©(¢) the number of unlabeled cactus graphs with ¢ vertices from [FU56], there exists numerical
constants & > 0 and £ > 1 such that

36 gats/2
Tam ¢

Now using this asymptotic, we know that for a large constant C' we have the bound (2.3.19). O

O(q)

Now, since we know that p is a determinate measure, and we have the convergence of expected
moments with the variance bound from Lemma 2.3.4. We have the corresponding almost sure weak
convergence

Theorem 2.3.6. For any continuous bounded function g we have

/gdun1 S /gdu almost surely.
ny—oo
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2.3.7. Recursion relation for the Stieltjes transform

Consider the Stieltjes transform of the limiting empirical eigenvalue distribution of M defined by

Lemma 2.3.5,
G(Z):/du(w)

r—z

One can also write it as the following generating function of moments, since from the bound (2.3.19)
the following equality makes sense at least on a neighborhood of infinity,

1 . m
_ = E q
G(Z) B z + f 2q+1
q:

Using that
I;

q Litli+l
mg =0 YY" Alg L, 1, 00 ()08 (£l
= =0

L, ;=0 b

one can write the Stieltjes transform as

_ 0 q
¢ = e VHE) with HE =Y o S S Al L L RN ("

q=0 ()2 I;,[;=0  b=0

Fix a vertex v and denote gg the length of one of the fundamental cycles containing v. Suppose first
that we have gg > 1, this cycle contains 2qg edges with ¢y vertices labeled with ¢ and gg vertices labeled
with j. On each vertex labeled with ¢, either a graph is attached and we have a i-identification on this
vertex, or nothing is attached. Thus, considering the formula above, we have that the contributions
for identifications for each vertex is

Hy(z) :=1—9¢+9YH(z) fori-labelsand Hy(z):=1—¢+ ¢H(z) for j-labels.

Also, one can see in the leading order of the moment that a cycle of length gy give a contribution of

40
(%) . Now, if the cycle is of length 1, in the same way, there is a single i-labeled vertex and a single
j-labeled vertex which can give a contribution of Hy, and Hy but the contribution of a simple cycle is
not given in terms of £ but by & Thus, we have the following recursion relation for H,

L N | (HAH ()
Hep =1 T 3 ()

qo=2
Hy(2)Hy(2)(61 — 62) Hg(z)Hy(2)0:
Pz Yz — Hy(z)Hy(2)02

=1+

2.4. Polynomial approximation for general activation function

In this section, we will now go from the activation function being a polynomial where we could use
the moment method to a wider class of activation functions, thus proving Theorem 2.2.1. Note that
for simplicity, we will consider o, = 0, = 1 but the general case is true by simple renormalization.
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oG e

(a) Contributions for the recursion for- (b) Contribution for the recur-
mula in the case of a large cycle (go = 3) sion formula in the case of a
simple cycle.

Proof of Theorem 2.2.1. We begin by defining the following polynomial which approximates f up to
a constant, for x € R we define

k

Zf :1:]—]” —Zf(])( )?—an with an—Zf j” (2.4.1)

i
j=0 7=0 ‘7

with the convention that j!! = 0 for j odd and 0!! = 1. This choice is made so that the polynomial
is centered with respect to the Gaussian distribution. Thus, using a Taylor’s theorem, we obtain the
following approximation for any A > 0

sup [(f(z) — ak—1)(z) — Pr—1(2)| < Cy (2.4.2)

z€[—A,A] k!

Now, we will compare the Hermitized version of our matrix M, if we define

y = g (V;nf) —ap, and Yi= Py (fﬁ;) , (2.4.3)
0 0

we want to control the following (m + n1) x (m + n1) symmetric matrix

1 0 y(@-1) —y,
=— x : 2.4.4
& vm ((Y(akl) _ Yk) 0 ) ( )

If we consider the spectral radius of this matrix p(€), we have the following bound

1 -
< — ylae—1) _ ) ( (f—ak-1) _ (Pk—l)) 4.
p(€) NG max 4 max Z ‘ Yi) |, 1r<nla<u>7§1 Y Y i (2.4.5)
Now consider the event, for §; € (0, %),
WX
A, (61) = ﬂ ﬂ {‘ (n) < (log n1)1/2+51} . (2.4.6)
1<i<ng 1<j<m V10 /g
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On this event, we have, considering the approximation (2.4.2),
(log nl)k(1/2+61)(1+0f)
k!

We thus need to consider k such that the right hand side of the previous inequality goes to zero. We
can then take

p(€) < Cpv/m

log n1 ) 1
———— with ¢p > :
21 = (L+¢p)(3+61))
We obtain, by using Stirling formula, that there exists a d2 > 0 such that for any € > 0 we have

k>

=z 2.4.7
0 log log ny ( )

By taking e small enough we then see that, on the event A, (61) and with k£ as in (2.4.7), p(€) — 0.
It remains to see that the event A, (d1) occurs with high probability which comes from the additional
assumption we put on the entries W;; and X;;. Indeed,
()
no /

> (log n1)1/2+(51>

P (Ap (61)°) =P (there exist 4, j such that

<ore (),

—(logny)tt201 /2

> (IOg n1)1/2+51>

< Cnyme

which goes to zero faster than any polynomial in n;. Thus, since we know the limiting empirical
eigenvalue distribution of the matrix M constructed with the centered polynomial P, as activation
function, we know the limiting distribution for M constructed with f — ax instead. But if we denote
e, ='(1,...,1) € R? we have that

Y Yy = apen,tem. (2.4.8)

Hence, Y (%) is just a rank one deformation of ¥ and we know by the rank inequalities (see [BS10| for
instance) that they have the same limiting empirical eigenvalue distribution. O

2.5. Behavior of the largest eigenvalue

2.5.1. Convergence of the largest eigenvalue to the edge of the support

In this section we show that the largest eigenvalue of M sticks to the support of u. We denote by w4
the top edge of this support. This is the statement of the following theorem.

Theorem 2.5.1. Let M be constructed as in (2.2.6) and denote A1 its largest eigenvalue. Then

Al —— uq  in probability.
ni1—o00
The proof of Theorem 2.5.1 is again based on a preliminary polynomial approximation of f. Note
that as in the previous section we will take o,, = 0, = 1 for simplicity of writing. One considers the
centered Taylor-Lagrange approximation polynomial Py defined in (2.4.1) and consider also Y (@r) and
Y} defined in (2.4.3). Define then

Ry = Ly vy _ Ly y (2.5.1)
m

m
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The spectral radius of Ry can be bounded from above on the very high probability event A, (1)

defined in (2.4.6) by
(log nl)(1+cf)(1/2+51)k

k!
The above goes to 0 as ng tends to infinity provided that k >

(2.5.2)

p(Ri—1) < Cpy/m

log n1

COToglog m for a constant ¢y > 1. From

now on, we fix such a degree k for the approximation. Then, the largest eigenvalue of Y (@) (Y (a%))* /m,
will be suitably approximated by that of M} = YY" /m.

Our next task is to show that the largest eigenvalue of M} cannot exceed uy +  for any § > 0
with probability arbitrarily close to 1. This is done in the next proposition using the method of high
moments [FK81] and Markov’s inequality :

ETr M

P < —=.
()‘I(Mk) > Uq + 5) (’LL+ ¥ 5)2(1

(2.5.3)

Proposition 2.5.2. Let 0 < a1 < as and ¢ = q(n1) a sequence such that q(n1) < (logni)tter.

Assume that k < kg := ﬁlo?iglm’ then

E [Tr M,fﬂ = nymag (Pe)(1 + o(1)).
Assume that k > kg, then there exists a constant C' > 0 such that
E | Te M| < namag(Pyg) (1 + 0(1))

where my is defined as (2.3.18) and moy(Py,) denotes the moment where the activation function is
gwen by Py, .

Proof. We know that for ¢ up to order (logni)'*! and k < ko we have that
_(P
iyt = may(P)(1+ 0(1))

which gives the first result of the proposition. This comes from Section 2.3 and in particular the bound
(2.3.13) which gives that our convergence of moments is true up to ¢ and k such that ¢* < ng which
holds for our choice of ¢ and k.

However, in order to obtain the correct polynomial approximation we will need our degree k to be
larger than log)i giu’ this is not a problem because of our choice of polynomial. Indeed, for such high
degrees, the k! normalization will make the contribution of very high degrees vanish. This can be seen,
for instance, by looking at the parameters 61 and s where the polynomial appears in the moment and
in the errors. Consider k > kg, then we can write, if we normalize so that the variances are equal to 1,

01(Py) =B [PN)2] = B[ (V) = Pey(W))?| + B [Py (V2] + 28 [Py (V) (P(N) = Py (V)]

where N is a standard Gaussian random variable. By the Cauchy-Schwarz inequality, we now simply
need to bound the first term,

, i (i + )"

B[(RN) = PP = 30 aiayt
i,j=ko+1
i+7 even

which goes to zeros exponentially by Stirling’s formula. Thus we can see that we have for any D > 0,

01(Py) = 01(Pr,) + O (N7P)



2.5. BEHAVIOR OF THE LARGEST EIGENVALUE 131

and the same thing holds for 3(Pg). In the leading order of the moment, this is the only part where the
polynomial intervene since the admissible graphs do not depend on the activation function. However,
since we choose k large, actually large enough for ¢¥ > ng, we need to check that the errors do not
explode and actually vanish for fi, = Zi>ko %mk . We saw from the previous analysis that the largest
error comes from (2.3.14), for such a polynomial fi,, we can see that we thus need to bound the two
quantities for k;, k; > ko
Ei(k; — 1)1 g (ki + k)l gkithi
ki! no . k‘i!k‘j! no '

We will bound the first one but the second one can be bounded in the same way. Note that these
bound comes from the two different behaviors in the case of a cycle of length 2 and larger cycles. Now
using Stirling’s formula we can see that

ki(ki — g% (VE; ¢ \F
k:l-!ng—(')(no (vere) )

This bound is decreasing in k; so that we need to check its order for k; = ko = 5 JFIOQ lol;fgo Tg”nl. And we
obtain the following bound,

kz(kl — 1)”(]7]CZ . O 1/)(711)

. 1+2(ag—aq)
kil o ~ T3ty
1

with the function v given by

logny

1
1 log ni e 2(1+ag) loglogny
= log 1 = O(nt
¥(m) \/1 + a9 loglogng <1 + o 0808 n1> (n1)

for any € > 0. Thus, recalling that as > a1 we have that for any € > 0,

Ei(ki — 1)1 gk g
! Zk.l R o 1+Ztlxroq> =o(1)
i o n;w
by taking e small enough. O

Proof of Theorem 2.5.1. First, see that we know from the convergence of the empirical eigenvalue
distribution that for any § > 0,
IP()\l(Mk) < Uy — (5) —0

Now, for the other inequality we saw from (2.5.3) that we simply need to bound ETr M,?q using

Proposition 2.5.2. We can see that even for & > log)lgoglnl’ we have the bound mgf;k) < 2uiq from

Proposition 2.5.2. Now, injecting this bound for the control of the largest eigenvalue we have that

2q
P (A, (M) > uy +6) < 2m ( s ) 0.
u ni1—0o0

Thus we have that convergence of the largest eigenvalue of My to the edge of the support which
also gives convergence of the largest eigenvalue of Y(@) by the bound of the spectral radius from
(2.5.2). Now we want to control the largest eigenvalue of M = YY™*/m and we have seen that it is a
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rank one perturbation of Y by (2.4.8). Such a perturbation can possibly change the behavior of the
largest eigenvalue but the perturbation here is small, indeed since our activation function f has a zero
Gaussian mean we have that

Zf Zf =E[f(N)] =0

with A a standard Gaussian random variable. Thus, we have that there exists a C' > 0 such that

k 0o .
Jn L COk—1)
ja = [ fY =§)m@5(<@fﬁKW5

=0 j=k

We know that we can take k of order co—28 for any cg > 0 by Proposition 2.5.2. In this case

loglogn
we obtain that for any ¢ > 0 we have a = O(n~%/2*¢). Now, we will use the Hoffman-Wielandt
inequality for singular values to finish, indee we have

VA - VR < 55 () - AT < e v

with ||A|2 = Tr AA*. But since we exactly know our rank one deformation we have that

HY(ak) — Y” = \/aimnl =0 <n§0/§‘2‘5> )

We finally obtain our result by taking ¢y > 2 + 2e.

O

2.6. Propagation of eigenvalue distribution through multiple layers

In this section, we will study the eigenvalue distribution of the following nonlinear matrix model
consisting of the covariance data after passing through several layers of the neural network. It has
been conjectured in [PW17]| that we have stability of eigenvalue distribution through the layers in
the case where 05(f) = 0. We give here a positive answer to this conjecture with the corresponding
normalization to obtain stability and we also obtain a general formula for the moments in the case of
going through two layers. The case of a single layer has been considered in Theorems 2.2.1 and 2.2.2
where we described the asymptotic empirical eigenvalue distribution in the one layer case. We explicit
a combinatorial formula in the case of going through another layer and we see that if 61(f) # 0 we
obtain moments that differs from the single layer moments.

2.6.1. Eigenvalue distribution of Y (®

In the following theorem, we will give the moments of the empirical eigenvalue distribution of the

matrix
m

1 . 1 &
M- tye (Y(z)) R @) = - Z 8,2 (2.6.1)
i=1

where )\(2) <o K )\(12) are the eigenvalues of M () Define its expected moments

1 & (2)4
g s 7wZ?i .

ﬁ@:Ekaﬂﬁ:E
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Theorem 2.6.1. Let f = Zk L (2% — KMy cven) e a polynomial such that (2.2.4) holds and q an
integer. The degree of f, K, can gmw with ny but suppose that

log ny

ST——F——- 2.6.2
log log nq ( )
We then have the following asymptotics
q LI+l
m = (1+o(1) D D0 Wovn) TTIeb0s (1o (f)
1,,1]_0 bo=0
q % IE+1 (f) i—b1 i
> Alg L I m b)) [ | Z Z A(i, Iy, 0,1 )b ( (f)> . (26.3)
m =2 =0b1=

where A(q, I;, I;,b) denotes the number of admissible graphs with 2q edges, I; i-identifications, I; j-
identifications and b cycles of size 1 as in Definition 2.3.2, the sum over m = (mg,...,my) is over
q-uplets such that y im; = q—bg and Y m; = I; + I; + 1 — by, A(q, I;, I;,m, by) corresponds to the
number of admissible graphs with the additional condition that there is m; cycles of length 1.

As in the previous section, we will first consider the case of an odd monomial of the form f(x) = %17

Note that the same argument as Subsection 2.3.2 gives that the even monomial are subleading so that
the contribution of odd monomial gives the leading order in the asymptotic expansion. We can write
the entries of Y () as

k k
WLy @) k el
152) - /7Y = k2 = § :Wz‘(kl)yk(jl)
voi(f) v ny “KOL(F)R? o
_ (1)
= o, E | [ WOy (2.6.4)

k/2
/k'H ST

Then, developing the expected moment of the empirical eigenvalue distribution we obtain the following

= y 2y (2)y-(2)
noqu Z Z 11]1 7«2]1 1232Y13J2" Yijq 11Jq

01, Jq—l J1,-- 7.7q—1

el () -

n2

Thus injecting (2.6.4) in the previous equation we obtain the following development of the tracial
moment of M

nl2E [Tr (M(Q))q} -

2kq
_ Iz Dy (1) H ¢9)
- n mqn (k" 2q9 Z Z Z HWuZl 151 1262 6231 w. 52‘1 g2f1 (2‘6'5)
2 Z17 7111_]17 7]q g%, Zl p= 1 p_l
2" 2
élq...ékq

We call the terms contributing in a non negligible way typical. Now, we can give a graphical represen-
tation of these terms as in the previous sections.We will see that the contributing graphs are actually
the same admissible graphs from Definition 2.3.2. However, there are less constraints in the choices
of the blue edges. Indeed, the entries of the matrix Y are not independent and thus we do not need
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each entry to be matched with at least another. This constraint however holds for the entries of the
matrix WO,

We will first suppose that all the i-labeled vertices and j-labeled vertices are pairwise distinct and
explain the combinatorics in this simpler case. We can see that the largest number of distinct £ indices
we can get is kg by doing the following:

- Match at least two indices from different adjacent niches of an i-label index and perform a
perfect matching between the 2k — 2 remaining indices. This type of matching gives kq different
¢ indices and match every W) entry with another. This is illustrated in the leftmost graph in
Figure 2.14. Note that this type of matching gives the most distinct indices but is actually not
necessarily of leading order (see Figure 2.15 for an illustration) and is not the sole leading order.

- Similarly to having possible identifications between i-labeled and j-labeled vertices in the sin-
gle layer case, it will be possible to perform identifications between the blue edges and obtain
something contributing in the dominant term in the asymptotic expansion (see Figure 2.16 for
an illu)stration). This behavior will be explained in the second step when we develop the entries
of Y1),

A typical matching of £ indices corresponds to one such that all W;; arises twice. This matching on the
W entries induces one on the entries of Y1), This corresponding joint moment thus induces another
graph between j-labeled and ¢-labeled vertices. The i-labeled vertices do not appear in the graph as
they corresponded to the entries of W. This graph can be constructed from the initial graph by seeing
which niches a blue edge links together. For instance, in Figure 2.14, we can see that ¢5 links the same
niche adjacent to jo while £; links the niches adjacent to j; and js.

£y
ez eG

Corresponding moment: R

2 2 2 2
Y€1jl Y£2j1 Yégji Y€4j1 Y€4j2Y€5j2Y€6j2 Yfl]é ,
£3

/
N

L4

Figure 2.14: Graph obtained after a blue matching in the initial graph. The green edges, corresponding
to bridges between niches, induce a cycle in the final graph. The remaining edges coming from matched
pairs inside a niche will create simple cycles attached to j labeled indices. The basic graph obtained
after another step is thus the following: one large cycle coming from bridges between niches and k — 1
simple cycles attached to each j-labeled vertex.

In Figure 2.14, we can see that the matching on the initial graph induces another admissible graph.
Note that it does not consist in one cycle but in a cycle (in green on the figure) where we attached
to each j-labeled vertex k — 1 cycles of length 2. However, in Figure 2.15, we can see that a blue
matching on the initial cycle which maximizes the number of distinct indices gives a non-admissible
graph. This comes from the fact that we have too many edges linking the same two distinct niches.

As we will see, the matching on the final graph will be subleading if we obtain a non-admissible
graph. The following lemma gives us the typical matching on the initial graph. It states that the
leading order is actually given by the matchings as in Figure 2.14.
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)
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Figure 2.15: Non-admissible graph obtained after a blue matching which induces a maximum number
of distinct indices in the initial cycle. We can see that several green bridges between the same niches
create a non-admissible graph and is thus subleading via the analysis from the previous section.

Lemma 2.6.2. Consider a cycle of length greater than 2, then the typical matchings on the blue
vertices consist in the following:

- There 1s a single edge linking two niches adjacent to the same i-labeled vertex which we will call
a bridge.

- Remaining edges inside a niche are matched according to a perfect matching.
- We can add identifications between only bridges.
If the cycle is of length 2 then we perform a perfect matching between the 2k blue vertices in the cycle.

Proof. The proof is actually given by the construction of the second graph and the fact that admissible
graphs are the dominant term in the asymptotic expansion. We will first see that any other matching
gives a non-admissible second layer graph. Indeed, first see that if we have more than one bridge
between two distinct niches, we will obtain too many paths from the two corresponding j-labeled
indices which breaks the tree structure of an admissible graph. The same reasoning holds for possible
identifications between bridges and a matched pairs inside a niche. If we identify two matched pairs
inside a niche, we can see via the construction of the graph that it will create double edges as we would
obtain an entry of Y1) to the power of 4.

However, note that in the cycle of size ¢, we can add identifications between the ¢ bridges and
keep having an admissible graph. Indeed, one can see that such identifications do not increase the
number of paths from a j-label vertex to another and the tree structure of the graph is conserved. In
other words, every edge belongs to a unique cycle. This behavior is illustrated inf Figure 2.16 where
we perform identifications between bridges and still obtain an admissible graph.

We need to see now that non-admissible graphs are subleading in the asymptotic expansion. In
the case where the first red graph (on the ¢ and j indices) is non-admissible the considerations from
Subsection 2.3.1 hold and state that their contribution is subleading. Indeed, we first need to choose
the fundamental cycles of the graph and then perform a matching. We saw that it involves at most
an error of ¢* /ng which is a o(1).

Now, even if the initial red graph is admissible, we saw that some matchings on the blue vertices
can create a non-admissible graph for the second layer as in Figure 2.15. We now need to see that
the contribution of these matchings is also subleading. As in Subsection 2.3.1, we have additional
identifications between the vertices and we need to choose the fundamental cycles. We saw also that
the largest error comes from the possible multiple cycles of length 2 attached together as in Figure
2.8.

Fix a vertex jg, if we match together 2p ¢ indices together in the niche adjacent to jp, we saw in
(2.3.13) that the corresponding error will be given by O(ng(k(2p)*/ng)P). However, we can now have
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up to 2k indices matched together so that the contribution of non admissible graphs in this case is

given by
k
k(2p)k\"” 1
Zn0< (2p) ) =o(1) for kg 8l
o ng loglogn

It actually decays faster than any polynomial for such k. Note that this actually is the only case which
differs from Subsection 2.3.1 as the multiplicity of the cycle of length 2 can be k£ and thus we can
match up to 2k? indices together in this multiple cycle. O

31
" " ><><><
72 J1
12

Figure 2.16: Admissible graph obtained by a matching in the initial graph with an identification
between the two bridges. While we identified two ¢ vertices, and thus lost an order of ny, this matching
is still of leading order because we gained a cycle in the induced graph.

We are now able to give the contribution of one cycle through this two layers construction. It
consists in first doing a typical matching as in Lemma 2.6.2 on the initial graph and then perform a
typical matching on the induced admissible graph as in Subsection 2.3.1.

Lemma 2.6.3. The contribution to the expected moment IE(uy,,, z*) of one cycle of size q is given by
the following: if ¢ > 1,

oy g 1 (02"
B =04 Y 3 At 10 bl l (20
I,=0b:=0 1(f)

and if g =1,
E(f)=0:1(f).

Proof. We will begin by the case of ¢ = 1. We have a cycle of length 2 as in Figure 2.3a and we
saw that the dominant term in the asymptotic expansion consists in performing a perfect matching
between all edges. We can thus see that the contribution coming from this first construction is given
by

O.2k f

2=y (02(2R)1) = 01(£)(1 + o(1)).

nommny

Now, this construction on the initial graph will give us another graph as in Figure 2.17. Note that the
orders of n in the previous contribution comes from the choices for the 7 index, the j index and the /¢
indices. We see that the graph obtained from a cycle of length 2 will be an admissible graph where all
j’s are identified to a single vertex and k cycles of length 2 are attached to it (corresponding to the k
blue edges in the initial cycle).

Now that we have our second layer graph constructed, we can do the same reasoning as before and
develop the entries Y1) as a product of entries of W and X. Since we have an admissible graph, we
now that the dominant term in the asymptotic expansion will be to perform a perfect matching in all
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cycles of length 2 as in the Section 2.3 and illustrated in Figure 2.17. Thus we will add a contribution
of

1 k2 ( 2k _2k &
——ng (O‘w o (2k)!!) =1+o(1).
ng 01(f)*
Here, the normalization in n ¥ comes from the total number of entries in the joint moment coming
from the initial graph: there are 2k entries with a normalization of n */2 We then have to choose

nISQ indices in the second graph. Finally, we obtain for the final contribution for a cycle of length 2

Er(f) = 01(f) (1 +0(1)).

’il jl
: J

Figure 2.17: Construction and matching on the second layer graphs from a matching on the initial
graph. One can see that the first graph gives a combinatorial factor of (2k)!! while the second graph
will give a factor of (2k)!I*.

For the case of ¢ > 1, we saw in Lemma 2.6.3 that the typical matchings consist in one bridge
between niches, perfect matchings inside the niches and possible identifications between the bridges
(as in Figure 2.16 for instance). Thus, we can sum over the number of identifications I, we do between
the bridges and by the number of cycles of length 2 we obtain after construction of the induced graph.
We see that we can obtain any admissible graph with 2¢ edges, b simple cycles and I, identifications
while there are no additional j-identifications.

First see the contribution if we do I, identifications coming from the initial graph:

2kq 2
o kq—I, ( _k q 1
nomin, N ngy

Indeed, we have ¢ choices for the ¢’s and j’s labels and kq — I, choices for the £ indices. The choices of
the bridges between niches gives k27 and the perfect matchings in the remaining vertices in each niche
gives (k — 1)11%4,

Now, we can have any admissible graph with I, identifications and b; cycles of length 2. Note
that there are two types of cycles of length 2 in the second layer graph (which is illustrated by having
distinct colors in Figure 2.16). The cycles of length 2 coming from possible identifications between the
bridges (in green) and the cycles of length 2 coming from all the matched pairs inside each niche (in
blue). These last cycles will always appear and does not depend on the shape of the admissible graph
coming from the bridges. Thus, while we sum the number of cycles of length 2 in the second layer
graph b; between 0 and ¢, the total number of cycles of length 2 will be b; + ¢(k — 1).

Thus for I, and by fixed, and for an admissible graph with 2¢ edges, I, identifications and by cycles of
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length 2, the additional contribution will be given by

2(g—b
. 1 nég+1fb1+(q7b1)(k71)nlgb1ngk(kfl) (Uﬁ,aik(k:— 1)”) (g—b1) "
Ng qu(f)kq

_ —b1
X (affo—gk(zk)u)bl (afu’fagk(%)u)(k e _ nlinb=a <Z2g;>q . (26.7)
1

To understand this contribution, see the following: we have and admissible graph with I, + 1 cycles
including by cycles of length 2. In the I, + 1 — by cycles of length greater than 2, we know that
the dominant term is to perform a cycle parcouring each niche and perfect matchings between the
remaining vertices in each niche. So if we look at a cycle of length ¢; we obtain a contribution of

2q;
néﬂk*l)qi <O'§)O'§k‘(k - 1)!!) "

Since it holds for any cycle of length greater than 2, and we have I;+ 1 of them, we can do the product
over every such cycles and see that ¢ = g — b;. Now, for each of the by cycles of length 2, we
perform a perfect matching inside each cycle and obtain

b
nlgbl (Uikag,k(Qk)!Q 1.

Finally it remains the g(k — 1) cycles of length 2 coming from the matched pairs in the initial graph.
We also perform a perfect matching in each of these cycles which gives

. (k1)
a1k (Ufukagk(%)”y _ (2.6.8)

Now, we can see that this last contribution only depends on I, and b; so that we can sum over
admissible graph and obtain

i i A(q,14,0,b1) (ZZ)l_q <Z(1)>I” o (f) (ziE§;>q—b1

1,=0b;=0

and we obtain the final result by seeing that % — o1 and Z—? — . O

Now that we have the contribution for a given cycle of size ¢, it is easy to generalize to any
admissible graph. Indeed, we will see that we can perform every matching and construct the induced
graph for every cycle independently. Note that for any admissible graph, the induced graph is not
necessarily connected but for a typical matching where we perform in each cycle a matching as in
Lemma 2.6.2 we will obtain a forest of admissible graphs. This is illustrated in Figure 2.18. The fact
that the induced graph is not connected is of no importance to compute the moment as the dominant
contribution, as we have seen in the Section 2.3, consists of performing matchings independently in
each cycle.

Proof of Theorem 2.6.1. We will begin to see that we can perform the typical matchings independent
in each cycle. This statement is less clear than in Section 2.3 since we can perform cross-cycles blue
edges without diminishing the number of £ indices in the initial graph. However, we lose a choice of
index in the induced graph. Indeed, consider two cycles of length 2¢; and 2¢s that are attached on a
vertex. If the vertex corresponds to a j index then the argument as in Figure 2.6 still holds since we
need to match the W entries corresponding to ¢ vertices by independence. We can then suppose that
the vertex is a certain i-labeled vertex 1.
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Figure 2.18: Admissible graph which induces a non connected second layer graph. However, note that
the leading order matching in the initial graph induces each connected part of the second layer graph

to be an admissible graph. We can thus do the analysis of admissible graphs by looking at each cycle
separately.

If we perform the matchings independently in each cycle we have: 2(q; 4+ ¢g2) — 1 choices for the red
vertices (remember that they are attached to a common vertex), in each cycle we have kg; choices of
blue vertices, in the induced graph for each cycle we have 1+ (k — 1)g; + k(k — 1)g; choices since we
have the choice for the cycle going over every niche, the choices for the matched pairs in each niche
and the choices in the k& — 1 cycles of length 2 attached to each j vertex. Finally we have a total of
1+ (q1 + q2)(2 + k% + k — 1) choices of indices.

If we perform cross-cycles edges between the cycles at the common vertex ig then we still have in
the initial graph (g1 + ¢2)(2+ k) — 1 choices. However, the induced graph consists now of one cycle of
length 2(q1 +¢2). In this cycle we now have 1 choice for the cycle parcouring each niche, (k—1)(q1+¢2)
for the matched pairs in each niche and k(k — 1)(q1 + g2) choices for the cycles of length 2 attached
to each j vertex. We then have a total of (g1 + ¢2)(2 + &? + k — 1) choices to make. Thus, we can see
that we lose a power of ng by performing cross-cycles edges.

As we saw from Lemma 2.6.3, the contribution of one cycle only depends on its length with a
different behavior if it is of length 2 or not. In order to compute the contribution of an admissible
graph, it thus depends on the length of its cycles. Thus we will denote, for an admissible graph G with
2q edges and by cycles of length 2, m(G) = (ma(G), ..., my(G)) where

q
m;(G) = number of cycles of length 2 in G in particular Z imi(G) =q— by
=2

q
and Zml(g):IZ+IJ+1—b0

Using the same reasoning as in Lemma 2.6.3, we are able to compute the limiting expected moment,
we obtain

q 1+I +1

mym LS S S
m

N2MNy Ny -~ 1 1,=0 bo=

LA I k1) (i—b1) byt kby ik (b—1) [(O2(F)\T "
H Z Z A, T, 0, b1)nTen [+1+( 1)(i—by)—by +kby +ik(k—1) (02 ) oi(f) "
i=2 \ I,=0 b;=0 1(f)

kbo, k2bo pb
x ny ng C07°(f)

This identity comes from applying Lemma 2.6.3 to each cycle independently. Now, using the fact that
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>.;im; = q¢ — by and that > m; = I; + I; + 1 — by and simplifying this expression, we obtain the
following formula for the expected moment,

q¢ LtIj+1
(o) D0 30 Wown)™ 7 o¢ 057 (N0 (1)
I;,I;=0  b=0
q i Ip+1 9 (f) i—by m;
XZA(Qv-[i)Ij7myb0)H ZZAZI[,O bl ( >
m =92 —0b;=0 9 (f)
3 1=
which gives the final result. O

2.6.2. Invariance of the distribution in the case when 0,(f) vanishes

In the last subsection we computed the moments of the eigenvalue distribution of the covariance data
matrix after two layers. While this formula does not seem to be constructive, it is interesting to look
at the special case of 62(f) = 0. Indeed, for the first-layer covariance data matrix, from Theorem 2.2.1,
we obtain that the limiting eigenvalue distribution is given by the Marcenko-Pastur distribution with
shape % We can see this by looking at the limiting moments when 65(f) vanishes and this is given

by the following lemma

Lemma 2.6.4. Let q be a positive integer we have the following equality

M

q—1 q 1 -1
> dwtonaw e =0m S (2) re (9(70 ) = t0en
I

I;,1,=0 k:O
Li+1;+1=q

where pigy, s the Marcenko-Pastur distribution with shape parameter %

Proof. Firstly, see that we can slightly rewrite the left hand side,

q—1 q—1

k
A L) ab00) = 1) Y () Al =k Lk,
k=0

Now it only remains to see that

Algqg—k—1,k,q) = kil(lil:)(q;l) (2.6.9)

This fact comes from considering the right representation of admissible graphs. Here, we look at
admissible graphs with 2¢ edges, ¢ simple cycles, k j-identifications and ¢ — k — 1 i-identifications. The
only admissible graphs following these conditions are graphs made of simple cycles with ¢ — k j-labeled
vertices and k + 1 i-labeled vertices. Thus we can count this at double trees, in the sense that one of
every two vertices are i-labeled and the others are j-labeled, with the corresponding amount of each
type of vertex. This number is known [CYY08] and is actually given by (2.6.9).

O



2.6. MULTIPLE LAYERS 141

J3 Ja

1 J1 t2 Je2

Figure 2.19: When an admissible graph is only given by simple cycles we can entirely encode it by a
double tree where the two colors gives us the choice of which vertices are i-labeled and which one are
j-labeled.

Note that the computation performed in Lemma 2.6.4 exactly corresponds to computing our limit-
ing moment in the case of §2(f) = 0. Indeed, in our formula for m,, we see that if 65(f) vanishes, the
only remaining terms consist in the graphs where b = ¢ which corresponds to graphs where all cycles
have length 2.

This fact then means that if we consider a function f such that 62(f) = 0, the distribution (up
to a change in variance and shape) stays the same for our covariance data matrix after going through
one layer of the network. Indeed, if one considers the matrix — X X*, the asymptotic eigenvalue

mo?2
distribution is given by pg the Marcenko-Pastur distribution with shape parameter ¢. Now, after
a layer of the network, we see that WYY* is given by pg/,,. This observation was made in

[PW17]| where it was conjectured that the distribution would stay invariant through several layers
of the spectrum for this family of activation function. We can already answer the question for the
second layer as we computed the expected moments in the previous subsection. Indeed, if one look
at the formula for the expected moment (2.6.3) for the deterministic limiting moment, we obtain for

b2(f) =0

q—1 k
m® .= 91 (f) ( ¢f¢1) Agrq—k—1,k,q)
k=0

-1

_ g AR S CAVEES AR
0

So we can see that we have the following behavior for the eigenvalue distribution depending on the
activation function in the case of (2 (f) vanishes for zeros to two layers of the neural network

=}

il

02(f) | Data Covariance Matrix | Eigenvalue distribution
m{% XX* 116
) _ 1 *
b7 =0 meﬁ‘”(f)Y(l)Y(l) H/vo
9(1) —0 1 y@y®@*
2 mo () Heo/(poypr)

Thus we can conjecture the following pattern, for L the number of layers the data has gone through,
we have the following limiting distribution if #2(f) = 0 for the matrix

1 yuy ey (2.6.10)

M(L+1) —
mb1(f)
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has for limiting eigenvalue distribution u o/ TT- the Marcenko-Pastur distribution with shape pa-

1=0 wz
rameter m This is the statement of the following theorem. Again we will first describe the

moments with polynomial activation function and finish via a polynomial approximation.

Theorem 2.6.5. Let f = Zszl %‘;(wk—k!!]lk even) be a polynomial such that (2.2.4) holds. The degree
of f, K, can grow with ny but suppose that

1 log 1
L —1loglogn,’

K =< (2.6.11)

Denote the empirical eigenvalue distribution of M) constructed as in (2.6.10), N%LL) = % ok 5)\@)

and its expected moments

m) .— | [W(L) xqﬁ -k

q nr’

1 gt o]
L3 '

We then have the following asymptotics

q—1 k B
mi = (3 (Hfgl %) ler1 <Z> (q ; 1) 0T (@, kL) | (1 +0(1)). (2.6.12)

k=1

where T'(q, k, L) is a nonexplicit factor.

Proof. We will again first develop the arguments in the case of a monomial of odd degree since the
case of an even monomial is completely similar (we only consider graphs with simpple cycles). The
reasoning is actually similar to that of Theorem 2.6.1 as we will study and count the admissible graphs
along each layer. However, if we look at the expression we want for our limiting formula, since we
are actually only interested in the case where 03 = 0, we want to exhibit the leading order where no
0, appears. It can easily be seen from the previous arguments that this consists in looking only at
admissible graphs made of cycles of length 2 (and corresponding to double trees as in Figure 2.19).

The process is actually simpler than in the proof of 2.6.1 since we only look at graph with cycles of
length 2. For the first step of the procedure see that by the construction explained above we will obtain
a forest of star admissible graph where each graph is given by a unique j-labeled vertex attached to a
certain number of cycles of length 2. Indeed, we saw that we should perform matching independently
in each cycle to obtain the dominant term. To obtain a larger cycles in the induced graph, we need a
bridge between cycles which is subleading as we perform a cross-cycle edge.

Consider now a connected component of the induced forest which corresponds to a unique j vertex.
The number of cycles of length 2 attached to j consists in the total number of cycles adjacent to j in
the previous steps multiplied by k (since we have k blue edges in each simple cycle). From this first
process we then get the following contribution for this first two steps

2R (1 4 o(1))
nrmif, (f)q+kq+k2q

Z A(Qalj)lj7Q)n%_Iix
I;,1;
Li+1j+1=¢q
-1
_7I. 1 k q 1 k2 kq nr, k
xmt=h i (o2 @R)) Y (G2 2R) T = (140(1) Y Algq—k—1.k,q) (22
np—1 L) 0

)

b
Il

To understand this contribution see that we have n? * choices needed to label the i-labeled vertices

and m9~ % for the j-labeled vertices, then for the powers of ny_; we have the normalization and the
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corresponding number of ¢ indices to choose. Finally in each cycle of length 2 we perform a perfect
matching between the two niches, we have ¢ cycles of length 2 in the initial graph and kq such cycles
in the forest obtained. See Figure 2.20 for an illustration.

Now, we can perform the third step of the procedure, we now have a forest of these star admissible
graphs where each graph has only one j vertex. We saw that the j vertex is now attached to k times
the number it was attached to in the previous step. Thus, the total number of cycles of length 2 in
the forest is given by k3q. We can perform this for each layer the data covariance matrix goes through
as the only thing changing is the number of cycles of length 2 attached to each j vertex.

s — B b — S S

Figure 2.20: Effect on going through several layers for admissible graphs with only cycles of length 2.
The first step consists of separating each j-labeled vertex into his own graph where he is attached to
cycles of length 2. The number of these cycles is the number of matched pairs in every cycles adjacent
to j. At each layer after the first one, we multiply by k (here 3) the number of cycles attached. For
instance, in the initial graph, j; is attached to 2 simple cycles with 2 x 3 = 6 blue edges. Thus, in the
next step, j1 will be attached to 6 simple cycles and for the next step 6 x 3 = 18 simple cycles.

We can then see that at the layer Ly we multiply by the term

1 kL—Log npl—L

qpk™~"0q
kL*LOq kL7L0an0 01 (f)'
ny, 0,

Thus the whole contribution can be written in the following way

[ay

Q

n

(l)k«‘t(q,q— k—1,k,q).

m

B
Il

0

And we obtain our final result by seeing that

ne é 1 r\/[r—1

Now, in the statement of the theorem we do not explicit the leading contribution of admissible graphs
with at least one cycle of length greater than 2. We only need now to get an estimate on the other
possible errors and show that they are a o(1). The errors in the computation can only come from
subleading matching on the graph at each possible step. Since we now know that the dominant term
at each step is given by admissible graphs the whole analysis of errors from Section 2.3 stays true.
However, the main difference comes from the number of vertices at each step which is k¢ instead of
just kq. Note that it still only consists of a power of k£ which grows slower than any power of ny.
Again, the leading contribution of the errors comes from possible multiple edges arising in the
graph. Say that a given j vertex is first connected to r cycles of length 2 in the initial graph. At the
step Lo, it is now connected to kX0~1r cycles of length 2. Thus if at this stage we connect blue indices
together, say p of them we will obtain at the next step a multiple edge of multiplicity 2p. We have a
total of 2k07 blue indices to match at this stage since we have 2k vertices per cycle of length 2. Thus,
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by comparing the contribution of such matchings with the typical matching we obtain, similarly to
(2.3.13),

kLo P
Ckp” 11
Zno P =o(1) for kg—ﬂ.
Lo loglogny

1 logni ]

Now Lg ranges from 1 to L — 1 so that we obtain the bound that we need k < TToglog m -

This analysis of admissible graphs consisting in a tree of cycles of length 2 gives us that the
Maréenko-Pastur distribution can be attained in any layer of the network by choosing the corresponding
activation function.

Proof of Theorem 2.2.J. We showed that for a polynomial for up to degree ﬁlogl‘fg%, the expected
moments of the eigenvalue distribution are given by the moments of the Marcenko-Pastur distribution
with the correct shape parameter. We will first see that the variance of the moments is of order k¥ /n?
in order to show convergence of the actual moments. The principle is similar to that of Lemma 2.3.4
as we will count the corresponding graphs such that their covariance is non zero.

We can perform the same expansion as in Lemma 2.3.4 and see that we have for the first layer

L L L
Var m{! 7 Y Y E [ Mgg(ez)} ~E [Mél)(el)} [M< ) (s )] (2.6.13)
" GGy £ 82
with
() - .y () O D)
1ttt TR2q
Mg"(€) = Z Zk/z “elyélg Hsz? €2 W, s 42‘1 '
E1yek2g=1 ma p=1

Now, in order to have a non vanishing contribution in the variance (2.6.13), we need to have additional
identifications between the two graphs. Indeed, we need either at a given layer Ly to have an entry
of W) to be matched between G1 and Gy or at the last layer to have identifications between the X
entries. It is possible to have identifications between Y (£0) but after expansion into entries of W (Eo—1)
and Y (£o=1) we can obtain independent matchings. Thus, to have a non vanishing term, we would
need to have other additional identifications in the layers beyond Lg. Since at each step we would lose
an order O(g?(k)*0) /ng) (from the choice of which vertices to identify and the fact that we have one
less choice of index), we see that it would be of higher order to simply identify X entries in the two
last layers.

Thus, since our moments are still given by admissible graphs a similar analysis can be done as in
Lemma 2.3.4: we can right at the first layer identify a ¢ and j vertices to obtain an identification on
the W) entries or choose two W(£0) entries to identify at a given layer Ly (or X entries at the last
layers Ly = 1) and thus we obtain

4 2 L 2L L 4L, AL+4
Varm<L>=O<q S 00q>=0(k )

q 2
"o "o
since ¢ is fixed here.
Let us now extend the result to a bounded function f. As in Section 2.4, we consider a polynomial
P such that, for some A > 0,

V) o) = RIS sy
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Now, we can consider Y (5:@) the matrix constructed as (2.2.9) with f — a;, as an activation function

and Y (&%) the same matrix constructed with P,. Note that we consider the same sampling of W
and X for the construction of this model. We describe the case of L = 2 as we can recursively do
the same reasoning for a higher number of layers, for simplicity we also forget the change of variance
o:/v/01(f) at each layer. As we saw in Section 2.4, we simply need to bound

1 n WOy (Lak) w Oy (1,P)
_ﬁlggﬁz f<\/771 ij—ak—Pk 7\/7171 . .

7=1

Y(Qvak) _ Y(27Pk)

max i i

m
1
VM 1<i<ng 4
Jj=1

We split the right hand side into two parts and write

Y(21ak) _ Y(Q’Pk)

ij ij
WLy Lak) WOy Q,P) WLy @) WLy 1L,P)
<) -1l———) |+ |———) ~a-n|—F—+~—] |
i), i), Vi), Vi),

(2.6.14)

For the first term on the right hand side of the previous equation, we bound it from the polynomial
approximation. Indeed, we consider the following event

Ai(01) = ﬁ ﬁ <W\;(%X> < (logny)/2+0 {‘ ‘ (log n)l/a+(5l}.
ij

i=1j=1
This event occurs with overwhelming probability for any d; > 0 in the sense that its probability decays
faster than any polynomial. Now, on this event we can bound

1y Lax) Dy (1,Pn) o
(WY) _<WY> < O (g QBT
] ZJ

N Vi 7l

where we expand the entries and use the polynomial approximation. If n = ¢g log’lgi) Tg“m for some contant
co > 1 this also decays faster than any polynomial. Even though we can only consider n < ﬁ log)l%) glm ,

note that this constraint on n is not a problem by the considerations in the proof of Proposition 2.5.2.
Finally, using the fact that f has a bounded derivative on the event A(d2) defined in (2.6.15), the
first term in (2.6.14) goes to zero providing that A occurs with high probability.

For the second term in (2.6.14), by the previous analysis and as in Section 2.4 we only need to
prove that the following event occurs with probability tending to one:

na2 m no

wh 1 (0) 1/2+6
ﬂ ﬂ Z ity Pn T Z Wy 0, Xeoj | < (logn) /208 (2.6.15)

i=17j=1 Zfl lo=1

Since we suppose that f is bounded we know that on the event A1 (d1) (which occurs with very high
probability) we have that sup,; ]Y (@, P’“)| < C. Besides, since Wi(ell) has zero expectation, has a sub-

Gaussian tail and is independent of the entries of W) and X, the random variable (WMY ™M), is
sub-Gaussian as well. So that we obtain that there exists a C' > 0 such that

Z W(l)P e Z WeleoXeoy > J/ar(logny)Y/20 | < Ceellosn)t 2
l1=1 ZO 1

And finally P(A3(d2)) > 1 — ny P for any D > 0. O
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