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Résumé

Dans cette these, nous donnons des résultats d’existence, de non-existence, d’unicité et de mul-
tiplicité de solutions pour des équation aux dérivées partielles avec croissance critique dans le
gradient. Les principales méthodes utilisées dans nos preuves sont des arguments variationnels,
la théorie des sous et sur-solutions, des estimations a priori et la théorie de la bifurcation.

La theése se compose de six chapitres. Dans le chapitre 0 nous introduisons le sujet de thése et
nous présentons les résultats principaux. Le chapitre 1 porte sur I’étude d’une équation du type
p-Laplacien avec croissance critique dans le gradient et dépendant d’un parametre. En fonction de
I'intervalle ou se trouve le parameétre, nous obtenons I'existence et I'unicité d’une solution ou nous
montrons l’existence et la multiplicité de solutions. Dans les chapitres 2 et 3, nous poursuivons
notre étude dans le cas ou l'opérateur utilisé est le Laplacien mais, contrairement au chapitre 1,
nous étudions le cas ou les coefficients changent de signe. Nous obtenons a nouveau des résultats
d’existence et de multiplicité de solutions. Dans le chapitre 4, nous étudions des problémes non-
locaux du type Laplacien fractionnaire avec différents termes de gradient non-local. Nous mon-
trons des résultats d’existence et de non-existence de solutions pour différentes équations de ce
type. Finalement, dans le chapitre 5 nous présentons quelques problemes ouverts liés au contenu
de la these et des perspectives de recherche.

Mots clés: Equations elliptiques non-linéaires, gradient carré, croissance critique, p-Laplacien, Lapla-
cien, Laplacien fractionnaire, gradient non-local.
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Abstract

In this thesis, we provide existence, non-existence, uniqueness and multiplicity results for par-
tial differential equations with critical growth in the gradient. The principal techniques employed
in our proofs are variational techniques, lower and upper solution theory, a priori estimates and
bifurcation theory.

The thesis consists of six chapters. In chapter 0, we introduce the topic of the thesis and we
present the main results. Chapter 1 deals with a p-Laplacian type equation with critical growth in
the gradient. This equation will depend on a real parameter. Depending on the interval where this
parameter lives, we obtain the existence and uniqueness of one solution or we prove the existence
and multiplicity of solutions. In chapters 2 and 3, we continue our study in the case where the
operator is the Laplacian. However, unlike chapter 1, we study the case where the coefficient
functions may change sign. We obtain again existence and multiplicity results. In chapter 4, we
study non-local problems of fractional Laplacian type with different non-local gradient terms. We
prove existence and non-existence results for different equations of this type. Finally, in chapter 5,
we present some open problems related to the content of the thesis and some research perspectives.

Key words: Non-linear elliptic equations, gradient square, critical growth, p-Laplacian, Laplacian,
franctional Laplacian, non-local gradient.
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Introduction

This thesis is devoted to the study of elliptic partial differential equations involving nonlinear
gradient terms. More precisely, we investigate the existence, non-existence and multiplicity of
solutions to several problems with critical growth in the gradient. As a model case, we can think
of the boundary value problem

—Au =c(x)u + ;4(x)|Vu|2 + h(x), in Q, (1)
u=0, on dQ,

where Q c RY is a bounded domain with smooth boundary, ¢ and & belong to suitable LP-spaces,
u belongs to L*°(€)) and the solutions are searched in Hé(Q) N L®(Q)).

There exist several mathematical reasons that make the study of nonlinear elliptic PDE with
quadratic growth in the gradient interesting. For instance, J. L. Kazdan and R. J. Kramer observed
in 1978 that second order PDE with quadratic growth in the gradient are invariant under changes
of variable of type v = F(u). This took them to claim on [78, page 619] that “In the long run, the
class of semilinear equations should be less important than some more general class of equations that
is invariant under changes of variables”. From a pure mathematical point of view, it is also worth
noting that, in Riemannian geometry, this type of equations naturally appears in the study of gra-
dient Ricci solitons, see for instance [89, Section 1]. On the other hand, concerning more practical
reasons, we would like to mention that problem (1) with ¢ = 0 corresponds to the stationary case
of the Kardar-Parisi-Zhang model of growing interfaces introduced in [77].

Now, before going further in our introduction, we would like to clarify two points. If one thinks
about the classical theory of elliptic PDEs, it seems natural to look for solutions to (1) in H&(Q).
Hence, a normal question is:

Why are we looking for solutions in H& (Q)NL®(Q)?

For N > 3, let us consider the boundary boundary problem

~Au =|Vul?, ueH;(B(0)), (2)



where B;(0) := {x € RY : |x| < 1}. On the one hand, on [4, page 21], it was observed that, for any

0<mx<l,
|x|2—N

ot =g )

is a solution to (2). On the other hand, by [17, Theorem 1.1] we know that the unique solution to
(2) belonging to L*°(Q) is the trivial one, namely u = 0. Hence, we easily observe that the set of
solutions to (2) is completely different when imposing or not that the solutions belong to L*((2).

Another question we should address is:
Why do we say that (1) has critical growth in the gradient?
For N >3 and g > 1, let us consider the boundary value problem
~Au=|Vull, wueH(B;(0))NL¥(B(0)), (3)
and distinguish two cases:
a) 1<g<2:1Itfollows from [17, Theorem 1.1] that the unique solution to (3) is u = 0.

b) q > 2: Let us introduce
1

N-2 -
P

and define v(x) := a(1 — |x|f). By direct computations we observe that u = 0 and v are both
solutions to (3). Hence, for g > 2, problem (3) has at least two different solutions.

N

BN

—_

(A=)

We observe that the set of solutions to (3) is different for 1 < g < 2 and g > 2 and so, that the
problems behave very differently. We conclude then that g = 2 is a turning point in the behaviour
of the problem. This justifies somehow the terminology of critical growth in the gradient when we
refer to the power g = 2.

For 1 <p<oo,let Ayu = div(|Vul|P~2Vu) denote the p-Laplacian operator (observe that for p = 2
it is precisely the Laplacian). In the first part of the thesis, Chapters 1, 2 and 3, we deal with the
existence and multiplicity of solutions to boundary value problems of the form

—Apu = ey (|l 2u+ p()IVulP + h(x), ue W,P(Q)NL=(Q), (4)

with ¢, depending on a real parameter 1. Here, Q C RN, N > 2, is a bounded domain with smooth
boundary, ¢, and h belong to L9(Q)) for some q > max{N/p,1} and p belongs to L*(Q)). Let us
specify that in Chapters 2 and 3 we consider p = 2. In that case, problem (4) reduces to

~Au = cy(x)u + p(x)|Vul® + h(x), ueHy(Q)NL®(Q), (5)

which is precisely the model case (1) with ¢ = c;.

First of all, we are going to present the state of the art concerning problems (4) and (5) when
we began the thesis in October 2016.



The study of nonlinear elliptic PDEs with a gradient dependence up to the critical growth
was essentially initiated by L. Boccardo, F. Murat and J.-P. Puel in the 80’s [23-25]. This type of
problems have generated since then a large literature. In addition to several works strictly related
to the content of this thesis (that we will detail next), several directions have been investigated.
For instance, let us mention here some recent works concerning subcritical growth in the gradient
[68,69,97], supercritical growth in the gradient [94], low regularity coefficients and regularizing
effects [15,16] and pointwise estimates via symmetrization methods [70].

Now, we focus precisely on the literature concerning existence and multiplicity of solutions to
problems (4) and (5).

In the case where ¢, (x) < —ag <0 a.e. in Q) for some g > 0, now referred to as the coercive case,
the existence of a solution to (4) is a particular case of the results of [23-25]. Nevertheless, it is still
an open question if the uniqueness of such solution holds. Some partial results are in order: for
p = 2, the uniqueness follows from the results of [19, 20]; for 1 < p < 2, it seems possible to prove
the uniqueness of solutions modifying the proof of [17, Theorem 1.1] and, for 2 < p < co and more
regular coefficients (cy, u, h € L*(Q))), it seems reachable adapting the proof of [85, Theorem 1.2].
The weakly coercive case ¢y = 0 was studied in [62] where, for [|uh||y/, small enough, the existence
of a solution to (4) is obtained. For p = 2, the uniqueness of solution was also obtained in [19]
requiring h small enough in an appropriate sense. The limit coercive case where one only requires
cy <0a.e. in Q) (i.e. allowing parts of the domain where ¢, = 0 and parts of it where ¢, < 0) proved
to be more complex to treat. Until this thesis, just the situation where p = 2 had been treated. In
the recent paper [18], the authors observed that the existence of a solution to (5) is not guaranteed
and gave sufficient conditions to ensure such existence. In that paper, the uniqueness of solutions
is also proved in this framework. We refer likewise to [17] where more general uniqueness results
were obtained. Nevertheless, as already mentioned, the papers concerning the limit coercive case
cy <0 a.e. in Q dealt with (5), i.e. p = 2. Finally, let us stress that all these results were obtained
without requiring any sign conditions on y and h.

1,

As we will detail later (see Section 0.1), if p is a constant, the change of variable v = %(eﬂ*l “-1)
allows to transform problem (4) into a new one which admits a variational formulation (i.e. a
problem whose solutions can be obtained as critical points of an associated functional). When ¢, <

—ap < 0 a.e. in Q), the associated functional, defined in Wol’p(Q), is coercive. If ¢y <0 a.e. in (), the
coerciveness may be lost but it is possible to find sufficient conditions to ensure it. Nevertheless,
as soon as C:{ # 0, the functional becomes unbounded from below. Hence, if c; £ 0 a.e. in (), i.e.
c) z 0 or ¢, changes sign, problem (4) behaves very differently and becomes much richer than for
cy <0ae. in Q. For cy £0a.e. in Q, up to Chapter 1 of the present thesis, just the particular
choice p = 2 had been addressed. Furthermore, even for p = 2, this case remained unexplored until
very recently.

Let us fix for the moment p = 2. The first paper dealing with ¢, £ 0 a.e. in () was [76] where the
authors considered ¢, = Ac 2 0. Following [104], which addressed a particular case, the authors
studied (5) with u(x) = g > 0 but without sign conditions on h. For A > 0 and ||uh||N/, small
enough it was proved the existence of at least two solutions to (5) using the previously mentioned
variational formulation. The main issue to derive the existence of solutions to (5) was then to prove
the boundedness of the Palais-Smale sequences to the variational problem and to ensure that the
change of variable could be undone (i.e. to verify that the solutions v to the variational problem
satisfied v > —1/p). This result has now been complemented in several ways. The restriction p
constant was first removed in [18] and extended to u(x) > y1 > 0 a.e. in (), at the expense of adding
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the hypothesis h Z 0. In this direction we refer also to [50], where, assuming stronger regularity
on ¢ and h, the authors removed the condition & Z 0. In [50], under different sets of assumptions,
the authors clarified the structure of the set of solutions to (5) in the case Ac Z 0. Note that, in the
frame of viscosity solutions and fully nonlinear equations and under corresponding assumptions,
similar conclusions were obtained very recently in [92]. In [18,50,92] where y is non constant, the
variational approach used in [76] was no longer available. Topological arguments, relying on the
derivation of a priori bounds for certain classes of solutions, were used.

Before we developed Chapters 2 and 3 of the present thesis, the only known work where c,
may change sign was [75] (see also [64] for related problems). Assuming u > 0 constant, h = 0
and ph and c} small in an appropriate sense, the existence of at least two non-negative solutions
was proved. Since p is constant in [75], the problem fitted in the variational framework set up
in [76]. The main issue was then to prove that the Palais-Smale sequences were bounded. Due to
the indefinite sign of ¢, several difficulties had to be faced.

When ¢, £ 0 a.e. in Q (i.e. the non-coercive case), all the above mentioned results require
either y to be constant or to be uniformly bounded from below by a positive constant. In [108],
assuming that c), y and h were non-negative, a first attempt to remove these restrictions on y was
presented. Following the approach of [18], the proofs of the existence results reduce to obtaining
a priori bounds on the non negative solutions to (5). The approach developed in [108] is based on
interpolation and elliptic estimates in weighted Lebesgue spaces. It works well in low dimension
but the possibility to extend it to an arbitrary dimension is not apparent.

In the rest of the introduction we are going to present the main contributions of this thesis. We
split it into four sections. Each section corresponds to one chapter of the thesis. In Section 0.1,
which corresponds to Chapter 1, we deal with (4) assuming that c) has a sign. Sections 0.2 and
0.3, which correspond to Chapters 2 and 3 respectively, are devoted to the study of (5) in the case
where ¢, may change sign. Finally, in Section 0.4, which corresponds to Chapter 4, we address
a different topic. We present there our main contributions to the study of nonlocal problems
involving nonlocal “gradient terms”. Section 0.4 is self-contained and independent of the others
three sections.

Each chapter of the present thesis (except for Chapter 5) corresponds to a research article
(already published or preprint) and can be read independently. Chapter 1 corresponds to the
paper [46] in collaboration with C. De Coster. Chapter 2 corresponds to [48] and it is done in
collaboration with C. De Coster and L. Jeanjean. Chapter 3 is based on [47] which is a joint work
with C. De Coster. Finally, Chapter 4 corresponds to [5] and it is a joint work with B. Abdellaoui.
Finally, in Chapter 5, we present some open problems and describe some future projects.

Notation.

1) We denote R = (0,+0), R™ = (-=o0,0) and N = {1,2,3,...}.

2) In RN, we use the notations |x| = (x% +o.+ xlz\])l/2 and Br(y) = {x e RN :|x—y| <R}

)
3) For v € L}(Q) we define v* = max(v,0) and v~ = max(-v,0).
4) For hy, hy € L1(Q) we write:

o iy <hyif hy(x) < hy(x) fora.e. x€Q,

e hy S hy if hy < hy and meas({x € Q : hy(x) < hy(x)}) > 0.

5) For p € [1,+o0[, the norm (IQ lulPdx)Y/P in LP(Q)) is denoted by ||-[l,- We denote by p’ the conjugate exponent of

p, namely p’ = p/(p — 1) and by p* the Sobolev critical exponent i.e. p* = NN—_pp if p<N and p* = +oc0 in case p > N.

The norm in L*(Q) is |||l = esssup ¢y lu(x)|.

Lp . . . . 1/p
6) The space W, (Q) is equipped with the norm IIuIIWS,p(Q) = (IQ [VulP dx) .

4



0.1 ¢, hasasign

In the first chapter of the thesis, Chapter 1, we assume that ¢, has a sign and we address the
more general case problem (4). For any 1 < p < oo, we consider the boundary value problem

—Apu = Ac()|ulP2u+ p(x)VulP +h(x), ue W,P(Q)NL=(Q), (6)
under the assumption

Qc RN, N > 2, is a bounded domain with dQ of class C*!,
c and h belong to L7(Q)) for some g > max{N/p, 1}, (7)
cz0and peL*(Q).

We prove existence and uniqueness results in the limit coercive case A < 0 and existence and multi-
plicity results in the non-coercive case A > 0. Moreover, considering stronger regularity assumptions
on the coefficient functions, we clarify the structure of the set of solutions in the non-coercive case
A > 0. We provide now some details on the main results of Chapter 1.

To state the first main result of this thesis let us define

+ —
inf J (|w|P—(”Z’:¢)” lh(x)lulp)dx, if Wy =0,
5 -

m;’/\ = ueW, 1
+ 0o, if W/\ = Q),
and
- -1
B inf J (qulp + (m)p h(x)|ul? )dx, if Wy =20,
mp,/\ = MEW,\ Q p—l
+ oo, if W/‘\ = @,
where

W) = {w € Wol’p(Q) s Ae(x)w(x)=0a.e. x€Q, ||W||W01,p(Q) = 1}.

The following result, whose proof combines lower and upper solution and variational techniques,
generalizes those obtained in [18, Section 3].

Theorem 0.1.1. [Theorem 1.1.1, Chapter 1] Assume that (7) holds and that A < 0. Then if m;’/\ >0
and ", ) > 0, the problem (6) has at least one solution.

Remark 0.1.1.
a) The space W), is independent of the size of A. It depends only on the fact that A =0 or A = 0.

b) The assumption m;,/\ >0 and m, , > 0 connects the cases Ac(x) < —ag < 0 and Ac(x) = 0. On

one hand, if Ac(x) < 0 a.e. in Q), we have W, = () and hence m;,/\ =m, | = +oo. On the other

p
hand, if Ac(x) =0, then W, = Wol’p(Q) and m;;,/\ >0 and My ) > 0 holds for example under a
suitable smallness condition on y"h* and p~h~. In particular observe that, if y and h have
opposite signs, then m;’/\ >0 and m, 1> 0.



c) If his either non-negative or non-positive, our hypotheses correspond to the ones introduced
in [18, Section 3] for p = 2. However, observe that for all u € WO1 P(Q), it follows that

[l oo \P- 11" oo \P-1 &
J‘Q(wuv’—(;‘j)” 1h(x)|u|P)dxzL(me—(;‘j)” ol )dx

and

7 oo \P- I lloo \p-1, —
L(wuvn(;‘j)” 1h(x)|u|p)dx2JQ(IVuIP—(;;j)p Y (x)|u|p)dx.

Hence, if h does not have a sign, our hypotheses are weaker than the ones introduced in [18]

even for p = 2.

In the rest of Chapter 1 we assume that p is constant, namely we replace (7) by

Qc RN, N > 2, is a bounded domain with dQ of class C*!,
c and h belong to L1(Q)) for some g > max{N/p, 1}, (8)
cz0and y>0.

Observe that there is no loss of generality in assuming u > 0 since, if u is a solution to (6) with
<0, then w = —u is a solution to

-Apw = Ac(x)|lwP~?w - p|VwlP —h(x), we Wol’p(Q) NL*®(Q).

In [17], for p = 2 but assuming only (7), the uniqueness of solutions when A < 0 was obtained as a
direct consequence of a suitable comparison principle, see [17, Corollary 3.1]. Nevertheless, as we
show in Remark 1.3.3, such kind of principle does not hold in general when p # 2. Actually, the
issue of uniqueness for equations of the form of (6) appears widely open. If partial results seem
reachable adapting existing techniques (see for instance [44, 85,96, 98]), a result covering the full
generality of (6) seems, so far, out of reach. Theorem 0.1.2 below, whose proof makes use of some
ideas from [6], crucially relies on the assumption that p is constant. It permits however to treat
the limit coercive case where ¢ may vanish in some parts of Q.

Theorem 0.1.2. [Theorem 1.1.2, Chapter 1] Assume that (8) holds and suppose A < 0. Then (6) has at
most one solution.

Actually, Theorem 0.1.2 above is a particular case of the more general comparison principle
that we state next. Let us consider the boundary value problem

—Apu = pVulP + f(x,u), ueW,”(Q)nc@Q), (9)
under the assumption

Qc RN, N > 2, is a bounded domain with 9Q of class C%!,
f:QxR— Ris L'- Carathéodory and f(x,s) < f(x,t) fora.e. x€ Qand all t <s, (10)
u>0.

Remark 0.1.2.

a) We refer to [49, Definition I-3.1] for the definition of LP-Carathéodory we use here.
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b) The assumption y > 0 is not a restriction. If u € Wol’p(Q) NC(Q) is a solution to (9) with < 0

thenw=-ue Wol’p(Q) NC(Q) is a solution to
~Ayw =—plVwl - f(x,-w), weW,"(Q)nCQ),

with —f(x, —s) satisfying the assumption (10).

Theorem 0.1.3. [Theorem 1.3.1, Chapter 1] Assume that (10) holds. If uy, u, € WHP(Q) N C(Q) are
respectively a lower and an upper solution to (9), then uy < u,.

Remark 0.1.3. The definition of lower and upper solution to (9) that we use is stated in Definition
1.2.1.

Let us highlight a particular case of (6) that will play an important role in the subsequent
results. Namely, we introduce the problem

~Apu = plVul +h(x), ue W, (Q)NL=(Q). (11)

First of all, using the notation

-1
my = inf{J-Q (|Vw|P —(p%l)p h(x)lwlp)dx we WP (Q), [wllyre ) = 1}, (12)

we completely characterise the existence of solution to (11).

Theorem 0.1.4. [Theorem 1.1.3, Chapter 1] Assume that (8) holds. Then (11) has a solution if, and
only if, m, > 0.

Remark 0.1.4. This result again improves, for y constant, [18] and it allows to observe that, in case
h <0, (11) has always a solution while the case h Z 0 is the “worse” case for the existence of a
solution. In case h changes sign, the negative part of h “helps” in order to have a solution to (11).

Gluing together Theorems 0.1.1, 0.1.2 and 0.1.4 we obtain the following existence and unique-
ness result for A <0.

Corollary 0.1.5. [Corollary 1.1.4, Chapter 1] Assume that (8) holds and suppose that (11) has a solu-
tion. Then, for all A <0, (6) has an unique solution.

Having at hand this information for the limit coercive case A < 0, we turn to the study of the
non-coercive case, namely when A > 0. First, using mainly variational techniques as in [76], we
prove the following result.

Theorem 0.1.6. [Theorem 1.1.5, Chapter 1] Assume that (8) holds and suppose that (11) has a solu-
tion. Then there exists A > 0 such that, for any 0 < A <A, (6) has at least two solutions.

Next, considering stronger regularity assumptions and combining the theory of lower and up-
per solution with variational techniques, we derive a more precise information on the structure of
the set of solutions in the non-coercive case. These informations complement Theorem 0.1.6. Let
us denote by y; > 0 the first eigenvalue of the problem

~Apu = ye(x)ulPu, ue Wol’p(Q). (13)
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Under the assumption

Qc RN, N > 2, is a bounded domain with 9Q of class C?,
c and h belong to L*(Q), (14)
cz0and >0,

we prove the following result.

Theorem 0.1.7. [Theorem 1.1.6, Chapter 1] Assume that (14) holds and suppose that (11) has a solu-
tion ug. Then:

o Ifh 50, for every A >0, (6) has at least two solutions uy 1, u) , € Cé (Q) with uy, < 0.
o Ifh 20, then uy > 0 and there exists A € (0,y;) such that:

o forevery 0 <A< A, (6) has at least two solutions Uyi, Uyo € Cé Q) satisfying u) ; > uq for
i=1,2;

o for A = A, (6) has at least one solution uy € C(l) Q) satisfying uy > u;

o for any A > A, (6) has no non-negative solution.

I

A A
hs0 hz0

Figure 1: Illustration of Theorem 0.1.7

Remark 0.1.5.
a) The order notation u < v for arbitrary functions u,v € clQ)is given in Definition 1.1.1.

b) As observed above (see for instance Theorem 0.1.4), in the case h < 0, the assumption that
(11) has a solution is automatically satisfied.

¢) In the case y < 0, we have the opposite result i.e., two solutions for every A >0 in case h Z 0
and, in case h £ 0, the existence of A > 0 such that (6) has at least two negative solutions, at
least one negative solution or no non-positive solution accordingto 0 < A <A, A =Aor A > A
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In case h 2 0, we know that for A > A (given in the previous theorem), (6) has no non-negative
solutions but this does not exclude the possibility of having negative or sign changing solutions.
Changing the problem a little we are able to prove again the existence of at least two solutions. We
consider the boundary value problem

—Apu = Ac(x)|ulP~2u + p|VulP + kh(x), ue Wol’p(Q) NL>(Q), (15)
with a dependence in the size of h and we obtain the following result.

Theorem 0.1.8. [Theorem 1.1.7, Chapter 1] Assume that (14) holds and that h Z 0. Let

ko = sup{k € [0, +00) : Y w e WP (Q), f (|Vw|P - (}%)p_lkh(x)lwW)dx > o}.
5 -

Then:
e Forall A € (0,y,), there exists k = k() € (0,ko) such that, for all k € (Q,E), the problem (15) has

at least two solutions uyq, Uy, € Cé (Q) with uy; > 0 and for all k > k, the problem (15) has no
solution. Moreover, the function k() is non-increasing.

e For A = yy, the problem (15) has a solution if and only if k = 0. In that case, the solution is unique
and it is equal to 0.

e Forall A > yy, there exist 0 < ky < ky < +co such that, for all k € (0, ky), the problem (15) has at
least two solutions uy, uy, € C(l) (Q) with uy1 < 0and minu,, <0, for all k > ky, the problem
(15) has no solution and, in case ky < ky, for all k € (kq,k;), the problem (15) has at least one
solution u) with u), <« 0 and minu, < 0. Moreover, the function E (A) is non-decreasing.

Figure 2: Existence regions of Theorem 0.1.8

Some comments about the proofs of Theorems 0.1.6, 0.1.7 and 0.1.8 are in order. As already
said, when p > 0 is a constant, it is possible to perform a change of variable and to reduce (6) to a
semilinear problem. More precisely, introducing

v:p_l(ep%l”—l),
H

one can easily check that u is a solution to (6) if, and only if, v > —% is a solution to

_Apv:/\c(x)g(v)+(1+pf1v)p_1h(x), Ve Wol’p(Q), (16)
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where g satisfies

g(s):|%(1+p%15)1n(1+pfls)|p_2p;1(l+pfls)ln(l+ yls), ifs>—%. (17)

Working with problem (16) has the advantage that, with a suitable choice of ¢ when s < —%, the
problem has a variational structure. Nevertheless, we have to overcome several difficulties.

First we have to verify that the solutions to (16) satisfy v > ~2=1 In order to do that, we

prove the existence of a non-positive lower solution u, to (6) such that every upper solution f to
(6) satisfies p > u,. This allows us to transform problem (16) into a new one, which, unlike the

variational problems considered in [75,76], is completely equivalent to (6). More precisely, let us
define

-1/ ~
ay =P 1) e wpP )L, (18)
4
and observe that, since u, is non-positive and belongs to L*((2), 0 > a) > —’%1 + ¢ for some ¢ > 0.
Then, for any A € R, we consider the auxiliary problem

~Ayv = filxv), veW,P(Q), (19)
where
A .
Ac(x)g(s) + (1 + s|  h(x), if s> a,(x),
p—-1
filxs) = - (20)
Ac(x)g(a(x) + (1 + l%la/\(x)) hx),  ifs<ay(x),

and we prove in Proposition 1.5.2 that v € Wol’p(Q) is a solution to (19) if, and only if,

-1
U= p—ln(l + Lv) e W,(Q)nL¥(Q)
Iz p-1

is a solution to (6).

The main advantages of problem (19) are that it admits a variational formulation and it is
completely equivalent to (6). We shall then look for solutions to (19) as critical points of an as-
sociated functional I;. When A > 0, the functional I, is unbounded from below and presents a
concave-convex type geometry. Then, in trying to obtain critical points of I, the fact that g is only
slightly superlinear at infinity is a difficulty. It implies that I) does not satisfies an Ambrosetti-
Rabinowitz-type condition and proving that the Palais-Smale (Cerami in our case) sequences are
bounded becomes challenging. Actually, the proof of Lemma 1.8.1 (boundedness of the Cerami
sequences) is one of the main difficulties of Chapter 1 and make use of some ideas that are new in
the literature and may be useful in other settings.

Once we have proved the Cerami condition (see Definition 1.2.3) for I} with A > 0, in order
to prove Theorems 0.1.6, 0.1.7 and 0.1.8, we look for critical points of I} which are either local-
minimum or of a mountain-pass type. In Theorem 0.1.6 the geometry of I is “simple” and permits
to use only variational arguments. In Theorems 0.1.7 and 0.1.8 however it is not so clear, looking
directly to I, where to search for critical points. We shall then combine variational techniques
and lower and upper solution arguments. In both theorems a first solution is obtained through the
existence of well-ordered lower and upper solutions. This solution is further proved to be a local
minimum of I and it is then possible to obtain a second solution by a mountain pass argument.
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0.2 Problem (5) with the three coefficient functions changing sign

Let us fix from now on p = 2, i.e. we are going to deal with (5). In Chapter 2 we pursue the
study of (5) in the case where c) £ 0 a.e. in Q. More precisely, we address the situation where
the three coefficients functions ¢y, 4 and h may change sign. As observed in [75], the structure of
the set of solutions to (5) depends on the size of ¢} but it is not affected by the size of c}. Let us
then write ¢, under the form c), = Ac, —c_ where we recall A is a real parameter. We consider the
boundary value problem

~Au = (Acy(x) = c_(x))u + p(x)|Vul* + h(x), ueHy(Q)NL®(Q), (21)
under the assumption

Qc RN, N > 2, is a bounded domain with boundary JQ) of class chl,
¢, ,c_, h" belong to LY(Q) for some g > N/2 and p, h~ belong to L*(Q),
¢ (x) =0, c_(x) 20and c_(x)c,(x) =0a.e. in Q, (22)
|Q,| >0, where Q, :=Supp(c,),
there exists a € > 0 such that y(x) > p; >0and c_=0in Q; :={x € Q:d(x, Q) <e}.
Remark 0.2.1.
a) For a definition of Supp(f) with f € LP(Q), for some p > 1, we refer to [26, Proposition 4.17].

b) The condition c_ = 0 in {x € Q : d(x,Q,) < ¢} for some ¢ > 0 is reminiscent of the so-called
“thick zero set” condition first introduced in [10].

¢) Under the regularity assumptions of (22), any solution to (21) belongs to C%7(Q) for some
T > 0. This can be deduced from [82, Theorem IX-2.2] (see also [17, Proposition 2.1]).

Figure 3: Illustration of assumption (22)
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Asin [18,50,108] we obtain our existence results using a topological approach, relying thus on
the derivation of an a priori bound. In that direction our main result is the following.

Theorem 0.2.1. [Theorem 2.1.1, Chapter 2] Assume (22). Then, for any A, > Ay > 0, there exists a
constant M > 0 such that, for each A € [Ay,A,], any solution to (21) satisfies supy u < M.

Having at hand this a priori bound and following the strategy of [18], we show the existence of
a continuum of solutions to (21). More precisely, defining

Y :={(Au) e RxC(Q): u solves (21)}, (23)

and considering
~Au = —c_(x)u+ u(x)|\Vul® + h(x), ueHH(Q)NLY(Q), (24)

which corresponds to (21) with A = 0, we prove the following theorem.

Theorem 0.2.2. [Theorem 2.1.2, Chapter 2] Assume (22) and suppose that (24) has a solution uy with
cyug 2 0. Then, there exists a continuum € C ¥ such that the projection of € on the A-axis is an
unbounded interval (—co, ] for some A € (0,+00) and € bifurcates from infinity to the right of the axis
A =0. Moreover:

1) for all A <0, the problem (21) has an unique solution u) and this solution satisfies uy — ||ugl|o <
uy < ugp;

2) there exists Ay € (0, A] such that, for all A € (0, Ay), the problem (21) has at least two solutions with
uy; >ugfori=1,2.

[l Mo

L A
Ay Ao As

Figure 4: Illustration of Theorems 0.2.1 and 0.2.2

Remark 0.2.2.
a) Theorem 0.2.2, 1) generalizes [18, Theorem 1.3].
b) If h>0in ), [17, Lemma 2.2] implies that the solution to (24) is non-negative.
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¢) In Theorem 0.1.1 we give sufficient conditions to ensure the existence of a solution to (24).

Let us now give some ideas about the proofs. As already mentioned, our main existence result,
Theorem 0.2.2, relies on the derivation of an a priori bound on the solutions to (21). Since we do
not have global sign conditions, the approaches used in [18,50, 108] to obtain the a priori bound
do not apply and a new strategy is required. To this aim, we further develop some techniques first
sketched in the unpublished work [105]. These techniques, in the framework of viscosity solutions
and fully nonlinear equations, now lies at the heart of the paper [92]. We also make use of some
ideas from [64].

First of all, we show that it is sufficient to control the behaviour of the solutions to (21) in Q).
This can be proved under a weaker assumption than (22). More precisely, under the assumption

QO cRN,N > 2, is a bounded domain with boundary JQ of class cor
¢;, ¢_ and h belong to L1(Q)) for some g > N/2, u belong to L*(Q),
¢ (x) 20, c_(x) 20and c_(x)c,(x) =0 a.e. in Q,

|Q,|> 0, where Q, := Supp(c,).

(25)

Lemma 0.2.3. [Lemma 2.4.1, Chapter 2] Assume that (25) holds. Then, there exists M > 0 such that,
for any A € R, any solution u to (21) satisfies

—supu” —M < u <supu’+M.
Q, Q,

Once we have this extra information, by compactness, we are lead to study what happens
around a (unknown) point X € (Q,. We shall consider separately the cases x € O, N () and X €
Q, NJAQ. A local analysis is then made respectively in a ball or a semiball centered at x.

Figure 5: Localization process
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Figure 6: Zoom around X

If similar analysis had previously been performed in other contexts when X € () we believe it
is not the case when x € dQ). For x € (O, N Q) we have the following result.

Lemma 0.2.4. [Lemma 2.4.2, Chapter 2] Assume that (22) holds and that X € Q, N Q. For each
Ay > Ay >0, there exist M > 0 and R > 0 such that, for any A € [Aq, A,], any solution u to (21) satisfies

The proof of this result is based on the use of a local maximum principle that we borrow from
[66,90] (see Lemma 2.2.1 for the precise statement) and the classical weak Harnack inequality (see
Lemma 2.2.3).

For x € Q, N dQ, the classical local estimates do not apply. The key to our approach is the
use of a new boundary weak Harnack inequality. Actually, a major part of Chapter 2 is devoted to
establish this inequality. This is done in a more general context than the one we need to treat (21).
In particular, it also cover the case of the p-Laplacian with a zero order term. More precisely, for
1 < p < o0, we consider the boundary value problem

~Apu+a(@ulP2u=0, ueW,”(w). (26)
and we prove the following boundary weak Harnack inequality.

Theorem 0.2.5. [Theorem 2.3.1, Chapter 2] Let w C RN, N > 2, be a bounded domain with bound-
ary dw of class CV'! and let a € L (w) be a non-negative function. Assume that u is a non-negative
upper solution to (26) and let xy € dw. Then, there exist R > 0, ¢ = &(p, R, ||alleoyw) > 0 and C =
C(p,R,¢,|alle, @) > O such that, for all R € (0,R],

. u(x) J‘ ( u(x) \¢ )1/5
ll’lf _— 2> C —_— dx .
Br(xo)nw d(x, dw) ( By(xo)ne VA (%, aw))

We believe this boundary weak Harnack inequality is of independent interest and will proved to
be useful in other settings. Its proof uses ideas introduced by B. Sirakov [106]. In [106] such type
of inequalities is established for an uniformly elliptic operator and viscosity solutions. However,
since our context is quite different, the result of [106] does not apply to our situation and we need
to work out an adapted proof. In particular, we would like to mention Lemmas 2.3.6 and 2.3.7. The
proofs we provide of these results present an alternative approach which is shorter and somehow
simpler than the one developed in [106] to prove the corresponding results.
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Having at hand Theorem 0.2.5, we obtain the counterpart of Lemma 0.2.4 for x € Q, N JQ.
Namely, we prove the following result.

Lemma 0.2.6. [Lemma 2.4.3, Chapter 2] Assume that (22) holds and that X € Q, N dQ. For each
Ay > A >0, there exist R > 0 and Mg > 0 such that, for any A € [A1,A,], any solution to (21) satisfies

SupBR(E)mQ u< MB .

The combination of Lemmas 0.2.3, 0.2.4 and 0.2.6 gives us the proof of Theorem 0.2.1. Once
we have proved Theorem 0.2.1, in order to prove Theorem 0.2.2, we follow the approach first
used in [18]. Nevertheless, as we do not have global sign conditions (neither on the coefficients
functions nor on the solutions), several difficulties appear. We refer to Chapter 2, Section 2.5 for
more details.

We would like to end this section presenting a corollary of Theorem 0.2.5 that we hope will be
useful in other settings. Consider the boundary value problem

~Au+a(x)u=b(x), wueH}(w), (27)
under the assumption

wCRN, N > 2, is a bounded domain with boundary dw of class cht)
aeL®(w), b~ € LP(w) for some p >N and b* € L' (w), (28)

a>0a.e. inw.
Corollary 0.2.7. [Corollary 2.3.9, Chapter 2] Under the assumption (28), assume that u € H'(w) is

a non—ne&ative upper solution to (27) and let xy € dw. Then, there exist R iO, £ = e(ﬁ,llallm, w) >0,
C1 = C1(R & |alloo, @) > 0 and Cy = Cy(w, ||alls) > O such that, for all R € (0,R],

. u(x) (J‘ ( u(x) )s )1/5 B
i dmaw) = ax) = Collbllp (-
Br(xo)Nw d(X, dw) ! Balxg)ine \ (X, dw) 2119 lizr(w)

0.3 Removing the “thick zero set” condition

In Chapter 3 we continue the study of (5) in the case where c)y £ 0 a.e. in Q. At the expense of
considering p constant, we remove the “thick zero set” condition on c) considered in Chapter 2.
We write again c) under the form ¢y = Ac, —c_ where A is a real parameter and we consider the
boundary value problem

~Au = (Acy(x) = c_(x))u+ulVul> + h(x), ueH)(Q)NL2(Q), (29)
under the assumption

QcRN, N >2, is a bounded domain with dQ of class C%!,
¢;,c_, and h belong to L1(Q) for some g > N/2, (30)
u>0,c, 20, c.>0and c,(x)c_(x) =0a.e. in Q.

Remark 0.3.1. Since h does not have a sign, there is no loss of generality in assuming y > 0.
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Before we address the study of (29) in the case where ¢y = Ac, —c_ may change sign, we com-
pletely characterize the limit coercive case ¢y, < 0. More generally, let us consider

~Au = —d(x)u+ plVul® + h(x), ueH)(Q)NLV(Q), (31)
under the assumption

Qc IRN, N > 2, is a bounded domain with 9Q of class %!,
d and h belong to L(Q)) for some g > N/2, (32)
u>0and d >0,

and define
inf Vul? — uh(x)u?)dx, if W;=0,
- Mewdfgu P = phx)u?) : )
+ oo, lf Wd = (Z),
where

W;:={we Hé(Q) cd(x)w(x) =0a.e. in Q, ||w||Hé(Q) =1}.
We prove the following sharp result.

Theorem 0.3.1. [Theorem 3.1.1, Chapter 3] Assume that (32) holds. Then (31) has a solution if, and
only if, my > 0.

Remark 0.3.2.
a) This theorem generalizes [18, Proposition 3.1 and Remark 3.2] and, for p = 2, Theorem 0.1.4.
b) By [17, Theorem 1.1] we know that the solution obtained is unique.

Due to its importance in the rest of the chapter, let us make explicit an immediate corollary of
the previous theorem. We consider the boundary value problem

~Au = —c_(x)u+p/Vul® +h(x), wueH)(Q)NL2(Q), (34)

which corresponds to (29) with A = 0, and we have the following result.

Corollary 0.3.2. [Corollary 3.1.2, Chapter 3] Assume that (32) holds with d = c_. Then (34) has a
solution if, and only if, m, > 0.

Now, having at hand this information about the limit coercive case c) < 0, we turn to the study
of the non-coercive case A > 0. First, using mainly variational techniques, we prove the following
theorem.

Theorem 0.3.3. [Theorem 3.1.3, Chapter 3] Assume (30) and suppose that (34) has a solution. Then,
there exists A > 0 such that, for all 0 < A <A, (29) has at least two solutions.

Remark 0.3.3. This result improves and generalizes the main result obtained in [75].

16



Next, considering stronger regularity assumptions on the coefficient functions and combining
lower and upper solution and variational techniques, we improve the conclusions of Theorem
0.3.3. We derive a more precise information on the structure of the set of solutions to (29) when
A > 0. Under the assumption

QcRY, N >2, is a bounded domain with dQ of class C!,
¢;,c_, and h belong to LP(Q) for some p > N, (35)
u>0,c,20, c.>0and c,(x)c_(x) =0a.e.in Q,

we prove the following theorems.

Theorem 0.3.4. [Theorem 3.1.4, Chapter 3] Assume (35) and suppose that (34) has a solution uy with
cyuig 2 0. Then, every u solution to (29) with A >0 and c,u > 0 satisfies u > uq. Moreover, there exists
A €]0, +oo|, such that:

e forevery A €]0, A[, (29) has at least two solutions Uyi,Uyp € C(l) (Q) such that Uy > Up;
e (29) with A = ) has at least one solution uy € C(l) (Q) such that Uy = up;
e for A > A the problem (29) has no solutions u such that c,u > 0.

Theorem 0.3.5. [Theorem 3.1.5, Chapter 3] Assume (35) and suppose that (34) has a solution uy with
c,ug s 0. Then, for every A > 0, the problem (29) has at least two solutions u) j,u,, € Cé(Q) such that
Uy << Up.

cytp 30 citg 2 0

Figure 7: Illustration of Theorems 0.3.4 and 0.3.5

Remark 0.3.4.
a) We recall that the order notion “>” is given in Definition 1.1.1.

b) Under the assumption (35), every solution to (29) belongs to C(l) (Q). This was proved in [50,
Theorem 2.2].
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c) At the expense of considering y > 0 constant instead of y € L*(Q)) with p(x) > p; > 01in Q,
Theorems 0.3.4 and 0.3.5 extend the main existence results of [50] to the case where ¢ may
change sign. Moreover, unlike [50], we do not assume global sign conditions on u; (solution
to (34)). Hence, even in the case where c_ = 0, i.e. ¢ has a sign, our hypotheses are weaker
than the corresponding ones in [50].

d) Theorem 0.3.4 removes the “thick zero set” condition on the support of ¢, considered in
Theorem 0.2.2 and gives somehow a more precise information. In turn, here p is constant
and we require a stronger regularity on c, and h*.

Finally, we give sufficient conditions in terms of / ensuring that the hypotheses of Theorem
0.3.4 or of Theorem 0.3.5 are satisfied.

Corollary 0.3.6. [Corollary 3.1.6, Chapter 3] Assume (35) and suppose that (34) has a solution:
e Ifh =0, then the conclusions of Theorem 0.3.4 hold.
e Ifh <0, then the conclusions of Theorem 0.3.5 hold.

Remark 0.3.5. In the case where h £ 0, problem (34) has always a solution.

We provide now some ideas about the proofs of Theorems 0.3.3, 0.3.4 and 0.3.5. As in Chapter
1 we exploit here the fact that y is a constant. Nevertheless, due to the indefinite sign of ¢, =
Ac, —c_, we have to overcome new difficulties.

First, using the fact that p is constant, we perform a change of variable and reduce (29) to an
equivalent semilinear problem which presents a variational formulation. To that end, the key is
the construction of a lower solution to (29) below every upper solution to this problem. The fact
that c, has no sign causes several difficulties in this construction. See Chapter 3, Section 3.4 for
more details.

Once we have this equivalent problem, we shall look for solutions as critical points of an as-
sociated functional I,. When A is positive the functional is unbounded from below and presents
a concave-convex-type geometry. Furthermore, it does not satisfy an Ambrosetti-Rabinowitz-type
condition and ¢, and h have no sign. In this context, to prove that the Palais-Smale sequences are
bounded may be challenging. Due to the indefinite sign of c,, the approach introduced in Chapter
1 cannot be adapted. Our proof here is inspired by [75]. However, since we do not impose h 2 0,
the proof is more involved. The role of the lower solution previously discussed is again crucial.
We refer to Chapter 3, Section 3.5 for more details.

Having at hand the boundedness of the Palais-Smale sequences, we argue as in Chapter 1.
Theorem 0.3.3 is proved using mainly variational techniques as in [75,76]. Nevertheless, since our
hypotheses are weaker than the corresponding ones in [75,76], to prove that we have a mountain-
pass geometry becomes much more involved. In Theorems 0.3.4 and 0.3.5 we combine lower
and upper solution arguments and variational techniques. In both theorems a first solution is
obtained throughout the existence of well-ordered lower and upper solutions. This solution is
further proved to be a local minimum. Then, we obtain a second solution by a mountain-pass type
argument.
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Another key ingredient in the proofs of Theorems 0.3.4 and 0.3.5 is the following estimate
that can be seen as a combination of the Strong maximum principle and the Hopf’s Lemma with
unbounded lower order coefficients. Under the assumption

Qc lRN, N > 2, is a bounded domain with dQ of class C'!,

¢ belongs to LP(Q) and B = (B!,..., BN) belongs to (LP(Q))N for some p > N, (36)
c>0,

we obtain the following result.

Theorem 0.3.7. Assume (36) and let u € C*(Q) be an upper solution to
~Au+(B(x),Vu) +c(x)u =0, ueH}Q). (37)
Then, either u =0 or u > 0.

Remark 0.3.6.

a) The case where B € (L*(Q))Y and ¢ € L*(Q) is nowadays classical and can be founded for
instance in [112, Theorem 3.27].

b) Theorem 0.3.7 can be obtained as a corollary from [100, Theorem 4.1]. Nevertheless, for the
benefit of the reader, we provide a self-contained simplified proof in Chapter 3, Appendix
3.7.

0.4 Nonlocal “gradient terms”

In Chapter 4 we address a different topic. We turn to study existence and non-existence results
for several nonlocal problems involving nonlocal “gradient terms”.

In the last fifteen years, there has been an increasing interest in the study of partial differential
equations involving integro-differential operators. In particular, the case of the fractional Lapla-
cian has been widely studied and is nowadays a very active field of research. This is due not only
to its mathematical richness but also to the fact that the fractional Laplacian has appeared in a
great number of equations modeling real world phenomena, especially those which take into ac-
count nonlocal effects. Among others, let us mention applications in quasi-geostrophic flows [32],
quantum mechanic [83], mathematical finances [14,37], obstacle problems [21,22,31] and crystal
dislocation [58,59,111].

The first aim of Chapter 4 is to discuss, depending on the real parameter A > 0, the existence
and non-existence of solutions to the Dirichlet problem

(=AY u = p(x)DZ () + Af (x), in Q,
. N (38)
u=0, in R™\Q,

under the assumption

Qc IRN, N > 2, is a bounded domain with 9Q of class C?,
se(1/2,1), (39)
f € L"™(Q) for some m > N/2s and p € L*(Q).
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Throughout the chapter, (—A)* stands for the, by know classical, fractional Laplacian operator.
For a smooth function u and s € (0,1), it can be defined as

u(x)—u(y)d
N |X—y|N+25 ’

(Al u(x) :=ays p.V.J;R

where

ay o= (J 1 —COS(él)dé)_l __ 2251"(% +S),
]RN

|¢E|N+25 7Z¥r(—s)

is a normalization constant and “p.v.” is an abbreviation for “in the principal value sense”. In (38),

ID? is a nonlocal diffusion term. It plays the role of the “gradient square” in the nonlocal case and
is given by

an,s |u(x) - u(y)l?

D?(u) = == p.v. —=—d

S( ) 2 p J;RN |x_y|N+2s y

Since they will not play a role in this thesis, we normalize the constants appearing in the

definitions of (~A)* and ID? and we omit the p.v. sense. However, let us stress that these constants

guarantee that

(40)

lim (=AYu(x) = -Au(x), VY ueCP(RN), (41)
and
lim DZ(u(x)) = [Vu(x)]?, YV ueCP(RN). (42)

We refer to [55] and [30] respectively for a proof of (41) and (42). Hence, at least formally, if s — 1~
in (38), we recover the local problem

— 2 i
{—Au = (x)|Vul? + Af (x), in , (43)

u=0, on dQ.

Observe that this equation has played an essential role in Chapters 1, 2 and 3. It is precisely our
model problem (1) with ¢ = 0. In these chapters, the existence of solutions is proved using either
a priori estimates or, when it is possible, a suitable change of variable to obtain an equivalent
semilinear problem. However, neither of these techniques seem to be appropriate to deal with the
nonlocal problem (38).

In the spirit of the existing results for the local case, see for instance Theorem 0.1.1, our first
main result shows the existence of a weak solution to (38) under a smallness condition on Af.

Theorem 0.4.1. [Theorem 4.1.1, Chapter 4] Assume that (39) holds. Then there exists \* > 0 such
that, for all 0 < A < A%, (38) has a weak solution u € WS'Z(Q) NC%(Q) for some a > 0.

Remark 0.4.1.

a) The definition of weak solutions to (38) is given in Definition 4.1.1 and the definition of
Wg’z(Q) will be introduced in Section 4.2.

b) For Af =0, u =0 is a solution to (38) that obviously belongs to WS’Z(Q) NC%(Q). Hence,
there is no loss of generality to assume that A > 0.

The counterpart of [Vu|? in (43) is played in (38) by ID?(u). This term appears in several appli-
cations. For instance, let us mention [30,91, 101] where it naturally appears as the equivalent of
|Vu|?> when considering fractional harmonic maps into the sphere.
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Let us now give some ideas of the proof of Theorem 0.4.1. The existence of solutions to (38)
can be related to the regularity of the solutions to a linear equation of the form

(44)

(=A)’v = h(x), in Q,
v=0, in RN\ Q.

In Chapter 4, Section 4.3, we obtain sharp Calderén-Zygmund type regularity results for the frac-
tional Poisson equation (44) with low integrability data. We believe these results are of indepen-
dent interest and will be useful in other settings. Actually, Section 4.3 can be read as an indepen-
dent part of Chapter 4. We refer the interested reader to Propositions 4.3.1, 4.3.3 and 4.3.4.

Having at hand suitable regularity results for (44) and inspired by [94, Section 6], we develop a
fixed point argument to obtain a solution to (38). Note that, due to the nonlocality of the operator
and of the “gradient term”, the approach of [94] has to be adapted significantly. In particular, the
form of the set where we apply the fixed point argument seems to be new in the literature. We
consider a subset of Wg’l(Q) where, in some sense, we require more “differentiability” and more
integrability. This extra “differentiability” is a purely nonlocal phenomenon and it is related with
our regularity results for (44). See Section 4.4 for more details.

Let us also stress that the restriction s € (1/2,1) comes from the regularity results of Section
4.3. If suitable regularity results for (44) with s € (0, 1/2] were available, our fixed point argument
would provide the same existence result Theorem 0.4.1 also for s € (0,1/2].

Next, we prove that the smallness condition imposed in Theorem 0.4.1 is somehow necessary.

Theorem 0.4.2. [Theorem 4.1.2, Chapter 4] Assume (39) and suppose that u(x) > py >0 and f* z 0.
Then there exists A** > 0 such that, for all A > X**, (38) has no weak solutions in Wg’z(Q).

Remark 0.4.2.
a) Observe that, if v is a solution to

(-A)v = —p(x) D (v) - Af (x), in Q,
v=0, in RV \ Q,

then u = —v is a solution to (38). Hence, if y(x) < —p; <0 and f~ # 0 we recover the same
kind of non-existence result and the smallness condition is also required.

b) Since we do not use the regularity results of Section 4.3, the restriction s € (1/2,1) is not
necessary in the proof of Theorem 0.4.2. The result holds for all s € (0,1).

Also, in order to show that the regularity imposed on the data f is almost optimal, we provide
a counterexample to our existence result when the regularity condition on f is not satisfied. The
proof makes use of the Hardy potential.

Theorem 0.4.3. [Theorem 4.1.3, Chapter 4] Let Q) C RN, N > 2, be a bounded domain with 9Q of
class C?, let s € (0,1) and let y € L*(Q) such that u(x) > p; > 0. Then, forall 1 < p < %, there exists

f € LP(Q) such that (38) has no weak solutions in WS’Z(Q)for any A > 0.

Using the same kind of approach than in Theorem 0.4.1, i.e. regularity results for (44) and
our fixed point argument, one can obtain existence results for related problems involving different
nonlocal diffusion terms and different nonlinearities.
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First, we deal with the Dirichlet problem

{(—A)Su :,u(x)ulez(u)+/\f(x), in Q, (45)

u=0, in RN\ Q.

For u(x) = 1, this problem can be seen as a particular case of the fractional harmonic maps problem
considered in [30,91]. We derive the following existence result for Af small enough.

Theorem 0.4.4. [Theorem 4.1.4, Chapter 4] Assume that (39) holds. Then, there exists A* > 0 such
that, for all 0 < A < X%, (45) has a weak solution u € WS’Z(Q) NCY(Q) for some a > 0.

Next, motivated by some other results on fractional harmonic maps into the sphere [41, 42]
and some classical results of harmonic analysis [109, Chapter V], we consider a different diffusion
term. Depending on the real parameter A > 0, we study the existence of solutions to the Dirichlet
problem

(=AY u = p(x)|(-A)2ul? + Af (x), in Q, (16)
u=0, in RN\ Q,
under the assumption
QcRY, N > 2, is a bounded domain with dQ of class C?,
f eL™Q) for some m >1 and p € L*(Q), (47)

N
56(1/2,1) and 1<q<m.

Theorem 0.4.5. [Theorem 4.1.5, Chapter 4] Assume that (47) holds. Then there exists A* > 0 such
that, for all 0 < A < A*, (46) has a weak solution u € W' (Q).

Remark 0.4.3.
a) The notion of weak solution to (46) will be given in Definition 4.1.2.

b) The regularity results for (44) that we need to prove Theorem 0.4.5 are different from the
ones used in Theorems 0.4.1 and 0.4.4. Nevertheless, the restriction s € (1/2,1) still arises
out of these regularity results. See Proposition 4.3.5 for more details.

Finally, for s € (0,1) and ¢ € C°(RYN), following [95,103], we define the (distributional Riesz)
fractional gradient of order s as the vector field V* : RN — R given by

oo [P -¢k) x-y dy N
VOO o TRE eyl SR (4

Then we deal with the Dirichlet problem

AV — S04 i
{( APu = p(x)|Voulf + Af(x), n (), (49)

u=0, inIRN\Q.

Theorem 0.4.6. [Theorem 4.1.6, Chapter 4] Assume that (47) holds. Then there exists A* > 0 such
that, for all 0 < A < A%, (49) has a weak solution u € Wy’ (Q).
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Existence and multiplicity for elliptic p-Laplacian
problems with critical growth in the gradient

1.1 Introduction and main results

Let Apu = div(|Vu|P=2Vu) denote the p-Laplacian operator. We consider, for any 1 < p < oo, the
boundary value problem

—Apu = Ac()|ulP2u+ p()IVulP +h(x), ueWyP(Q)NL¥(Q), (P,)
under the assumptions

Qc RN, N > 2, is a bounded domain with 9Q of class C*!,
c and h belong to LY(Q) for some g > max{N/p, 1}, (Ap)
cz0and pe L*(Q)).

The study of quasilinear elliptic equations with a gradient dependence up to the critical growth
|[VulP was initiated by L. Boccardo, F. Murat and ].P. Puel in the 80’s and it has been an active field
of research until now. Under the condition Ac(x) < —ay < 0 for some @y > 0, which is now referred
to as the coercive case, the existence of solutions is a particular case of the results of [23, 25, 43].
The weakly coercive case (A = 0) was studied in [62] where, for ||uhl[y,, small enough, the existence
of an unique solution is obtained, see also [1]. The limit coercive case, where one just require that
Ac(x) < 0 and hence ¢ may vanish only on some parts of (), is more complex and was left open
until [18]. In that paper, for the case p = 2, it was observed that, under the assumption (A),
the existence of solutions to (P)) is not guaranteed. Sufficient conditions in order to ensure the
existence of solution were given.

The case Ac(x) = 0 also remained unexplored until very recently. First, in [76] the authors
studied problem (P,) with p = 2. Assuming A > 0 and ph small enough, in an appropriate sense,
they proved the existence of at least two solutions. This result has now be complemented in several
ways. In [75] the existence of two solutions is obtained, allowing the function ¢ to change sign
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with ¢* # 0 but assuming h 2 0. In both [75,76] p > 0 is assumed constant. In [18] the restriction
p constant was removed but assuming that h 2 0. Finally, in [50], under stronger regularity on
the coefficients, cases where p is non constant and / is non-positive or has no sign were treated.
Actually in [50], under different sets of assumptions, the authors clarify the structure of the set of
solutions to (P,) in the non-coercive case. Now, concerning (P,) with p # 2, the only results in the
case Ac 2 0 are, up to our knowledge, presented in [1,72]. In [72] the case ¢ constant and h = 0 is
covered and in [1], the model equation is ~A,u = [Vu[P + A f (x)(1 + u),b>p-1and f 2 0.

To state our first main result let us define

+ —
inf J (|Vu|P—(”:: e )p 1h(x)|u|p)dx, if Wy =0,
Q

mP;/\ = MEWA —1
+ oo, if W/‘\ = @,
and
- -1
) inf J (qulp ; (%)” h(x)|ul? )dx, if Wy =0,
mp,/\ = MEW,\ Q p—l
+ oo, if W/‘\ = Q),
where

W) = (we W, P (Q): Ae(x)w(x) = 0 ae. x € Q, [lw] =1}.

Using these notations, we state the following result which generalizes the results obtained in [18,
Section 3].

Theorem 1.1.1. Assume that (Ag) holds and that A < 0. Then if m;’/\ > 0 and m, 1 >0, the problem
(Py) has at least one solution.

Remark 1.1.1.

a)
b)

The space W, depends only on the fact that A =0or A = 0.

The assumption m;’/\ > 0 and ",y > 0 connects the cases Ac(x) < —ay < 0 and Ac(x) = 0. In

fact, in case Ac(x) < 0 a.e. in QO we have W, = () and hence m;/\ =m, \ = +oo. On the other

hand, if Ac(x) =0, then W, = Wol’p(Q) and m;’/\ >0 and ",y > 0 holds for example under a

smallness condition on ||;4+||€<,_thr and ||;f||€o_lh‘ as in Appendix 1.10. In particular observe

that m;;]/\ >0and m, ;> 0incase p>0and h<0aswellasincase y<0andh 0.

If h is either non-negative or non-positive our hypotheses correspond to the ones introduced
in [18] for p = 2. However, observe that for all u € WO1 ?(Q), it follows that

I oo \P- 1 oo \P-1, 4
JQ(WL{V’—(;;?)I) 1h(x)|u|”)t71x2 J‘Q(Wulp—(:;j)p h (x)|u|”)dx

and

17 lloo \p- [l Moo \p-1,
L(wum(;‘j)” 1h(x)|u|”)dxZJ-Q(IVuIP—(%)p (ol ) dx

Hence, if h does not have a sign, our hypotheses improve the ones introduced in [18] even
for p=2.
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In the rest of the chapter we assume that y is constant. Namely, we replace (A) by

Qc RN, N > 2, is a bounded domain with dQ of class C*!,
c and h belong to L7(Q)) for some g > max{N/p, 1}, (A7)
cz0and y>0.

Observe that there is no loss of generality in assuming y > 0 since, if u is a solution to (P;) with
u <0, then w = —u satisfies

-Apw = Ae(x)|wP~2w - ulVwlP — h(x).

In [17], for p = 2 but assuming only (A(), the uniqueness of solutions when A < 0 was obtained
as a direct consequence of a comparison principle, see [17, Corollary 3.1]. As we show in Remark
1.3.3, such kind of principle does not hold in general when p # 2. Actually the issue of uniqueness
for equations of the form of (P,) appears widely open. If partial results, assuming for example 1 <
p <2or Ac(x) < —a < 0, seem reachable adapting existing techniques, see in particular [85,96,98],
a result covering the full generality of (P,) seems, so far, out of reach. Theorem 1.1.2 below, whose
proof makes use of some ideas from [6], crucially relies on the assumption that y is constant. It
permits however to treat the limit case (Fy) which plays an important role in the chapter.

Theorem 1.1.2. Assume that (A,) holds and suppose A < 0. Then (P,) has at most one solution.

Let us now introduce
my = inf{fo (|Vw|P —(Iﬁ)p_lh(x)lwlp)dx Lwe WP(Q), ] = 1}. (1.1.1)

We can state the following result.
Theorem 1.1.3. Assume that (Ay) holds. Then (Py) has a solution if, and only if, m, > 0.

Theorem 1.1.3 provides, so to say, a characterization in term of a first eigenvalue of the exis-
tence of solution to (Py). This result again improves, for y constant, [18] and it allows to observe
that, in case h £ 0, (Py) has always a solution while the case h 2 0 is the “worse” case for the exis-
tence of a solution. In case / changes sign, the negative part of & “helps” in order to have a solution
to (Py) as explained in Remark 1.1.1. We give in Appendix 1.10, sufficient conditions on h* in order
to ensure m, > 0.

Remark 1.1.2. Observe that the sufficient part of Theorem 1.1.3 is direct. Indeed, if m, > 0 then
m;,o >0and m, o> 0 and Theorem 1.1.1 implies that (P,) has a solution.

Gluing together the previous results we obtain the following existence and uniqueness result
for A <0.

Corollary 1.1.4. Assume that (Ay) holds and suppose that (Py) has a solution. Then, for all A <0, (P))
has an unique solution.

Now, we turn to the study the non-coercive case, namely when A > 0. First, using mainly
variational techniques we prove the following result.

Theorem 1.1.5. Assume that (A;) holds and suppose that (Py) has a solution. Then there exists A > 0
such that, for any 0 < A <A, (P)) has at least two solutions.

As we shall see in Corollary 1.9.4, the existence of a solution to (F) is, in some sense, necessary
for the existence of a solution when A > 0.
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Next, considering stronger regularity assumptions, we derive informations on the structure of
the set of solutions in the non-coercive case. These informations complement Theorem 1.1.5. We
denote by y; > 0 the first eigenvalue of the problem

—Apu = ye(xX)ulP~?u, ue Wol’p(Q), (1.1.2)
and we introduce the following order notions.
Definition 1.1.1. For hy, h, € L1(Q) we write
e hy < hyif hi(x) < hy(x) for a.e. x€Q),
e hy S hyif hy <hy and meas({x € Q : h;(x) < hy(x)}) > 0.
For u, v € C1(QQ) we write
e u<vif, forall x e Q, u(x) <v(x),

e u < vif u<vand, for all x € JQ, either u(x) < v(x), or, u(x) = v(x) and %(x) > @(x), where

v
v denotes the exterior unit normal.

Under the assumptions

QcRY, N >2, is a bounded domain with dQ of class C?,
c and h belong to L*(Q), (Ay)
cz0and u>0,

we state the following theorem.

Theorem 1.1.6. Assume that (A,) holds and suppose that (Py) has a solution uy. Then:
e Ifh 50, for every A >0, (P,) has at least two solutions uy, u, with u; < 0.
e Ifh =0, then ug> 0 and there exists A€ (0, v1) such that:

o for every 0 < A < A, (Py) has at least two solutions satisfying u; > u;

o for A = A, (Py) has at least one solution satisfying u > u;

— o] for any A > A, (P)) has no non-negative solution.

A

—\

Figure 1.1: Illustration of Theorem 1.1.6 with h £ 0
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e
A

Figure 1.2: Illustration of Theorem 1.1.6 with h Z 0

Remark 1.1.3.

a) As observed above, in the case h < 0, the assumption that (Fy) has a solution is automatically
satisfied.

b) In the case u < 0, we have the opposite result i.e., two solutions for every A >0 in case h Z 0
and, in case h £ 0, the existence of A > 0 such that (P)) has at least two negative solutions, at
least one negative solution or no non-positive solution accordingto 0 < A <A, A =Aor A > A

In case h 2 0, we know that for A > A, (P,) has no non-negative solution but this does not
exclude the possibility of having negative or sign changing solutions. Actually, we are able to
prove the following result changing a little the point of view. We consider the boundary value
problem

~Ayu = Ac(x)|ulP~?u + p|VulP + kh(x), ue Wol’p(Q) NL®(Q), (Pyx)
with a dependence in the size of 1 and we obtain the following result.

Theorem 1.1.7. Assume that (A,) holds and that h 2 0. Let

ko = sup{k €[0,+00): ¥ we W, P (Q), J-

i (17w - (2 )" kol ) ax > of.

p—-1
Then:
e Forall A €(0,y,), there exists k = k() € (0,kg) such that, for all k € (0,k), the problem (Py k) has

at least two solutions uy, u, with u; > 0 and for all k > k, the problem (P) ;) has no solution.
Moreover, the function k() is non-increasing.

e For A =y, the problem (P, i) has a solution if and only if k = 0. In that case, the solution is unique
and it is equal to 0.

e For all A > yy, there exist 0 < ky < ky < +co such that, for all k € (0,k;), the problem (Py k) has
at least two solutions with u); < 0 and minu,, <0, for all k > ky, the problem (Py k) has no
solution and, in case k, <k, for all k € (ky, k), the problem (Py k) has at least one solution u with
u <« 0 and minu < 0. Moreover, the function ki (A) is non-decreasing.
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Figure 1.3: Existence regions of Theorem 1.1.7

Let us now say some words about our proofs. First note that when y is assumed constant it is
possible to perform a Hopf-Cole change of variable. Introducing

I3
we can check that u is a solution to (P,) if, and only if, v > —% is a solution to
A 7 Lp
—Apv = Ac(x)g(v) + 1+p_1v h(x), veW,"(Q), (1.1.3)

where g is an arbitrary function satisfying

R R

Working with problem (1.1.3) presents the advantage that one may assume, with a suitable choice
of g when s < —%, that it has a variational structure. Nevertheless, from this point we face several
difficulties.

First, we need a control from below on the solutions to (1.1.3), i.e. having found a solution
to (1.1.3) one needs to check that it satisfies v > —2=1 in order to perform the opposite change

of variable and obtain a solution to (P;). To that end, in Section 1.4, we prove the existence of
a lower solution u, to (P,) such that every upper solution g of (P,) satisfies p > u,. This allows
us to transform the problem (1.1.3) in a new one, which has the advantage of being completely
equivalent to (P,). Note that the existence of the lower solution ultimately relies on the existence
of an a priori lower bound. See Lemma 1.4.1 for a more general result.

We denote by I, the functional associated to the new problem, see (1.5.5) for a precise defini-
tion. The “geometry” of I, crucially depends on the sign of A. When A < 0 is it essentially coercive
and one may search for a critical point as a global minimum. When A > 0 the functional I be-
comes unbounded from below and presents something like a concave-convex geometry. Then, in
trying to obtain a critical point, the fact that g is only slightly superlinear at infinity is a difficulty.
It implies that I, does not satisfies an Ambrosetti-Rabinowitz-type condition and proving that
Palais-Smale or Cerami sequences are bounded may be challenging. In the case of the Laplacian,
when p = 2, dealing with this issue is now relatively standard but for elliptic problems with a
p-Laplacian things are more complex and we refer to [51,72,73,86] in that direction. Note how-
ever that in these last works, it is always assumed a kind of homogeneity condition which is not
available here. Consequently, some new ideas are required, see Section 1.8.
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Having at hand the Cerami condition for I} with A > 0, in order to prove Theorems 1.1.5,
1.1.6 and 1.1.7, we shall look for critical points which are either local-minimum or of mountain-
pass type. In Theorem 1.1.5 the geometry of I, is “simple” and permits to use only variational
arguments. In Theorems 1.1.6 and 1.1.7 however it is not so clear, looking directly to I, where
to search for critical points. We shall then make uses of lower and upper solutions arguments. In
both theorems a first solution is obtained through the existence of well-ordered lower and upper
solutions. This solution is further proved to be a local minimum of I, and it is then possible to
obtain a second solution by a mountain pass argument. Our approach here follows the strategy
presented in [33,34,53]. See also [12].

Finally, concerning Theorem 1.1.1, where y is not assumed to be constant, we obtain our solu-
tion through the existence of lower and an upper solution which correspond to solutions to (P,)
where p = —||p7 || and p = ||u*||o respectively, see Section 1.6.

The chapter is organized as follows. In Section 1.2, we recall preliminary general results that
are used in the rest of the chapter. In Section 1.3, we give a comparison principle and prove
the uniqueness result for A < 0. Section 1.4 is devoted to the existence of the lower solution. In
Section 1.5, we construct the modified problem that we use to obtain the existence results. The
coercive and limit-coercive cases, corresponding to A < 0 are studied in Section 1.6 where we prove
Theorem 1.1.1. Theorem 1.1.3 which gives a necessary and sufficient condition to the existence of
a solution to (P,) is established in Section 1.7. In Section 1.8 we show that I, has, for A > 0 small,
a mountain pass geometry and that the Cerami compactness condition holds. This permits to give
the proof of Theorem 1.1.5. Section 1.9 contains the proofs of Theorems 1.1.6 and 1.1.7. Finally in
an Appendix we give conditions on i" that ensure that m, > 0.

Notation.

1) For p € [1,+00][, the norm (IQ [ulPdx)P in LP(Q) is denoted by || - ll,- We denote by p’ the conjugate

exponent of p, namely p’ = p/(p — 1) and by p* the Sobolev critical exponent i.e. p* = I\I]\]—_’; if p<N and
p* =+o0in case p > N. The norm in L=(Q) is ||u||o, = esssup,qlu(x)|.

2) For v € L'(Q) we define v* = max(v,0) and v~ = max(-v, 0).
3) The space Wol’p(Q) is equipped with the norm ||u|| := (IQ |VulP dx)l/p.
4) We denote R* = (0,+o0) and R™ = (—o0, 0).

5) For a, b e L'(Q)) we denote {a < b} = {x € Q : a(x) < b(x)}.

1.2 Preliminaries

In this section we present some definitions and known results which are going to play an im-
portant role throughout all the chapter. First of all, we present some results on lower and upper
solutions adapted to our setting. Let us consider the problem

~Apu+H(x,u,Vu) = f(x), ueWyP(Q)nL™(Q), (1.2.1)
where f belongs to L'(Q) and H : Q x Rx RY — R is a Carathéodory function.
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Definition 1.2.1. We say that a € WP(Q) N L®(Q) is a lower solution to (1.2.1) if a* € Wol’p(Q)
and, for all @ € W, ?(Q) N L®(Q) with ¢ > 0, if follows that

J |Va|p_2VaV(pdx+J H(x,a,Va)(pdeJ f(x)pdx.
Q Q Q

Similarly, § € WP(Q) N L®(Q) is an upper solution to (1.2.1) if B~ € Wol’p(Q) and, for all ¢ €
W, ?(Q) N L=(Q) with ¢ > 0, if follows that

f IVﬁlp_2VﬁV¢dx+J H(x,/g’,Vﬁ)(pdeJ- f(x)pdx.
0 0 0

Theorem 1.2.1. [24, Theorems 3.1 and 4.2] Assume the existence of a non-decreasing function b :
R* — R* and a function k € L' (Q) such that

|H(x,s,&)| < b(ls|)[k(x)+|EP],  ae. xe€Q, ¥(s,&) e Rx RN .

If there exist a lower solution a and an upper solution f of (1.2.1) with a < B, then there exists a solution
u of (1.2.1) with « < u < . Moreover, there exists U, (resp. Up,,) minimum (resp. maximum)
solution to (1.2.1) with a < Uy, < Uy, < B and such that, every solution u of (1.2.1) with a <u <
satisfies Uy, < U < Uy

Next, we state the strong comparison principle for the p-Laplacian.

Theorem 1.2.2. [88, Theorem 1.3] [40, Proposition 2.4] Assume that dQ) is of class C* and let f,,
fre L®(Q) with f, 2 f 2 0. If uy, up € Cé’T(Q), 0 <t <1, are respectively solution to

—Apui:fi, inQ, fori=1,2, (P)
such that uy = uy = 0 on Q). Then u,y > u;.

We need also the following anti-maximum principle.

Proposition 1.2.3. [67, Theorem 5.1] Let Q) C IRN,_N > 2, a bounded domain with dQ of class CV'!,
¢, h € L*(Q)), y; the first eigenvalue of (1.1.2). If h Z 0, then there exists 09 > 0 such that, for all
A€ (y1, 71 + 0g), every solution w of

-Apyw = Ac(x)|wlP2w+h(x), ue Wol’p(Q) (1.2.2)
satisfies w < 0.

The following result is the well known Picone’s inequality for the p-Laplacian. We state it for
completeness.

Proposition 1.2.4. [11, Theorem 1.1] Let u, v € WYP(Q) with u > 0, v > 0 in Q and 2 e L*(Q).
Denote

u\P u\P~1 )
L, v) = |Vu|p+(p—1)(;) |Vv|p—p(;) VoP2VoVu,
uf 2
R(u,v) = |VulP —V(—_1)|Vv|p Vv.
vP
Then, it follows that
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e L(u,v)=R(u,v)>0a.e in Q.
e L(u,v) =0a.e. in Q) if, and only if, u = kv for some constant k € R.

Now, we consider the boundary value problem
A =gxv),  veW,P(Q)NL=(Q), (1.2.3)
being g : (O xR — IR a Carathéodory function such that, for all sy > 0, there exists A > 0, with

lg(x,8)| <A, ae.xeQ,Vse[-sysp]. (1.2.4)

This problem can be handled variationally. Let us consider the associated functional @ : Wol’p(Q) —
R defined by

S
D(v):= lj [VolP dx—J G(x,v)dx, where G(x,s):= J g(x, t)dt.
pPJa Q 0

We can state the following result.

Proposition 1.2.5. [52, Proposition 3.1] Under the assumption (1.2.4), assume that a and B are
respectively a lower and an upper solution to (1.2.3) with a < p and consider

M::{veW()l’p(Q):aSvSﬁ}.
Then the infimum of ® on M is achieved at some v, and such v is a solution to (1.2.3).

Definition 1.2.2. A lower solution a € C'(Q) is said to be strict if every solution u of (1.2.1) with
u > a satisfies u > a.

Similarly, an upper solution p € C'(Q) is said to be strict if every solution u of (1.2.1) such that
u < f satisfies u < p.

Corollary 1.2.6. Assume that (1.2.4) is valid and that a and p are strict lower and upper solutions to
(1.2.3) belonging to C'(Q) and satisfying a < p. Then there exists a local minimizer v of the functional
@ in the C}-topology. Furthermore, this minimizer is a solution to (1.2.3) with a < v < .

Proof. First of all observe that Proposition 1.2.5 implies the existence of v € Wol’p(Q) solution
to (1.2.3), which minimizes ® on M := {v € W&’p(Q) :a < v < B}. Moreover, since g is an L*-
Carathéodory function, the classical regularity results (see [56, 87]) imply that v € C1*(Q) for
some 0 < 7 < 1. Since the lower and the upper solutions are strict, it follows that « < v <«  and
so, there is a Cj-neighbourhood of v in M. Hence, it follows that v minimizes locally @ in the
Cé—topology. O

Proposition 1.2.7. [52, Proposition 3.9] Assume that g satisfies the following growth condition

lg(x,s)|<d(1+]s]), a.e.xeQ,allseR,

for some o < p* —1 and some positive constant d. Let v € Wol’p(Q) be a local minimizer of ® for the
C(l)—topology. Then v € Cé’T(ﬁ) for some 0 <t <1 and v is a local minimizer of @ in the Wol'p—topology.

We now recall abstract results in order to find critical points of @ other than local minima.
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Definition 1.2.3. Let (X, || -||) be a real Banach space with dual space (X*,||-||.) and let ® : X —» R
be a C! functional. The functional @ satisfies the Cerami condition at level ¢ € R if, for any Cerami
sequence at level c € R, i.e. for any sequence {x,} C X with

D(xy) —c and D (x,)ll(1 +[lxyl)) = O,
there exists a subsequence {x,, } strongly convergent in X.

Theorem 1.2.8. [61, Corollary 9, Section 1, Chapter IV] Let (X, ||-||) be a real Banach space. Suppose
that @ : X — Ris a C! functional. Take two points e;, e, € X and define

[:={peC(0,1],X): @(0)=ey, p(1) = e},
and

.= inf D(p(t)).
c ;}rértrer[lg}] (p(t))

Assume that O satisfies the Cerami condition at level ¢ and that
¢ >max{®P(e;), P(ey)}.
Then, there is a critical point of @ at level c, i.e. there exists xq € X such that ®(xq) = ¢ and ©’(xq) = 0.

Theorem 1.2.9. [65, Corollary 1.6] Let (X, || ||) be a real Banach space and let ® : X — R be a C!
functional. Suppose that uy € X is a local minimum, i.e. there exists € > 0 such that

P(ug) <@(u), for [lu—uol <e,

and assume that © satisfies the Cerami condition at any level d € R. Then, the following alternative
holds:

i) either there exists 0 < y < € such that inf{®(u) : ||u —ugl| = v} > P(uy),
ii) or, for each 0 <y <&, P has a local minimum at a point u,, with |[u, —uol| = y and O (u,,) = ©(uy).

Remark 1.2.1. In [65], Theorem 1.2.9 is proved assuming the Palais-Smale condition which is
stronger than our Cerami condition. Nevertheless, modifying slightly the proof, it is possible
to obtain the same result with the Cerami condition.

1.3 Comparison principle and uniqueness results

In this section, we state a comparison principle and, as a consequence, we obtain uniqueness
result for (P,) with A <0, proving Theorem 1.1.2. Consider the boundary value problem

“Apu = plVul + fxu), ueW,P(Q)NL¥(Q), (1.3.1)
under the assumption

Q c RN, N > 2, is a bounded domain with 9Q of class %!,
f:QxR— Ris a L'-Carathéodory function with f(x,s) < f(x,t) for a.e. xe Q and all t < s,

u>0.
(1.3.2)
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Remark 1.3.1. As above, the assumption y > 0 is not a restriction. If u € Wol’p(Q) NL®(Q) is a
solution to (1.3.1) with py< 0 thenw=-u € Wol’p(Q) N L*®(Q)) is a solution to

“Apw=—plVul - f(x,~w), we Wol’p(Q) NL®(Q),

with —f(x, —s) satisfying the assumption (1.3.2).
Under a stronger regularity on the solutions, we can prove a comparison principle for (1.3.1).
The proof relies on the Picone’s inequality (Proposition 1.2.4) and is inspired by some ideas of [6].

Theorem 1.3.1. Assume that (1.3.2) holds. If u;, u, € WHP(Q) NC(Q) are respectively a lower and an
upper solution to (1.3.1), then uy < u,.

Proof. Suppose that uy, u, are respectively a lower and an upper solution to (1.3.1). For simplicity
denote t = and consider as test function

¢ =[em _efuzr e W, (Q)NL™(Q).

First of all, observe that
Vo = t[Vu1 el — Vuzetuz])({ul>u2},

with x4 the characteristic function of the set A. Hence, using assumptions (1.3.2), it follows that

J ([qu1|p_2Vu1 - |Vu2|p_2Vu2](tVulet”1—tVuzetuz) —y[qullp - |Vu2|p](et”1 - t”?))dx
{ur>u,}

< f (f (o) = £ (e, up) (et —e™ ) dx < 0.
{u1>u,}
Observe that

J- [|Vu1|p_2vu1 B |VL£2|p_2V”2](tv”letul - tVuzetuz)dx
{u1>u,}

—y‘[ [IVullp - |Vuz|p](et”1 - etuz)dx
{u1>u,}

(1.3.3)
= J el [qu1|p(t — 1)+ pVu, P - t|Vu2|p_2Vu2Vu1] dx
{u1>u,}

" f etuz[wuzl”(f—VHVlWllp—f|W1|p_2V”1V”2 dx.
{uy>u,}

Next, as Ve = tVu,e'i, i =1,2, we have

[Ve!ti|P ,
|V ll W 1= 1,2
Hence, using the above identities, and as ; L =p-1 and =, = p, it follows that,

e [IVun P (¢ = o) + plVuol - f|VM2|p_2V”zVM1]

t—p efih el p-1 D)
~ tpetp-lu ['Vetul|p+ P= 1)( tuz) [VeltzP - P( tuz) |Ve2|P~ Vet“ZVe”‘l],
etuz[|Vu2|P(t — 1) + |V |P = |V [P~ VuIVuz]
t— tuy tuy 4
T [IVefu2|P+(p () Ve P =p( S ) |Vefu1|p—2wu1vgtuz].
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Then, by (1.3.3), we have

t—p tuy |p
J{‘u >u}tpet(p1 [|V€ W lp- 1)(
1>Up
t tu

t—u 2 p-1 B
+L >u2}W[|Vet”2|p+(p DS Y IVermp = pl(S ) Vet p2ve Vet ax < 0.
1

etul

-1
)lVet”2|p p( )p |Vet“2|p_2Vet“2Vet”1]dx

(1.3.4)

By Picone’s inequality (Proposition 1.2.4), we know that both brackets in (1.3.4) are positive and
are equal to zero if and only if et = ke’ for some k € R. As t —p > 0, thanks to (1.3.4), we deduce
the existence of k € R such that

e = ke in {uy > u,). (1.3.5)

Since u; and u, are continuous on Q and satisfy u; —up; < 0 on JQ, we deduce that u; = u, on
d{u; > u,}. Hence, (1.3.5) applied to x € d{u; > u,}, implies k = 1. This implies that u; = u, in
{uy; > u,}, which proves u; < uj,, as desired. O

Corollary 1.3.2. Assume that (A;) holds and suppose A < 0. If uy, u, € WLP(Q)NC(Q) are respectively
a lower and an upper solution to (P,), then uy < uj.

Proof. Define the function f : O xR — R given by

f(x,5) = Ac(x)|sP~2s + h(x).

Since (A;) holds and A < 0, f is a L!-Carathéodory function which satisfies (1.3.2). Consequently,
the proposition follows from Theorem 1.3.1 O]

The following result guarantees the regularity that we need to apply the previous comparison
principle.

Lemma 1.3.3. Assume that (A,) holds and suppose A < 0. Then, any solution to (P,) belongs to O (Q).
Proof. This follows directly from [82, Theorem IX-2.2]. O
Proof of Theorem 1.1.2. The proof is just the combination of Corollary 1.3.2 and Lemma 1.3.3. [

Remark 1.3.2. It is important to note that this comparison and uniqueness results do not hold in
general for solution belonging only to Wol’p(Q). See [96, Example 1.1]

Remark 1.3.3. Under the assumption (1.3.2), a comparison principle for the problem
~Au = plVulP + f(x,u), ueHHQ)NL®(Q),

with 1 < p < 2 is proved in [17, Corollary 3.1]. The following counter-example (see [98, p.7])
shows that there is no hope to obtain a similar result when p > 2. For N = 2 and R > 0, consider
the problem on the ball
—Aqu = |Vul? in B(0,R),
u=0 on dB(0,R).

We easﬂy see that ul 0 and u, %(R2 —|x|?) are both solutions to the above problem belonging to
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1.4 A priori lower bound and existence of a lower solution

As explained in the introduction, the aim of this section is to find a lower solution below every
upper solution to problem (P,). First of all, we show that under a rather mild assumption (in
particular no sign on c is required) the solutions to (P)) admit a lower bound. Precisely we consider
problem (P)) assuming now

Q cRY, N > 2, is a bounded domain with dQ of class C%!.
c and h belong to L1(Q) for some g > max{N/p, 1}, (1.4.1)
p e L%(Q)) satisfies 0 < py < p(x) < pp.

Adapting the proof of [50, Lemma 3.1], based in turn on ideas of [8], we obtain

Lemma 1.4.1. Under the assumptions (1.4.1), for any A > 0, there exists a constant M) > 0 with
My = M(N,p,q,1Q1 A, py, lIc*llg Ik~ |ly) > O such that, every u € WLP(Q) N L®(Q) upper solution to
(P,) satisfies

m(%nu >-M,.

Proof. Let us split the proof in two steps.

Step 1: There exists a positive constant My = My(p,q,N,|Q|, A, py, llc*|lg, Ih71lg) > O such that ||u~|| <
M.
First of all, observe that for every function u € wbp (Q), it follows that

+1
(u)YPVu~, andso, |Vu |Pu = ([%)pW(u)pp P (1.4.2)

prl

V((uf)p%l) = ’

Suppose that u € WIP(Q) N L®(Q) is an upper solution to (P;) and let us consider ¢ = u~ as a test
function. Under the assumptions (1.4.1), it follows that

J Vu~|Pdx > /\J c(x)|u™ |pdx+J pt(x)qu_lpu_derJ h(x)u"dx
Q Q Q

f x)|u~ |pdx+;41j |Vu~|Pu~dx - f h™(x)u"dx.
Q

By (1.4.2) and (1.4.3), we have that

1
;41 J V(u |pdx+f IVu~[Pdx < /\J c+(x)|u_|pdx+J h™(x)u"dx. (1.4.4)
p +1 0 0 0

Firstly, we apply Young’s inequality and, for every ¢ > 0, it follows that

(1.4.3)

(p-1)

| ereompax = | (et o o e
Q 0O

<C(e) J;) ct(x)u~dx+ EJ\Q ch(x)((u_)pl%1 )pdx

Moreover, applying Holder and Sobolev inequalities, observe that
N _\ELp + - + P
K ()7 ) dx < [l gl > || < S g1V (u sl
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with S the constant from the embedding from Wol’p(Q) into L‘%(Q) Hence, choosing ¢ small

enough to ensure that £ S A[|c*|, < "—;(%)p and substituting in (1.4.4), we apply again Holder and

Sobolev inequalities and we find a constant C = C(py, A, [Ic"[ly, p, 4,1Q2|, N) such that

p p+l _ _ _ - -
B I 70 191 < (0 Cele YTz, < COlg + e 9.

This allows to conclude that

1

- _ =)
1< (Sl + el )™ =
Step 2: Conclusion.
Since (1.4.1) holds, every u € WP (Q) N L*(Q) upper solution to (P,) satisfies
—Apu > Ae()|ulP?u-h~(x), inQ. (1.4.5)

Moreover, observe that 0 is also an upper solution to (1.4.5). Hence, since the minimum of two
upper solution is an upper solution (see [38, Corollary 3.3]), it follows that min(u,0) is an upper
solution to (1.4.5). Furthermore, observe that min(u,0) is an upper solution to

—Apu > Act (x)ulPPu-h"(x), inQ.

Hence, applying [98, Theorem 6.1.2], we have the existence of M, = M,(N, p, A,|Q],||c*[|;) > 0 and
M3 = M3(N,p, A,1Q}[lc*l;) > 0 such that

supu” < Mol + 1171l | < Ml + 1171 |

Finally, the result follows by Step 1. O]
Remark 1.4.1.

a) Observe that the lower bound does not depend on 4" and ¢™. In particular, we have the same
lower bound for all >0 and all ¢ <0.

b) Since ¢ does not have a sign, there is no loss of generality in assuming A > 0. If we consider
A <0, we recover the same result with M, depending on [|c”||; instead of [|c*|,.

Proposition 1.4.2. Under the assumptions (A;), for any A € R, there exists u, € Wol’p(Q) N L=(Q))
lower solution to (Py) such that, for every p upper solution to (P,), we have u, < min{0, }.

Proof. We need to distinguish in our proof the cases A < 0and A > 0. First we assume that A < 0. By
Lemma 1.4.1, we have a constant M > 0 such that every upper solution f of (P,) satisfies p > -M.
Let a be the solution to

~Apu=—h"(x), ueW,(Q)NL>(Q).

It is then easy to prove that u = a—M € W'P(Q)NL®(Q) is a lower solution to (P,) with u < —M.
By the choice of M, this implies that u <% for every upper solution u of (P,).
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Now, when A > 0 we first introduce the auxiliary problem

{_Apu = Al Put plVuP —h(x) -1, inQ, (1.4.6)

u=0, on 0Q).

Thanks to the previous lemma, there exists M, > 0 such that, for every g; € W'P(Q)NL®(Q) upper
solution to (1.4.6), we have ; > —M,. Now, for k > M, we introduce the problem

— = - -1 _p - i
{Apu— Ak —h"(x) =1, inQ, (1.4.7)

u=0, on 0Q,
and denote by a its solution. Since —Ac(x)kP~! —h~(x) -1 < 0, the comparison principle (see for

instance [93, Lemma A.0.7]) implies that ) < 0. Observe that, for every f; upper solution to (P,),
we have that

—ApB1 = Ac(x)B1 P3Py + pIV B P =B (x) = 1 > =Ac(x)kP —h™(x) -1 = -A,a,.

Consequently, it follows that
—Apﬂl Z—Apa,\, in Q,
Br=>a,=0, ondQ,
and, applying again the comparison principle, that f; > a,.

Now, we introduce the problem

~Aptt = A Te(w)P 2 Te(u) + plVul —h~(x) =1, inQ, (1.4.8)
u=0 on dQ), h
where _ —k, if s <—k,
Ti(s) = :
s, if s> —k.

Observe that f; and 0 are upper solutions to (1.4.8). Recalling that the minimum of two upper
solution is an upper solution (see [38, Corollary 3.3]), it follows that f = min{0, ;} is an upper
solution to (1.4.8). As a; is a lower solution to (1.4.8) with @) < f, applying Theorem 1.2.1, we
conclude the existence of u, minimum solution to (1.4.8) with a)y <u, < B =min{0, 81 }.

As, for every upper solution g of (P,), p is an upper solution to (1.4.8), we have a) < . Recall-
ing that u ; is the minimum solution to (1.4.8) with a) <u, <0, we deduce that u, <p.

It remains to prove that u , is a lower solution to (P,). First, observe that u, is an upper solution
to (1.4.6). By construction, this implies that u, > -M, > —k. Consequently, u, is a solution to
(1.4.6) and so, a lower solution to (P,). O

1.5 The Functional setting

Let us introduce some auxiliary functions which are going to play an important role in the rest
of the chapter. Define

-1 -2p-1 -1
'p—(1+ e s)ln(1+ s s)‘p P (1+ e s)ln(1+ K s), s>—p—,
_hon p-1 p-1 Iz p-1 1

0, s< —

I =

g(s) (1.5.1)

p-1
L

7
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G(s) = Lsg(t)dt and H(s) = %g(s)s - G(s).

In the following lemma we prove some properties of these functions.
Lemma 1.5.1.

i) The function g is continuous on IR, satisfies g > 0 on R* and there exists D > 0 with —-D < ¢ <0
on IR™. Moreover, G >0 on R.

ii) For any 6 > 0, there exists ¢ = ¢(0, p, p) > 0 such that, for any s > ’%1, g(s) < csP71to,

iii) lim,_, o g(s)/sP~! = +co and lim,_,, o, G(s)/sP = +oco.

p-1

iv) There exists R > 0 such that the function H satisfies H(s) < (%) H(t), for R<s<t.

v) The function H is bounded on R™.

Proof. i) By definition, it is obvious that g is continuous, ¢ > 0 on R* and g is bounded and ¢ <0
on R™. This implies also that G > 0 by integration.

ii) First of all, recall that for any ¢ > 0 there exists ¢ = c(e) > 0 such that In(s) < ¢(¢)s® for all
s € (1,00). This implies that, for any 6 > 0,

p-1
g (=D Es) 1 (In(1 + )
lim - = ) . =0.
s—+o0 gP=1+0 s tco us 50
Hence, there exists R > % such that, for all s > R,
8(5) .
sp—1+06
As the function Sf,(—flo is continuous on the compact set [%,R], we have a constant C > 0 with
g(S) p-1
5}7—1"'5 SC on [T,R]
The result follows for C = max(C,1).
iii) As
L4 Ls)In (1 + s
lim H ( p-1 ) ( p-1 ) = +00,

s—+00 S

and p > 1, we easily deduce that
and, by I'Hospital’s rule

iv) First of all, integrating by parts, we observe that, for any s > 0,

G(s) = (%)p[%(l + p f 1s)p(ln(1 + I%s))p_l - %Ls(l + I%t)p_l(ln(l + I%t))p_zdt],
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and so, for any s > 0, it follows that

= s e (e )

H(s)

To prove iv), we show that the function ¢(s) := ST

Observe that

is non-decreasing on [R, +o0) for some R > 0.

@5 = 5IH ()5~ (p~ DH(S)].

Hence, we just need to prove that H’(s)s—(p—1)H(s) > 0 for s > R. After some simple computations,
we see that it is enough to prove the existence of R > 0 such that, for all s > R, x(s) > 0 where

K(s) :(1 + p f 1 s)p_z(ln(l + les))p‘2((p}4_51 )2 +1n(1 + P f 1 s))

s -1 -2
2 )P ( u )P
- 1+ ——t In(1+—t dt.
”L( p-1 ( p—l)

Observe that

K’(s):%(1+ Mls)p_3(111(1anfls))p_3

Hence, we distinguish two cases:

i) In case p > 2, it is obvious that «x’(s) > 0, for any s > 0. This implies that « is increasing and
so, that x(s) > 0 for s > 0, since x(0) = 0.

ii) If 1 < p <2, as lim,_,,, k(s) = +o0, there exists R; > 0 such that, for any s > R;, we have
k’(s) > 1 and hence, there exists R, > R; such that x(s) > 0, for any s > R;.

In any case, we can conclude the existence of R > 0 such that x(s) > 0 for any s > R. Consequently,
there exists R > 0 such that ¢’(s) > 0, for s > R, which means that ¢ is non-decreasing for s > R and

-1
hence H satisfies H(s) < (%)p H(t), for R<s<t.

v) This follows directly from the definition of the functions g and G. O]

Next, we define the function

1)
a, = py (epflb - 1) e W,”(Q)NL™(Q), (1.5.2)

where u, € Wol’p(Q) N L*(Q)) is the lower solution to (P,) obtained in Proposition 1.4.2. Before

_p1
U

going further, since u; <0, observe that 0 > a) > + ¢ for some ¢ > 0.

Now, for any A € IR, let us consider the auxiliary problem
L,
~Av = filx), veW,(Q), (Q1)
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where

B! .
/\c(x)g(s)+( p—15) h(x), if 5> ay(x),
falx,s) = - (1.5.3)

7z Pl :
At + 1+ o) he), s <a),

where g is defined by (1.5.1). In the following lemma, we prove some properties of the solutions

to (Q4).
Lemma 1.5.2. Assume that (A;) holds. Then, it follows that:

i) Every solution to (Q,) belongs to L*°(Q2).

ii) Every solution v of (Q,) satisfies v > a).
iii) A function v € Wol’p(Q) is a solution to (Q,) if, and only if, the function

_p—l H 1,p oo
u_Tln( 1v)ew0 (Q)NL®(Q)

is a solution to (P)).
Proof. i) This follows directly from [82, Theorem IV-7.1].

ii) First of all, observe that « is a lower solution to (Q,). For a solution v € Wol’p(Q) of (Q,), we
have v € Wol’p(Q) N L*>(Q)) by the previous step and, for all ¢ € Wg’p(Q) NL®(Q) with ¢ >0,

f [IVolP2Vv - Ve, P2V a, [V dx > J [fix )= falx,an) | dx.
Q Q
Now, since there exist constants dy, d, > 0 such that for all £, 77 € RN,

di(IEl+)P2E-y?, if 1<p<2,

pP—2¢ _|,,P—2 —
(IeP==e =P, ¢ 17>2{d2|5_,7|p,ifpzz,

(1.5.4)

(see for instance [93, Lemma A.0.5]), we choose ¢ = (a) —v)* and obtain that
0 ZJ. [IVvlp_ZVv—|Va,\|p_2VaA]V(a,\—v)dx2J [f,\(x,v)—f/\(x,a,\)](a,\—v)dx: 0.
{ay>v} {a,>v}

Consequently, using again (1.5.4), we deduce that a) = v in {a) > v} and so, that v > a,.

iii) Suppose that v € Wol’p(Q) is a solution to (Q,). The first parts, i), ii) imply that v € Wol’p(Q) N
L*®(Q)) is such that v > a) > —% + & with € > 0 and hence u € Wl’p(Q) N L*(Q)). Let us prove
that u is a (weak) solution to (P,). Let ¢ be an arbltrary function belonging to C;°(Q)) and define
o=¢/(1+ p” v)P~L. It follows that ¢ € W P(Q). As erT =1+ = —L-v, we have the following identity

r

\Y \Y
Q JQ (1+%v) (1+]7Tv)
K
~ Hil ]J(PV p_(ep T _ 1)

= e—p_1|Vu|p72Vu(V¢ - ( K ) )dx
JQ(I-%-I%U) 1+P1v

=, VulP2Vu(V - ppVuu ) dx = L IVulP~2VuVe dx - yL \VulP ¢ dx.
J
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On the other hand, by definition of g, observe that

L [/\c(x)g(v)+(1 + %v)p _lh(x)](pdx

:JQ [)\c(x)|p;1ln(1+pf1v)’p_2(%ln(l+pylv))+h(x)](f)dx

= j [/\c(x)lulp_zu + h(x)](f) dx.
Q
As v is a solution to (Q,) we deduce from these two identities that
f IVulP=2VuV¢ dx = j [/\c(x)|u|p_2u + pVulP + h(x)]¢ dx,
Q Q

and so, u is a solution to (P,), as desired.

On the same way, assume that u € Wol’p(Q) N L*(Q)) is a solution to (P,). By Proposition 1.4.2

P

we know that u > u,. Hence, it follows that v = %(e!’f1 - 1) € Wol’p(Q) N L*(Q)) and satisfies

v>ay > —’%1 + ¢ for some ¢ > 0. Arguing exactly as before, we deduce that v is a solution to

(Q1)- O

Remark 1.5.1. Arguing exactly as in the proof of Lemma 1.5.2, iii), we can show that v; € WP(Q)n
L*®(Q) (respectively v, € W'P(Q) N L®(Q)) is a lower solution (respectively an upper solution) of
(Q,) if, and only if, the function

p-1 M ( . p-1 H )
P lyu,=%1In(1
Uy P n( +p_1v1) respectively u, P n( +p_1v2)

is a lower solution (respectively an upper solution) of (P, ).
The interest of problem (Q,) comes from the fact that it has a variational formulation. We can
obtain the solutions to (Q,) as critical points of the functional I} : Wol'p(Q) — R defined as

Ly(v)= %J;)lelpdx—LFA(x,v)dx, (1.5.5)
where we define
Fy(x,5) = Ac(x)G(s) + %(1 i K 1 s)ph(x), if s> ay(x), (1.5.6)
and
Fa(x,s) = | Ae(x)glan(x)) + (1 + Iﬁm(x))’”h(x)](s —ay)
B (1.5.7)
£ Ae(0)Glay (x)) + %(1 ; l%a/\(x))ph(x), if s < oy (x).

Observe that under the assumptions (A;), since g has subcritical growth (see Lemma 1.5.1), I €
Cl(WOl’p(Q),IR) (see for example [57] page 356).

Lemma 1.5.3. Assume that (Ay) holds and let A € R be arbitrary, Then, any bounded Cerami sequence
for I, admits a convergent subsequence.

Proof. Let {v,} C Wol’p(Q) be a bounded Cerami sequence for I, at level d € IR. We are going to
show that, up to a subsequence, v, - v € Wol'p(Q) forave Wol’p(Q).
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. . . 1,
Since {v,} is a bounded sequence in W, P(Q), up to a subsequence, we can assume that v, —

v in Wol’p(Q), v, » vin L'(Q), for 1 <r < p* and v, —» v a.e. in Q. First of all, recall that
(I (vy), v, —v) — 0 with

(L (vn)vn —v) = L|an|f’-2wnv<vn —v)dx—f{ Ac(x)g () (v — v)dx

nZaA}

_ J;,,ﬂ>a” (1 + 7 ’j 1 vn)P—l (v, —v)h(x)dx - Lv”<aA}fA(x,aA(x))(vn —v)dx.

Let0< o< (% - %)p*, r<p*ands < p_’iﬁ such that %4‘ % + % = 1. Using Lemma 1.5.1 ii), and the

Sobolev embedding as well as Holder inequality, we have that

M (08w (vy —v)dx| < |A|f N @a)llvy — vl dx < Mllelgllg @)l vl
{‘I)”Z(X/\} Q

—146
< DIAlelly(1 +lwall 55 vy = vl
(p )

< DS[Alllelly(1 + llenllP 2 ), — 1l

Since ||v,|| is bounded and v,, — v in L"(Q)), for 1 < r < p*, we obtain
/\J c(x)g(vy) (v, —v)dx — 0.
{'V,IZO(/\}
Arguing in the same way, we have

[ ) mihwdss [ fmaie, - vdx—o.
{V”Za/\} p _]' {V,ZS(XA}

So, we deduce that
f Vv, [P~2Vv,V(v, —v)dx — 0. (1.5.8)
Q

Hence, applying [57, Theorem 10], we conclude that v,, — v in Wol’p(Q), as desired. O

1.6 Sharp existence results on the limit coercive case

In this section, following ideas from [18, Section 3], we prove Theorem 1.1.1. As a preliminary
step, considering u > 0 constant, we introduce

. Ho\p-1 .
inf (Vup— —_ h(x u”)dx, if W, =0,
. inf [ (9= (S5 o \

+ oo, if W/\ =0.
where

Wy:={we Wol’p(Q) s Ac(x)w(x) =0ae. x€Q, ||w||=1}

and we define
m:= inf I;(u) € RU{-oo}.
uew,”(Q)
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Proposition 1.6.1. Assume that (A1) holds, A < 0 and that m, ) > 0. Then m is finite and it is reached
by a function v € Wol’p(Q). Consequently the problem (P,) has a solution.

Proof. To prove that I, has a global minimum since, by Lemma 1.5.3, any bounded Cerami se-
quence has a convergent subsequence it suffices to show that I, is coercive. Having found a global

minimum v € Wol’p(Q) we deduce, by Lemma 1.5.2, that u = ’%ln(l + p%lv) is a solution to (Py).

. . . . 1,
To show that I is coercive we consider an arbitrary sequence {v,} C W, P(Q) such that |jv,|| » o
and we prove that
lim I)(v,,) = +o0.

n—o0

Assume by contradiction that, along a subsequence, I,(v,) is bounded from above and hence

I
limsup 2(Vn) <
nooo |[VnllP

(1.6.1)

We introduce the sequence w,, = ”54”, for all n € N and observe that, up to a subsequence w,, — w
. 1, . . . .
weakly in W, (Q), w, >win L"(Q), for 1 <r< p*, and w,, — w a.e. in (2. We consider two cases:

Case 1): w* ¢ W,. In that case, the set Qg = {x € Q: Ac(x)w*(x) = 0} C Q has non-zero measure and
so, it follows that v, (x) = w,(x)|[v,|| = oo a.e. in (3. Hence, taking into account that G > 0 and
lim;_,, o, G(s)/s? = +co (see Lemma 1.5.1) and using Fatou’s Lemma, we have

limsupj le,ﬁ dx < limsupj lenlp dx
Q Qy

—00 v,|P 00 v,|P
! il ! AC(L)”(';(V ) (1.6.2)
SJ limsup ———"|w,|P dx = —co.
Q, n—ooo |Vn|p

1 .
On the other hand, observe that for any v € W, ’p(Q), we can rewrite

1
= — I3 —
I (v) pJ;)IVvl dx L/\c(x)G(v)dx+f{vsaA}/\c(x)G(v)dx

p-1

p
(1 ; v) h(x)dx—f Fy(x,v)dx.
PH Jw>a,) p-1 {v=<a,}

Hence, considering together (1.6.1) and (1.6.2), we obtain

0 >limsup Livs) L@,

Ac(x)G
> liminf —— > -C —limsupf Acx)G(vn)
n—00 ||yn||P n—oo ”vn“p n—o0 Q

dx = +oc0,
[v,,|IP

and so, Case 1) cannot occur.

Case 2): w* € W,. First of all, since A\c <0 and G > 0 (see Lemma 1.5.1), observe that for any
ve W, (Q),

1 - . 1 - _
IA(v)zl—)J-Q(WwP—(#)” o) )P)dx——(i)” 1J;V2%}h(x)(v Y dx
_p-1

[ 1+t
HP Jwza,) p



Moreover, observe that

ll_?u{vm} [(1 “p . 1 o) - (p - 1 )p|v|p]h(x) dx’

1
|4 -2 U
:U;,Z%}(J;) |S+p—1v|p (s+mv)ds)h(x)dx| (1.6.3)
p-1

M -1
< | (v+L5hl) meoldx < Dl (1+ 1P,
JQ p-1 q( )

for some constant D > 0. Thus, for any v € Wol’p(Q), it follows that

1 - . 1 - _
IA(v)Z}—)L(IVvlp—(]%)p 'hix)(w )p)dx—z—j(%)p 1j{vm}h(x)(v Y dx

DIl (1410 ) - [ Fagevdx,

{v<ay}

(1.6.4)

Hence, using that by the definition of F, (see (1.5.6) and (1.5.7)) there exists m € L1(Q)), g >
max{N/p, 1}, such that, for a.e. x€e Q and all s <0,

[Fa(x,8)] < m(x)(1 +1s]), (1.6.5)

and applying (1.6.1) and (1.6.4), we deduce, as w*™ € W,, that

- Ly .. () 1f ( B\p-l + L.
0> limsu > liminf > — VwlP —(——)  h(x)(w P)dxz —min{1, m, ) }|lw||f >0,
o TP = 5 Tl lP = p Jgy (po) "y x> pminiL

and so, that
I
m M =0 and w=0.
n—co ||v,||P

Finally, taking into account that w,, — 0 in L"(Q), for 1 <r < p*, we obtain the contradiction

I
0 = lim A0
n—co ||v,[|P

>

==

Hence, Case 2) cannot occur. O

Proof of Theorem 1.1.1. To prove this result, we look for a couple of lower and upper solutions
(a,B) of (P)) with @ < 8 and then we apply Theorem 1.2.1. First, assume that both |[u*||, > 0 and
Iz |leo > 0. Observe that any solution to

~Apit = Ac()ulP2u + [ o Vul + h(x),  ue W,P(Q)NL=(Q), (1.6.6)
is an upper solution to (P,) and, any solution to
—Apu = e(x)ulP 2w — |p oo VulP + h(x), ue wol"’(g) NL®(Q), (1.6.7)

is a lower solution to (P,). Now, since m;/\ > 0, Proposition 1.6.1 ensures the existence of f €

Wol’p(Q)ﬂL‘x’(Q) solution to (1.6.6). In the same way, m, o\ > 0 implies the existence of v € Wol'p(Q)ﬂ
L*®(Q)) solution to

—Apv = AP 20 + | Nl Vol — h(x), v e WyP(Q)NLY(Q),
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and hence a = —v is a solution to (1.6.7). Moreover, Lemma 1.3.3 implies a, p € Wol’p(Q) NCQ).
Hence, since « is a lower solution to (1.6.6), it follows that @ < g, thanks to Theorem 1.3.1. Thus,
we can apply Theorem 1.2.1 to conclude the proof. Now note that if ||u"||., = 0, (1.6.6) reduces to

—Apu = AUl 2u+h(x), ue W, (Q)NL2(Q), (1.6.8)
which has a solution by [57, Theorem 13]. This solution corresponds again to an upper solution to
(Py). Similarly, we can justify the existence of the lower solution when |||, = 0. O
1.7 A necessary and sufficient condition

In this section we prove Theorem 1.1.3. First of all, following the ideas of [18], inspired in turn
in ideas of [4], we find a necessary condition for the existence of a solution to (FP). Recall that the
problem (F) is given by

—Apu = pVulP +h(x), ueW,P(Q)NLY(Q). (Py)

Proposition 1.7.1. Assume that (A;) holds and suppose that (Fy) has a solution. Then m,, defined by
(1.1.1) satisfies m, > 0.

Proof. Assume that (F;) has a solution u € Wol’p(Q) N L*®(Q)). Then, for any ¢ € C;°(QY), it follows
that

J |Vu|p2VuV(|¢>|p)dx—yJ [VulP|p|P dx—f h(x)|plP dx = 0. (1.7.1)
Q Q Q

Now, applying Young’s inequality, observe that
J VulP=2Vuv(jplP)dx = PJ |pIP2PIVulP?VuVd dx < PJ P~ IV ulP~ Vel dx
Q Q Q
p-1\""
< yf [P IVulP dx + (—) J [VpIP dx.
Q g Q

-1
Hence, substituting in (1.7.1), multiplying by (%)p and using the density of C3°(Q)) in Wol’p(Q),
we obtain

L (|v¢|P —(%)p_lh(x)ld)lp)dx >0, Vdew,”(Q). (1.7.2)

Arguing by contradiction, assume that

. p-1 1,
1nf{f (|V¢|p —(le) h(x)|¢|P)dx tpe W, P(Q), gl = 1} = 0.
o _
By standard arguments there exists ¢ € C%7(Q) for some 7 € (0,1), with ¢o > 0in Q) such that

L Vebol? dx = (1%)”_1 L h()lbol? dx. (1.7.3)

Now, substituting the above identity in (1.7.1) with ¢ = ¢(, we have that

| (o =1L Y dtwur —p( LY o vl v ga)ax =0 7
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Finally, observe that

Ver1",

1 .
e Vu=—;
p—l ePTlu

Hence, by substituting in (1.7.4), we deduce that

f (IV¢olp+(p 1)( ¢°u) [Vert" PP - p( (P‘)u) Ver T“P-2yert" v¢0) =0. (1.7.5)

e p-1 e p-1

Applying Proposition 1.2.4, this proves the existence of k € R such that
qu = kel’%u.

As ¢ =0 and e = 1 on dQ, this implies that k = 0 which contradicts the fact that ¢y > 0 in
Q. O

Proof of Theorem 1.1.3. The proof is just the combination of Proposition 1.7.1 and of Remark
1.1.2. O

Proof of Corollary 1.1.4. We see, combining Theorems 1.1.1 and 1.1.3, that if (F,) has a solution
then (P,) has a solution for any A < 0. Moreover this solution is unique by Theorem 1.1.2. O]

1.8 On the Cerami conditon and the Mountain-Pass Geometry

We are going to show that, for any A > 0, the Cerami sequences for I, at any level are bounded.
The proof is inspired by [76], see also [74]. Nevertheless it requires to develop some new ideas. In
view of Lemma 1.5.3, this will imply that I satisfies the Cerami condition at any level d € R.

Lemma 1.8.1. Fixed A > 0 arbitrary, assume that (A;) holds and suppose that m, > 0 with m,, defined
by (1.1.1). Then, the Cerami sequences for I, at any level d € R are bounded.

Proof. Let {v,} C Wol’p(Q) be a Cerami sequence for I, at level d € R. First we claim that {v,} is
bounded. Indeed since {v,} is a Cerami sequence, we have that

I\(vy),v,) = —J;z Vv, |Pdx — J;) falx,v,) v, dx — 0 (1.8.1)

+

from which, since f)(x,s) is bounded on Q x R™, the claim follows. To prove that {v;

bounded we assume by contradiction that ||v,|| — co. We define

} is also

Qf={xeQ:v,(x)>0} and Q,=0\Q7,

and introduce the sequence {w,} C Wol'p(Q) given by w, = v,/|[v,|. Observe that {w,} C Wol'p(Q)

is bounded in Wol’p(Q). Hence, up to a subsequence, it follows that w, — w in Wol’p(Q), w, > w
strongly in L"(Q) for 1 <r <p*, and w, — w a.e. in Q. We split the proof in several steps.
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Step 1: cw = 0.

As |[v;|| is bounded and by assumption ||v,|| — oo, clearly w™ = 0. It remains to show that
cw® = 0. Assume by contradiction that cw® z 0 i.e., defining Q" := {x € Q : c(x)w(x) > 0}, we
assume [QQ*] > 0. Since [|[v,|| = co and (I (v,),v,) — 0, it follows that

(I3 (vn), Vi)

- 0. (1.8.2)
llv,lIP

First of all, observe that

, -1
(Iy(vy),v) = ||vn||p—(—y1)p f h(x)[v,lP dx—f Ac(x)g(vp)vpdx— | fulx,vy)v,dx
p- Q} Q3 Q;

# p-1 uo\p-1 5 (1.8.3)
_.[Q; [(1 " ﬁv”) - (pTl) [vul? vn]vnh(x)dx,
Now, since f)(x,s) is bounded on Q) x R™, we deduce that
1
TP Qafa(xrvn)vndx—>0. (1.8.4)
Moreover, using that w,, - win L'(Q), 1 <r < p*, with w™ = 0, we have
||vi||P fm [valh(x)dx = JQ [w,lPh(x) dx — JQ wPh(x)dx, (1.8.5)
Next, we are going to show that
o o [0t =G et ax = o. (1.86)

Observe that

J‘Q; [(1 + l%vn)p_l B (#)P—lvﬁ‘l]vnh(x) dx=(p- 1)J

Q

1 —
[J (s+ s vn)p st]vnh(x)dx.
+LJo p-1

We consider separately the case p > 2 and the case 1 < p < 2. In case p > 2, there exists D > 0 such
that

! -1
K p-2 p-1 ( 7 )P oo
|J;[‘L (s+p—_1vn) ds]vnh(X)dx| < _ﬂ o 1+—p_1vn |h(x)|dXSD||h||q(1+||Vn|| ).

On the other hand, in case 1 < p < 2, we have a constant D > 0 with

! -2 -1 p-1
U U (s+—L—v,) ds]vnh(x)dx|§p J ( 1 vn) ()] dx < DIJAll o~
+LJo p-1 o Jao:\p-1

The claim (1.8.6) follows then directly from the above inequalities. So, substituting (1.8.3), (1.8.4),
(1.8.5) and (1.8.6) in (1.8.2) and using that g is bounded on R™, we deduce that

-1
AL c(x)if;_"l) whdx —>1- (#)p L wPh(x)dx. (1.8.7)
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Let us prove that this is a contradiction. By Lemma 1.5.1, we know that lim;_,, ., g(s)/s”~! = +c0
and as w, —» w > 0 a.e. in QF, it follows that

C(X)g(vn) p

wy — +oo0 a.e. in QY.

vZ_l
Since |QQ*| > 0, we have
g(vn) p
c(x) = wndx — +oo. (1.8.8)
+ Vﬁ
On the other hand, as g > 0 on R¥, fp(—_sl) is bounded on R™ and |lw,|,, is bounded, we have
f c(x)g(”_’;)w’,j dx > -D. (1.8.9)
Q\0+ vh

So (1.8.8) and (1.8.9) together give a contradiction with (1.8.7). Consequently, we conclude that
cw =0.

Step 2: Let us introduce a new functional |, : Wol’p(Q) — R defined as

h(v)zIA(v)—p;lL }[(1+ Poo) = (L o ax

pp p-1 p-1
and let us introduce the sequence {z,} C Wol’p(Q) defined by z,, = t,v,, where t, € [0,1] satisfies

Ja(z,) = max J(tv,),
t€[0,1]

(if t,, is not unique we choose its smallest possible value). We claim that

lim J,(z,) = +oo.

n—-oo

We argue again by contradiction. Suppose the existence of M < +co such that

liminfJ,(z,) <M, (1.8.10)
n—>00

and introduce a sequence {k,} C Wol’p(Q), defined as

k:(sz); :(ZpM),lz v,
PoNmy ) N my )l

Let us prove, taking M bigger if necessary, that for n large enough we have

Jalky) > ;M- (1.8.11)

L

As (M)’” |v1 1€ [0,1] for n large enough, this will give the contradiction

%M <liminf],(k,) <liminf],(z,) < M.
n—-oo

n—-oo
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First of all, observe that k,, — k := (2PM) w in W (Q), k, = kin L"(Q), for 1 <r <p”*,and k, — k
P
a.e. in (). By the properties of G (see Lemma 1.5.1) together with k > 0 and ck = 0, it is easy to

prove that
J c(x)G(k,)dx — J c(x)G(k)dx = 0. (1.8.12)
{anaA} Q

As w™ =0, we have x,, — 0 a.e. in () where yx;, is the characteristic function of ();. Recall (see
(1.6.5)) that we have m € L1(Q)), ¢ > max{N/p, 1}, such that, for a.e. x€e Q and all s <0,

[Ea(x, ) < m(x)(1 +1s]).

This implies that
f Fy(x,k,)dx — 0, as well as f |k, [Ph(x)dx — 0. (1.8.13)
{ky<ay} {ky<a;}
Taking into account (1.8.12) and (1.8.13) we obtain that

1 -1
Btk = [ {19k = (ELf hlkp)ax

1
o1 PV (1.8.14)
i ik Iy m|ﬂhw@dx+ouy
pH {haui( p-1 ) (p—l) "
Now, observe that, by definition of mpy,
lJ“OVMW—(JiJPI()m|ﬂdx>1mﬂmnp M. (1.8.15)
P Ja p-1 p

Furthermore, arguing as in (1.6.3), observe that

—1

‘| f . (1 S5k = (2 b [ ] < H(Z22)T),

n— p
where C is independent of M. This implies that

Ttk 2 24~ Cl 1+ (XY 7 ) o),
p

and, taking M bigger if necessary, for any n € IN large enough, (1.8.11) follows.

Step 3: For n € N large enough, t,, € (0,1).
By the definition of ], and using that

(1+pfls)p—(pf1)ps”20, Vs>0,

observe that

neasne) B () G s

pp p-1 1
1, u p—lj _
<Lv,)+—-(—— [v, [P h™(x)dx
o) P(P_l) (@<v,<0)
< )+ (=L il
p'p-1
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Consequently, since I (v,) — d, there exists D > 0 such that, for all n € N, J,(v,,) < D. Thus, taking
into account that J,(0) = —’;;;||h+||1 and J,(t,v,,) — +co, we conclude that ¢, € (0,1) for n large
enough.

Step 4: Conclusion.

First of all, as t, € (0,1) for n large enough, by the definition of z,, observe that (J/(z,),z,) = 0,
for those n. Thus, it follows that

Ta(za) = Ja(zn) - %U;(zn), 20

p-1 14 p-1_,
= /\f c(x)H(z,)dx — —— z h"(x)dx
{zh2a,} " pI/l {Z,,ZO(A}( p -1 n)

[ [Ba - Awam]x
{Zn<aA} p

Using the definition of f)(x,s) for s < a,(x) and the fact that ||z;,|| is bounded, we easily deduce the
existence of D; > 0 such that, for all n large enough,

J‘ p- lznp

Now, since {v,} is a Cerami sequence, observe that (again for n large enough)

_2(1+ s zn)h+( )de—L\(zn)Jr/\j c(x)H(z,)dx+D;. (1.8.16)
p- 0

L.
d+12> I/\(Vn) - E(I;\(vn)l Vn)

p-1 Byl
= /\J- c(x)H(v,)dx — —— 1+ v h(x)dx
fv, >} " pu {v”zaA}( p-1 n)

1
_J [P)\(xlvn)__f/\(xlvn)vn]dx
{Vn<aA} p

and, as above, there exists a constant D, > 0 such that

Al c(x)H(v dx<— 1+
|| o< | Jies

Moreover, observe that

Jolt 5
“Jo

p—1
1
=tp—1f |
t” 1f zn|”‘2(1+pflzn)h+(x)dx—JQ ” v 2(1+pflvn)h—(x)dx.

Considering together this inequality with (1.8.16) and (1.8.1 7), we obtain that

Ja(zy) | A D
/\JQ c(x)H(v,)dx SDQ—L+ J c(x)H(zn)dx+tp—l1

-1 1
th th™

(1+ s vn)h(x)dx+D2. (1.8.17)

~ vn|p_2(l + pljlvn)h(x) dx

w0 S s [ et i ds

M zn|p72(tn+pflzn)h+(x)dx J - 1,1|11772(1+pflvn)h_(x)alx

v 1+ L, )1 ().




Now, since H is bounded on IR7, there exists D3 > 0 such that, for all n € IN,
j c(x)H(z,)dx < D3. (1.8.19)
On the other hand, using iv) of Lemma 1.5.1, it follows that

j c(x)H(zn)dxstZ_lJ- c(x)H(v,)dx + Dy, (1.8.20)
0}

Q;
for some positive constant D,. Hence, substituting (1.8.19) and (1.8.20) in (1.8.18), it follows that

Ia(z,
.

vn|p_2(1+ i vn)h’(x)dx.

Afnc(x)H(vn)deD5— b1

Arguing as in the previous steps, observe that

L|1 + pljlvn'p_z(l + pljlvn)h_(x)dxz—j

Q;

-1, _ _ —p—
Ev, [P () die > =Dyl (1 + e l1PY),

and so, we have that

]/\(zn) _DG

-1
th

AJ c(x)H(vy)dx < D5~ + Dy llAllg(1 + [l 1IP7).

By Step 1, we know that ||v;,|| is bounded and Step 4 shows that J,(z,) — oco. Recall also that, by
Step 4, t,, € (0,1). This implies that

/\f 7c(x)H(vn)dx—>—oo (1.8.21)

which contradicts the fact that H is bounded on IR™. This allows to conclude that the Cerami
sequences for I, at level d € R are bounded. O

Now, we turn to the verification of the mountain pass geometry when A > 0 is small.

Lemma 1.8.2. Assume that (Ay) holds and suppose that m, > 0. For A > 0 small enough, there exists
r > 0 such that I,(v) > I1,(0) for ||v|| =r.

Proof. For an arbitrary fixed r >0, let v € Wol'p(Q) be such that ||v|| = r. We can write

1 1, 1 -
T I gl

_p;l [ ,M p_ ’u P p]
PE Jivza,} (1+p—1v) (p_l) |v| h(x)dx
o) p-1 B
_I{vwh(x)[(up—l%) w-an+ B (e e s

- /\( —[{vz%} c(x)G(v)dx + J;vsm} C(x)[g(ou)(v —ay)+ G(aA)]dx).



Now, observe that, as above,

‘L»Ou} [(1 " p f 1 v)p - (p lj 1 )plvlp]h(x)dx

with D; independent of A. In the same way, using the fact that a) € [—%, 0], we deduce that

H p-1 -1
< 1+ [} |h(x)|dx < Dy(1+rP7),
pfo( o )" Ih(x) 1 )

eyt
| P( ) J{‘msmo} |v|ph(x)dx| <Dy,

| ) J{V<0(A} h(x)[(l ’ La/\ p_l(v B a/\) + pp;‘ul(l + l%a/\)p] dx' < D3 + D4T,

with D,, D3 and D, independent of A. Finally, observe that

L (|w|P _ (I%)p_l(f)ph(x))dx - L (|w+|P _ (I%)p_l(f)ph(x))dx ; L Vo [P dx

> my|[v|]P +[[v7[IP = min{1, m, }|[v|IP = min{1, mp}rP.

So, we obtain that
1 . _1
Iy(v) > I—)mm{l, mp}rP —DyrP™ — Dyr - Ds,
_/\(f c(x)G(v)dx+J c(x)[g(a/\)(v—a/\)+G(a/\)]dx),
{vza,} {v<a,}
where the constants D; are independent of A. Moreover, observe that for r large enough,
1. B 1 .
Emm{l, mp}rP —DyrP™" —Dyr - D5 2 > min{1,m,} rf +1,(0). (1.8.23)
On the other hand, by Lemma 1.5.1, for every 6 > 0,
](f c(x)G(v)dx + f e(x)[glar)(v—ay)+ Glay)] dx)’ <DgrP* +Dyr+Dg,  (1.8.24)
{v2a,} {va,}
for some constant Dg, D7, Dg independent of A. Hence, for A small enough, we have
1
/\(I c(x)G(v)dx + f e(x)[g(@)(v - a) + Glay)] dx) < L min{l,m,)r,  (1.8.25)
> < 4p
{vza,) (va,)
and so, gathering (1.8.22), (1.8.23) and (1.8.25), we conclude that

1
Iy(v) > Emin{l,mp}rp +1,(0) > I,(0).

(1.8.22)

Lemma 1.8.3. Assume that (A;) holds and that m, > 0. For any A >0, M >0, and r > 0, there exists

w e Wol’p(Q) such that ||w|| > r and I, (w) < —M.
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Proof. Consider v € C;°(€Q)) such that v > 0 and cv # 0 and let us take t € IR*, t > 1. First of all, as
a, <0, observe that

I)(tv) < Iljtp JQ (|VV|p - (I%)plhzvjh(x))dx— AtP JQ c(x)v? (';E:;) dx

_1 i
+pp_ﬂ Q[(1+p€1tv)p_(%)p(tv)p]h (x)dx.

As above, we have

:—)J- [(1+p”ltv)p—(pi)p(tv)"]h‘(x)dxstP—lf (1+ L) i (x) dx.
o -

Hence, we obtain

1 po\p-1 G(tv) 1p-1 U p-1. _
_ p_ (I 14 _ p_—_ "7 I S— —_
pL(ww (p—l) o] h(x))dx ALc(x)v o |'1+p_1v'|m Il |

Now, since by Lemma 1.5.1, we have

Ly(tv) <P

lim /\j c(x)vP Gltv) dx = oo,
t—00 0 (tv)P
we deduce that tlim I, (tv) = —oo from which the lemma follows. O

Proposition 1.8.4. Assume that (A;) holds and suppose that m, > 0. Moreover, suppose that A > 0 is
small enough in order to ensure that the conclusion of Lemma 1.8.2 holds. Then, I, possesses a critical
point v € B(0,r) with I (v) < I,(0), which is a local minimum of I,.

Proof. From Lemma 1.8.2, we see that there exists r > 0 such that

m:= inf I,(v)<I,(0) and Iy(v)>1,(0) if |[v||=7.
veB(0,r)

Let {v,} € B(0,r) be such that I,(v,,) — m. Since {v,} is bounded, up to a subsequence, it follows

1 . o .
thatv, = ve W, ?(Q). By the weak lower semicontinuity of the norm and of the functional I, we
have

||| <liminfljv,||<r and I,(v)<liminfl,(v,)=m <I,(0).
n—00

n—-oo

Finally, as I (v) > I,(0) if ||[v|]| = r, we deduce that v € B(0,r) is a local minimum of I,. O

Proof of Theorem 1.1.5. Assume that A > 0 is small enough in order to ensure that the conclusion
of Lemma 1.8.2 holds. By Proposition 1.8.4 we have a first critical point, which is a local minimum
of I,. On the other hand, since the Cerami condition holds, in view of Lemmata 1.8.2. and 1.8.3,
we can apply Theorem 1.2.8 and obtain a second critical point of I at the mountain-pass level.
This gives two different solutions to (Q,). Finally, by Lemma 1.5.2, we obtain two solutions to
(P2)- O
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1.9 Proof of Theorems 1.1.6 and 1.1.7

In this section, we assume the stronger assumption (A,). In that case, we are able to improve
our results on the non-coercive case.
Proposition 1.9.1. Assume that (A,) holds with h < 0. Then, for every A > 0, there exists v € C(l)'T(ﬁ),
for some 0 < T <1, with v < 0, which is a local minimum of I, in the Wol’p—topology and a solution to
(Q,) withv > a) (with a defined by (1.5.2)).
Proof. First of all, observe that, as h < 0, we have m, > 0 and hence, by Theorem 1.1.3, (F;) has a
solution u, € Wol’p(Q) NL*®(Q). By Lemma 1.5.2,

-1 N
vo= o (er T - 1) e Wy P(Q) N L2(0),

H
is then a weak solution to
p-1 .
_Apvoz(1+pf1vo) h(x) £ 0, in Q,
v =0, on JQ).

-1 —

As moreover, (1+p%1v0 )p h(x) € L*(Q), it follows from [56,87] that vy € Cé’T(Q), forsome t €(0,1)
and, by the strong maximum principle (see [114]), that vy < 0. Now, we split the rest of the proof
in three steps.

Step 1: 0 is a strict upper solution to (Q,).

Observe that 0 is an upper solution to (Q,). In order to prove that 0 is strict, let v < 0 be a
solution to (Q,). As g<0on R™ (see Lemma 1.5.1), it follows that v is a lower solution to (Qg) and
so, thanks to the comparison principle, see Corollary 1.3.2, v < vy <« 0. Hence, 0 is a strict upper
solution to (Q,).

Step 2: (Q),) has a strict lower solution a < 0.

By construction @ = ) — 1 is a lower solution to (Q,). Moreover, as every solution v of (Q,)
satisfies v > a) > a, we conclude that « is a strict lower solution to (Q,).

Step 3: Conclusion.

By Corollary 1.2.6, Proposition 1.2.7, and Lemma 1.5.2, we have the existence of v € Wol’p(Q) N
C(I)’T(ﬁ), local minimum of I, and solution to (Q,) such that a) <v <« 0 as desired. O

Proof of the first part of Theorem 1.1.6. By Proposition 1.9.1, there exists a first critical point,
which is a local minimum of I,. By Theorem 1.2.9 and since the Cerami condition holds, we
have two options. If we are in the first case, then together with Lemma 1.8.3, we see that I has
the mountain-pass geometry and by Theorem 1.2.8, we have the existence of a second solution. In
the second case, we have directly the existence of a second solution to (Q,). Then by Lemma 1.5.2
we conclude to the existence of two solutions to (P)). O

Now, we consider the case h Z 0.

Lemma 1.9.2. Assume that (A;) holds and suppose that h Z 0. Recall that y; denotes the first eigenvalue
of (1.1.2). It follows that:
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i) For any 0 < A <y, any solution u of the problem (P,) satisfies u > 0.
ii) For A =y, the problem (P)) has no solution.
iii) For A >y, the problem (P,) has no non-negative solution.

Proof. Observe first that, taking u~ as test function in (P, ), we obtain
—j (qu_lp - /\c(x)lu_Ip)dx = J (yqulpu_ + h(x)u_)dx. (1.9.1)
Q Q
i) For A <y, there exists ¢ > 0 such that, for every u € Wol’p(Q),

J (IVaulP = Ac(x)|ulP ) dax > el|ulP .
Q

Consequently, as h 2 0 and u > 0, we have that

0> —¢l|lu™||P > —f (IVu_Ip - /\c(x)lu_lp)dx = f (yquIpu_ + h(x)u_)dx >0,
Q Q
which implies that u~ = 0 and so that u > 0. Hence —A,u 2 0 and by the strong maximum principle
(see [114]), we have u > 0.

ii) In case A = y; we have, for every u € Wol’p(Q),

j (quIp - ylc(x)lulp)dx > 0. (1.9.2)
Q

Assume by contradiction that (P,) has a solution u. By (1.9.1) and (1.9.2), and using that 4 Z 0 and
p >0, we have in particular

JQ(IVu_lp - ylc(x)lu_Ip)dx =0.

This implies that u™ = k¢, for some k € R and ¢, the first eigenfunction of (1.1.2) and hence, either
u=0oru<0. As h z 0, the first case cannot occur as 0 is not a solution to (P,). In the second

case, as h = 0, we have
J h(x)u"dx>0
Q

which contradicts (1.9.1), (1.9.2) and u > 0.

iii) Suppose by contradiction that u is a non-negative solution to (P)). As in the proof of i), we
prove u > 0 and hence, there exists D; > 0 such that u > D;d with d(x) = dist(x, dQ). Let ¢; > 0 be
the first eigenfunction of (1.1.2). As ¢; € C!(Q), we have D, > 0 such that ¢, < D,d. This implies

P
that 2 € L*(Q) and -2 € W, ?(Q) with

p -1
P1 \_ (PLY o [Py
V)=l Vo= ve

p
Hence we can take % as test function in (P,) and we have that

at it
)\J c(x)(pf dx+f [/,tIVulp + h(x)]—1 dx = J V(—1)|Vu|p_2Vu dx.
Q Q ub~! o \uP!
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On the other hand, applying Proposition 1.2.4, we obtain

p
Y1 J c(x)pf dx = f [V lP dx > J V((P—ll)IVuV’_ZVu dx.
0 Q Q \ub”

Consequently, gathering together both inequalities, we have the contradiction

p
¢
L dx>0. (1.9.3)

02 (=) [ cteigfdx> [ (vl +ho)- )

Corollary 1.9.3. Assume that (A;) holds. If, for some A > 0, (P,) has a solution u) > 0 then (Fy) has a
solution.

Proof. Observe that 1) is an upper solution to (F,). By Proposition 1.4.2, we know that (F) has a
lower solution a with a < u,. The conclusion follows from Theorem 1.2.1. O

Corollary 1.9.4. Assume that (A,) holds with h 2 0. If (P)) has a solution for some A € (0,yy), then
(Py) has a solution.

Proof. 1f (P)) has a solution u, by Lemma 1.9.2, we have u > 0. The result follows from Corollary
1.9.3. O

Proposition 1.9.5. Assume that (D) has a solution u, € W()l’p(Q) N L*>(Q)) and suppose that (A,) holds
with h 2 0. Then there exists A < y, such that:

i) For every 0 < A < A, there exists v € Cé’T(ﬁ), for some 0 < T < 1, with v > 0, which is a local
minimum of I, in the Wol'p—topology and a solution to (Q),).

ii) For A = ), there exists u € Cé’T(ﬁ), for some 0 <t <1, with u > ugy, which is a solution to (P,).

iii) For A > A, the problem (Py) has no non-negative solution.

Proof. Defining _
A =sup{A:(P)) has a non-negative solution u,},

we directly obtain that, for A > A, the problem (P;) has no non-negative solution and, by Lemma
1.9.2 ii), we see that A < y,. Moreover, arguing exactly as in the first part of Proposition 1.9.1, we
deduce that

v = p;l(ep”l“o ~1)e W,(Q)nCH(@)

satisfies v > 0. Now, fix A € (0, 1).
Step 1: 0 is a strict lower solution to (Q,).

The proof of this step follows the corresponding one of Proposition 1.9.1.
Step 2: (Q,) has a strict upper solution.

By the definition of A we can find 6 € (A, 1) and a non-negative solution us of (Ps). As above,
we easily see that

1, _
vs = pT(epflub ~1)e W, P(Q)nCh(Q)

is a non-negative upper solution to (Q,) and vs > 0. Moreover, if v is a solution to (Q,) with v < vy,
Theorem 1.2.2 implies that v <« vs5. Hence, v; is a strict upper solution to (P)).
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Step 3: Proof of i).
The conclusion follows as in Proposition 1.9.1.
Step 4: Existence of a solution for A = A.

Let {1,} be a sequence with A, < A and 1, — A and {v,} be the corresponding sequence of
minimum of I obtained in i). This implies that (I} (v,),¢) =0 for all p € Wol'p(Q). By the above
construction, we also have

-1
Iy () <1 (0)= -2—= | h(x)dx.
P Ja
Arguing exactly as in Lemmata 1.8.1 and 1.5.3, we prove easily the existence of v € Wol'p(Q)

such that v, »> vin W&’p(Q) with v a solution to (Q,) for A = A. As v, > 0 we obtain also v > 0, and,
by Lemma 1.5.2, we have the existence of a solution u of (P;) with u > 0. As u is then an upper
solution to (P)), we conclude that u > u,.
Step 5: 1 < ;.

As by Lemma 1.9.2, the problem (P,) has no solution for A = 4, this follows from Step 4. [

Proof of the second part of Theorem 1.1.6. By Lemma 1.9.2, we have uy > 0. Let us consider A €
(0,91) given by Proposition 1.9.5. Hence, for A < A, there exists a first critical point u;, which is a
local minimum of I,. We then argue as in the proof of the first part to obtain the second solution
u, of (Py). By Lemma 1.9.2, these two solutions satisfy u; > 0 and, by Theorem 1.3.1, we conclude
that u; > uy. Now, for A = A, respectively A > A, the result follows respectively from Proposition
1.9.5ii) and iii). O

Proof of Theorem 1.1.7. Part 1: Case A € (0,y4).
Step 1: There exists k > 0 such that (P, ) has at least one solution.

Let Ay € (A, 91) and 6 small enough such that

. 1 p-1 ‘
Aps” 121("7(1+pf15)1n(1+pf15)) . Vse[o,5].

Define w as a solution to
~Apyw = A Pw+h(x), weW,”(Q).

As Ay <y, we have w > 0.

For I small enough, § = lw satisfies 0 < f < 6 and, for k such that [P~! > (1 + p%lé)p_lk, it is easy

to prove that g = % ln(l + %ﬁ) is an upper solution to (P, ;) with g > 0. As 0 is a lower solution

to (Py i), the claim follows from Theorem 1.2.1.
Step 2: For k > ko, the problem (P, \) has no solution.

Let u be a solution to (P, ;). By Lemma 1.9.2, we have u > 0. This implies that u is an upper
solution to (Pyx). As 0 is a lower solution to (Fyx), by Theorem 1.2.1, the problem (F,y) has a
solution and hence, by Proposition 1.7.1, my >0 which means that k < ky. This implies that, for
k > k¢, the problem (P, ;) has no solution.
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Step 3: k= suptlk € (0,kg) : (Py k) has at least one solution} < k.

Assume by contradiction that k = ko. Let {k,} be an increasing sequence such that k,, — k,

k, > %k and there exists {u,} a sequence of solutions to (P ;. ). As in the previous step we have that

u, is an upper solution to (P, 1z). By Theorem 1.3.1, we know that u,, > ug with uy > 0 the solution
72

to (P, 17). Now, let ¢ € W,”(Q) NCL(Q) with ¢ > 0 and
72

Using ¢P as test function and applying Young inequality as in the proof of Proposition 1.7.1, it
follows that

-1 p-1
(B2 [ vopdx> | WP 20,906 dx - | 1077, dx
H Q Q Q
:)\j c(x)lunlp_zun¢pdx+knJ. h(x)$P dx
Q Q
ZAJ c(x)|uO|P-2u0¢de+knJ h(x)P dx.
Q Q

Passing to the limit, we have the contradiction

(%)ID_1 L IVo|P dx > AL c(x)|uolP2ugp? dx + (%)ID_1 L IV|P dx.

Step 4: For k > k, the problem (P, i) has no solution and for k < k, the problem (P, i) has at least two
solutions uq, uy with u; > 0.

The first statement is obvious by definition of k. Now, for k <k, let k € (k, k) such that (P, ;) has
1

a solution #i. By Lemma 1.9.2, we have # > 0. Then, it is easy to observe that f; = (%)F‘
B2 = 1 are both upper solutions to (P, ;) with 0 < 1 < ;.

Observe that 0 is a strict lower solution to (P, ). As p; > 0 is an upper solution to (P, ), by
Theorem 1.2.1, the problem (P, ;) has a minimum solution u; with 0 < u; < f;.

In order to prove the existence of the second solution, observe that if g, is not strict, it means
that (P, ;) has a solution u, with u, <, but u, <« f,. Then u, # u; and we have our two solutions.
If B, is strict, we argue as in the proof of Theorem 1.1.6.

7 and

Step 5: The function k()) is non-increasing.

Let us consider A, < Ay, k < k(),) and 7 > 0 a solution to (P/\z,’?)' It is easy to prove that i is
an upper solution to (P/\l’,g). As 0 is a lower solution to (P/\l’,g) with 0 < i, by Theorem 1.2.1, the

problem (P/\M?) has a solution. This implies that k(A7) = k(A,).
Part 2: Case A = y1.

By Lemma 1.9.2, we know that the problem (P)) has no solution for k > 0. Moreover, by
(1.9.1), we see that if (P, ) with h = 0 has a non-trivial solution, then u 2 0 and hence, by the strong
maximum principle u > 0. Arguing as in the proof of iii) of Lemma 1.9.2, we obtain the same
contradiction (1.9.3).
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Part 3: Case A > 9.
Step 1: There exists k > 0 such that (P) ;) has at least one solution u < 0.

By Proposition 1.2.3 with & = h, there exists 8y > 0 such that, for A € (y1,; + &), the solution

to
~Apw = Ae)wPw+hix), weW,?(Q), (1.9.4)

satisfies w <« 0. Let us fix Ay € (¥, min(y; + 0¢, A)) and 6 small enough such that

B -1 2p-1
Aolsl? 252)\'%(1+}%5)1n(1+p615)'l) py (1+pfls)ln(l+pfls), VY se[-0,0].

Define w as a solution to
—-A,w =g c(X)wPPw+h(x), ue Wol’p(Q).
As y1 <Ay <y;+ 6, we have w < 0.

For | small enough, § = lw satisfies —min(9, ’%1) < f <0 and, for k < IP7}, it is easy to prove

that g = %ln(l + ”1/3) is an upper solution to (P, ;) with f < 0. By Proposition 1.4.2, (P, ;) has
a lower solution «a w1th a < B and the claim follows from Theorem 1.2.1.

Step 2: For k large enough, the problem (P, ) has no solution.

Otherwise, let u be a solution to (P, ;). By Lemma 1.4.1 and Remark 1.4.1, we have M, > 0
such that, for all k > 0, the corresponding solution u satisfies u > -M,. Let ¢ € C(l) (Q) with ¢ > 0.
Using ¢” as test function, by Young inequality as in the proof of Proposition 1.7.1, it follows that

(p 1 j |V¢|pdx>f [VulP~2VuV( (PpP)dx— yJ- PP |VulP dx
= =24 pP P
Ach(x)|u| ugp dx+kJQh(x)¢ dx
— p-1 p p
>-AM JQ c(x)¢p dx+kJ;2h(x)qb dx.

which is a contradiction for k large enough.

Step 3: Define k; = sup{k > 0: (Py k) has at least one solution u << 0}. For k < ky, the problem (Py k) has
at least two solutions with uy < 0 and minu, < 0.

For k < ky, let k € (k,k;) such that (P, ;) has a solution 7 < 0. It is then easy to observe that

1
p1=iand B, = ( )ﬁu are both upper solutions to (P, ;) with f; < f, < 0.
By Proposition 1.4.2, (P, ;) has a lower solution a with @ < g; and hence, by Theorem 1.2.1, the
problem (P, ) has a minimum solution u; with a <u; < ;.
In order to prove the existence of the second solution, observe that if f, is not strict, it means
that (P, ;) has a solution u, with u, < f, but u, <« f,. Then u, # u; and we have our two solutions.
If B, is strict, we argue as in the proof of Theorem 1.1.6.

Step 4: Define k, = sup{k > 0: (P) ) has at least one solution}. For k > ky, the problem (Py k) has no
solution and, in case ky < k,, for all k € (ky, k), the problem (Py k) has at least one solution u with u <« 0
and minu < 0.
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The first statement follows directly from the definition of k,. In case k; < k,, for k € (k;, k),
let k € (k, ky) such that (P, ;) has a solution #. Observe that 7 is an upper solution to (P) ;). Again,
Proposition 1.4.2 gives us a lower solution a of (P, ;) with @ < and hence, by Theorem 1.2.1, the
problem (P, ) has a solution u. By definition of ki, we have that u < 0 and by Lemma 1.9.2, we
know that minu < 0.

Step 5: The function ki () is non-decreasing.

Let us consider A, < A,, k <k;(1;) and u < 0 a solution to (P, x)- It is easy to prove that u is an
upper solution to (Py, x). Again, applying Proposition 1.4.2 and Theorem 1.2.1, we prove that the
problem (P, ) has a solution u < 0. This implies that ky(Ay) <ki(Ay). O

1.10 Appendix. Sufficient conditions

Lemma 1.10.1. Given f € L'(Q)), r > max{N/p,1}if p= N and 1 <r <ocoif p=N, let us consider

1
Eyt=( | (v~ feop) ax)
for an arbitrary u € Wol’p(Q). It follows that:
i) If 1 <p <N and ||f*lInsp < SN, Ef(u) is an equivalent norm in Wol’p(Q).
ii) If p=N and ||f*|l, < S, Ef(u) is an equivalent norm in Wol’p(Q).
iii) If p> N and ||f *|ly < Sn, Ef(u) is an equivalent norm in Wol’p(Q).
where, for p # N, Sy denotes the optimal constant in the Sobolev inequality, i.e.
Sy =inf{|IVullp 1 u e W, P (Q), llully = 1},

and, forp=N,
. 1’
SN, = 1nf{||Vu||,’; tuew, p(Q),HuHrz\% = 1}.

Proof. We give the proof for 1 < p < N. The other cases can be done in the same way. First of all,
N
by applying H6lder and Sobolev’s inequalities, observe that, for any h € L7 (Q), it follows that

1
[ heuax < iy < -yl
Q p SN P

On the one hand, by using this inequality, observe that

[ o - e s - 225

On the other hand, following the same argument, we obtain that

Sl

L(wmp—f(x)luw)dxzL(|Vu|ﬁ—f+<x>|ulp)dxz||u||P(1— : —

") = Al
with A > 0 since ||f"||y < Sy. The result follows. O
P
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As an immediate Corollary, we have a sufficient condition to ensure that m, > 0.

Corollary 1.10.2. Recall that m,, is defined by (1.1.1). Under the assumptions (A), it follows that:
) I N, then ||h* e s impli 0
i) If1<p <N, then || ||N/p<(7) N implies m, > 0.

_1\p-1
i) If p = N, then ||h*|, < (&2 P Sy 4 implies m, > 0.
p q i ,q 1mp p

iii) If p> N, then ||h*||; < (%)pilsN implies m, > 0.
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A priori bounds and multiplicity of solutions for an
indefinite elliptic problem with critical growth in
the gradient

2.1 Introduction and main results

The chapter deals with the existence and multiplicity of solutions for boundary value problems
of the form
—Au = cy(x)u+ p(x)|Vul® + h(x), ueHj(Q)NL®(Q), (Q)

with ¢, depending on a real parameter 1. Here Q C RN, N > 2, is a bounded domain with bound-
ary dQ of class C"!, c¢) and h belong to L1(Q) for some g > N/2 and p belongs to L®(Q).

This type of problem, which started to be studied by L. Boccardo, F. Murat and J.P. Puel in the
80’s, has attracted a new attention these last years. Under the condition c) < —a( <0 a.e. in Q for
some ag > 0, the existence of a solution to (Q),) is a particular case of the results of [23,25] and its
uniqueness follows from [19,20]. The case ¢, = 0 was studied in [4, 62] and the existence requires
some smallness condition on ||uh||y/,. The situation where one only requires ¢y <0 a.e. in Q (i.e.
allowing parts of the domain where ¢, = 0 and parts of it where c) < 0 ) proved to be more complex
to treat. In the recent papers [18,46], the authors explicit sufficient conditions for the existence of
solutions to (Q,). Moreover, in [18], the uniqueness of solution is established (see also [17] in that
direction). All these results were obtained without requiring any sign conditions on y and h.

In case cy = Ac 2 0, as we shall discuss later, problem (Q,) behaves very differently and becomes
much richer. Following [104], which considers a particular case, [76] studied (Q,) with p(x)=p >0
and Ac z 0 but without a sign condition on h. The authors proved the existence of at least two
solutions when A > 0 and [|(#h)"||y/2 are small enough. The restriction y constant was removed
in [18] and extended to p(x) > p; > 0 a.e. in ), at the expense of adding the hypothesis # Z 0. Next,
in [50], assuming stronger regularity on ¢ and h, the authors removed the condition 4 Z 0. In this
paper, it is also lightened that the structure of the set of solutions when A > 0, crucially depends
on the sign of the (unique) solution to (Q). Note that, in [46], the above results are extended to the
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p-Laplacian case. Also, in the frame of viscosity solutions and fully nonlinear equations, under
corresponding assumptions, similar conclusions have been obtained very recently in [92].

We refer to [76] for an heuristic explanation on how the behavior of (Q,) is affected by the
change of sign in front of the linear term. Actually, in the case where p(x) = p is a constant, it is
possible to transform problem (Q,) into a new one which admits a variational formulation. When
¢y < —ap <0, the associated functional, defined on H&(Q), is coercive. If ¢y £ 0, the coerciveness
may be lost and when ¢, 2 0, in fact as soon as c} 2 0, the functional is unbounded from below.
In [76] this variational formulation was directly used to obtain the solutions. In [18,50] where
p is non constant, topological arguments, relying on the derivation of a priori bounds for certain
classes of solutions, were used.

The only known results where ¢, may change sign are [47,75] (see also [64] for related prob-
lems). They both concern the case where y is a positive constant. In [75], assuming h 2 0, uh and
c] small in an appropriate sense, the existence of at least two non-negative solutions was proved.
In [47], the authors show that the loss of positivity of the coefficient of u does not affect the struc-
ture of the set of solutions to (Q,) observed in [50] when ¢y = Ac Z 0. Since y is constant in [47,75],
it is possible to treat the problem variationally. The main issue, to derive the existence of solutions,
is then to show the boundedness of the Palais-Smale sequences.

When ¢, z 0, all the above mentioned results require either y to be constant or to be uniformly
bounded from below by a positive constant (or similarly bounded from above by a negative con-
stant). In [108], assuming that the three coefficients functions are non-negative, a first attempt
to remove these restrictions on y is presented. Following the approach of [18], the proofs of the
existence results reduce to obtaining a priori bounds on the non negative solutions to (Q,). First
it is observed in [108] that a necessary condition is the existence of a ball B(xy,p) C Q and v > 0
such that y > v and ¢ > v on B(xp,p). When N = 2 this condition also proves to be sufficient.
If N = 3 or 4 the condition y > py > 0 on a set @ C Q such that supp(c) C @ permits to obtain
the a priori bounds. Other sets of conditions are presented when N = 3 and N = 5. However, if
the approach developed in [108], which relies on interpolation and elliptic estimates in weighted
Lebesgue spaces, works well in low dimension, the possibility to extend it to dimension N > 6 is
not apparent.

In this chapter we pursue the study of (Q,) and consider situations where the three coefficients
functions c,, ¢ and h may change sign. We define for v € L!(Q), v* = max(v,0) and v~ = max(-v,0).
As observed already in [47], the structure of the solution set depends on the size of the positive
hump (i.e. c}) but it is not affect by the size of the negative hump (i.e. ¢}). Hoping to clarify this,
we now write ¢, under the form c; = Ac, —c_ and consider the problem

~Au = (Acy(x) = c_(x))u + pu(x)|Vul* + h(x), ueHy(Q)NL®(Q), (Py)
under the assumption

Q c RN, N > 2, is a bounded domain with boundary dQ of class chl

c.,c_,h*t e L1(Q) for some g > N/2, y,h~ € L*(Q),

c(x) =0, c_(x) 20and c_(x)c,(x) =0 a.e. in Q, (A7)
|QQ,| > 0, where Q, :=Supp(c,)

there exists a ¢ > 0 such that p(x) > p; >0and c_ =0in {x € Q:d(x,Q,) < e}.
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For a definition of Supp(f) with f € LP(Q), for some p > 1, we refer to [26, Proposition 4.17]. Note
also that the condition that c. =0 on {x € Q : d(x,Q,) < ¢} for some ¢ > 0, is reminiscent of the
so-called “thick zero set” condition first introduced in [10].

We also observe that, under the regularity assumptions of condition (A), any solution to (P,)
belongs to C**(Q) for some 7 > 0. This can be deduce from [82, Theorem IX-2.2], see also [17,
Proposition 2.1].

As in [18, 50, 108] we obtain our results using a topological approach, relying thus on the
derivation of a priori bounds. In that direction our main result is the following.

Theorem 2.1.1. Assume (Ay). Then, for any Ay > Ay > 0, there exists a constant M > 0 such that, for
each A € [Ay,A,], any solution to (P,) satisfies sup ut < M.

Having at hand this a priori bound, following the strategy of [18], we show the existence of a
continuum of solutions to (P,). More precisely, defining

Y :={(A,u) e RxC(Q): u solves (P,)}, (2.1.1)
we prove the following theorem.

Theorem 2.1.2. Assume (A1) and suppose that (Py) has a solution ug with c,ug 2 0. Then, there exists
a continuum ¢ C ¥ such that the projection of € on the A-axis is an unbounded interval (—co, ] for
some A € (0,+00) and € bifurcates from infinity to the right of the axis A = 0. Moreover:

1) for all A <0, the problem (P,) has an unique solution u) and this solution satisfies uy —||t1o]|eo <
Uy < Uup.

2) there exists Ay € (0, A] such that, for all X € (0, Ay), the problem (P,) has at least two solutions with
u; >ugfori=1, 2.

Remark 2.1.1.

a) Theorem 2.1.2, 1) generalizes [18, Theorem 1.2].

b) Note that problem (F) is given by
-Au :—c_(x)u+;u(x)|Vu|2+h(x), u eH&(Q)ﬁL‘X’(Q).

In [18,46] the authors give sufficient conditions to ensure the existence of a solution to (F).
Moreover, if h > 01in Q, [17, Lemma 2.2] implies that the solution to (P,) is non-negative.

Let us give some ideas of the proofs. As we do not have global sign conditions, the approaches
used in [18, 50, 108] to obtain the a priori bounds do not apply anymore and another strategy
is required. To this aim, we further develop some techniques first sketched in the unpublished
work [105]. These techniques, in the framework of viscosity solutions to fully nonlinear equations,
now lies at the heart of the paper [92]. We also make use of some ideas from [64]. First we show, in
Lemma 2.4.1, that it is sufficient to control the behavior of the solutions on Q,. By compactness,
we are then reduced to study what happens around an (unknown) point ¥ € Q. We shall consider
separately the alternative cases X € Q,NQ and ¥ € Q,NJQ. A local analysis is made respectively in
a ball or a semiball centered at x. If similar analysis, based on the use of Harnack type inequalities,
had previously been performed in other contexts when X € (2, we believe it is not the case when
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X € dQ. For x € JQ, the key to our approach is the use of boundary weak Harnack inequality.
Actually a major part of the chapter is devoted to establishing this inequality. This is done in a
more general context than needed for (P,). In particular it also cover the case of the p-Laplacian
with a zero order term. We believe that this “boundary weak Harnack inequality”, see Theorem
2.3.1, is of independent interest and will proved to be useful in other settings. Its proof uses ideas
introduced by B. Sirakov [106]. In [106] such type of inequalities is established for an uniformly
elliptic operator and viscosity solutions. However, since our context is quite different, the result
of [106] does not apply to our situation and we need to work out an adapted proof.

We now describe the organization of the chapter. In Section 2.2, we present some preliminary
results which are needed in the development of our proofs. In Section 2.3, we prove the boundary
weak Harnack inequality for the p-Laplacian. The a priori bound, namely Theorem 2.1.1, is proved
in Section 2.4. Finally Section 2.5 is devoted to the proof of Theorem 2.1.2.

Notation.
1) In RN, we use the notations |x| = \/x? +... + xlz\, and Bg(y) = {x e RN : |x—y| < R}.
2) We denote Rt = (0,+00), R™ = (—00,0) and N ={1,2,3,...}.
3) For hy, h, € LY(Q) we write

e hy < hyif hy(x) < hy(x) for a.e. x € Q,
e hy 5 hyif hy <hy and meas({x € Q : hy(x) < hy(x)}) > 0.

2.2 Preliminary results

In this section, we collect some results which will play an important role throughout the chap-
ter. First of all, let us consider the boundary value problem

~Au+H(x,u,Vu)=f,  ueH)(w)NL®(w) (2.2.1)
Here w C RN is a bounded domain, f € L!(w) and H : @ x Rx RN — R is a Carathéodory function.

Definition 2.2.1. We say that & € H' (w) N L®(w) is a lower solution to (2.2.1) if a™ € Hé(w) and, for
all p € H&(w) N L*®(w) with ¢ > 0, we have

f VaV(pderJ. H(x,a,Va)(pdxsj f(x)pdx.
w w w

Similarly, g € H'(w) N L®(w) is an upper solution to (2.2.1) if p~ € H&(a)) and, for all p € H&(w) N
L*(w) with ¢ > 0, we have

j VﬁV(pdx+j H(x,,VB)pdx > j f(x)pdx.
w w w
Next, we consider the boundary value problem
—Au +a(x)u = b(x), ue Hé(a)), (2.2.2)
under the assumption

wC IRN, N > 2, is a bounded domain,
(2.2.3)

a, be L (w) for some r>N/2.
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Remark 2.2.1. With the regularity imposed in the following lemmas and in the absence of a gradi-
ent term in the equation, we do not need the lower and upper solutions to be bounded. The full
Definition 2.2.1 will however be needed in other parts of the chapter.

Lemma 2.2.1. (Local Maximum Principle) Under the assumption (2.2.3), assume that u € H' (w) is a
lower solution to (2.2.2). For any ball Bog(y) C w and any s > 0, there exists C = C(s,1,allLr(B,4(y)), R) >

0 such that
suput < C[(I (u+)sdx) +|b* L (Byr(y
Br(v) Byr(¥)

Proof. See for instance [66, Theorem 8.17] and [90, Corollary 3.10]. O

Lemma 2.2.2. (Boundary Local Maximum Principle) Under the assumption (2.2.3), assume that
u € HY(w) is a lower solution to (2.2.2) and let xy € dw. For any R > 0 and any s > 0, there exists
C = C(s, 7, |lallLr(B,p(xo)nw)s R) > O such that

1/s
sup u+sc[(j (0 dx) 415 et |
Bor(x0)Nw

Br(xp)Nw

Proof. See for instance [66, Theorem 8.25] and [90, Corollary 3.10 and Theorem 3.11]. O

Remark 2.2.2. Lemmas 2.2.1 and 2.2.2 proof’s are done in [66] for a € L*(w) and s > 1. Neverthe-
less, as it is remarked on page 193 of that book, the proof is valid for a € L"(w) with r > N/2 and,
following closely the proof of [90, Corollary 3.10], the proofs can be extended for any s > 0.

Lemma 2.2.3. (Weak Harnack Inequality) Under the assumption (2.2.3), assume that u € H'(w) is
a non-negative upper solution to (2.2.2). Then, for any ball Byr(y) C w and any 1 <s < % there exists

C =C(s, 1, llallLr(B,g(v)), R) > 0 such that
1/s
inf u > CI:(J SdX) - ”b_”L" B .
B(v) Boay) (Bsr())
Proof. See for instance [66, Theorem 8.18] and [90, Theorem 3.13]. O

Now, inspired by [27, Lemma 3.2] (see also [60, Appendix A]), we establish the following
version of the Brezis-Cabré Lemma.

Lemma 2.2.4. Let o C RN, N > 2, be a bounded domain with boundary dw of class C'! and let
a € L®(w)and f € L' (w) be non-negative functions. Assume that u € H'(w) is an upper solution to

—Au+a(x)u=f(x), ue HO(a)).
Then, for every Byr(v) C w, there exists C = C(R,y, w, ||al|«) > 0 such that
u(x)
inf ———

>C x)dx
w d(x aa)) BR(y)f( )

Proof. First of all, as a and f are non-negative, by the weak maximum principle, it follows that

o d(x, dw)

Now let Byr(y) C w. By the above inequality, we can assume without loss of generality that

>0.

f(x)dx>0.
Br(y)

We split the proof into three steps.
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Step 1: There exists c; = c1(R, y, w, ||all) > 0 such that

u(x)

>c x)dx, VYxeB . 2.2.4
g 20, S k) (2.24)

Since f is non-negative, observe that u is a non-negative upper solution to
—Au+a(x)u=0, ue H&(a)).

Hence, by Lemma 2.2.3, there exists a constant ¢; = ¢,(R, |||s) > 0 such that
u(x)ZCZJ udx, Y xeBgn(y). (2.2.5)
Br(v)

Now, let us denote by & the solution to

{_AE + ||61||00€ = XBR(y)r inw,

2.2.6
=0, on dw. ( )

By [29, Theorem 3], there exists a constant c3 = c3(R, 9, w, ||a]|,) > 0 such that, for all x € w, £(x) >
c3d(x, dw). Thus, since Byr(y) C w, f is non-negative and d(x, dw) > R for x € Bg(yp), it follows that

f udx:f u(—A£+||a||mé)dx2Jf(x)édeqJf(x)d(x,&w)de%RJ f(x)dx.
Br(v) @ W @ Br(v)

Hence, substituting the above information in (2.2.5) we obtain for ¢4 = cpc3R
u(x)>cy f(x)dx, Y xe€Bgrny), (2.2.7)
Br(v)
from which, since @ ¢ RV is bounded, (2.2.4) follows.
Step 2: There exists c5 = c5(R, ), w, ||al|o) > O such that

u(x)

>c x)dx, VYxew\B . 2.2.8
e mEL N #2(9) (2.2.8)
Let w be the unique solution to
—Aw+|lallow=0,  inw\Bgrpx(y),
w=0, on dw, (2.2.9)
w=1, on dBg/ ().

Still by [29, Theorem 3], there exists ¢g = c4(R, ¥, @,llall) > 0 such that w(x) > cgd(x, dw) for all
x € w \ Bg/»(y). On the other hand, let us introduce

_ 1u(x)
cy fBR@) f(x)dx

with ¢4 given in (2.2.7). Observe that v is an upper solution to (2.2.9). Hence, by the standard

v(x)

J

comparison principle, it follows that v(x) > w(x) for all x € w \ Bg/»(y) and (2.2.8) follows.
Step 3: Conclusion.
The result follows from (2.2.4) and (2.2.8). O
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2.3 Boundary weak Harnack inequality

In this section we present a boundary weak Harnack inequality that will be central in the proof
of Theorem 2.1.1. As we believe this type of inequality has its own interest, we establish it in the
more general framework of the p-Laplacian. Recalling that A,u = div(|VulP~2Vu) for 1 < p < co, we
introduce the boundary value problem

—Apu + a()|ulP?u=0, wue Wol’p(a)). (2.3.1)

Let us also recall that u € W'"P(w) is an upper solution to (2.3.1) if u~ € Wol’p(a)) and, for all ¢ €
Wol'p(w) with ¢ > 0, it follows that

J [VulP~2Vu Vodx+ J a(x)|ulP2updx>0.
w w

We then prove the following result.

Theorem 2.3.1. (Boundary Weak Harnack Inequality) Let  C RN, N > 2, be a bounded domain
with boundary dw of class C"! and let a € L®(w) be a non-negative function. Assume that u is a
non-negative upper solution to (2.3.1) and let x € dw. Then, there exist R > 0, ¢ = &(p, R, ||al|o, @) >
0 and C = C(p,R, &,||alle, @) > 0 such that, for all R € (0,R],

. M(X) J‘ ( M(X) € )1/5
inf >C dx) .
Br(xo)Nw d(x, dw) ( By(xo)ne V4 (%, aw))

As already indicated, in the proof of Theorem 2.3.1 we shall make use of some ideas from [106].

Before going further, let us introduce some notation that we will be used throughout the sec-
tion. We define

-1
r:=r(N,p)={ N-p
+ 00 ifp>N,

and denote by Q,(y) the cube of center y and side of length p, i.e.
Qo) ={xe€ RN : |x; —v;| <p/2fori=1,...,N}.

In case the center of the cube is pe with e = (0,0,...,1/2), we use the notation Q, = Q,(pe).

Let us now introduce several auxiliary results that we shall need to prove Theorem 2.3.1. We
begin recalling the following comparison principle for the p-Laplacian.

Lemma 2.3.2. [112, Lemma 3.1] Let @ C RN, N > 2, be a bounded domain and let a € L*(w) be a
non-negative function. Assume that u,v € WhP(w) satisfy (in a weak sense)

{—Apu+a(x)|u|p_2u < —Apv+a(x)|v|p_2v, in w,

u<v, on dw.
Then, it follows that u <v.

As a second ingredient, we need the weak Harnack inequality.
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Theorem 2.3.3. [90, Theorem 3.13] Let @ C RN, N > 2, be a bounded domain and let a € L*(w) be a
non-negative function. Assume that u € WP(w) is a non-negative upper solution to

—Apu + a(X)ulP?u=0, wue Wol'p(w);

and let Q,(xg) C w. Then, for any o, € (0,1) and y € (0,r), there exists C = C(p,y,0,7,p,lalle) > 0

such that
inf u> C(J u? dx
Qrp(xo) Q (XO)

ap

)1/7/

In the next result, we deduce a more precise information on the dependence of C with respect
to p. This is closely related to [113, Theorem 1.2] where however the constant still depends on p.

Corollary 2.3.4. Let a be a non-negative constant and y € (0,r). There exists C = C(p,y,a) > 0 such
that, for all 0 < p < 1, any u € WYP(Q3 (e)) non-negative upper solution to
2

—Apu +aulP?u=0, ue Wol’p(Qa~(e)), (2.3.2)

SIS

satisfies

1/y
inf uZCﬁ_N/”(J- uydx) .
Qple) Qsle)

Proof. Let C = C(p,a,y) > 0 be the constant given by Theorem 2.3.3 applied with p = % and o =

T= % This means that if v € WLP(Q%(e)) is a non-negative upper solution to

_ 1,
Ay +aplfPPv=0, veW, p(Q%(e)), (2.3.3)

then

1/y
inf v(y) > C(J vydy) .
Qi(e) Qile)

As 0 < p < 1, observe that if u is a non-negative upper solution to (2.3.2), then v defined by
v(y) = u(py’, p(yn — %) + %), where v = (v/,yn) with " € R¥N1, is a non-negative upper solution to
(2.3.3). Thus, we can conclude that

1/y 17y
inf u(x) = inf v(y) > C(J 124 dy) = Cﬁ_N/V(J uydx) .
Qi (e)

Qple) Qi (e) Qple)

Finally, we introduce a technical result of measure theory.

Lemma 2.3.5. [71, Lemma 2.1] Let E C F C Qq be two open sets. Assume there exists a € (0,1) such
that:

o [E[<(1-a)lQl
e Forany cube Q C Qq, |QNE| > (1 —a)|Q| implies Q C F.

Then, it follows that |E| < (1 — ca)|F| for some constant c = c(N) € (0,1).
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Now, we can perform the proof of the main result. We prove the boundary weak Harnack
inequality for cubes and as consequence we obtain the desired result.

Lemma 2.3.6 (Growth lemma). Let a be a non-negative constant. Given v > 0, there exists k =

k(p,v,a)> 0 such that, if u € Wl’p(Q%) is a non-negative upper solution to

—Ayu +aluP?u=0, uce Wol’p(Q%),
and the following inequality holds
[{x e Qq:ulx)>xy}l=v. (2.3.4)
Then u(x) > kxy in Q.

Remark 2.3.1. Before we prove the Lemma, observe that there is no loss of generality in considering

a a non-negative constant instead of a € L“(Q%) non-negative. If u > 0 satisfies

—Apu + a(x)|u|p‘2u >0, in Q%,

then u satisfies also
—Apu+lalleo [ufP?u >0, in Qs.

Proof. Let us define S5 = Q% \ ngé(%e) and fix ¢; = ¢;(v) € (0, %) small enough in order to ensure
that [Ss| < 5 for any 0 <6 < ¢;.
Step 1: For all 6 € (0,cy], it follows that |{x € Q%_b—(%e) qu(x) > xnll > 3.

Directly observe that

{xeQq:u(x)>xy}C{xe Q% tu(x)>xy}Ccixe ngb-(%e) tu(x)>xny}USs.

Hence, Step 1 follows from (2.3.4) and the choice of c;.

Step 2: For any € > 0 and all 6 € (0,cq], the following inequality holds

(Lga(ge)uedx)l/g = g(g)l/e‘ (2.3.5)

Since u > 0 and, for any x € Q%_é(%e) we have xy > %, it follows that

Step 2 follows then from Step 1.
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Step 3: For any € € (0,r) and all 6 € (0,c1], there exists Cs = Cg(p, €,0,a) > 0 such that

1/¢
inf M_ 5C6(2) .

X 3
Q34(3¢) N
By Theorem 2.3.3 applied with p = 3, xp = 3eand 1 =0 =1 - %6, there exists a constant
Cs = Cs(p,€,0,a) > 0 such that

inf u(x)ZC,;,(JQ3 ,(é )ugdx)l/g.

Since for all x € ngé(%e) we have x < %, Step 3 follows from the above inequality and Step 2.

Step 4: Conclusion.

S 1/ _ _
We fix € € (0,r), define ks = chb(%) “ and introduce n: [—%, %]N‘l — R a C* function

satisfying
_ 1 1 IN-1
1f(x1,...,xN_1)€[—§,§] ’

¢ i 3-2¢; 3-2¢, N1
=5, 1f(x1,...,xN_1)eaRN,1([_ 2, 41] )

0

~

n(xg,...,xN-1) =

and
3-2¢; 3-2¢ ]N_l
24, =0 )

c
OSW(xl,...,xN_l)s?l for (xl,...,xN_l)e[— 1

Moreover, we consider the auxiliary function

v(g(xl,...,xN) = %(xN—q(xl,...,xN_l))2+(xN—17(x1,...,xN_1))

defined in

O

3-2¢; 3-2¢; V-1
wéz{(xl,...,xN)e[— 4CI,TC1] X[O,%]:r](xl,...,xN_l) NSE}

xn_1) < 2. Hence, there exists ¢, = c,(p, v,a) € (0,¢; ]

Observe that, in wg, we have 0 < xx —#(xq,..., 5

such that, for all 0 < 6 < ¢,

N-1 p-2
0 = d
7’7)%1) ’ —’7]|+ﬁ(5<o, in ws.
Z .

2 = 9 =
—A p- <__ 1)+ 2P~ 1| _[(
Vo +alvslP v, (p—-1)+ E_l I\ &

On the other hand, we define us = %{—’: and immediately observe that
—Apus+ aluslP~2us >0, inws.

Now, since by Step 3, we have
2ks O o
> -5 A — 5 > ) f =
Us S 5 Vs or Xy B
it follows that
us>vs on dws.
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Then, applying Lemma 2.3.2, it follows that, for any 6 € (0,c,], vs < us in wg. For 6 = ¢,/2, we
obtain in particular

1 1 2 1 .
u(x)zEk%zv%z(x):Ek%(ax§,+xN)2§kc72xN, in a)%zﬂQl.
The result then follows from the above inequality and Step 3. O]

Lemma 2.3.7. Let a € L*(Qy) be a non-negative function. Assume that u € WYP(Qy) is a non-negative
upper solution to

—Apu +a(X)ulP?u=0, ue Wol’p(Q4), (2.3.6)

satisfying
infM <1.
Q1 XN
Then, there exist M = M(p,||all.) > 1 and p € (0,1) such that
tx e Qi u(x)/xy>M}|<(1-p), VjeN. (2.3.7)

Proof. Let us fix some notation that we use throughout the proof. We fix y €

(0,7) and consider
C; = Ci(pllalls) > O the constant given by Corollary 2.3.4. We introduce a € (0

,1) and fix C, €
N

(0,1) the constant given by Lemma 2.3.5. Moreover, we choose v = (1 — 0‘)(%1) and denote by

k=k(v,p,|lalle) € (0,1) the constant given by Lemma 2.3.6 applied to an upper solution to

_ 1,
—Apu+ 2P |lallolulPu =0, ueW, ”(Q%), (2.3.8)

with the chosen v. Let us point out that, if u is a non-negative upper solution to (2.3.6), then u is
a non-negative upper solution to (2.3.8). Finally, we consider

and we are going to show that (2.3.7) holds with y = aC,.

First of all, observe that {x € Q; : u(x)/xy > M} C {x € Q; : ku(x) > xy}. Hence, since infg, ku(x)/xy <
k, Lemma 2.3.6 implies that

{x € Q1 :u(x)/xy >M}| <|{xeQq:ku(x)>xyll<v<l-a<l-Ca (2.3.9)
and, in particular, (2.3.7) holds for j = 1. Now, let us introduce, for j € IN'\ {1},
E={xeQp:u(x)/xy >M/} and F={xeQ:u(x)/xy>M1}
Since M >1 and j € IN'\ {1}, observe that (2.3.9) implies that
|E| = |{x € Qq : u(x)/xy >MI}| <|{x € Qq : u(x)/xy >M}|<1-a, (2.3.10)
and the first assumption of Lemma 2.3.5 is satisfied.

Claim: For every cube Q,(xo) C Qy such that

|E N Qplx0)l = (1 - a)Qp(x0) = (1 —a)pN . (2.3.11)

we have Q,(xq) C F.
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x'-x; XN
i ), where
p’ = 2x¢,, and the rescaled function v(y) = &u(p’y’ +xy,p'vn). Then v is a non-negative upper

Let us denote xq = (x{, Xp, ) with x; € RN~!. We define the new variable y = (

solution to
~Apv+ 2 allolelP?v =0, in Qup(—x0/p’,2/p"). (2.3.12)

Moreover, observe that
x€ENQy(xo) ifandonlyif ye{yeQyyle):v(m)/M >ypyl,
and so, that (2.3.11) is equivalent to

9 € Quprle) : v@/MI > )l = (1= @) Qppr(e) = (1 —a)( S ). (2.3.13)

‘D‘|-Q

Observe also that the embedding Q,(xo) C Q; implies that p < p’ <2 -p and |xg;| < I_Tp forie

{1,...,N —1}. In particular, we have Q% C Q4/pr( - xy/p’, 2/p'). Hence v is an upper solution to
(2.3.8).

Now, we distinguish two cases:

Case 1: p > p’/4. Observe that v/M/ is a non-negative upper solution to (2.3.8). Moreover, as
p <p’,(2.3.13) implies that

v € Q1 :v(@)/M! >y}l 2 |y € Quprle) : v()/M > py | > v.

Hence, by Lemma 2.3.6, v(y)/M/ > kyn in Q and so, by the definition of k, v(y)/yn > M1 in
Qp/p'(e). This implies that u(x)/xy > MI~lin Qp(x0)-

Case 2: p < p’/4. Recall that v/M/ is a non-negative upper solution to (2.3.8). Hence, v/M/ is also
a non-negative upper solution to

~Aptu+ 2P lalloulP?u =0, in Qz () C Q3
20’

Thus, by Corollary 2.3.4, we deduce that

_ 1/y
inf Y05 cl((ﬂ,) NJ (=) dy) . (2.3.14)
Qp/p’(e) MJ p Qp/p’(e) M/

Now, let us introduce ‘
G={y€Qple):v(y)/M >1/4},
and, as yy > 1/4 for all y € Q. (e), observe that (2.3.13) implies the following inequality

Gl > Iy € Qpypr(e) : v(p)/M! >y}l > (1 - a)(g)’“.
Hence, we deduce that
VoY vy 1\ 1y» p\N
JQW(E)(M) vz [ (5m) av> (31602 () a-a(5)"

and so, by (2.3.14), that

Finally, using that M > Cil(l —a)"7 and that YN S Lin Qp/p (e), we deduce that v(y) > Mj‘lyN in
Qp/p'(€). Thus, we can conclude that u(x)/xy > M/7lin Qp(xp)-

74



In both cases we prove that u(x)/xy > M/l in Qp(xo). This means that Q,(xo) C F and so, the
Claim is proved.

Since (2.3.10) and the Claim hold, we can apply Lemma 2.3.5 and we obtain that |E| < (1 -
Cya)|F|, i.e.
l{x € Qp : u(x)/xy > M) <(1-Cra)lfxe Q :u(x)/xy >M™Y, V jeIN\({1}.
Iterating in j and using (2.3.9), the result follows with y = C,a € (0,1) depending onlyon N. [

Theorem 2.3.8 (Boundary weak Harnack inequality for cubes). Let a € L*(Qy) be a non-negative
function. Assume that u € WVP(Qy) is a non-negative upper solution to

—Apu+ a(x)|ufP?u=0, wue WOLP(QAL),

Then, there exist € = £(p, ||alle) > 0 and C = C(p, &, ||allo) > O such that

i(rgllfw > c( JQI (M)de)m.

XN XN

Proof. Let us split the proof into three steps.
Step 1: Assume that infgy, %’:) < 1. Then, there exist ¢ = €(p,||al|le) > 0 and C = C(p, ¢, |all) > 0 such
that, for all t > 0,

l{x € Qq : u(x)/xyn > t}| < Cmin{1, ¢},

Let us define the real valued function

f(#)=l{x € Qu:u(x)/xn > t)],
and let M and yu be the constants obtained in Lemma 2.3.7. We define

_1In(1-p)

_ -1 2¢e —__
C=max{(l-p4)" ,M“}>1 and ¢ oM > 0.

If t € [0, M], we easily get
l{x € Qq : u(x)/xy >t} <1< CM~% < Cmin{l,t ).

Hence, let us assume t > M > 1. Without loss of generality, we assume t € [M/, MJ/*!] for some

j €N, and it follows that
Int . Int
<j<——

lnM_1 =1 M
Since f is non-increasing and 1 -y € (0, 1), the above inequality and Lemma 2.3.7 imply

Int 1

FO)<fFM)<(1=p) < (1= p)mnt, (2.3.15)
Finally, observe that
ot g lnt_) o ln(l—y)_ ~ B B Dy
ln((l ) )‘(_mM (1= =tnt=2—F_In(1-p) < ~2eInt+In C = In(Ct ). (2.3.16)

The Step 1 then follows from (2.3.15), (2.3.16) and the fact that min{1,¢%¢} = t=2¢ for t > 1.
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Step 2: Assume that infg, ulx) <, Then, there exists C = C(p, ¢, ||al|o) > 0 such that

XN
&
j Cﬂﬁ)deC<+m. (2.3.17)
Q ' AN
Directly, applying [66, Lemma 9.7], we obtain that
P [
J Gﬁﬁ)dx:ef N x € Qy : u(x)/xy > )| dt.
Q '\ N 0
Hence, (2.3.17) follows from Step 1.
Step 3: Conclusion.

Let us introduce the function u
v u@) o’

lnfyte y_N + ﬁ

where f > 0is an arbitrary positive constant. Obviously, v satisfies the hypothesis of Step 2. Hence,
applying Step 2, we obtain that

Jl(ﬂi”% L fdxsc,

. u(y)
11’1f}]€Q1 In + ﬁ

or equivalently that

1 PR
Cl/e(JQl(%) dx) Slglf%+/5.

Letting p — 0 we obtain the desired result. O

Proof of Theorem 2.3.1. Thanks to the regularity of the boundary, there exists R > 0 and a diffeo-
morphism ¢ such that ¢(Bz(xy) Nw) C Q; and @(Bg(xy) N dw) C {x € dQ; : xy = 0}. The result then
follows from Theorem 2.3.8. O

We end this section by presenting a corollary of Theorem 2.3.1. Consider the equation
—Au +a(x)u = b(x), ue H&(w), (2.3.18)
under the assumption

wCRN, N> 2, is a bounded domain with boundary dw of class cht,
aeLl®(w), b~ e LP(w) for some p >N and b* € L' (w), (2.3.19)

a>0ae. inw.

Corollary 2.3.9. Under the assumption (2.3.19), assume that u € HY(w)isa non-negative upper solu-
tion to (2.3.18) and let xo € dw. Then, there exist R>0,e=¢(R, lalleo, @) >0, C; = C1(R, &,||a]] oo, @) > 0
and C, = Cy(w, ||al|e) > 0 such that, for all R € (0,R],

. u(x) (j ( u(x) )é )1/6 ~
inf >C ix) — ol o
Bg(xo)nw d(x, dw) ! Ba(xo)ne VA (X, 0w) 2167 Nl (o)

In order to prove Corollary 2.3.9 we need the following lemma
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Lemma 2.3.10. Let  C RN, N > 2, be a bounded domain with boundary dw of class C*"' and let
a€L®(w)and g € LP(w), p > N, be non-negative functions. Assume that u € H'(w) is a lower solution
to

—Au+a(x)u=g(x), ue Hé(a)).

Then there exists C = C(w, ||al|s) > 0 such that

u(x)
SUP T 90) < Cllglltr(w)-

Proof. First of all, observe that it is enough to prove the result for v solution to

{—Av +a(x)v = g(x), inw,

v=0, on dw.

as, by the standard comparison principle it follows that u < v. Applying [66, Theorem 9.15 and
Lemma 9.17] we deduce that v € Woz'p(a)) and there exists C; = C;(w, ||a||s,) > 0 such that

Ivllw2r(w) < Cillgllze(w)-
Moreover, as p > N, by Sobolev’s inequality, we have C, = C,(w, |4||o,) with
Wller @) < Callgllze(w)
and so, we easily deduce that
v(x) < C3llgllp()d(x, dw), VY xe€w.
Hence, since u < v, the result follows from the above inequality. O]

Proof of Corollary 2.3.9. Let w > 0 be the solution to

-Aw+a(x)w="b"(x), in w,
(2.3.20)
w=0, on dw.
Observe that v = u + w satisfies
—Av+a(x)v >0, in w,
(2.3.21)
>0, on dw.

Hence, by Theorem 2.3.1, there exist R>0, ¢ =¢(p,R,||alle;w) > 0 and C = C(p, R, &,allco, @) > O
such that, for all R € (0, R],

. v(x) (J ( v(x) )f )1/8
inf >C dx] . 2.3.22
Bg(xo)nw d(x, dw) Ba(xo)naw VA (%, dw) ( )
On the other hand, by Lemma 2.3.10, there exists C; = Cy(w, ||4||,) > 0 such that

w(x) _
SUP T o) < GCollb Ml () - (2.3.23)

From (2.3.22), (2.3.23) and using that u = v — w, the corollary follows observing that w > 0 and
hence v > u. O
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2.4 A priori bound

This section is devoted to the proof of Theorem 2.1.1. As a first step we observe that, to obtain
our a priori upper bound on the solutions to (P,), we only need to control the solutions on Q7.
This can be proved under a weaker assumption than (A;). More precisely, we assume

Q c RN, N >2, is a bounded domain with boundary dQ of class C*!,
c;, c_ and h belong to L1(Q) for some g > N/2, p belong to L*(Q),
ci(x) >0, c_(x) >0and c_(x)c (x) =0 a.e. in Q,

|Q2,| > 0, where Q, :=Supp(c,),
and we prove the next result.

Lemma 2.4.1. Assume that (B) holds. Then, there exists M > 0 such that, for any A € R, any solution u
of (P,) satisfies
—supu —M < u <supu’ +M.
Q, Q,
Remark 2.4.1. Let us point out that if ¢, =0, i.e. [(Q,| =0, the problem (P,) reduces to
~Au = —c_(x)u+ p(x)|Vul> + h(x), ueHy(Q)NL®(Q), (2.4.1)

which is independent of A. If (2.4.1) has a solution, by [18, Proposition 4.1] it is unique and so, we
have an a priori bound.

Proof. In case problem (P,) has no solution for any A € R, there is nothing to prove. Hence, we
assume the existence of A € R such that (P;) has a solution ii. We shall prove the result with
M :=2|ii]|,. Let u be an arbitrary solution to (P,).

Step 1: u <supq, u*+M.

Setting D := Q\Q, we define v = u —supu*. We then obtain
oD

—Av=—c_(x)v+ /u(x)IVVI2 +h(x)—c_(x)supu® < —c_(x)v + pt(x)lel2 +h(x), inD.
oD

As v <0 on dD, the function v is a lower solution to
—-Az=—c_(x)z+ /u(x)|Vz|2 + h(x), U e H&(D) NL*(D). (2.4.2)
Setting v = ii + ||ii||, we observe that
—AT = —c_(x)7 + p(x)[VI)? + h(x) + c_(x)|]i]|oo = —c_(x)7 + p(x)|[V?]* + h(x), inD,

and thus, as 7 > 0 on dD, the function ¥ is an upper solution to (2.4.2). By [17, Lemma 2.1], we
know that u, il € H'(Q)nW,>N(Q)NC(Q) and hence, v, 7 € H(D)nW,uY (D)NC(D). Applying [17,
Lemma 2.2] we conclude that v <7 in D namely, that

u-supu® <i+|ille, inD.
dD
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This gives that
u <+l +supu”, inD,
dD

and hence

u<M+supu®, inQ.
Q,

Step 2: u > —supgy u” —M.

We now define v = u + supu~ and obtain v > 0 on dD as well as
dD

—Av =—c_(x)v+ y(x)IVvIZ +h(x)+c_(x)supu” > —c_(x)v+ ;4(x)|Vv|2 +h(x), inD.
dD

Thus v is an upper solution to (2.4.2). Now defining v = #i —||ii||,,, again, we have 7 < 0 on dD as
well as

—AT = —c_(x)7 + p(x)|[V7* + h(x) = c_ ()|l < —c_(x)7 + u(x)|V7]* + h(x), in D.

Thus 7 is a lower solution to (2.4.2). As previously we have that v, 7 € H(D)N Wllo’i\[(D) NC(D) and
applying [17, Lemma 2.2] we obtain that ¥ <v in D. Namely

i —|[i|leo <u+supu~, inD.
dD

Thus
u>i—|[d|l—supu~, inD,
oD

and without restriction we get that

u>-supu —-M, inQ),
Q,

ending the proof. O]
Now, let u € Hé (QQ)NL>(Q) be a solution to (P)). Following [18, Proposition 6.1], we introduce

1 1
w;(x) = y—(e"f”(x) - 1) and  gi(s)= ‘u—ln(l + 1;s), i=1,2, (2.4.3)
i i

where i is given in (A;) and p, = esssup p(x). Observe that
u=gi(w;) and 1+ pw;=ek", i=1,2,
and that, by standard computations,
~Aw; = (1 + pw;)[ (A (x) = e ()i (w;) + h(x) |+ eVl (u(x) - 7). (2.4.4)

Using (2.4.4) we shall obtain a uniform a priori upper bound on u in a neighborhood of any
fixed point x € Q. We consider the two cases x € Q, NQ and X € O, N JQ separately.

Lemma 2.4.2. Assume that (A;) holds and that X € Q, N Q. For each A, > Ay > 0, there exist M; > 0
and R > 0 such that, for any A € [Ay,A,], any solution u of (P,) satisfies Supp, x4 < Mj.

Proof. Under the assumption (A;) we can find a R > 0 such that p(x) > p; >0, c. = 0in B4r(x) C Q
and c, 2 0 in Bg(x). For simplicity, in this proof, we denote B,z = B,,g(X), for m € IN.
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Since c_ = 0 and p(x) > p in Byg, observe that (2.4.4) reduces to
—Awy + prh (X)wy 2 A1+ pywy)eg (x)gr(wy) + B (x)(1+ pywy) —h(x),  in Byg. (2.4.5)
Let z, be the solution to

6_1

—Azy + ph(x)zp = _AZC+(X)Z} Zy) € Hé(B4R). (2.4.6)

By classical regularity arguments (see for instance [82, Theorem III-14.1]), z, € C(B4g). Hence,
there exists D = D(X, p1, Ao, [[h7||pa(B,, ), llcsllLa(B,z), 4, R) > 0 such that

Zy 2 -D in B4R' (24:7)
Moreover, by the weak maximum principle [66, Theorem 8.1], we have that z, < 0. Now defining

. . -1 . pe
VI =w;—2+ ’%1, and since minj_y/;, 1oo[(1 + pi5)gi(s) = —‘;—_, we observe that vy satisfies

—Avy + prh (x)vy = Ape (x)(1+pywy)gr(wy)”,  in Byg. (2.4.8)

Also, since w; > —1/pu;, we have vy > 0 in Byg. Note also that 0 <1+ yjwy = vy + p12; in Byg.
Now, we split the rest of the proof into four steps.

Step 1: There exist C; = Cy(X, A1, Ao, R, pi1,q, | ||peo(B,p)s llesllLa(B,z)) > O such that
k:= ilgfvl (x) < Cy. (2.4.9)
R
In case pyinfp, vi(x) < 1+ p; D, where D is given by (2.4.7), the Step 1 is proved. Hence, we

assume that
ﬂlvl(X)Z 1+‘l/llD, VXEBR. (2410)

In particular, y;v; + p12, > 1 on Bg. Now, by Lemma 2.2.4 applied on (2.4.8) with w = Byy, there
exists C = C(R, ||h~[|ze(B,g) #1,A1,%) > 0 such that,

k> CJB c+(y)(mv1(zf) + mzz(y))ln(mm(y) + mZz(y))dy

>C [ @)k pD)in (k- D) dy
Bg

= C(prk =y D)In (prk = py D )l i (5,

As ¢, z 0 in By, comparing the growth in k of the various terms, we deduce that k must re-
main bounded and thus the existence of C; = (X, A1, A2, R, pt1,q, | ||z (B,,)s llcsllLa(p,z)) > O such
that (2.4.9) holds.

Step 2: Forany 1 <s < %, there exists Cy = Cy(X, pi1, R, 5, A1, Ag, g, ||h ™ |Ipeo(B,p)s s llzacB,,)) > O such
that

J‘ (1 +;41w1)5dx < Cz.
BZR

Applying Lemma 2.2.3 to (2.4.8), we deduce the existence of C = C(s, 1, R, [|h7||p4(B,,)) > 0 such

that
1/s
(J vidx) < Cinfv;.
Br B

The Step 2 follows from Step 1 observing that 0 < 1+ pywy = pvy + p122 < pyvy.
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Step 3: Forany 1 <s < %, we have, for the constant C, > 0 introduced in Step 2, that

ms
j (1+]/le2)”2 dXSCZ.
Byr

This directly follows from Step 2 since, by the definition of w;, we have

jan ja
(14 powy) 2 = (ef?")r2 =" = (1 + pywy).

Step 4: Conclusion.
We will show the existence of C3 = C5(X, pi1, o, R, A1, Ay, q, | ||po(B, ) e 11La(B,z)) > O such that

supw, < Cs.
Bg

|z

Thus, thanks to the definition of w,, we can conclude the proof. Let us fix s € [1, %), re(5,9)

and a = % and let ¢, > 0 such that

In(1+x)<(1+x)%+c,, Yx>0.
We introduce the auxiliary functions

a(x) = Aoy (X)L + j3wn)® + ca Aoy (x) + pahi*(x),

-1

b(x) = 22, ()1 + jraws)® + ca 2, (x) 4 1 (x) + 0 (1) —,
H2 H2 )25)

and, as p(x) < pp, we deduce from (2.4.4) that w, satisfies

—Aw, < a(x)w, + b(x) in Q,
wy; =0 on JQ).

Now, as g/r > 1, by Step 3 and Holder inequality, it follows that

q*r
.
| et o)y <le g [0 pwn ¥ an)

2R
a-r q-r

s o
§||c+||£,,(BZR)(JB (1 + pyw,) 72 dx)q < Gy llexllpa g, -

2R

Hence, there exists D(X, p1, pi2,5, R, A1, Ao, @, [1h || (Byp) I llLa(B, ) 7 1B llLagB,z)) > O such that
max{||allrr (B, ) 1bllLr(B)} < D- (2.4.11)

Applying then Lemma 2.2.1, there exists C(X, i1, 2,5, R, A1, Az, q, 1h™|pa(p, )0 llcsllLa(p,z)) > O such
that

£2. r2
supws <C[( [ )™ el <cf( | whBax)" 4],
Bor Byr

Br

On the other hand, by Step 3, we get

f <w;>¢55dxsc<m,m,s>f (1+ jiaws) 5 dx < Clp ) Co
By By

and the result follows. O
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Lemma 2.4.3. Assume that (A,) holds and that X € Q, N dQ. For each A, > Ay > 0, there exist R > 0
and Mg > 0 such that, for any A € [A1,A,], any solution to (P,) satisfies supg, 5)nq # < Mp.

Proof. Let R > 0 given by Theorem 2.3.1. Under the assumption (A;), we can find R € (0,R/2] and
Q; c Q with dQ; of class C1'! such that B,(X)NQ c Q; and p(x) > p; >0,c_=0and c, 2 0in Q;.

Since c_ = 0 and p(x) > pq in Oy, observe that (2.4.4) reduces to
—Awy + pih (x)wy 2 A1+ prwy)eg (x)gr(wr) + B (x)(1+ ppwy) b (x),  inQ (2.4.12)

Let z, be the solution to

671

~Azy + i h(x)z5 = —A2c+(x)‘u—, 2, € H}(Qy). (2.4.13)
1

Asin Lemma 2.4.2, z; € C(Q) and there exists a D = D(py, Ay, [|h7[[1a(B ), lccllra(B,z) 4, Q1) > 0 such
that —-D <z, <0 on Q. Now defining v; = wy —z, + ”1—1 we observe that v satisfies

—Avy + prh™(x)vg 2 Age (x)(1+ ppwy)gr(wr)™,  in Q. (2.4.14)
and v; > 0 on Q;. Note also that 0 < 1 + HiWy = P11 + 4122 ON Q. Next, we split the rest of the
proof into three steps.

Step 1: There exists Cy = C1(Q, %, A1, Ay, R p1,q, | s () llesllza(,)) > 0 such that

. vy(x)
f ——— L <.
Ba(®nQ, d(x,9Q;) ~ )

Choose R, > 0 and y € Q) such that Byg,(y) C Bor(X) N Q and ¢, 2 0 in Bg,(y). As in Step 1 of
Lemma 2.4.2, there exists C = C(Q,9,A1, Ay, Ry, pi1, 4, l1h ||, ), llesllzaq,)) > 0 such that

inf vy(x)<C.
Br,(»)

We conclude by observing, since Byg,(y) C Bor(X) Ny, that

v1(x) . vy (x) .
1n _— S f < 1nf v1(X).
Bor(x)NQ; d(x,0Q21) ™ Br,(y) d(x,0Q1) = 3R, By, (y) 1)

Step 2: There exist € = E(E’ﬂll||h7||L°"(Ql)rQI) > 0 and C2 = Cz(%,ﬂl,R,E,S,Al,Az,q,||h7||Lm(Ql),

llesllza(,)) > O such that
1/e
(J (1+;41w1)€dx) < C,.
Bor(%)NQY

By Theorem 2.3.1 applied on (2.4.14) and Step 1, we obtain constants ¢ = &(R, uy, [|h7[|1=(q,), Q1) >
0and C = C(Qq,X, pu1,& R, A1, Ay, q, I [le(, ) llesllza@,)) > 0 such that

(Lm(xml (d(z,l ((921) )gdx)l/g <C.

This clearly implies, since (27 C (), that

1/¢
(f vl(x)fdx) < Cdiam(Q).
Byr(¥)NQ,

The Step 2 then follows observing that 0 <1+ pj;w; = pyvq + p12, < pyvp and taking into account
that BZR(E) NnNQ = BZR(E) N Ql'
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Step 3: Conclusion.

Arguing exactly as in Step 3 and 4 of Lemma 2.4.2, using Lemma 2.2.2 and Step 2, we show
the existence of C3 = C3(X, p1, pio, R, Ay, Ao, |07 [|w(, ) llesllLa(B,p(;)) > 0 such that

sup wy <Cj.
Br(%)NQ

Hence, the proof of the lemma follows by the definition of w,. O]

Proof of Theorem 2.1.1. Arguing by contradiction we assume the existence of sequences {1,} C
[A1,A;], {u,} solutions to (P)) for A = A, and of points {x,} C Q such that

1, (x,) = max{u,(x): x € Q} > o0, asn— oo. (2.4.15)

Observe that Lemma 2.4.1 and (2.4.15) together imply the existence of a sequence of points y,, € Q.
such that .
u,(v,) =max{u,(y):veQ,} > 00, asn—oo. (2.4.16)

Passing to a subsequence if necessary, we may assume that 1, — Ae [A;,A;land y, —> 7y € Q,.
Now, let us distinguish two cases:

e Ifp e Q, NQ, Lemma 2.4.2 shows that we can find R; > 0 and M; > 0 such that, if u €
Hé(Q) N L*(Q)) is a solution to (P)), then supg, )4 < M;. This contradicts (2.4.16).
1

o Ify e Q, N9JQ, Lemma 2.4.3 shows that we can find Rg > 0 and Mg > 0 such that, if u €
Hé(Q)ﬂL‘X’(Q) is a solution to (P,), then SUPg, H)nO U < Mp. Again, this contradicts (2.4.16).

As (2.4.16) cannot happen, the result follows. O

2.5 Proof of Theorem 2.1.2

Let us begin with a preliminary result.

Lemma 2.5.1. Under the assumption (Ay), assume that (Py) has a solution u for which there exist x € ()
and R > 0 such that c,ug 2 0, c. = 0 and p > 0 in Br(X). Then there exists A € (0,00) such that, for
A > A, the problem (P)) has no solution u with u > ug in Bg(X).

Proof. Let us introduce ¢(x) := min{c,(x),1}. Observe that 0 £¢ < c, and define 7/11 > 0 as the first
eigenvalue of the problem

{—A(p =yc(x)p in Br(¥), (2.5.1)

=0 on dBg(x).

By standard arguments, there exists go} € C(l)(BR(E)) an associated first eigenfunction such that
qo% (x) > 0 for all x € Bg(x) and, denoting by n the outward normal to dBg(x), we also have

9 1
991 0 on 9Bx(R). (2.5.2)
on

Now, let us introduce the function ¢ € Hé(Q) N L*®(Q), defined as

(p% (x), x € Br(x),

)= {0 x€Q\ By(%),
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and suppose that u is a solution to (P)) such that u > uy in Bg(x). First observe that, in view of
(2.5.2) and as u > uy on Bg(X), there exists a constant C > 0 independent of u such that

9
j 9P 45 <. (2.5.3)
IBp(x) 9

Thus on one hand, using (2.5.1) and (2.5.3), we obtain

_ 1 _ 1 a(191
(V¢Vu+c_(x)¢u)dx_ Vo Vudx = - ulA@; dx + as
Q Br(x) dBR(x an

Br(x) (2.5.4)
S—J. uA(p}dx+C:y11J E(x)(p%udx+C§7/1j ci(x)pudx +C.
Bg(x) Bg(%) Q
On the other hand, considering ¢ as test function in (P)) we observe that
.
J (VoVu+c (x)pu)dx=A | co(x)u¢pdx+ f (1) Vul® + h(x))p dx. (2.5.5)
Q JQ Q
From (2.5.4) and (2.5.5), we then deduce that, for a D > 0 independent of u.
(
(yl - A)f () pudx> | (p(x)Vul +h(x))pdx - C
Q w0 (2.5.6)
= ((x)IVul* + h(x))g} dx — C = -D.
J Bg(¥)
As c,ug 2 01in Br(x), we have that
J ci(x)pudx > J- ci(x)pugdx>0.
Q Q
Hence, for A > | large enough, we obtain a contradiction with (2.5.6). O]

Proof of Theorem 2.1.2. We treat separately the cases A <0 and A > 0.
Part 1: A <0.

Observe that for A < 0 we have Ac, —c_ < —c_ and hence the result follows from [18, Lemma
5.1, Proposition 4.1, Proposition 5.1, Theorem 2.2] as in the proof of [18, Theorem 1.2]. Moreover,
observe that ug is an upper solution to (P)). Hence we conclude that u, < ujy by [17, Lemmas 2.1
and 2.2].

Part 2: 1 > 0.
Consider, for A > 0 the modified problem

~Au+u=(Aeg(x)—c_(x) + 1) (1 — ug)" +ug) + u(x)|Vul|* + h(x), ueHy(Q)NLO(Q). (P,)

As in the case of (P,), any solution to (P ;) belongs to C%*(Q) for some T > 0. Moreover, observe that
u is a solution to (P,) if and only if it is a fixed point of the operator T, defined by T, : C(Q) —
C(Q) : v+ u with u the solution to

~Au+ 1 — p(x)|Vul? = (A, (x) = c_(x) + 1) (v —ug) " +ug) + h(x), ue€HH(Q)NL®(Q).
Applying [18, Lemma 5.2], we see that T, is completely continuous. Now, we denote
T:={(Au) e RxC(Q): u solves (P )}

and we split the rest of the proof into three steps.
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Step 1: If u is a solution to (P ) then u > uy and hence it is a solution to (Py).
Observe that (u —up)" + ug—u > 0. Also we have that Ac,(x)((u —ug)™ + ug) > Acy(x)ug > 0.
Hence, we deduce that a solution u of (P ) is an upper solution to

~Au = —c_(x) ((u — o)™ +ug) + p(x)|Vul® + h(x), ueHH(Q)NL™(Q). (2.5.7)

Then the result follows from [17, Lemmas 2.1 and 2.2] noting that u is a solution to (2.5.7).
Step 2: uy is the unique solution to (Py) and i(I — Ty, ug) = 1.

Again the uniqueness of the solution to (Py) can be deduced from [17, Lemmas 2.1 and 12.2].
Now, in order to prove that i(I — T, ug) = 1, we consider the operator S; defined by S; : C(Q)
C(Q) : v+ u with u the solution to

—Au+u— p(x)|Vul?> = t{(~c_(x) + 1) (ug + (v — ug)* = (v —ug— 1)) + h(x)], ueHy(Q)NL=(Q).
First, observe that there exists R > 0 such that, for all t € [0,1] and all v € C(Q),
1IS:v]leo < R.
This implies that
deg(I - S1,B(0,R)) =deg(I,B(0,R)) = 1.

By [17, Lemmas 2.1 and 2.2], we see that u, is the only fixed point of S;. Hence, by the excision
property of the degree, for all € > 0 small enough, it follows that

deg(I — Sy, B(ug,¢)) =deg(I - S;,B(0,R)) = 1.
Thus, as for € <1, S; = T, we conclude that

i(I =Ty, ug) = li_r)rtl)deg(l —To,Blug, €)) = li_r)rtl)deg(l —51,B(ug,€)) = 1.

Step 3: Existence and behavior of the continuum.

By [99, Theorem 3.2] (see also [18, Theorem 2.2]), there exists a continuum € C X such that
% N([0,00)xC(Q)) is unbounded. By Step 1, we know that if u € € then u > u and is a solution to
(Py). Thus applying Lemma 2.5.1, we deduce that Proj,% N [0,c0)  [0,A]. By Theorem 2.1.1 and
Step 1, we deduce that for every A; € (0,A), there is an a priori bound on the solutions to (P ) for
A € [A;,A]. Hence, the projection of € N ([A1,A)xC(Q)) on C(Q) is bounded, and so, we deduce
that € emanates from infinity to the right of A = 0. Finally, since € contains (0, u,) with 1, the
unique solution to (F;), we conclude that there exists A € (0,A) such that problem (P, ), and thus

problem (P,), has at least two solutions satisfying u > u, for A € (0, Ay). O
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Two solutions for an indefinite elliptic problem
with critical growth in the gradient

3.1 Introduction and main results

In this chapter we will study the existence and multiplicity of solutions to boundary value
problems of the form
{—Au = c(x)u + p(x)|Vu|* + h(x), in Q, ()

u=0, on 0dQ),

where Q c RY, N > 2, is a bounded domain with smooth boundary, ¢ and & belong to L1(Q) for
some q > N/2, y belongs to L*°(Q)) and the solutions are searched in H&(Q) NL®(Q).

There exist several mathematical reasons that make the study of nonlinear elliptic PDEs with
quadratic growth in the gradient interesting. For instance, J. L. Kazdan and R. J. Kramer observed
in 1978 that second order PDEs with quadratic growth in the gradient are invariant under changes
of variable of type v = F(u). This took them to claim on [78, page 619] that “In the long run, the
class of semilinear equations should be less important than some more general class of equations that
is invariant under changes of variables”. From a pure mathematical point of view, it is also worth
noting that, in Riemannian geometry, this type of equations naturally appears in the study of gra-
dient Ricci solitons, see for instance [89, Section 1]. On the other hand, concerning more practical
reasons, we would like to mention that problem (P) with ¢ = 0 corresponds to the stationary case
of the Kardar-Parisi-Zhang model of growing interfaces introduced in [77].

The study of nonlinear elliptic PDEs with a gradient dependence up to the critical growth
was essentially initiated by L. Boccardo, F. Murat and J.-P. Puel in the 80’s. In the case where
c(x) € ag < 0 a.e. in Q for some ay < 0, now referred to as the coercive case, the existence of a
solution to (P) is a particular case of the results of [23-25] and its uniqueness follows from [19,20].
The weakly coercive case c = 0 was first studied in [62] where, for ||uh||y /2 small enough, the authors
proved the existence of a solution to (P). For p(x) = u > 0 constant and & Z 0 theses results were
then improved in [4]. Finally, in the recent work [46] we completely characterised the existence
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of solutions to (P) in the weakly coercive case c = 0. The limit coercive case where one only requires
c(x) < 0ae. in Q (i.e. allowing parts of the domain where ¢ = 0 and parts of it where ¢ < 0)
proved to be more complex to treat. In [18], the authors observed that the existence of a solution
to (P) is not guaranteed and gave sufficient conditions to ensure such existence. In case h does not
have a sign, weaker sufficient conditions can be found in [46]. The fact that the uniqueness also
holds in the limit coercive case ¢ < 0 was proved in [18]. We refer likewise to [17] for more general
uniqueness results in this framework. Finally, let us point out that, except for [4], all these results
were obtained without requiring any sign conditions on y and h.

If c(x) £ 0 a.e. in (), i.e. ¢ Z 0 or c changes sign, problem (P) behaves very differently and
becomes much more richer than for ¢ < 0. The first paper which addressed this situation was
[76]. Following [104], which considered a particular case, the authors studied (P) with ¢ Z 0 and
p(x) = p > 0 constant. For ||c||; and ||phl[n/2 small enough the existence of two solutions to (P)
was obtained. This result has now been improved in several ways. The restriction y constant was
first removed in [18]. In that paper the authors imposed on ¢ a dependence on a real parameter
A and considered Ac Z 0. For u(x) > y; > 0 a.e. in QQ and h Z 0, they proved the existence of at
least two solutions for A > 0 small enough. In this direction we refer also to [50] where, imposing
stronger regularity on ¢ and h, the authors removed the condition & Z 0. Under different sets of
assumptions, the authors clarified the structure of the set of solutions to (P) for Ac Z 0. Note that
in [46] the above results were extended to the more general p-Laplacian case at the expense of
considering p constant. Also, in the frame of viscosity solutions and fully nonlinear equations,
similar conclusions have been obtained in [92] under corresponding assumptions. All the above
mentioned results require either y to be constant or to be uniformly bounded from below by a
positive constant (or similarly bounded from above by a negative constant). In [108], assuming that
Ac, p and h were non-negative, a first attempt to remove these restriction was presented. Under
suitable assumptions on the support of the coefficient functions and for N < 5, the existence of
at least two solutions for A > 0 small enough was obtained. Finally, let us point out that the
only papers dealing with ¢ which may change sign are [48,75]. In [75], the authors dealt with
#(x) = p > 0 constant and & z 0 and they proved the existence of two solutions to (P) for ||c*||,
and ||uh||n/2 small enough. The restrictions y > 0 constant and h 2 0 were removed in [48] at the
expense of considering a “thick zero set” condition on the support of ¢ and suitable assumptions
on y. Let us stress that [48] is the unique paper dealing with the non-coercive case ¢ £ 0 where p
may change sign.

In this chapter we pursue the study of (P) and consider several situations where ¢ and h may
change sign. At the expense of considering y constant we remove the “thick zero set” condition on
c considered in [48]. Moreover, we extend in several directions the previously known results and
we clarify the structure of the set of solutions in the case where ¢* z 0.

As a first main result, we completely characterize the limit coercive case. Let us consider the
boundary value problem

~Au=—d(x)u+pVul?> + h(x), ueH}(Q)NLY(Q), (3.1.1)
under the assumption

Qc RN, N > 2, is a bounded domain with dQ of class C%!,
d and h belong to L1(Q) for some g > N/2, (3.1.2)
u>0andd >0,
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and define

inf Vul|? — uh(x)u?)dx, if W;=0,
- %WJQH 2~ ph(x)u?) g .
+ oo, if Wd:Q),

where
Wy = {we H)(Q): d(x)w(x) =0 a.e. in Q, |[w||=1}.

We prove the following sharp result.
Theorem 3.1.1. Assume that (3.1.2) holds. Then (3.1.1) has a solution if, and only if, my > 0.
Remark 3.1.1.

a) This result generalizes [18, Proposition 3.1 and Remark 3.2] and, for p = 2, [46, Theorem
1.3].

b) By [17, Theorem 1.1] we know that the solution obtained is unique.

As observed in [48], the structure of the set of solutions to (P) depends on the size of ¢* but it
is not affected by the size of ¢™. In order to clarify this, we replace c by a function c) := Ac, —c_
with A a real parameter. More precisely, we consider the boundary value problem

~Au = cy(x)u+plVul® + h(x), ueH)(Q)NL®(Q), (Py)
under the assumption

Q c RN, N > 2, is a bounded domain with 9Q of class %!,
¢, c_ and h belong to L1(Q)) for some g > N/2, (A7)
u>0,c, 20, c_>0and cy(x)c_(x) =0a.e. xeQ).

Remark 3.1.2. Since h does not have a sign, there is no loss of generality in assuming y > 0. If u is
a solution to (P)) with y < 0 then w = —u solves

~Aw = ¢y (x)w — p[Vw]* —h(x), weHH(Q)NL™(Q).

Before going further and due to its importance on the rest of the chapter, let us stress that for
A =0 the problem (P)) reduces to

~Au = —c_(x)u+uVul* +h(x), ueH(Q)NL®(Q). (Py)
Then, as an immediate corollary of Theorem 3.1.1, we have the following result.
Corollary 3.1.2. Assume that (Ay) holds. Then (F,) has a solution if, and only if, m. > 0.

Now, having at hand this satisfactory information about the limit coercive case, we turn to the
study of the non-coercive case A > 0. First, using mainly variational techniques, we prove the
following theorem.

Theorem 3.1.3. Assume (A;) and suppose that (Py) has a solution. Then, there exists A > 0 such that,
forall 0 < A <A, (P)) has at least two solutions.

Remark 3.1.3. This result improves and generalizes the main result obtained in [75].
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Next, considering stronger regularity assumptions on the coefficient functions and combining
lower and upper solution and variational techniques, we improve the conclusions of Theorem
3.1.3. We derive a more precise information on the structure of the set of solutions to (P,) when
A > 0. Let us first introduce the following order notions.

Definition 3.1.1. For hy, hy € L' (Q) we write

* hy <hyif hy(x) < hy(x) for a.e. x € Q),

* hy 5 hyif hy < hy and meas({x € QO : hy(x) < hy(x)}) > 0.
For u, v € C1(Q) we write

e u<vif, forall x e Q, u(x) <v(x),

du v

* u < vif u<vand, for all x € dQ, either u(x) < v(x), or, u(x) = v(x) and g, (x) > Z5(x), where

v denotes the exterior unit normal.

Under the assumption

QcRY, N > 2, is a bounded domain with dQ of class C!'!,
¢;,c_, and h belong to LP(Q) for some p > N, (Aj)
u>0,c,20, c.>0and cy(x)c_(x) =0a.e. in Q,

we prove the following theorems.

Theorem 3.1.4. Assume (A;) and suppose (Iy) has a solution ug with c,ug 2 0. Then, every u solution
to (Py) with A > 0 and c,u > 0 satisfies u > uy. Moreover, there exists A €]0,+oo[, such that:

o for every A €]0, A[, (P,) has at least two solutions Uyq,Uyo € C(l) (Q) such that Uy > Uy,
e (P)) with A = ) has at least one solution uy € Cé (Q) such that Uy = Ug;

e for A > A the problem (P)) has no solution u such that c,u > 0.

Theorem 3.1.5. Assume (A,) and suppose (Fy) has a solution uy with c,uy 5 0. Then, for every A >0,
the problem (P,) has at least two solutions u, 1,u, , € Cé(Q) such that u) ; < uy.

Remark 3.1.4.

a) Under the assumption (A,), every solution to (P)) belongs to C[I) (Q). This was proved in [50,
Theorem 2.2].

b) At the expense of considering y > 0 constant instead of y € L*°(Q) with p(x) > p; > 0in Q,
Theorems 3.1.4 and 3.1.5 extend the main existence results of [50] to the case where ¢ may
change sign. Moreover, unlike [50], we do not assume global sign conditions on u (solution
to (Py)). Hence, even in the case where c_ = 0, i.e. ¢ has a sign, our hypotheses are weaker
than the corresponding ones in [50].

c) Theorem 3.1.4 removes the “thick zero set” condition on the support of ¢, considered in [48,
Theorem 1.2] and gives somehow a more precise information. In turn, here y is constant and
we require a stronger regularity on the coefficient functions c; and h™*.
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Finally, we give sufficient conditions in terms of h ensuring that the hypotheses of Theorem
3.1.4 or of Theorem 3.1.5 are satisfied.

Corollary 3.1.6. Assume that (A,) holds and suppose that (Py) has a solution:
e Ifh 20, then the conclusions of Theorem 3.1.4 hold.
e Ifh <0, then the conclusions of Theorem 3.1.5 hold.

Remark 3.1.5. In case h 5 0, the problem (F;) has always a solution.

We provide now some ideas of the proofs of Theorems 3.1.3, 3.1.4 and 3.1.5. First of all we
should notice that, as p is assumed to be a constant, we can perform a Hopf-Cole change of variable
and reduce (P)) to a semilinear problem. Considering

v = %(e"“—l), (3.1.4)

one can check that u is a solution to (P,) if, and only if, v > —1/p is a solution to
~Av = ¢y (x)g(v) + (1 + pv)h(x), veHy(Q), (3.1.5)

where g is given by

1
g(s)= ;(1 +us)In(1+ps), fors>-1/u.

Hence, we need a control from below on the solutions to (3.1.5). More precisely, if v is a solution
to (3.1.5), we need to verify that v > —1/u. To this aim, in Section 3.4, we construct a lower solution
u, to (P,) below every upper solution to this problem. The fact that c, has no sign causes several
difficulties in this construction. We refer to Proposition 3.4.2 for more details. This lower solution
allows us to introduce a new problem, which is completely equivalent to (P)). We define

oy = l(@l/‘ﬂA _])
K

and introduce the problem

~Av = fi(x,v), veHQ), (Qx)
where
fi(x5) = {c,\(x)g(s) +(1+ ps)h(x), if s>a,(x), (3.1.6)
e ca(x)g(an(x)) + (1 + pay(x))h(x), if s <a,(x). o

Then, we show that u is a solution to (P,) if, and only if, v defined by (3.1.4) is a solution to (Q,).

The main advantage of the problem (Q,) which respect to (P,) is that it admits a variational
formulation. We shall then look for solutions to (Q,) as critical points of an associated functional

Iy: H&(Q) — IR defined as
Iy(v)= lj |Vu|2dx—j Fy(x,v)dx,
2Ja 0
where G(s) = IOS g(t)dt,
1
Ey(x,5) = c)(x) G(s) + 2—”(1 +us)?h(x), if s> a,(x),
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and
Fy(x,8) = [ca(x)g(ar(x)) + (1 + pay (x))h(x) (s — ax(x))

+¢1(x)Glay(x)) + %(1 + ya,\(x))zh(x), if s<a;(x).

When A is positive this functional becomes unbounded from below and presents a concave-
convex type geometry. Then, in trying to obtain critical points, we have to overcome several dif-
ficulties. First, we shall notice that g is only slightly superlinear at infinity. Hence, I, does not
satisfies an Ambrosetti-Rabinowitz type condition. Moreover, the coefficient functions ¢, and h
have no sign. In this context, to prove that the Palais-Smale sequences are bounded may be chal-
lenging. Our proof is inspired by [75]. However, since we do not impose & Z 0, the proof becomes
more involved. The role of the lower solution that we will construct in Proposition 3.4.2 is again
crucial. See Section 3.5 for more details.

Having at hand the Palais-Smale condition for I} with A > 0, we shall look for critical points
which are either local minimum or of a mountain-pass type. In Theorem 3.1.3, we work mainly
with variational techniques as in [75,76]. Nevertheless, since our hypotheses are weaker than
the corresponding ones in [75,76], to prove that the mountain-pass geometry holds becomes much
more involved. In Theorems 3.1.4 and 3.1.5 we combine lower and upper solution with variational
techniques. In both theorems a first solution is obtained throughout the existence of well-ordered
lower and upper solution. This solution is further proved to be a local minimum. Then, we obtain
a second solution by a mountain-pass type argument.

Another key ingredient in the proofs of Theorems 3.1.4 and 3.1.5 is the following estimate
that can be seen as a combination of the Strong maximum principle and the Hopf’s Lemma with
unbounded lower order coefficients. Under the assumption

Qc IRN, N > 2, is a bounded domain with 9Q of class C''!,
¢ belongs to LP(Q) and B = (B!,..., BN) belongs to (LP(Q))N for some p > N, (3.1.7)
c>0,
we obtain the following result.
Theorem 3.1.7. Assume (3.1.7) and let u € C*(Q) be an upper solution to
~Au+(B(x),Vu) +c(x)u =0, ueH}Q). (3.1.8)
Then, either u = 0 or u > 0.
Remark 3.1.6.
a) The case where B € (L*(Q))Y and ¢ € L*(Q) is nowadays classical and can be founded for
instance in [112, Theorem 3.27].
b) Theorem 3.1.7 can be obtained as a corollary from [100, Theorem 4.1]. Nevertheless, for the
benefit of the reader, we provide a self-contained simplified proof in Appendix 3.7.

The rest of the chapter is organized as follows. In Section 3.2 we recall some auxiliary results
that will be useful. Section 3.3 is devoted to the proof of Theorem 3.1.1. In Section 3.4 we con-
struct the lower solution @) and we present the functional setting to deal with (Q,). Section 3.5
is devoted to prove the Palais-Smale condition and to show that, if (P) has a solution, then I, has
a mountain-pass geometry. This allows us to prove Theorem 3.1.3. Section 3.6 is devoted to the
proofs of Theorems 3.1.4 and 3.1.5 and Corollary 3.1.6. Finally, in Appendix 3.7, we prove the
Hopf’s Lemma with unbounded lower order terms. This permits to prove Theorem 3.1.7.
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Notation.

1) In RN, we use the notations |x| = \/x? +... + x,z\, and Bg(y) = {x e RN : |x—y| < R}.
2) We denote R" = (0, +00) and IR~ = (—o0, 0).

3) For v € L1(Q) we define v* = max(v,0) and v~ = max(-v, 0).

4) For a, b e L'(Q) we denote {a < b} = {x € Q: a(x) < b(x)}.

5) The space H&(Q) is equipped with the norm |[ju|| := (fQ [Vu|? dx)l/z.

6) For p € [1,+o0[, the norm (fQ lulPdx)/P in LP(Q) is denoted by || - ll,- We denote by p” the
conjugate exponent of p and by 2* the Sobolev critical exponenti.e. 2*=2N/(N -2)if N >3
and 2" = +oo in case N = 2. The norm in L*(Q) is [|u||, = esssup,qlu(x)l.

3.2 Preliminaries

This section presents some definitions and known results which are going to play an important
role throughout the work. Let us start with some theory of lower and upper solution. We consider
the boundary value problem

~Au+H(x,u,Vu) = &(x), ueH}(Q)NL®(Q). (3.2.1)

where & belongs to L'(QQ) and H: Q x Rx RN — R is a Carathéodory function (see [49, Definition
I-3.1] for the definition Carathéodory function).

Definition 3.2.1. We say that a € H&(Q) N L*®(Q) is a lower solution to (3.2.1) if a™ € Hé(Q) and,
forall p € H&(Q) NL>(Q)) with ¢ > 0, if follows that

j Vquodx+J- H(x,a,Va)(pdej E(x)pdx.
Q 0 0

Similarly, g € Hé(Q) N L*(Q)) is an upper solution to (3.2.1) if p~ € H&(Q) and, for all ¢ € H&(Q) N
L*®(Q)) with ¢ > 0, if follows that

f VﬁV(pderJ- H(x,/i,V,B)(deZJ- E(x)pdx.
Q Q Q

Theorem 3.2.1. [24, Theorems 3.1 and 4.2] Assume the existence of a non-decreasing function b :
R* — R* and a function k € L'(Q) such that

|H(x,s,&)| < b(ls|)[k(x)+|&]?],  ae. xe€Q, ¥(s,&) e Rx RN .

If there exist a lower solution a and an upper solution  of (3.2.1) with a < B, then there exists a solution
u of (3.2.1) with a < u < p. Moreover, there exists i, (resp. Uy,,,) minimum (resp. maximum)
solution to (3.2.1) with & < Uiy < Uyay < P and such that, every solution u of (3.2.1) witha <u <
satisfies Uy, < U < Upgy.

Definition 3.2.2. A lower solution a € C'(Q) is said to be strict if every solution u of (3.2.1) with
u > a satisfies u > a. Similarly, an upper solution € C}(Q) is said to be strict if every solution u of
(3.2.1) such that u < § satisfies u < f.
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Now, we consider the boundary value problem
-Av=f(x,v), veH)(Q), (3.2.2)

being f : Q xR — R an LP-Carathéodory function (see [49, Definition I-3.1] for the definition of
LP-Carathéodory function) for some p > N, such that

If(x,5)| < Cls|¥Z +d(x),

for some C > 0 and d € L%(Q) This problem can be handled variationally. We consider the
associated functional ] : Hé(Q) — R defined by

Jw):= %J;) IVvlzdx—jQ F(x,v)dx, where %F(x,s) =f(x,s),

and we recall the following results.

Proposition 3.2.2. [54, Theorem 6] [110, Chapter 1, Theorem 2.4]| Assume that a and p are respec-
tively a lower and an upper solution to (3.2.2) with a < B and consider

M:={veH}(Q):a <v<pl
Then the infimum of | on M is achieved at some v, and such v is a solution to (3.2.2).

Corollary 3.2.3. Assume that a and p are strict lower and upper solutions to (3.2.2) belonging to C' (Q)
and satisfying o < p and let M be defined as in Proposition 3.2.2. Then the minimizer v of ] on M is
a local minimizer of the functional ] in the Cl-topology. Furthermore, this minimizer is a solution to
(3.2.2) witha < v < f.

Proof. First of all observe that Proposition 3.2.2 implies the existence of v € H&(Q) solution to
(3.2.2), which minimizes J on M = {v € H&(Q) :a <v < B}. Moreover, as f is an LP-Carathéodory
function for some p > N, the classical regularity results imply that v € C'(QQ). Since the lower and
the upper solutions are strict, it follows that @ < v < § and so, there is a Cj-neighbourhood of v
in M. Hence, it follows that v minimizes locally J in the C(l) -topology. O

Proposition 3.2.4. [54, Theorem 8] [29, Theorem 1] Assume that there exist h € LP(Q) for some
p>Nando*§@—1 such that

If (x,8) < h(x)(1+]s]”), ae.xeQ,VseR,

and let v € H}(Q) be a local minimizer of ] for the Cj-topology. Then v € Cé(ﬁ) and it is a local
minimizer of ] in the H}-topology.

Remark 3.2.1. If f is an L*-Carathéodory function the result holds under the growth condition
If (x,s)| <C(1+]s|”), ae.xeQ,VseR,

for some C >0 and a < 2*— 1. In that case, we are exactly in the framework of [29].
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Finally, we recall some abstract results in order to find critical points of | other than local
minima.

Definition 3.2.3. Let (X,]|-||) be a real Banach space with dual space (X*,||-|.) and let ® : X — R
be a C! functional. The functional @ satisfies the Palais-Smale condition at level ¢ € R if, for any
Palais-Smale sequence at level c € IR, i.e. for any sequence {x,} C X with

®(x,) »>c and ”q),(xn)”* -0,
there exists a subsequence {x,, } strongly convergent in X.

Theorem 3.2.5. [13, Theorem 2.1] Let (X,||-||) be a real Banach space. Suppose that ® : X — Ris a
C! functional. Take two points ey, e, € X and define

I[:={peC([0,1],X):@(0)=ey, p(1) =e,},
and

:= inf D(p(t)).
c (Lrértg[lg,ﬁ (e(1))

Assume that © satisfies the Palais-Smale condition at level c and that
¢ >max{®P(e;), P(ey)}.
Then, there is a critical point of @ at level c, i.e. there exists xq € X such that ®(xq) = ¢ and ©’(xq) = 0.

Theorem 3.2.6. [65, Corollary 1.6] Let (X,||-||) be a real Banach space and let ® : X — R be a C!
functional. Suppose that uy € X is a local minimum, i.e. there exists € > 0 such that

D(ug) <DP(u), for |lu—upll <e,
and assume that @ satisfies the Palais-Smale condition at any level d € R. Then:
i) either there exists 0 < y < & such that inf{®(u) : ||u — ug|| = v} > P (uy),

ii) or, for each 0 <y <&, @ has a local minimum at a point u,, with ||u, —uol| = y and O (u,,) = ©(uy).

3.3 Solving the limit coercive case

This section is devoted to the proof of Theorem 3.1.1. Let us first recall some of the notation
introduced in Section 3.1. For a function d € L9(Q)) for some g > N/2 we recall that

Wy i={w e H)(Q) : d(x)w(x) = 0 a.e. in Q, [|w|| = 1}

and
inf Vul? — uh(x)u?)dx, if W, =0,
- ueWJQ(I 2 — ph(x)u?) : o)
+ oo, if Wd:(Z).

Let us emphasize that
Wo = fw € Hy(Q) : llwll = 1)

and immediately observe that W; C W,,.
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Remark 3.3.1. Observe that we could have chosen a different normalization in the definition of Wj.
In fact, if we define

W, ={w e H}(Q) : d(x)w(x) = 0 a.e. in Q, |jw|l, = 1}

and
inf j (IVu|? = uh(x)u?)dx, if W, =0,
my =4 ueW, JQ (3.3.2)
+00, if W, =0,

we can prove that
my>0 < my;>0.

Proof of Theorem 3.1.1. By [46, Theorem 1.1] we know that m,; > 0 is a sufficient condition to
ensure that (3.1.1) has a solution. Hence, we just have to prove that the existence of a solution to
(3.1.1) implies that m; > 0. If W; =0, the result is obviously true. Hence, we just consider the case
where W; = 0. In the case where d = 0, the result follows from [46, Proposition 7.1]. Thus, we may
assume that d Z 0.

Assume that (3.1.1) has a solution u € Hol(Q) N L®(Q). Then, it follows that

f (vw(q)z) +d(x)u¢p? — pVulP > = h(x)p*)dx =0, V ¢ €CF(Q). (3.3.3)
Q

Now, by Young’s inequality, observe that

J VuV(p?)dx < J (pthulz(j)2 + l|v¢|2)dx, V¢ eCP(Q). (3.3.4)
Q Q H

Hence, gathering (3.3.3)-(3.3.4) and using the density of C;°(€)) in H&(Q), we have that

f (%wqﬂ? +d(x)ug® - h(x)¢2)dx >0, Y¢eH) Q). (3.3.5)
Q

Next, since for any ¢ € Wy,
f d(x)ug?dx =0, (3.3.6)
Q

and we know that W; C W,,, we obtain

. 1 2 2 . 1 2 2 2
(Pglvfld J;) (;IV(Pl —h(x)¢p )dx = ¢1€nvfld£) (;lV(pl +d(x)udp”—h(x)p )dx 537

> inf j (%|V¢|2+d(x)u¢2—h(x)¢2)dxzo.

¢€W0 Q

Assume by contradiction that

1
my = u inf ~|Vo|> - h(x 2)dx:O.
s=ninf [ (2vor g

Then, by standard arguments there exists ¢y € W; € W, non-negative such that

f (llvtbolz—h(X)qb%)dX: 0.
Q\H
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Thus, by Remark 3.3.1, (3.3.6) and (3.3.7), we have that

inf (l|v¢|2+d<x)u¢2—h(x)¢2)dx: inff
Q

peW, Jo \ H PeW,

%|v¢|2 +d(x)ud? —h(x)cj)z)dx
= J (l|v¢0|2 +d(x)udl - h(x)¢§)dx =0,
Q\H

and so, that ¢ is an eigenfunction associated to the first eigenvalue (which we are assuming equal
to zero) of the eigenvalue problem

—div(%) +(d(x)u—h(x))p = Ap, ¢ e Hy(Q).

Applying then [66, Theorem 8.20] and arguing as in [39, Proposition 3.2] we deduce that ¢y > 0 in
Q. Since d Z 0, this contradicts that ¢y € W,; and the result follows. O

3.4 The lower solution and the functional setting

The aim of this section is to introduce a variational problem which is completely equivalent to
(Py). As explained in the introduction, the key to find this equivalent problem is the construction
of a lower solution below every upper solution to (P,).

The construction of this lower solution relies on the following a priori lower bound proved by
the first author and L. Jeanjean in [50]. Let us consider the boundary value problem

~Au=d(x)u+puVul> + f(x), ueH(Q)NL®(Q), (3.4.1)
under the assumption

Q cRY,N >2, is a bounded domain with dQ of class C*!,
d and f belong to L7(Q)) for some g > N/2, (3.4.2)
u>0.

Lemma 3.4.1. [50, Lemma 3.1] Assume (3.4.2). Then, there exists a constant M > 0 with M :=
M(N,q,1Q|, u1, ||d+||q,||f‘||q) > 0 such that, every u € HY(Q) N L®(Q) upper solution to (3.4.1) satisfies

minu > -M.
Q
Remark 3.4.1. The lower bound does not depend on f* and d~.

Having at hand this lower bound, we construct the desired lower solution to (P). The proof
is inspired by [50, Lemma 4.2] and [46, Proposition 4.2]. Nevertheless, since c; = Ac, —c_ may
change sign, several new ideas are needed.

Proposition 3.4.2. Under the assumption (A,), for any A € R, there exists u; € HY(Q)NL®(Q) lower
solution to (Py) such that, for every p upper solution to (P,), we have u, < min{0, 8}.

97



Proof. We shall consider separately the cases A < 0 and A > 0. The case A < 0 can be obtained
exactly as in [46, Proposition 4.2]. We turn then to study the case where A > 0. Fixed A > 0
arbitrary, let us denote by M ; > 0 the constant given by Lemma 3.4.1 applied to (P,) and let us
introduce the auxiliary problem

{—Au = Ac,(x)u +;4|Vu|2—h_(x)—/\M,\,1C+(x)_1' in Q, (3.4.3)

u=0, on 0Q).

Thanks to Lemma 3.4.1, there exists M, , > 0 such that, for every f; € HY(Q) N L®(Q) upper
solution to (3.4.3), we have ; > —-M, ,. Now, for k > M ,, we introduce the problem

(3.4.4)

—Au =—-Akcy(x)—h™(x) =AM, 1c.(x) -1, in Q,
u=0, on 0Q),

and denote by ay its solution. Since —Akc,(x) —h™(x) — AM, c,.(x) — 1 < 0, the weak maximum
principle implies that a; < 0. Observe that, for every ; upper solution to (3.4.3), we have that

-AB1 = Ac, (x)By +y|Vﬁ1|2—h_(x)—)\M,\’1c+(x)—l > —Akc (x)—h" (x)=AM) 1c4(x)—1 = -Aay, inQ.
Consequently, it follows that
-Apy = -Aay, in ),
p1 = ag, on dQ),
and, by the comparison principle, that f; > ak.

Now, we introduce the problem

{—Au = e, (X) T (u) + plVul> =~ (x) =AM 1. (x) -1, inQ, (3.45)

u=0, on JQ),
where
T"()— -k, if s < -k,
7 s, ifs> k.
Observe that f; and 0 are upper solutions to (3.4.5). Recalling that the minimum of two upper
solutions is an upper solution, it follows that § = min{0, 8} is an upper solution to (3.4.5). As ay is

a lower solution to (3.4.5) with a; < B, applying Theorem 3.2.1, we conclude the existence of v,
minimal solution to (3.4.5) with ay <v, < =min{0, §;}.

Now, observe that v, j is an upper solution to (3.4.3). Hence, it follows that v, > -M, , > -k
and so, that v, x is a solution to (3.4.3).

Finally, let us introduce u, = v, xy — M, ; and observe that

—Auy = Ae (xX)vpk+ pIVop 1P = (%) =AM 1cp (x) — 1
< (Aep(x) —c_(x)uy + pVu, > + h(x), in Q.

Hence, we have that u, is a lower solution to (P,) with u; < -M, ;. Thus, since every  upper
solution to (P,) satisfies § > —M ;, we have that u, is a lower solution to (P,) with u, < g for every
B upper solution to (P). O
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Remark 3.4.2. The constant y > 0 can be replaced by a function p € L*(Q)) with p(x) > p; > 0 a.e.
in () and the result still holds true.

Corollary 3.4.3. Under the assumption (A,), for any A > 0, there exists u | € C'(Q) strict lower solution
to (P,) such that, every p € CY(Q) upper solution to (P) satisfies p > u,.

Proof. Let B e C'(Q) be an upper solution to (P)). By Proposition 3.4.2, there exists u, e H(Q)N
L*=(Q)) lower solution to (P,) such that min{0, 8} > u,. Moreover, under the assumption (A;), this
lower solution belongs to C 1(Q). Now, we introduce w = p—u, >0 and we are going to show that
w > 0. First of all, by the construction of u,, observe that

—Aw > (Acy (x) = co(x))w + p(IVBP = [Vuey ) + 1 (x) + 1
= (Acp(x) —c (x)w+ (VB +Vu,,Vw)+h"(x)+1, inQ.
Equivalently, it follows that
—Aw— (VB +Vu,,Vw)+c_(x)w > Acy (x)w+h"(x)+1>1, inQ.

On the other hand, observe that w > 0 on dQ). Hence, by Theorem 3.1.7, it follows that w > 0 and
sothat f>u,. O

Now, following [46, Section 5] we introduce some auxiliary functions which, together with the
lower solution found in Proposition 3.4.2, will let us introduce the desired equivalent problem to
(Py). These functions will be essential throughout the rest work. We define

l(1+ s)In(1 + ps) s>-1/ s
g(s)=qH 4 e o and G(s):f g(t)dt. (3.4.6)
07 S S _1/’/[1 0

In the following lemma we recall some properties of these functions.
Lemma 3.4.4.

i) The function g is continuous on R, satisfies g > 0 on R and there exists D > 0 with -D < g <0
on R™. Moreover, G > 0 on RR.

ii) For any 6 > 0, there exists ¢ = ¢(0, u) > 0 such that, for any s > %, g(s) <cs!*e,

iii) lim,_, o g(s)/s = +oo0 and lim,_, o, G(s)/s? = +oco.
iv) For any s € R, it follows that g(s)—s>0.
Proof. See [46, Lemma 5.1] for i),ii) and iii). See [76, Lemma 7] for iv). O

Next, we define the function

ay = %(e"”l—l)eHl(Q)mL‘x’(Q), (3.4.7)

where u, € H'(Q)NL*(Q) is the lower solution to (P)) obtained in Proposition 3.4.2. Before going
further, since u; <0, observe that 0 > a) > —1/u + ¢ for some ¢ > 0. Having at hand «,, for any
A € R, we consider the auxiliary problem

~Av = fi(x,v), veH}Q), (Qx)
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where
cr(x)g(s)+ (1 + ps)h(x), if s> a,(x),

_ (3.4.8)
ca(x)glan(x)) + (1 +pay(x)h(x),  ifs<ay(x),

fa(x,s) :{

with g defined in (3.4.6), and we are going to prove that (Q,) is completely equivalent to (P)).
Following [46, Lemma 5.2] one can obtain the next lemma.

Lemma 3.4.5. Assume that (A;) holds. Then, it follows that:
i) Every solution to (Q,) belongs to L*(Q2).
ii) Every solution v to (Q,) satisfies v > a.

iii) A function v € Hé(Q) is a solution to (Q,) if, and only if, the function
1 1 )
uz;ln(l+yv)eH0(Q)ﬂL (Q)

is a solution to (P)).

Proof. See [46, Lemma 5.2]. O

Remark 3.4.3. On the same way, we can show that v; € H'(Q) N L®(Q) (respectively v, € H/(Q) N
L*°(Q))) is a lower solution (respectively an upper solution) to (Q,) if, and only if, the function

Uy = i]n(l + W/l) (respectively Uy = iln(l + lwz))

is a lower solution (respectively an upper solution) to (P, ).

The problem (Q,) admits a variational formulation. Its solution in H&(Q) can be obtained as
critical points of the functional I : H& (Q) — IR defined as

_1 25
Iy(v) = > J.Q |Vv|“dx LF,\(x,v)dx, (3.4.9)
where
Fy(x,s) = cy(x)G(s) + 21_,u(1 + ps)zh(x), if s>a,(x), (3.4.10)
and

Fa(x,s) = [ea(x)g(ax(x)) + (1 + pay (x)h(x) (s — a(x))
1 (3.4.11)
+c/\(x)G(a,\(x))+$(1 +ya,\(x))2h(x), if s<ay(x).

Under the assumption (A;), since g has subcritical growth (see Lemma 3.4.4), it is standard to
show that I, € Cl(Hé(Q), ).

100



3.5 On the Palais-Smale condition and the mountain pass geometry

Our first aim in this section is to show that, for any A > 0, the functional I, previously defined
satisfies the Palais-Smale condition (Definition 3.2.3). Later on, we show that, if (P)) has a solution,
then the mountain pass geometry holds for A > 0 small enough. As a consequence, we will prove
Theorem 3.1.3.

Let us start showing that the Palais-Smale sequences are bounded. The proof is inspired by
[75]. However, since we are not considering h Z 0, the proof becomes more difficult. The role of
the lower solution obtained in Proposition 3.4.2 and the different definition of the functional are
both crucial. Let us define

inf f(wuﬁ— h(x)u?)dx, if W, =0,
me =4 ueWe, Jo : “ (3.5.1)
A
+ 00, if WCA:(Z),

where
W, = {w € HOI(Q), ax)wx)=0ae. xeQ, w>0, ||lw||= 1}.

Remark 3.5.1. Observe that W, € W, and so that m., >m, .

Lemma 3.5.1. Fixed A > 0 arbitrary, assume (A,) and suppose that m. > 0. Then, the Palais-Smale
sequences for Iy at any level d € IR are bounded.

Proof. Let {v,} C H& (Q) be a Palais-Smale sequence for I, at level d € R. First we claim that {v;} is
bounded. Indeed, since {v,} is a Palais-Smale sequence, there exists a sequence ¢, — 0 such that

—&allvy ll <KLy () vy} < nllvgll. (3.5.2)
Also, since f)(x,s) is bounded in () x R, there exist Dy, D, > 0 such that
(I3 (va), v} < =3 I1> + Dyl | + Dy (3.5.3)
Gathering (3.5.2) and (3.5.3) we deduce that
0 < [l 1> + (D1 + en)llvy | + Dy,

and the claim follows. To prove that {v;/} is also bounded we assume by contradiction that |v,|| —
oo and introduce the sequence {w,} C Hé(Q) given by w, = ”% Observe that {w,,} is bounded in

all

H&(Q). Hence, up to a subsequence, it follows that w,, — w in H&(Q), w, — w strongly in L"(Q))
for 1 <r<2*and w, — w a.e. in Q2. We split the rest of the proof into several steps:

Step1: w=0.

As ||v, || is bounded and by assumption ||v,|| = oo, clearly w™ = 0. It then remains to prove that
w' = 0. We first prove that cyw* = 0. Assume by contradiction that c,w"™ z 0. Observe that for
every ¢ € H; (Q2), we can write

<I;<vn>,(p>=fwnv@dx—j ﬂvnh(X)qodx—f q(x)g(vn)(pdx—f hx)p dx
Q {VUZOCA} {VHZO(A}

{VHZO(A}
_J f/\(x,vn)godx
{Vnsa)l}
(3.5.4)
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Hence, using that f)(x,s) is bounded in Q2 x R~ and the convergence of w,, it follows that

59 _ va(p -

”vn” {w>a,}

/,twh(x)(pdx—f ci(x)g(vy)——dx+o(1), Y ¢@eH) Q).

{7/"20()}

\
llvall

Actually, using that g is bounded on IR™ and that w™ = 0, we obtain that

J;) cr(x)g(vy,) “Z”dx = J;) (VwV(p —ywh(x)(p)dx +o(l), Ve Hé(Q).

Equivalently, we deduce that, for every ¢ € Hé (Q),
g(vn) —VUn _
cA(x)————@dx = VwVe —(c)(x)+ ph(x))we Jdx + o(1). (3.5.5)
Q (vl 0

Since cyw* # 0, we may choose ¢ € Hé(Q) and a measurable subset (3, C Q) such that
[Qpl >0, cuw'e>0inQ,cQ and uw'e=0inQ\Q,.

As g(s)—s>0on R (see Lemma 3.4.4), it follows that

c,\(x)w(pzo a.e. in ().
vl
Moreover, observe that
: : g(vn)_vn . . g(wnnvn“)_wnllvn” .
liminfc)(x)=———¢ = liminfc,(x)w =+o00 a.e.inQ,.
s A T w7 ¢

Hence, applying Fatou’s Lemma we deduce that

liminff ey ()8 =V e,
Q

n—0o [l

which yields a contradiction with (3.5.5). Thus, we conclude that cyw = 0. Now, we take ¢ = w in
(3.5.4) and divide by ||v,||. Using that cyw = 0 and that {v,,} is a Palais-Smale sequence, we get that

J Vw,Vwdx — j pwywh(x)dx — 0,
Q Q

and so, since w,, — w in H&(Q) and w, —» win L'(Q), for 1 <r < 2%, that

JQ (|Vw|2 - yh(x)wz)dx 0.

By this last identity and the facts that w > 0 and cyw = 0, the condition m., > 0 implies that
w=0.
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v?l

+
Step 2: f c;\(x)g(v+”)(w;)2dx — 1.
Q
First of all, observe that

<I,,\(Vn)ivn> 1 [ J- 2
AP R (v h(x)dx+J- cyr(x)g(v,)v,dx
lvall? o2 (v, >a,) ) fv,>a,) N

+ f v, h(x)dx + J filx,v,)dx| = 0.
{7/,,201)} {‘I)nSDZ/\}

Hence, using that w = 0, we deduce that

1

- cr(x)g(v,)v,dx — 0.
”vn”2 {vaza,} e
Moreover, observe that

1

”vn”2 {v,>a,}

c,\(x)g(vn)vndx,
{CYASV,,SO}

1 1
ci(x)g(v,)v dx:—f ci(x)g(vividx +
HDEI I 2 Jg R 2

and
1

||Vn||2 {a,<v,<0}

cr(x)g(v,)v,dx — 0.

Thus, we can conclude that

+
1 —J c,\(x)g(vf)(w,j)zdx =1- %J‘ cr(x)g(vy)vrdx — 0.
0 lvall* Jo

Step 3: 1n<||vn||>jQ cxwldx+ |

Q
By the definition of g (see (3.4.6)), we can write

c/\(x)(w;’)zln(;w/;r + ”vl—”)dx — 1.
n

ewi) 1 . o In(1+ pllv,llwy) T
- —1In(1 In(1 = In(1 :
v:{ ‘uv:[ n( +‘1/lvn)+ n( +an) ‘u”vn”wz + n( +I’l”v1’l||wn)
Now, observe that o, [lw?
In(1 + pllv,llwi)
ci(x <lca(x)l,
A PN 5 1

and so, since w = 0, that

1 In(1 -
—J ca(x) n +I/l”vnuw”)(w2)2dx—>0.
HJao pllvnllws

Applying the previous step, we conclude that

j cr(x)(wi)*In(1 + pllv,|lwy)dx — 1. (3.5.6)
Q

Observe that
1

[l

)) In(flv, ) + 1n(yw,+z 41 )

(1 -+ o) = o +
ol

Thus, substituting in (3.5.6), we conclude the Step 3.
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Step 4: 1n(||vn||)f ) (x)(w))?dx — 0.
Q

First of all, defining

observe that

D) -5 GEded= [ aloHEM- o [ (1 ke

{V,,ZCK)L} ]A {V,,,ZOZ/\}

_J‘ [F/\(xlvn)_lf/\(xlvn)vn]dx
{VnsaA 2

= f cr(x)H(v,)dx + j cy(x)H(v,)dx — L (1 + pvy,)h(x)dx
0 (@, <v,<0) 24 J,>a,)

—f [F,\ xX,v,) — fA X,y vn]dx
{V,,SQA}

=d+&yllvyll+0o(1),
or equivalently
J ci\(x)H(v))dx=4d —J cy(x)H(v,)dx + L (1 + pvy,)h(x)dx
0 (a1<v,20) 2

l/l {Un>a/\}

(3.5.7)
+f [F,\ (x,v,)— f/\ X, V) Uy ]dx+£n||vn||+o( ).
{Vn<DCA

Now, using that for every s > 0,

52

s 1
H(s) = 1 + 5(1 —In(1 +ys))—2—ﬂzln(1 + us),

and substituting in (3.5.7), we deduce that

1 1
—J cA(x)(v))?dx=d —J cA(x)H(v,)dx + — (1 + pvy,)h(x)dx
4Jo {a1<v,20) 21 Jpp,zay)

+J- [FA(x,v,1 ——f,\ X, V, vn]dx——j cr(x)vi (1 =1In(1 + pvy)))dx
{va<an}

1
+ 2—”2 jQ cr(x)In(1 + pv;))dx + e,)|v, |l + o(1).

As a consequence, we obtain that

1n<||vn||>chA<x><wz>2 x = 2indlival) ””””[ j " <vn>dx+;7 (1 + poa)h(x)dx

l[vall? wazay)

J [F,\ X, V) — f/\ X, v, vn]dx
{Vnsal}

: Al (1= In(1 ¢

2p
+ 2%[2 JQ () In(1 + pv;))dx + £n||vn||l +0o(1).
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We easily deduce that each term of the right hand side goes to zero. Thus, we can conclude that

1n<||vn||>jg 1 (0)(wh2dx — 0.

Step 5: Conclusion.
Considering together Steps 3 and 4, we deduce that

JC,\(x)(w;“l)zln(yw:;+ L )—>1,
Q

vl

which clearly contradicts the fact that w = 0. Since we have a contradiction, we conclude that ||v,,||
is bounded, as desired. O

Having at hand the boundedness of the Palais-Smale sequences, it is classical to show that the
Palais-Smale condition holds.

Proposition 3.5.2. Fixed A > 0 arbitrary, assume that (A,) holds and suppose that m., > 0. Then I
satisfies the Palais-Smale condition at any level d € R.

Proof. Thanks to Lemma 3.5.1 we know that the Palais-Smale sequences for I at any level d € Rare
bounded. The strong convergence follows in a standard way. See [76, Lemma 11] or [46, Lemma
5.2] for two different approaches adapted to this setting. O]

Now, we turn to check that the mountain pass geometry holds for A > 0 small enough. We
begin with a preliminary estimate.

Lemma 3.5.3. Fixed Ay > 0 arbitrary. There exist D; > 0 and D, > 0 such that, for every A € [0, A]
and any v € Hé(Q), it follows that

N .
Li(-v7) 2 Sl 1> =Dy llv™ll - D, (3.5.8)

Proof. First of all, observe that for all v € Hé(Q) we can write

L) = s - [ ((/\C+(x) - (X)G(=v) + o (1 + 200)?h(x) | dx
2 J{0=v=>a,} 2V
- }[(Ac+<x>—c_<x>>g<an+<1 + pa ()| (0 - a)dx (3.5.9)
- ((Ac+<x>—c_<x>>c<m>+i<1+m>2h<x>)dx.
Ja,>v} 2”

Hence, using that, for all A € R, @) € [-1/y4,0] and Lemma 3.4.4, i), we have that, for all A € [0,A],

-
Li(-v") > l||v_||2 - (/\c+(x) max G+ Lh+(x))dx
2 Ja [-1/m0]  2p

r

| reigtan - 1+ panie ] w - anax

Ja,>v}

=

N =

-
lv11> - (Alc+(x) max G+ih+(x))dx—J- (A1c+(x) max |g|+h™(x)|v dx.
Ja [-1/w0]  2p Q [=1/p,0]

W

The estimate (3.5.8) follows immediately from the Sobolev inequality. O
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Lemma 3.5.4. Assume (A,) and suppose that m. > 0. Then, there exist constants A > 0 and R > 0 such
that, if 0 < A < A, then I,(v) > 1,(0) + %for all v € dD with D :={v € Hé(Q) lvtl| < R}

Proof. Let us begin with some preliminary observations. First of all, we fix A; > 0 arbitrary and,
by Lemma 3.5.3, we know that, for all A € [0,A;] and all v € H}(Q),

o1 _
I(=v7) 2 STl = Dl - Do, (3.5.10)

This implies the existence of D5 (independent of 1) such that, for all A € [0,A;]and all v € H& (Q),
Iy(-v") > -Ds. (3.5.11)

Now, by the definition of I, and Lemma 3.4.4, observe that, for any A > 0 and any ¢ > 0, there
exists Dy > 0 (independent of 1) such that, for all v € Hol(Q),

L(v") > In(v") = AD4(1 + | [**2). (3.5.12)

Also, since m, > 0 by hypothesis, we know that I is coercive (see [46, Proposition 6.1]) and so,
that there exists R > 0 such that, for all v € H&(Q) with |[v*|| = R,

Io(VJr) > —%J‘ h(x)dx+ 1+ D3. (3513)
Q

Gathering (3.5.12) and (3.5.13) we deduce the existence of 0 < A < A; such that, for all A € [0,A]
and all v € Hé (Q) with [[v*]| = R, the following inequality holds

I,\(v+)2—lf h(x)dx+l+D3. (3.5.14)
HJo 2

Now, for the constants A > 0 and R > 0 previously given, we define D :={v € H&(Q) :[lv*]| < R} and
consider an arbitrary A € [0, A]. In order to finish the proof, we are going to show that

1
I,\(V)ZI,\(O)‘FE; Y vedD.

Let v € dD fixed but arbitrary. By (3.5.11), (3.5.14) and the fact that I,(0) = —LIQ h(x)dx, we
directly obtain that

Li(v) =L@+ (-v7)-1,(0) > —i J-Q h(x)dx + % +D3—-D3+ 21_;/1 L h(x)dx =1,(0)+ %

O

Lemma 3.5.5. Assume (A). Forany A >0, M > 0and R > 0, there exists w € Hé(Q) such that ||lw*|| > R
and I (w) < -M.

Proof. Since c, Z 0, we can choose v € C5°(Q2) such that v > 0, c,v Z 0 and c_v = 0. Moreover, let us
take t e RY, t > 1. As oy <0, observe that

1 G(tv t _
I(tv) < EtZL (IVv|2 —yh(x)vz)dx—/\tzjo ¢, (x)v? tz(vz)d“ I ol
G(tv) 11 _
) 2 2 _ 2 _
_t L(W uh(x)v )dx ALC+(x)v LN Ly
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Now, since by Lemma 3.4.4, we have
G(t
lim /\J . (x)v? ( 7/)(Jlx = +o00,
t—o00 Q t21}2

we deduce that tlim I,(tv) = —oo and the lemma follows. O

Gathering Lemmas 3.5.4 and 3.5.5 we deduce that, for A > 0 small enough, I, possess a mountain-
pass geometry. Once this is proved, we first show the existence of a local minimum of I and then
we prove Theorem 3.1.3.

Proposition 3.5.6. Assume (Ay) and suppose that m, > 0 and that A > 0 is small enough in order to
ensure that the conclusion of Lemma 3.5.4 holds. Then, I, possesses a critical point v with I)(v) <1,(0),
which is a local minimum.

Proof. From Lemma 3.5.4, we know that there exist R > 0 such that

mi=inf L) <L(0)  and  L()>L(0) if vedD,
ve

where D := {v € H&(Q) :|lv*|] < R}. Let {v,} € D be such that I,(v,) — m. By the definition
of D and (3.5.10), we deduce that {v,} is bounded and so, up to a subsequence, it follows that
v, —~VE Hé (€Q2). By the weak lower semicontinuity of the norm and of the functional I, we have

lv*]| < liminf|jv}||<R and I,(v)<liminfl,(v,)=m <1,(0).
n—o00 n—o0

Finally, since, by Lemma 3.5.4, we know that I (v) > I(0) if v € dD, we deduce that v € D is a local
minimum of ;. O

Proof of Theorem 3.1.3. Assume that A > 0 is small enough in order to ensure that the conclusion
of Lemma 3.5.4 holds. By Proposition 3.5.6 we have a first critical point, which is a local minimum
of I). On the other hand, since the Palais-Smale condition holds, in view of Lemmas 3.5.4. and
3.5.5, we can apply Theorem 3.2.5 and obtain a second critical point of I, at the mountain-pass
level. This gives two different solutions to (Q,). Finally, by Lemma 3.4.5, we obtain two different
solutions to (Py). O

3.6 Proof of Theorems 3.1.4 and 3.1.5

This section is devoted to the proofs of Theorems 3.1.4 and 3.1.5 and Corollary 3.1.6. Let us
recall that, under the assumption (A,), every solution to (P,) belongs to C(l)(Q) (see [50, Theorem
2.2]). We first prove Theorem 3.1.4 and the first part of Corollary 3.1.6.

Lemma 3.6.1. [17, Lemma 2.2] Assume (A;). If uj, u, € H(Q)N Wi)’CN(Q) NC(Q) are respectively a
lower and an upper solution to (L), then uy < u,.

Lemma 3.6.2. Assume (A,) and suppose that (Py) has a solution ug with c,uy Z 0. Then, it follows that:
e Every u solution to (P)) with A > 0 and c,u > 0 satisfies u > u.

e Forall >0, ug is a strict lower solution to (P)).

o There exists A €]0, +oo[ such that, forall 0 < A < A, (P)) has a strict upper solution uy with uy > u
and, for all A > A, (P,) has no solutions u with c,u > 0.

Proof. Let us split the proof into four steps:
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Step 1: Every u solution to (Py) with A > 0 and c,u > 0 satisfies u > u.

Let u be a solution to (P)) with A >0 and c,u > 0. We easily observe that u € Cé (Q) is an upper
solution to (Fy) and so, applying Lemma 3.6.1, that u > 1y in Q. Now, arguing as in Corollary 3.4.3,
we are going to show that u > u,. Let us define w = u — 1y and observe that

—Aw — u(Vu + Vuy, Vw) + c_(x)w > Ac, (x)ug, in Q,
w=0, on 0Q).

Applying then Theorem 3.1.7, we deduce that w > 0 and so that u > u,.
Step 2: For all A >0, uq is a strict lower solution to (P)).

As c,ug z 0, we easily observe that ug is a lower solution to (P)). Arguing as in Step 1, we
deduce that u is a strict lower solution to (P)).

Step 3: The problem (P)) has no solution u with c,u > 0 for A > 0 large.

We argue by contradiction. Suppose that u is a solution to (P,) with c,u > 0 and let y; > 0 be
the first eigenvalue and ¢; > 0 be the first eigenfunction to the eigenvalue problem

-Av+c_(x)v=pci(x)v, ve H&(Q).

Multiplying (P,) by ¢; and integrating it follows that

71 jQ ci(X)uprdx = J-Q (VuV(pl +c_(x)ugpy )dx
= )\J ci(x)upidx + ,uJ |Vu|2(p1dx+J h(x)p dx,
Q Q Q

or equivalently

0=(=70) | cleuprdrop [ Wulpidse [ b
Q Q Q

Hence, as u > ug, if A >y it follows that

OZ(A—yl)J c+(x)u0(p1dx+j h(x)p dx. (3.6.1)
Q Q

Since c,up 2 0 and ¢; >0, (3.6.1) gives a contradiction for A large enough.

Step 4: Let us define A := sup{A: (P,) has a solution u with c,u > 0}. For all 0 < A < A, (P,) has a

strict upper solution uy > uqy and, for all A > A, (Py) has no solutions with c,u > 0.

First of all, observe that Step 2 implies A < oo. Furthermore, by the definition of J, it is obvious
that, for A > A, (P,) has no solutions © with ¢, u > 0.

Let us then consider 0 < A < A. By the definition of A, we can find A €]}, A[ and uy solution
to (Py) with c,uy > 0. Then, observe that uy € Cé (Q) is an upper solution to (F) and, by Step 1,
uy > Uy.
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Finally, we are going to show that u7 is a strict upper solution to (P,). Using that c,uy > 0 and
A > A, we deduce that uy is an upper solution to (P,). Finally, let us consider u a solution to (P,)
with u < uy and introduce w = uy—u. Arguing as in Corollary 3.4.3, we are going to show that
w > 0. Directly observe that

~Aw — i(Vu + Vug, Vw) + c_(x)w > (A= A)cy (x)ug, in Q,
w=0, on JQ.
Hence, applying Theorem 3.1.7, we obtain that w > 0, and so that uy is strict. O

Proposition 3.6.3. Assume (A,), suppose that (Py) has a solution uy with c,uy Z 0 and let A €]0,+00]
be given by Lemma 3.6.2. Then:

1) For every 0 < A < A, there exists v € Cé (Q) with v > v := %(e"”O — 1), which is a local minimum

of I in the H}-topology and a solution to (Q,).
2) For A = A, there exists v € C(l) (Q) with v > vy, which is a solution to (Q)).

Proof. 1) By Lemma 3.6.2, for all 0 < A < A, ug is a strict lower solution to (P;) and there exists

up € C(l,(Q) strict upper solution to (P,). Let us then introduce

vozl(e"”o—l) and vlzl(ef‘”l—l).
14 14

By Lemma 3.4.5 and Remark 3.4.3, it follows that vy, v; € Cé (Q) are a couple of well ordered strict
lower and upper solutions to (Q,). Hence, applying Corollary 3.2.3 and Proposition 3.2.4 we have
the existence of v € Cé (Q) minimizer of I, on M := lv € Hé(Q) gLV < vlj, local minimum of I
in the Hé -topology and solution to (Q,). Moreover, by its construction v > vj.

2) Let {A,} be a sequence with 0 < A, < A and A,, — A and let {v,} be the corresponding sequence

of minimum of I obtained in 1). This implies that (I} (v,),¢) =0 for all ¢ € H&(Q) Moreover,
by the construction of the lower and upper solutions, arguing as in Lemma 3.5.3, we obtain that

Iy, (vy) <1, (vo) < I3(vo) + Dy

for some Dy > 0. Then, arguing as in Lemma 3.5.1 and Proposition 3.5.2, we prove the existence
of ve H&(Q) such that v, —» v in H&(Q) with v a solution to (Q,) for A = A. Moreover, as v,, > v,
for all n € IN, we deduce that v > v. O

Proof of Theorem 3.1.4. Let us define as in Lemma 3.6.2 and Proposition 3.6.3

A:=sup{A:(P)) has a solution u with c,u > 0}.

We split the proof into several steps:

Step 1: Every u solution to (P,) with c,u > 0 satisfies u > u,.

This follows directly from Lemma 3.6.2.
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Step 2: For every A €]0, A[, (P)) has at least two solutions Uy, Uy € Cé (Q) such that uy < Uy

By Proposition 3.6.3, for A < A, there exists a first critical point vy € Ccl)(Q), which is a local
minimum of I,. Since the Palais-Smale condition at any level d € IR holds, by Theorem 3.2.6, we
have two options. If we are in the first case, then together with Lemma 3.5.5, we see that I has
the mountain-pass geometry and by Theorem 3.2.5, we have the existence of a second solution to
(Q,). In the second case, we have directly the existence of a solution to (Q,). Then, by Lemma
3.4.5, we conclude the existence of two solutions to (P)). By the construction of v, j, it follows that
Uyl = %11’1(1 + }41//\,1) > Uy.

Step 3: Existence of solution to (Py)

Let vy the solution to (Qy) obtained in Proposition 3.6.3. Applying Lemma 3.4.5 we conclude
that uy = %ln(l + pvy) is a solution to (Py) for A = . Moreover, by construction Ug > uy.

Step 4: For A > A the problem (P)) has no solutions u with c,u > 0.
This follows directly from Lemma 3.6.2. O

Proof of the first part of Corollary 3.1.6. Let uy be the unique solution to (F). Since (A;) holds,
we know that uj € Cj(Q). Now, observe that

—Aug+c_(x)ug = h(x), in Q,
ug =0, on dQ).

Hence, since h Z 0, by Theorem 3.1.7, it follows that that uy > 0, and so, in particular that c, uy = 0.
The corollary then follows immediately from Theorem 3.1.4. O

Now, we turn to prove Theorem 3.1.5 and the second part of Corollary 3.1.6.

Proposition 3.6.4. Assume (A;) and suppose that (Py) has a solution uy with c,uy 5 0. For every A >0
there exists v € Cé(Q) with v K vy := }%(e"”o — 1), which is a local minimum of I, in the Hé—topology
and a solution to (Q,).

Proof. By Corollary 3.4.3 we have the existence of a strict lower solution a) with o) < p for every
B upper solution to (P)). On the other hand, arguing as in Lemma 3.6.2 we prove that ug is a
strict upper solution to (P,) for all A > 0. Arguing exactly as in Proposition 3.6.3 we deduce the
existence of v € Cé (Q) local minimum of I, and solution to (Q,). Moreover, by its construction

v<<v0:%(e’“‘0—1). O

Proof of Theorem 3.1.5. The result follows from Proposition 3.6.4 arguing exactly as in the proof
of Theorem 3.1.4. ]

Proof of the second part of Corollary 3.1.6. Since h 5 0 and (A;) holds, the problem (F) has al-
ways a solution u, € C(IJ(Q). Moreover, observe that 0 is an upper solution to (F)). Hence, by
Lemma 3.6.1, it follows that uy < 0. Now, as u satisfies

—Aug — u(Vug, Vug) +c_(x)ug = h(x) 0, inQ,

we deduce by Theorem 3.1.7 that uy < 0 and, in particular that c,uy £ 0. Thus, the corollary
follows immediately from Theorem 3.1.5. O
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3.7 Appendix. Hopf’s Lemma ans SMP with unbounded lower order
terms

In this section we prove Theorem 3.1.7 which can be seen as a combination of the Strong max-
imum principle and the Hopf’s Lemma. The proof of Theorem 3.1.7 will be obtained as a conse-
quence of the Hopf’s Lemma with unbounded lower order term that we prove in Lemma 3.7.6. We
give here a simplified proof of [100, Theorem 4.1]. Let us begin with some preliminary results that
will be needed to prove Lemma 3.7.6. Throughout the appendix we assume N > 2.

Lemma 3.7.1. [79, Lemma 4.2] Let Q C RN be a bounded domain, p € (LN(Q))N and & € LN/?(QQ)
with & > 0 a.e. in Q. Then, for every F € H™1(Q), there exists an unique u € Hy (Q) solution to

{—Au+<ﬁ(x),Vu>+€(x)u =F, in Q, (3.7.1)

u=0, on dQ).

As a consequence of the previous lemma we obtain an existence result with inhomogeneous
boundary conditions.

Corollary 3.7.2. Let w = B;(0)\ B15(0), g € (LP(w))N and & € LP(w) for some p > N and assume that
&> 0a.e. in w. Then, there exists an unique u € (@) for some t > 0 solution to

—Au+ (B(x),Vu)+ E(x)u =0, in w,
u=0, on dB;(0), (3.7.2)
u=1, on dBy,,(0),

such that 0 <u <1 in .

Proof. Let us consider ¢ € C*(RRN) given by ¢(x) = %(1 —|x|?), and observe that ¢(x) = 0 for all
x € dB1(0) and ¢(x) =1 for all x € dB;,(0). Moreover, by direct computations it follows that

A+ (B, V) + E(x)p = 5~ 2B x) 4 SEN(1 =) =5 -F € H (@)

By Lemma 3.7.1 we know that there exists an unique w € H& (w) solution to

{—Aw +(B(x), Vw) + &(x)w = F, in , (3.7.3)

w=0, on Jdw.

Then, we define u = w + @ and we observe that u € H!(w) is a solution to (3.7.2). Next, by [79,
Proposition 3.10] we deduce that 0 < u < 1 in w and, by [82, Theorem II-15.1] we obtain that
u € CV*(w) for some 7 > 0. Finally, the uniqueness follow from [79, Proposition 3.10]. O

Lemma 3.7.3. Let w = B(0)\ By/,(0), € € (0,1/4), xo € dB1(0) and T : RN — RN given by T(x) =
eV (x = xq) + xg. Then, it follows that v C T(w) :={T(x) : x € w).

Proof. First of all, observe that

T(w) :Bl/g((l —%)xo)\Bl/z‘g((l —%)xo): {xe]RN : 2%8 < |x—(1 —%)xo| < %} (3.7.4)

111



Now, observe that, for all x € w and all € € (0,1/4), it follows that

|x—(1—l)x0| §|x|+|1—l||x0|:|x|+l—1 c1+io1=1 (3.7.5)
€ € € € €
and 1 1 1 1 1
—1-- > —|1-- =—=1-|x|>—-2>—. 3.7.6
e = (1= = o] 2 Il = [1 = —[lwol| = ~ = 1= x> = 2> (3.7.6)
Hence, the result follows from (3.7.4)-(3.7.6). O

Lemma 3.7.4. Let w = B{(0)\ B12(0), B = (B',...,BN) € (LP(w))N and ¢ € LP(w) for some p > N,
e €[0,1/4], B.(y) = (BL,..., BY) = eB(e(y — x¢) + xo) and c.(y) = €?c(e(y —xo) + xo). Then, it follows that

. _N . .
o |IBilloi) < €' IIBillp(e) forall i =1,...,N.

2-N
o |lcellze(w) < €7 7llellr(w)

Proof. Letie{l,...,N}. We directly observe that

181,y = [ 1By =e? [ 18(ety - x0) xo)Pdy =2 L( Bepa(677)

where z = S(y) = €(y — x¢) + x¢. Then, arguing as in Lemma 3.7.3, we obtain that S(w) C w, and so,
taking into account (3.7.7), we deduce that

1B, oy < 2 [ 1B @z = MBI
w

The estimate for c, follows arguing on the same way. O]

Using the rescaled functions B, and c, defined in Lemma 3.7.4, we introduce the auxiliary
boundary value problem

—Au + (B:(x),Vu) + c.(x)u =0, in B1(0)\ B1,,(0),
u=0, on dBy(0), (P,)
u=1, on dBy,,(0).

and we prove the following uniform a priori bound that will be crucial in the proof of Lemma
3.7.6.

Lemma 3.7.5. Let w = B1(0)\B1/,(0), B=(By,...,By) € (LP(w))N and c € LP(w) for some p > N. Then,
there exists M > 0 such that, for all € € [0,1/4], any solution to (P;) satisfies ||ullcz) < M.

Proof. We argue by contradiction. We assume that there exist sequences {¢,} C [0,1/4] and {u,,}
solutions to (P,) with ¢ = ¢,, such that

llunller@) — +o0,  asn— co.
Without loss of generality (up to a subsequence if necessary) we may assume that
L <|lupllerw)y, Y nelN.
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We consider then v,, := and we observe that v,, solves

” n”cl((,

—Av, + (B, (x),Vv,) + ¢, (x)v, =0, in w,
v, =0, on dB;(0), (3.7.8)
) 7.
Vy=v— on 8B1/2(O).
||Vn||cl(a)
Now, for all n € N, let us define
4
Ey==——(1-|x*)eC®RY) and w,=v,-¢&,
3lunller @)
and observe that w,, solves
8N
—Aw, = —(B; (x),Vv,) —ce (X)vy — 57— in w,
llunller @) (3.7.9)
w, =0, on dw.
By [66, Lemma 9.17], there exists C(w,N) > 0 such that
8N
”wnllwz'ﬂ(w) <C <B£n(x)r Vv, + Cen(x)vn o — ’
3”“11”6'1(5) 1P (w)

and so, since [|v,llc1(z) = 1 for all n € IN, by Lemma 3.7.4, there exists C; = Ci(w, N, ||Bl|(zp(a)~
llcllzr(w)) > 0 such that
lwallw2se) < Ci.

From the above inequality, we deduce the existence of C, > 0 (independent of 1) such that

”vn”WZ'P(w) <G

Since p > N, by the Sobolev compact embedding, we deduce that v, — v in C!(@) for some v €
C'(w). This implies that v is a weak solution to

{—Av +(B(x), Vv) +¢(x)v = 0, in w, (3.7.10)

v=0, on dw,

for some B € (LP(w))N and ¢ € LP(w). Hence, by [79, Proposition 3.10], we deduce that v = 0. This
contradict the fact that v,, — v in C!(@) and the result follows. O

Having at hand all the needed ingredients, we prove the Hopf’s Lemma with unbounded lower
order terms.

Lemma 3.7.6. (Hopf’s Lemma) Let B € (LP(B,(0))N and c € LP(B;(0)) for some p > N such that ¢ > 0
a.e. in By(0). Let xo € dB1(0) and let u € C*(B,(0)) be an upper solutzon to

{—Au+<B(X),Vu>+C(x) in B, (0), (3.7.11)

u= 0, on dB;(0),
such that u(x) > u(xq) = 0 for all x € B;(0). Then %(xo) < 0, where v denotes the exterior unit normal.
v

Proof. Let us fix w := B1(0) \ By/»(0) and split the proof into several steps:
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Step 1: Auxiliary regular barrier ¢
Let us consider the problem
-Ap =0, in w,
=0, on dB;(0), (3.7.12)
p=1, on dBy/,(0).

By [66, Theorem 6.14] we know that there exists @ € C>"(w) for some T > 0 solution to (3.7.12).
Moreover, by [66, Lemma 3.4 and Theorem 3.5], we know that

0<epx)<l, VYxew, and g—(f(xo)<0. (3.7.13)

Step 2: Let M > 0 given by Lemma 3.7.5. For every ¢ € (0,1/4) there exists ¢, € CV'*(@) for some T > 0
solution to (P,) such that ||pllc1(z) < M.

The existence follows from Corollary 3.7.2 and the uniform bound from Lemma 3.7.5.

Step 3: Let ¢, the solution to (P.) given by Step 2. There exists € € (0,1/4) such that, for all € € (0,€), it

follows that %qu‘(xo) <0.
Let us define i, := @, — @ and observe that 1, € C1"*(@) for some 7 > 0 and solves
_Alzbs = _<Be(x)’V(Pe> - Ce(x)(Pg! in w, (3‘7.14)
l)bé‘ =0, on dw.
Then, by [66, Lemma 9.17] and Lemma 3.7.4, there exists C = C(w,N) > 0 such that
IPellwr(w) < CIKBe(x), Ve ) + (%) Qellr (o)
N
N .
< Clipeller@e’ 7 | ) 1B llisg) + ellell
ellc! (w) ;, P(w) Pw) (3.7.15)

1-N
<e rCM

N
| .
Y 1B lo ) + ||c||Lp<w)] =g,
i=1

for some C, independent of ¢. Hence, by the Sobolev continuous embedding, there exists C3 > 0
independent of ¢ such that

N
[Wellere@) <& 7 Cs.
We conclude that

: d
= (x0) = S (x0)

< ‘lgi_{r(l)lll,bgllc:lﬂ(a) =0,
and the Step 3 follows.

Step 4: Conclusion

Let u € C'(B;(0)) be an upper solution to (3.7.11) such that u(x) > u(xg) = 0 for all x € B;(0). We
fix € > 0 small enough to ensure that the Step 3 holds and define

ue(y) = u(e(y —xo) +xo).
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Since we know that w C T(w) by Lemma 3.7.3, we have that u, is an upper solution to

—Au, +(Bg(x),Vug) +c.(x)u. =0, in w,
{ 4 (Bel), Vi) + cc (), 5716
u, =0, on dw.
Then, we define u, = u, — 0,.¢, with
0.= inf u.>0,
‘ 9B1/2(0) ‘
and we have that 1, is an upper solution to
—Au, + (B(x), V) + c.(x)u, =0, in w,
e+ {Belx) Vi) + . (1, 5717
u, =0, on dw.

Applying then [79, Proposition 3.10] we deduce that u, — 0.¢, > 0, in @, and so, by Step 3, we
conclude that p L2

u U

= == <=

8v(x0) e Jv (x0) < —

as desired.
O

Corollary 3.7.7. For z€ RN and R> 0, let p € (LP(Bg(2))N and & € LP(Bg(z)) for some p > N such that

&> 0a.e. in Br(z). Let xoy € dBg(z) and let u € C'(Bg(z)) be an upper solution to

{—Au +{B(x), Vi) + E(x)u = 0, in Bg(2), (3.7.18)

u=0, on dBg(z),
such that u(x) > u(xg) = 0 for all x € Bg(z). Then %(xo) < 0, where v denotes the exterior unit normal.
Proof. Let us define y = T(x) = %(x —z) and introduce the functions
v(y) = u(Ry +2),

B(y) = RB(Ry +2), (3.7.19)
c¢(y) = R*E(Ry + 2).

Observe that if u is an upper solution to (3.7.18) such that u(x) > 0 for all x € Bg(z), then v is an
upper solution to
{—Av +(B(y), Vv) +c(y)v =0, in B;(0)

1( ’

3.7.20

v =0, on dB;(0), ( )
satisfying the hypothesis of Lemma 3.7.6 for some y, = T(xq) € dB1(0). Thus, we have that

Ju 1 dv
E(Xo) = E%(?O) <0,

and the result follows. O

Proof of Theorem 3.1.7. The result follows from Corollary 3.7.7 arguing as in [112, Theorem 3.27].
See also [66, Theorem 3.5]. O
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Nonlinear fractional Laplacian problems with
nonlocal “gradient terms”

4.1 Introduction and main results

In the last fifteen years, there has been an increasing interest in the study of partial differential
equations involving integro-differential operators. In particular, the case of the fractional Lapla-
cian has been widely studied and is nowadays a very active field of research. This is due not only to
its mathematical richness. The fractional Laplacian has appeared in a great number of equations
modeling real world phenomena, especially those which take into account nonlocal effects. Among
others, let us mention applications in quasi-geostrophic flows [32], quantum mechanic [83], math-
ematical finances [14,37], obstacle problems [21,22,31] and crystal dislocation [58,59,111].

The first aim of the present chapter is to discuss, depending on the real parameter A > 0, the
existence and non-existence of solutions to the Dirichlet problem

(Py)

(~Au = () D) + Af (3), in 0,
u=0, inRM\ Q,

under the assumption

Q c RN, N > 2, is a bounded domain with dQ of class C?,
se(1/2,1), (A1)
f eL™(Q) for some m > N/2s and p € L™(Q).

Throughout the chapter, (-A)® stands for the, by know classical, fractional Laplacian operator. For
a smooth function u# and s € (0, 1), it can be defined as

7

(~AFu(x) = ay ¢ p.v. J u(x) -~ u(y)

RN |X—y|N+25
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where

ay = (J 1 —COS(él)dé)_l __ 2251"(% +S),
]RN

|5|N+25 7Z¥r(—s)

is a normalization constant and “p.v.” is an abbreviation for “in the principal value sense”. In (P,),
ID? is a nonlocal diffusion term. It plays the role of the “gradient square” in the nonlocal case and
is given by
aN s |u(x) —u(y)?
D2(u) = —= p.v. —=—dy. 4.1.1
=52 po | EEEay (4.1

Since they will not play a role in this thesis, we normalize the constants appearing in the definitions
of (~A)* and ID? and we omit the p.v. sense. However, let us stress that these constants guarantee

lim (=AYu(x) = -Au(x), VY ueCP(RN), (4.1.2)
and
lim DZ(u(x)) = [Vu(x)]>, YV ueCP(RN). (4.1.3)

We refer to [55] and [30] respectively for a proof of (4.1.2) and (4.1.3). Hence, at least formally, if
s — 17 in (P,), we recover the local problem

{_Au = u(x)|Vul? + Af (x), in €, (4.1.4)

u=0, on 0Q.

This equation corresponds to the stationary case of the Kardar-Parisi-Zhang model of growing
interfaces introduced in [77]. The existence and multiplicity of solutions to problem (4.1.4) and
of its different extensions have been extensively studied and it is still an active field of research.
See for instance [4, 18, 25,46, 62,68]. In most of these papers, the existence of solutions is proved
using either a priori estimates or, when it is possible, a suitable change of variable to obtain an
equivalent semilinear problem. However, neither of these techniques seem to be appropriate to
deal with the nonlocal case (P,).

Let us also point out that in [36], using pointwise estimates on the Green function for the
fractional Laplacian, the authors deal with the nonlocal-local problem

(4.1.5)

(=A)’u =|VulT+ Af(x), in Q,
u=0, in RN\ Q.

For s € (1/2,1), 1 < g < %, f € L'(Q) and A > 0 small enough they obtained the existence

of a solution to (4.1.5). This existence result was later completed in [7] where, under suitable
assumptions on f, the authors showed the existence of a solution to (4.1.5) for all 1 < g < oo and
A > 0 small enough.

Following [35, 36] we introduce the following notion of weak solution to (P,).

Definition 4.1.1. We say that u is a weak solution to (P,) if u and ID?(u) belong to L}(Q), u = 0 in
CQ:=RN\Q and

f u(—-A)Y P dx = J (HDZ () + Af (x))pdx, ¥V PpeX,, (4.1.6)
Q Q
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where

X, = {5 e C(RY):Supp& c Q, (~A)*&(x) exists V x € Q and |(-~A)*&(x)| < C for some C > O}.
(4.1.7)

In the spirit of the existing results for the local case, our first main result shows the existence
of a weak solution to (P)) under a smallness condition on Af.

Theorem 4.1.1. Assume that (A;) holds. Then there exists A* > 0 such that, for all 0 < A < A*, (P,) has
a weak solution u € WS’Z(Q) NC%(Q) for some a > 0.

Remark 4.1.1.
a) The definition of Wg’2(Q) will be introduced in Section 4.2.

b) In 1983, L. Boccardo, F. Murat and J.P. Puel [23] already pointed out that the existence of
solution to (4.1.4) is not guaranteed for every Af € L*(Q)). Some extra conditions are needed.
Hence, the smallness condition appearing in Theorem 4.1.1 was somehow expected.

c) For Af =0, u = 0 is a solution to (P,) that obviously belongs to WS’Z(Q) NC%¥(Q). Hence,
there is no loss of generality to assume that A > 0.

The counterpart of |Vu|? in (4.1.4) is played in (P,) by ID?(u). This term appears in several
applications. For instance, let us mention [30,91,101] where it naturally appears as the equivalent
of [Vu|?> when considering fractional harmonic maps into the sphere.

Let us now give some ideas of the proof of Theorem 4.1.1. As in the local case, see for instance
[94], the existence of solutions to (P, ) is related to the regularity of the solutions to a linear equation
of the form

{(_A)Sv = h(x), in Q, (4.1.8)

v=0, in RN\ Q.

In Section 4.3, we obtain sharp Calderén-Zygmund type regularity results for the fractional Pois-
son equation (4.1.8) with low integrability data. We believe these results are of independent inter-
est and will be useful in other settings. Actually, Section 4.3 can be read as an independent part
of the present chapter. In particular, we refer the interested reader to Propositions 4.3.1, 4.3.3 and
4.3.4.

Having at hand suitable regularity results for (4.1.8) and inspired by [94, Section 6], we develop
a fixed point argument to obtain a solution to (P, ). Note that, due to the nonlocality of the operator
and of the “gradient term”, the approach of [94] has to be adapted significantly. In particular, the
form of the set where we apply the fixed point argument seems to be new in the literature. We
consider a subset of Wg’l(Q) where, in some sense, we require more “differentiability” and more
integrability. This extra “differentiability” is a purely nonlocal phenomena and it is related with
our regularity results for (4.1.8). See Section 4.4 for more details.

Let us also stress that the restriction s € (1/2,1) comes from the regularity results of Section 4.3.
If suitable regularity results for (4.1.8) with s € (0,1/2] were available, our fixed point argument
would provide the desired existence results to (P)). See Section 4.3 for more details.
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Next, let us prove that the smallness condition imposed in Theorem 4.1.1 is somehow neces-
sary.

Theorem 4.1.2. Assume (A,) and suppose that y(x) > py > 0 and f* # 0. Then there exists A** > 0 such
that, for all A > A**, (P)) has no weak solutions in WS'Z(Q).
Remark 4.1.2.

a) Observe that, if v is a solution to

(=A)*v = —p(x) DZ (v) - Af (x), in Q,
v=0, in RN\ Q,

then u = —v is a solution to (P,). Hence, if p(x) < —py <0 and f~ Z 0 we recover the same
kind of non-existence result and the smallness condition is also required.

b) Since we do not use the regularity results of Section 4.3, the restriction s € (1/2,1) is not
necessary in the proof of Theorem 4.1.2. The result holds for all s € (0,1).

Also, in order to show that the regularity imposed on the data f is almost optimal, we provide
a counterexample to our existence result when the regularity condition on f is not satisfied. The
proof makes use of the Hardy potential.

Theorem 4.1.3. Let Q C RN, N > 2, be a bounded domain with dQ of class C?, let s € (0,1) and let
p € L®(Q) such that p(x) > py > 0. Then, forall 1 <p < %, there exists f € LP(Q) such that (Py) has no
weak solutions in Wg’2(Q)f0r any A > 0.

Using the same kind of approach than in Theorem 4.1.1, i.e. regularity results for (4.1.8) and

our fixed point argument, one can obtain existence results for related problems involving different
nonlocal diffusion terms and different nonlinearities.

First, we deal with the Dirichlet problem

(=A)*u = u(x) u D (u) + Af (x), in Q, F)
u=0, in RV \ Q. g
For p(x) = 1, this problem can be seen as a particular case of the fractional harmonic maps problem
considered in [30,91].

Remark 4.1.3. The notion of weak solution to (P, ) is essentially the same as in Definition 4.1.1. The
only difference is that we now require that u and u ID?(u) belong to L!(Q).

We derive the following existence result for Af small enough.

Theorem 4.1.4. Assume that (Ay) holds. Then, there exists A* > 0 such that, for all 0 < A < A%, (P)) has
a weak solution u € WOS’Z(Q) NC%(Q) for some a > 0.

Next, motivated by some other results on fractional harmonic maps into the sphere [41, 42]
and some classical results of harmonic analysis [109, Chapter V], we consider a different diffusion
term. Depending on the real parameter A > 0, we study the existence of solutions to the Dirichlet
problem

(Qx)

(=AY u = p(x)|(-A)2ulf + Af (x), in Q,
u=0, in RV \ Q,
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under the assumption

Q c RN, N > 2, is a bounded domain with dQ of class C?,
feL™Q) for some m >1and pe L>(Q), (By)

se(l/2,1) and 1<g<

N —ms’
Remark 4.1.4. If m > N/s, we just need to assume 1 < g < oo in (By).

Since the diffusion term considered in (Q,) is different from the ones in (P,) and (P,), we shall
make precise the notion of weak solution to (Q,).
Definition 4.1.2. We say that u is a weak solution to (Q,) if u € L}(Q), |(—A)%u| e L1Q), u=0in
CQ) and

j u(—-A) P dx = f (HEON=A)2ulf + Af (x))pdx, V¥ PpeX,, (4.1.9)
o) o)
where X is defined in (4.1.7).

Theorem 4.1.5. Assume that (B;) holds. Then there exists A* > 0 such that, for all 0 < A < A%, (Q,) has
a weak solution u € Wé’l(Q).

Remark 4.1.5. The regularity results for (4.1.8) that we need to prove Theorem 4.1.5 are different
from the ones used in Theorems 4.1.1 and 4.1.4. Nevertheless, the restriction s € (1/2,1) still arises
out of these regularity results. See Proposition 4.3.5 for more details.

Finally, for s € (0,1) and ¢ € Cg"(lRN), following [95, 103], we define the (distributional Riesz)
fractional gradient of order s as the vector field V*: RN — R given by

s [ Px)-0@) x-y dy N
Ve (x):= S o R P T VxeR™. (4.1.10)

Then we deal with the Dirichlet problem

(=A)’u = pu(x)|VulT+ Af(x), in Q, —
u=0, in RN \ Q. Qi)

Remark 4.1.6. The notion of weak solution to (Q ) has to be understood as in Definition 4.1.2.

Theorem 4.1.6. Assume that (By) holds. Then there exists A* > 0 such that, for all 0 < A < A%, (Q,) has
a weak solution u € W' (Q),

We end this section describing the organization of the chapter. In Section 4.2, we introduce the
suitable functional setting to deal with our problems and we also recall some known results that
will be useful. In Section 4.3, which is independent of the rest of the chapter, we prove Calderdn-
Zygmund type regularity results for the fractional Poisson equation (4.1.8). Section 4.4 is devoted
to the proofs of Theorems 4.1.1 and 4.1.4. Section 4.5 contains the proofs of Theorems 4.1.2 and
4.1.3. Section 4.6 deals with (Q,) and (Q,), i.e., it is devoted to the proofs of Theorems 4.1.5 and
4.1.6.
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Notation.
1) In RN, we use the notations |x| = \/x? +... + x,z\, and Bg(y) = {x e RN : |x—y| < R}.
2) For a bounded open set Q ¢ RN we denote its complementary as CQ, i.e. CQ = RN \ Q.

3) For p € (1, 0), we denote by p’ the conjugate exponent of p, namely p’ = p/(p—1) and by p; the Sobolev
critical exponent i.e. p; = NNsz if sp <N and p; = +oo in case sp > N.

4) For u € L*(Q)) we use the notation ||u[lo, = [|ullz~(q) = esssup,q [u(x)|.

4.2 Functional setting and Useful tools

In this section we present the functional setting and some auxiliary results that will play an
important role throughout the chapter. We begin recalling the definition of the fractional Sobolev
space.

Definition 4.2.1. Let Q be an open set in RN and s € (0,1). For any p € [1,00), the fractional
Sobolev space W¥P(Q) is defined as

|p
S,p — P(Q
% (Q).—{ueL JLXQ - leHP AN = YN gxdy < oo b.

It is a Banach space endowed with the usual norm

|P %
ey = (I [ B avay)

Having at hand this definition we introduce the suitable space to deal with our problems.

Definition 4.2.2. Let Q c RYN be a bounded domain with boundary dQ of class C%!' and s € (0,1).
For any p € [1,00). We define the space Wg’p(Q) as

Wo?(Q):={u e WPRN):u = 0in RV \ Q).

It is a Banach space endowed with the norm

|p 1/p
e (ﬂD ) y|N+sp ) -u@P 4}

Dg := (RN xRM)\ (CQxCQ) = (QAxRY) U (CQxQ).

where

The space Wg’p(Q) was first introduced in [102] in the particular case p = 2. We refer to [55]
for more details on fractional Sobolev spaces. Nevertheless, due to their relevance in this work, we
recall here some results involving fractional Sobolev spaces.

We shall make use of the following classical fractional Sobolev inequality. See [95, Proposition
15.5] for a beautiful proof.
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Theorem 4.2.1 (Sobolev inequality). For anyse(0,1), pe(l, %) and u € WP (RN), it follows that

|p 1/p
||M||LPS (J:[RZN P y|N+5p ————dxdy ,

where Sy, > 0 is a constant depending only on N and p.

Next, we present a fractional Hardy inequality and some of its consequences. These results
will be crucial to show the optimality of the regularity assumptions of Theorem 4.1.1, namely to
prove Theorem 4.1.3.

Theorem 4.2.2. [63, Theorem 1.1]Let N >2,0<s<1andp > 1. Then, forall u € CSO(IRN), it follows

that
P P
ﬂ luG0) ~uGIlP dyzANsz )P (4.2.1)
R2N Ix y|N+p5 T )re |xPe
where
! N-ps
AN,s,p = 2‘[ oPHi-0"7 cDN,s,p(G)dG >0, (4..2.2)
0
and
N-2 (1-12)7
(DNsp =S |J N+p> dt.
(1-20t+0?%)2

Proposition 4.2.3. Let Q C RN, N > 2, be a bounded domain with boundary dQ of class C? such that
0€Q,0<s<1andp>1. Then:

1) [3,Lemma 3.4] If we set

dxd
J‘-[DQ |X y|N+ps v

(x)?

le”s

1 €Cr(Q)\ {0}y,
dx

Q

it follows that A(Q)) = Ay s, where Ay s p > 0 is defined in (4.2.2).

2) The weight |x|7P* is optimal in the sense that, for all € > 0, if follows that

|P
JjDQ |x y|N+ps T Naps 9%y

[P

|x|ps+é

L €CR(Q)\[0)} = 0.
Q

Proof. Since the proof of 1) can be found in [3, Lemma 3.4], we just provide the proof of 2). Let
€ > 0 be fixed but arbitrarily small. We assume by contradiction that there exists a smooth bounded

123



domain Q c RN such that 0 € Q and

|P
JI% |x y|N+ps s XAy

P 1P eCy(Q)\ {0} >0. (4.2.3)
|x|ps+£ dx
Q
Let us then observe that for any B,(0) C (), it follows that
0 < A:(Q) < A(B,(0)). (4.2.4)
Moreover, observe that for ¢ € C5°(B,(0)) we have that
p p
j PP s L 0P, (4.2.5)
B,(0) 1€l ¢ Jp,o) Xl

Hence, gathering (4.2.4)-(4.2.5), it follows that, for all ¢ € C;°(B,(0)),

®)IP
—— dxd
HD o = y|N+ps HD o = y|N+PS 4
|p(x)[P J |p(x)[P '
dx dx
JBr( JxfPere B, (o) XIP?

Thus, by the definition of A(B,(0)) and 1), ) < AB,0) = AN,s,p- Since (by
assumption) A.(Q2) > 0 and Ay, is independent of (), lettmg r — 0, we obtain a contradiction
and the result follows. O

0<A.(Q) < A.(B,(0)

In order to prove some of the Calderén-Zygmund type regularity results of Section 4.3, we
will use the relation between the fractional Sobolev space W¥P(IRY) and the Bessel potential space
defined below.

Definition 4.2.3. Let s € (0,1). For any p € [1, o), the Bessel potential space L*P(IRY) is defined as
L*P(RN) := {u € LP(RN) such that u = (I-d)™* f with f € LP(RV)}.
It is a Banach space endowed with the norm
Netllzsrmny == loallzeray + 11 1lze (rv)-

Having in mind the fractional gradient of order s introduced in (4.1.10), let us point out that
in [103, Theorem 1.7] it is proved that

LP(RN) = {u € LP(RY) such that [V*u| € LP(RN)}, (4.2.6)

with the equivalent norm

el s my == llullzeryy + IV 2| o rY),-
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Notice also that in the case where s is an integer and 1 < p < oo, by [9, Theorem 7.63] we know
that L%P(RN) = WSP(RN). Differently, in case s € (0,1), the two previous spaces does not coincide.
However, we have the following result.

Theorem 4.2.4. [9, Theorem 7.63] Assume that s € (0,1) and 1 < p < oo. For all 0 < & <s, it follows
that
Ls+£,p(IRN) c Ws’p(IRN) C Lsfs,p(lRN)l

with continuous inclusions.
Finally, we recall a classical result of harmonic analysis that will be useful in Section 4.3.

Lemma 4.2.5. [109, Theorem I, Section 1.2, Chapter V] Let 0 < A < N and 1 < p < { < oo be such
1 1 A
that —+1 = — + —. For g € LP(RYN), we define

¢ p N
)
= dy.
= [ A

Then, it follows that:
a) J, is well defined in the sense that the integral converges absolutely for almost all x € RN.
b) If p> 1, then [Jx()llLewy) < cp,gllgllerr)-

AllgllLywry) )g

c) Ifp=1, then|{x€IRN|]/\(g)(x)>G}|S( 5

4.3 Regularity results for the fractional Poisson equation

The main goal of this section, which is independent of the rest of the work, is to prove sharp
Calderén-Zygmund type regularity results for the fractional Poisson equation

(4.3.1)

(=A)’v = h(x), in Q,
v =0, in RN\ Q,

under the assumption

QcRY, N > 2, is a bounded domain with dQ of class C?,
se(1/2,1), (4.3.2)
heL™(Q) for some m > 1.

First of all, let us precise the notion of weak solution to (4.3.1).
Definition 4.3.1. We say that v is a weak solution to (4.3.1) if v € L'(Q), v=0in CQ := RN \ Q and
J‘ v(-AP¢pdx = j h(x)pdx, YV ¢eX,,
Q Q
where X is defined in (4.1.7).
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Under our assumption (4.3.2), the existence and uniqueness of solutions to (4.3.1) is a partic-
ular case of [35, Proposition 2.4] (see also [84, Section 4]). Having this in mind, we prove several
regularity results for (4.3.1). Our first main result reads as follows:

Proposition 4.3.1. Assume (4.3.2) and let v be the unique weak solution to (4.3.1) and t € (0,1):

1) Ifm=1, thenve Wé’p(Q)for all1<p< #LH) and there exists Cy = Cy(s,t,p,Q)) > 0 such that

vllyyer () < Illwermy) < Crllbllo )

2) If1<m<, thenve W,P(Q) forall 1 <p < =N and there exists C; = Cy(m,s,t,p,Q) >0

N—m(2s—t)
such that
[vllyyer () < lllwermy) < Crllhllzm)
3) If% <m< 2SN—_1, thenv e W Q)foralll <p< % and there exists C; = Cy(m,s, t,p, Q) >
0 such that

IWllwzr ) < Illwee@yy < Crllllma)

4) If m> 52, then ve Wy (Q) forall 1 < p < oo,
Remark 4.3.1.

a) The previous results are sharp in the sense that, if “we take t =s = 1”, we recover the classical
sharp regularity results for the local case and those cannot be improved. See for instance [95,
Chapter 5].

b) In the particular case of the fractional Laplacian of order s € (1/2,1) and for h € L1(QQ), we
improve the regularity results of [2, 80, 84]. Note however that in the three quoted papers
the authors deal with more general operators and cover the full range s € (0,1). Furthermore,
in [80] the authors also deal with measures as data.

c) Since s €(1/2,1), observe that t < 2s for all t € (0, 1).
As we believe it has its own interest, let us highlight a particular case of the previous result.
Corollary 4.3.2. Assume (4.3.2) and let v be the unique weak solution to (4.3.1):
1) Ifm=1, thenve Wos’p(Q)for all1<p< % and there exists C; = Cy(s,p,€2) > 0 such that

Il ) < Wllwse@y) < Cillhllzy o

2) Ifl<m < , then v € W Q) forall1 <p< Nﬂili\qj;s and there exists C; = Cy(m,s,p,Q) > 0 such

that
||v||W;p(Q) < Ilellwer ey < Cillhllono
3) If% <m< = 25 1, thenv € W Q)foralll1 <p< S(N+g5_1)) and there exists C; = Cy(m,s,p, Q) >
0 such that
lellyger @ < elhweraey) < Crllbllpngo
4) Ifm>25 1,thenveW Q) forall 1 <p < oco.
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In the following two results we complete the information obtained in Proposition 4.3.1 when
h e L"™(Q)) for some m > N/2s.

Proposition 4.3.3. Assume (4.3.2) and let v be the unique weak solution to (4.3.1) and t € (0,s):

1) Ifé\l <Sm< 5 thenveW Q) forall1 <p< and there exists Cy = Cy(m,s, t,p, Q) >

0 such that

N- m(25 t)

[vllyyer ) < llwerwy) < Collhllzmq)

2) If m> then v € W P(Q) for all 1 < p < co and there exists Cy = Cy(m, s, t,p, Q) > 0 such that

—Zst

[vllyer ) < lvllwoewy) < Colllin()

Prop051t10n 4.3.4. Assume (4 3.2) and let v be the unique weak solution to (4.3.1) and t € (s,1). If

N <m< = then Ve W Q) forall1 <p< #1\2!5%) and there exists Cy = Co(m,s,t,p,Q)) > 0 such
that

||V||W(;'P(Q) < llwerwyy < Collhllpn o)
Remark 4.3.2. Notice that, in the case where t € (s,1), Propositions 4.3.1 and 4.3.4 complete and
somehow give a more precise information than the result obtained in [81].

Remark 4.3.3. The proofs of Propositions 4.3.1, 4.3.3 and 4.3.4 are postponed to Subsection 4.3.1

Due to the nonlocality of the fractional Laplacian, several notions of regularity can be studied.
The following results, which generalize the fractional regularity proved in [84, Theorem 24] with a
different approach, can be seen as the counterpart of Proposition 4.3.1 to deal with (Q,) and (Q,).

Proposition 4.3.5. Assume (4.3.2) and let v be the unique weak solution to (4.3.1) and t € (0, s]:

1) If m =1, then (—A)%v € LP(Q) forall 1 <p < N iy and there exists C3 = C3(s,t,p,Q2) > 0 such

that t
I(=A)2v|lre ) < Csllbllry )

2) Ifl<m< 25 ;, then (— A)%v eLP(Q))foralll <p < % and there exists C3 = C5(s,t,m,p,(2) >
0 such that :
I(=A)2v|lrp ) < CsllAllLm(q)

3) Ifm> 25 ; then (- A)év € LP(Q)) for all 1 < p < oo and there exists C3 = C3(s,t,m,p,Q2) > 0 such
that [
I(=A)2vllrr(q) < CsllhllLm(q)

Corollary 4.3.6. Assume (4.3.2) and let v be the unique weak solution to (4.3.1):
1) If m=1, then |Vsv| € LP(Q) forall 1 <p < % and there exists Cy = Cy(s,p, Q) > 0 such that

IV3llze ) < Callhllz )

2) Ifl<m< %, then |Vv| € LP(Q)) forall 1 <p < N”iNms and there exists Cy = Cy(s,m,p, Q) > 0 such
that
IV30llrp ) < Callbllm)
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3) If m> % then |Vv| € LP(Q) for all 1 < p < oo and there exists C4 = Cy(s,m,p,QQ) > 0 such that
IV*ollre () < Callbllnq)

Remark 4.3.4. The proofs of Proposition 4.3.5 and Corollary 4.3.6 will be given in Subsection 4.3.2

Now, before proving Propositions 4.3.1, 4.3.3, 4.3.4, 4.3.5 and Corollary 4.3.6, we state some
known results that will be useful in our proofs. First of all, we gather in the following lemma
several results of [84].

Lemma 4.3.7. [84, Theorems 13, 15, 16, 23, 24] Let Q c RN, N > 2, be a bounded domain with
boundary dQ of class C%1, let s € (0,1) and assume that h € L™(Q) for some m > 1. Then problem
(4.3.1) has an unique weak solution. Moreover:

1) If m=1, then v € LP(Q) for all 1 < p < y=5; and there exists C5 = Cs(s,p,(2) > 0 such that
”v”LP(Q) < Gsllhllpyq)

2) If1<m< i, thenv e LP(Q) forall 1 <p < 5
that

s and there exists C5 = Cs(s,m,p,(2) > 0 such

Wllre ) < Csllhllmq)
3) Ifm> é\], then v € LP(Q)) for all 1 < p < co and there exists C5 = Cs(s, m,p,Q) > 0 such that
Wllze ) < Csllhllmq)
Considering stronger assumptions, the first author and I. Peral proved in [7] that the unique

weak solution to (4.3.1) belongs to a suitable local Sobolev space. More precisely, under the as-
sumption (4.3.2) the authors obtained the following result.

Lemma 4.3.8. [7, Lemma 2.15] Assume (4.3.2) and let v be the unique weak solution to (4.3.1):

1) Ifm=1,thenve WYP(RN) forall 1 <p < % and there exists Cg = Cg(s,p, Q) > 0 such that

wllwemyy < E6||V1/||LP(Q) < Gllhllz oy

2) If1<m< 5o
0 such that

thenve WVP(RN) forall 1 <p < #gs_l) and there exists Cq = Cg(m, s, p,(2) >

[vllwe®y) < CollVolle(q) < CellllLma)
3) Ifm> 25]1, then v e WVP(RN) for all 1 < p < oo and there exists Cg = Cg(m,s, p, Q) > 0 such that
[vllwewyy < CollVolleq) < CollllLma)

As last ingredient to prove our regularity results we need an interpolation result that we bor-
row from [28]. Let us introduce the real numbers 0 <s; <7 <s, <1 and 1 < py,py,p < oo and
assume that they satisfy the relations

1
n=0s;+(1-0)s, and —=—+ with 0<6<1. (4.3.3)
p P p2
Moreover, let us introduce the condition
1
sp=p,=1 and p_ <sj. (4.3.4)
1



Lemma 4.3.9. [28, Theorem 1] Assume that (4.3.3) holds and (4.3.4) fails. Then, for every 6 € (0,1),
there exists a constant C = C(sy, Sy, p1,p2,60) > 0 such that

lwllwse ey < CUNG ey oy 10l s oy ¥ w € WEHPHRN) 2 W2P2(RY).

4.3.1 Proofs of Propositions 4.3.1, 4.3.3 and 4.3.4.

Having at hand all the needed ingredients, we prove our first regularity result.

Proof of Proposition 4.3.1. 1) Let v be the unique weak solution to (4.3.1). On the one hand, by
Lemma 4.3.7, 1), we know that

Wl vy < Csllbllpiy,  Y1<p;< N—2s (4.3.5)
On the other hand, by Lemma 4.3.8, 1), we know that
N
Il wyy < CellbllLyq), V1<py< N-(s-1) (4.3.6)
Also, by Lemma 4.3.9 applied with 1 =t, sy = 0 and s, = 1, we have that
ollwes @) < CIIL oo 12y v (43.7)
The result follows from (4.3.5)-(4.3.7) using that
1> 1 _ 1-t +i S (1—-t)(N—=2s)+t(N—-(2s-1)) _ N—(25—t)'
p P P2 N N
2) Let v be the unique weak solution to (4.3.1). By Lemma 4.3.7, 2), we know that
mN
WllLer wyy < Csllhlln ), V1<p; < N oms’ (4.3.8)
Also, by Lemma 4.3.8, 2), we know that
mN
Ivllwie vy < Cellbllpn), Y 1<py< N-m2-1) (4.3.9)

Finally, by Lemma 4.3.9 applied with # = t, s; = 0 and s, = 1, we know that (4.3.7) holds. The
result follows from (4.3.7), (4.3.8) and (4.3.9) using that

1224_ t S (1—¢t)(N —2ms)+t(N —m(2s—1)) _ N —-m(2s—1t)

1> —2
p P P2 mN mN

3) Let v be the unique weak solution to (4.3.1). By Lemma 4.3.7, 3), we know that
Wllze wvy < Csllhlln ), V1<p;<oco. (4.3.10)

By Lemma 4.3.8, 2), we know that (4.3.9) holds. Moreover, by Lemma 4.3.9 applied with 1 = ¢,
sy =0 and s, = 1, it follows that (4.3.7) holds. The result follows from (4.3.7), (4.3.9) and (4.3.10)

using that
I 1-t ¢t S HN —m(2s-1))

1> "+

P P P2 mN
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4) Let v be the unique weak solution to (4.3.1). By Lemma 4.3.7, 3), we know that (4.3.10) holds.
On the other hand, by Lemma 4.3.8, 3), we have that

llwree wyy < Cellhlln ), ¥Y1<p,;<oo. (4.3.11)
The result follows from Lemma 4.3.9 applied with 7 =¢,sy =0 and s, = 1. O

Remark 4.3.5. The restriction s € (1/2,1) comes from Lemma 4.3.8. It is not expected that Lemma
4.3.8 holds true for s € (0,1/2]. Hence, with this approach we are limited to deal with s € (1/2,1).

Now, using the Bessel potential space L*?(R") (see Definition 4.2.3), Theorem 4.2.4 and Lemma
4.3.10 below, we prove Propositions 4.3.3 and 4.3.4. We begin proving a regularity result in the
Bessel potential space.

Lemma 4.3.10. [9, Theorem 7.58] Let 0 <t<s<1,1<p< % and q = %. Then WP(RN)

WH(IRN) with continuous inclusion.
Proposition 4.3.11. Assume (4.3.2) and let v be the unique weak solution to (4.3.1):

1) Ifm=1, thenveL¥P(RN) forall 1 <p< % and there exists C; = C;(s,p, Q) > 0 such that

Vllzsr vy < CrllhllL1 Q)

2) If1<m< %, then v e LP(RN) forall 1 <p < N"iljns and there exists C; = C7(m,s,p, Q) > 0 such
that

Wllzse vy < CrllhllLm(q)-
3) If m> %, then v € L¥P(RN) for all 1 < p < oo and there exists C; = C;(m, s, p, Q) > 0 such that
[Wllzseryy < CollhllLn(q)-
Proof. Assume (4.3.2) and let v be the unique weak solution to (4.3.1). Taking into account (4.2.6),

we have just to show the regularity of [V*v| where V* is defined in (4.1.10). By a density argument
and [95, Lemma 15.9] we have that

s 1 Vo)l . DN
[Vov(x)| < N9 J o=y V=09 dy ae.in R". (4.3.12)

Let us then split into three cases:
1)ym=1.

By Lemma 4.3.8, 1), we get v € WV(RN) for all 1 < g < #5_1) Thus, by Lemma 4.2.5, we
conclude that |[V*v(x)| € LP(RN) for all 1 < p < %

N

2)1<m< .

The result follows arguing on the same way, using now (4.3.12), Lemma 4.3.8, 2) and Lemma
4.2.5.
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N

In this case, since m > % and Q is a bounded domain then f € L"™(Q) for all 1 < % In partic-
ular, using the second point it follows that v € L*?(RN) for all 1 < p < Nm_—% Letting 1 T %, we
reach that p 1 co. Hence v € LP(RN) for all 1 < p < co. O

Now, using the above regularity result in the Bessel potential space, we obtain the following
lemma.

Lemma 4.3.12. Assume (4.3.2) and let v be the unique weak solution to (4.3.1):

1) If % <m< % then v € WOS/'p(Q)for all0<s’<sandall1 <p < N"LI;’”S. Moreover, there exists
Cg = Cg(m,s’,p,Q) > 0 such that

”v”WS,p(Q) < ”v”WS/rP(IRN) < Cg”h”Lm(Q).

2) If m> %, then v € Wg/’p(Q)for all 0 < s’ <sandall 1 <p < oco. Moreover, there exists Cg =
Cg(m,s’,p,Q) > 0 such that

e oy < Wl < Colllloar

Proof. First observe that without loss of generality we can assume that p > 1. For p =1 the result
follows from Proposition 4.3.1 and the continuous embedding WP (RY) c Ws"P(RN). We consider
then two cases:

N

) E<m<

Let v be the unique weak solution to (4.3.1). By Proposition 4.3.11, 2) we know that v € L¥P(RN)
forall1<p< N”i—% Thus, by Theorem 4.2.4 we conclude that v € Wg P(Q) forall 0<s’<sand

ol 0y < Clllsoae < Callhllngo

N
2)1712?

Let v be the unique weak solution to (4.3.1). In this case, by Proposition 4.3.11, we know that
v € L%P(RY) for all 1 < p < co. Hence, by Theorem 4.2.4, we conclude. O

Having at hand Lemmas 4.3.10 and 4.3.12, we prove Propositions 4.3.3 and 4.3.4.

Proof of Proposition 4.3.3. First observe that, since t € (0, s) it follows that % < % Then we split
into two cases:

N N
1) zﬁm< TR

Let v be the unique weak solution to (4.3.1). On the one hand, by Lemma 4.3.12, 1), we have

that v € W¥"P1(RN) forall 0<s’ <sand all 1 < p; < N”flxzs and that there exists Cg > 0 such that

Wl gy < Plhwse ) < Collhlln@)- (4.3.13)

On the other hand, by Lemma 4.3.10, we have that v € W' (IRN) for all 0 < <s’ <s and all

Np, mN :
1<q < NN < Nm(s+5=7)" Moreover, there exists C > 0 such that

[Vllwna mv) < Cllvllysn gy < C Califllimq). (4.3.14)
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We fix then p € [1, #I}L”) and observe that we can find 7 € (¢,s’) such that

mN
N-m(s+s" =17)

1<p<

The result follows from (4.3.14) using the continuous embedding WP(RN) c WP (RN).

N

The result follows arguing as in the proof of Proposition 4.3.11, 3) using Proposition 4.3.3,
1). O

Proof of Proposition 4.3.4. On the one hand, by Lemma 4.3.12, 1), we have that

||v||WS/,p1 @ < |llys. (RV) < Cgllhllpn)y, Y 0< s'<s,V1<p; < NWiNms' (4.3.15)
On the other hand, by Lemma 4.3.8, 2), it follows that
Ivlhwrssu) < Celliliny, V1 p2 < g (4.3.16)
Also, by Lemma 4.3.9 applied with 11 = ¢, s; =5’ and s, = 1, we know that
1-t t=s”
v llwer ®yy < C||V||‘1A}§,f,p1(RN)||V||11,\}51/,p2(RN); (4.3.17)

with

1 1 (1—1.‘ t—s’)
- = , + .
p’ 1-s"\ p1 p2

We fix then an arbitrary 1 <p < #I\zjs_t) and observe that we can choose s” < s such that p” = p.
Hence, the result follows from (4.3.15)-(4.3.17). O

4.3.2 Proofs of Proposition 4.3.5 and Corollary 4.3.6

Next, using again Lemma 4.3.8 but with a different approach, we prove Proposition 4.3.5. As a
consequence we will obtain Corollary 4.3.6.

Proof of Proposition 4.3.5. Let v be the unique weak solution to (4.3.1) and define, for x € RN
arbitrary,

S;:={yeRN :dist(y,Q)>2} and S,:={yeRN:dist(y,Q)<2and [x—y|>1}.

Then, observe that, for all x € Q),

(-A)7v(x)] < f]R Mdy

N |x_y|N+t

lv(x) —v(®)l lv(x) —v(y)l J [v(x) —v(y)l (4.3.18)
——d ——d ———d

- 5, |x_y|N+t + s, |x_y|N+t v+ B, (x) |x_y|N+t

= Il(X)+Iz(X)+I3(X).
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Now, let us estimate each one of the three terms. First observe that

lv(x)] j v(x)]
L (x) = ———d ———d
1(x) Ll |x—y|N+t y S Sl dlst(}),Q)N+t y

(4.3.19)
|f sty Q 74y =1 (N, £, Q)v(x)], ¥V xeQ.
Next, using that Q) is a bounded domain and the triangular inequality, we deduce that
Lx)< | o(x)=v@)ldy < 2 (Q)v(x) +][vllya)y, YV xel. (4.3.20)

Sz

Finally, following the arguments of [55, Proposition 2.2], we deduce that

[ (x):j v(x)-v(x+z) 1 dz:f 1wdez
3 || |2[N -+t B0y Jo  [ZNHL

Vow) f Vo (w)| f 1
dwdt = — 7 4 d (4.3.21)
_[ J];QN - x|N+t o N+t-1 b awat rv [w— x|V w . T oart

_—J de Y xeQ.
R

t Jgy Jw—x|N+t-1

From (4.3.18)-(4.3.21), we deduce that

Vo(w)|

N |w _ x|N+t—1

l(=A)2v(x)] < (s, t,Q)(lv(x)l + J dw + ||v||L1(Q)), VxeQ, (4.3.22)
R

and so, exploiting again the fact that () is a bounded domain and using the Holder and triangular
inequalities, for all 1 < p < oo, we obtain that
[ o,
RN [w — x|N+-1

(4.3.23)

(=A)2vllp) < ca(s, tIQ)[”v”LP(Q) + ]
LP(RN)

Now, let us split the proof into three parts:
1)ym=1.
By Lemma 4.3.8, 1), we know that v € WOI’G(Q) foralll <o <

and there exists Cg =

N- ( 1)
Ce(s,0,0Q) > 0 such that
N
||Vv||L(T(RN) < C6||h||L1(Q)I V1i<o< m
Thus, applying Lemma 4.2.5, we deduce that
[Vo(w)| N
——d < CCg4llh , VIi<l<——o-——. 4.3.24
o apeire], . <C b — (43.24)
Also, by Lemma 4.3.7, 1), we know that
N
Wiy @) < Csllbllpiq)y, Y1<y< N_7s (4.3.25)

Taking into account (4.3.24)-(4.3.25), the result follows from (4.3.23).
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2)1<m< 4

Observe that, by Lemma 4.3.8, 2), it follows that v € WOI’G(Q) foralll1 <o < #fi_l) and there
exists C¢ = Cg(m,s,0,Q) > 0 such that

mN
o < C h m y V 1 S S P ————
IVVl|zoryy < Collhllnq) O N m(s—1)
Hence, by Lemma 4.2.5, we deduce that
Vo (w)| mN
———dw < CCqllhllpmay V1<l ——. 4.3.26
o awire] ., <C iy NN (43.26)
Also, by Lemma 4.3.7, 2) and 3) we know that
mN N
<GCsllhllpnqy, Y1<y<——— if 1<m<— 4.3.27
||V||L7(Q)— s|hllL Q) V4 N — 2ms 1 m 75 ( )
and
<Csl|lhl|limay, Y1<y<oo, if —<m< . 4.3.28
lWllzr @) < Csllhllpmq) y<oo, it Sosm<o— ( )
Taking into account (4.3.26)-(4.3.28), the result follows from (4.3.23).
3)m > %

The result follows arguing as in the proof of Proposition 4.3.11, 3) using Proposition 4.3.5,
2). O

Proof of Corollary 4.3.6. By [95, Lemma 15.9] we know that

1 Vu(y)
s = dy. 4.3.2
V u(x) N_(l_s) VI]?RN |x—y|N+Sil) y ( 3 9)
Hence, we have that
wuisc [ A ay (43.30)
RN |x _ y|N+s—1
The result then follows arguing as in the proof of Proposition 4.3.5. O

4.3.3 Convergence and compactness

We end this section presenting a result of convergence and one of compactness for the fractional
Poisson equation (4.3.1). They will be used in the proofs of Theorems 4.1.1, 4.1.4, 4.1.5 and 4.1.6.

Proposition 4.3.13. Let Q C RN, N > 2, be a bounded domain with dQ of class C?, let s € (1/2,1), let
{h,} € LY(Q) be a sequence such that h,, — h in L'(Q) and let v,, be the unique weak solution to

(=A)’v, = h,(x), in Q,
{ v, =0, in RV \ Q,
for all n € IN, and v be the unique weak solution to
(=A)’v = h(x), in Q,
{ v =0, in RV \ Q.

Then v, — v in Wy"(Q) forall 1 <p < NG
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Proof. First of all observe that the existence of v,, and v are insured by Lemma 4.3.7. Now, let us
define w,, = v,, — v and observe that w,, satisfies

(=AY w, = hy,(x) = h(x), in Q,
w, =0, in RV \ Q.

Applying Proposition 4.3.1 with m =1, it follows that

N
lwnllwsr) < Csllhy = bl Y1<p< N_s
Hence, since h, — h in L'(Q), it follows that w,, — 0 in Wg’p(Q) forall1 <p< % and so, that
v, > vin Wos’p(Q) forall 1 <p < x=, as desired. O

Proposition 4.3.14. Let () C IRN, N > 2, be a bounded domain with dQ of class C?, letse (1/2,1)
and let h € L' (Q). Then the operator S : L1(Q) — Wg’p(Q) given by S(h) = v with v the unique weak

solution to (4.3.1) is compact forall 1 <p < %

Proof. Let {f,} Cc L'(QQ) be a bounded sequence. By [36, Proposition 2.4] we know that S is a
compact operator from L'(Q) to Wol’pl(Q) forall1 <6< % Hence, for all 1 < 6 < %,
up to a subsequence we have that S(f,) — v for some v € WOI’Q(Q). By Sobolev inequality, this
implies, forall 1 <o < 5 N 5, that S(fy) »vin L°(Q) and v € L7(Q).

Now, applying Lemma 4.3.9 with 1 =s, s; = 0 and s, = 1, we obtain that

IS(fu) = vllwzr ) < ClIIS(fu) VIILJ ' IS () = V110 gy

(4.3.31)
= CIISUu) =Vl IS Uh) =0
for p satisfying
118,58 (4.3.32)
p o 0
Hence, the result follows from (4.3.31) using that
1> l > N-s
5 N
O

4.4 Proofs of Theorems 4.1.1 and 4.1.4

This section is devoted to prove Theorems 4.1.1 and 4.1.4. As indicated in the introduction, once
we have the regularity results of Section 4.3, we follow the approach first develop in [94, Section
6]. Let us begin with two elementary technical lemmas that will be useful in the proofs of both
theorems.

Lemma 4.4.1. Leta,b>0,p>1andc* := }%(palpb )” ' Then, the function g : [0,00) — R given by
g(t)y=aP(bt+c)P —t,

has exactly one root t* € (0, c0).

135



Proof. First observe that, g’(t) = 0 if and only if

1 1

ST SR N IEN P
" b\ paPb b pb\palb s

Moreover, observe that
p-2

7 * 1 =
g (t)= (p—l)pa”bz(papb) > 0.

=

Thus, we deduce that g has an strict global minimum on ¢ = t*. Finally, observe that

_P_ 1

1
1 \rT 1{ 1 \/T p—1{ 1 \r ,
*) = 4 —_ — = l = .
g(t)=a (papb) b(pal’b) + b (pupb) 0, g(0)>0and tg?og(t) 00

Hence, we conclude that g has exactly one root ¢t* € (0, ). O]

Lemma 4.4.2. Let Q C RN be a bounded domain with boundary dQ of class C%' and let s € (0,1). For
all € > 0 satisfying 0 <s—e<s+e<landall 1 <o <r there exists Cg = Cy(s,&,0,1,Q)) > 0 such that

u(x)—u()’ .\ er
J' lutx)=wgl” < Collullyeerr), ¥ 1€ WS (Q). (4.4.1)
RN |x_y| +s0 0
Lr(Q)
Proof. First of all, observe that
[([, te=ai dy)”dx
ao\Jry [x—y|N+so
:J (J Iu(x)—;l](y)l dy+J Iu(X)—Z(y)I dy)adx
o \JRVAfxy<1) [x=pIN+0 RNAfr—ylz1) X =N *0 (4.4.2)
_ o \7 _ o \v
o \JRVA(x—yl<1) X =[N0 o \JrV(x—pz1) X =[N
= Cr,o(]1+]2)'

Let us then estimate J;. Applying Holder inequality, we have that
u(x)—u@)°  |x-vl° 7
hZJ(J )~ utp)l”_| ﬂmjd N
Q \IRNn{|x—y[<1} |x_y|7+(s+t)o |x—y|N_T

SJ (j |u(x);u(y)| dy)(f d;}i] W)U "
0 \JRNAfjx—yl<1) |x — N Fs*e)r RNAflx—pl<1} x — N 7o

Furthermore, since

d d
J‘ %=J ﬁ:Ch(E,a,r)<oo,
RN {x—p|<1} [X = [ "o By (0) |2|N o

we deduce that

~ Ju(x) —u(p)l" ) ~
<C ————"—dy|dx < Cy ||ull]", sier /- 4.4.3
]l T j{) (JI\RNH{|X—})|<1} |X _y|N+(S+€)r y N1 || ”Wo Q) ( )
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Now, arguing as with J;, we obtain that

u(x)—u(y)® d é
]2=J U ) — uly) dy ] i
Q\JRNN{|x~y|>1} |X—y|7+(5_5)0 |x_y| —=r+eo

lu(x) - u(p)|" dy K
SJ U [T J ozl B
o \JrNnflx—yl>1} X =7 RNNflx-yl=1} [X = )

d dz
J +:J — o = Cp,(e,0,7) <o,
RNAfx-y|=1} [x = 9|~ T JRN\By(0) |2[Y o

and Wgﬁ’r(Q) c Wy “"(Q), it follows that

Hence, since

= |u(x) —u@)I = ol el
J» <Cy, IQ (-II;?NO{Ix—y|>1} — p N dyldx < C]2||u||wg_¢.,y(Q) < ]zllullwgﬂ.,(ﬂ). (4.4.4)
The result follows from (4.4.2), (4.4.3) and (4.4.4). O

4,41 Proof of Theorem 4.1.1

Let us begin recalling that, under the assumption (A;), f € L"(Q) for some m > % Hence, since
we are working in a bounded domain, without loss of generality, we can assume that m e (%, Z;N—_l)
Moreover, observe that, for Af =0, u = 0 is a solution to (P)) and, for y =0, (P,) reduces to (4.3.1).

Hence, we may assume that ||y, = 0 and || f[|z»q) # 0.

Next, we fix some notation that we use throughout this subsection. First, we fix r = r(m,s) > 0
such that

mN
1<2m<r< ,
s(N—-m(2s-1))
and € = &(r,m,s) > 0 such that
l<r< mi < mN s+e<1, ands £>1
(s+&)(N-m(2s—1)) s(N-m(2s-1)) ’ 2

Also, we introduce and ﬁx the constants C;, given by Proposition 4.3.1, 3) applied with t =s+¢

andp=r,Cjo:=C2 $1Q| 7, where Cq is the constant given by Lemma 4.4.2, and

1
Al C2Crollplleo

By the definition of A* and Lemma 4.4.1, we know there exists and unique / € (0, o) such that

C(Crollpllool + AlIf limcay) = 12 (4.4.5)

Having fixed the above constants, we introduce

sl
E —{UEW ijQ o y|N+S+€ dxdy<lz}
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which is a closed convex set of Wg’l(Q). Then, we define T : E — Wg’l(Q) by T(¢) = u, where u is

the weak solution to

— S = 2 i
(=A)u = p(x) DI (@) + Af (%), o Q, (4.4.6)
u=0, in R \Q;

and observe that problem (P)) is equivalent to the fixed point problem u = T(u). Hence, to prove
Theorem 4.1.1, we shall show that T has fixed point belonging to W5’2(Q) NC%%(Q) for some a > 0.
Lemma 4.4.3. Assume that (Ay) holds. Then T is well defined.

Proof. First of all, by Holder inequality and Lemma 4.4.2, observe that for all ¢ € E,

2
f Df((p)deC(r,Q)(f (1D§(<p))£dx) < cColl@l sver oy = €CS 1. (4.4.7)
Q Q o Q)
Hence, for all ¢ € E, it follows that

() D2 () + Af (9l ) < € Calliloal + A1 f Nl 2y = C < co. (4.4.8)

Thanks to Lemma 4.3.7 and Proposition 4.3.1, if the right hand side in (4.4.6) belongs to L'(Q),

problem (4.4.6) has an unique weak solution and it belongs to Wos’l(Q). Thus, the result follows
from (4.4.8). O

Lemma 4.4.4. Assume (A) and let 0 < A < A*. Then T(E) C E.

Proof. For an arbitrary ¢ € E, we define u = T(¢). Now, by Proposition 4.3.1 and since 0 < A < A",
it follows that

1
|u(x) — u(y)l" ’ 2
(HDQ [y erar XY <€ 1D @) + Af )] g

(4.4.9)
< Clllloa D3 (@) 1 ) + CLA S )
Also, by Lemma 4.4.2, Holder inequality and the definition of C;(, we obtain that
2 r=2m 2 1 2 2 r=2m 2 . 2
1Dl < IO NDA(@) I ) < CAOLT Ilyer ) = Croll I
Thus, since ¢ € E, we have that
IDZ (@)l < Ciol- (4.4.10)

From (4.4.5), (4.4.9) and (4.4.10), it follows that

1
) —u@)l o\ * .
(ijQ dedy < Ci(Crollplloo T+ AN fllLn(cr)) = 12
Hence, since by Proposition 4.3.1 we also know that u € WS’I(Q), we conclude that u € E and so,
that T(E) CE. O

Lemma 4.4.5. Assume that (Ay) holds. Then T is continuous.

Proof. Let {@,} C E be a sequence such that ¢, — ¢ in WS’I(Q) and define u,, = T(¢,,), forall n € N,
and u = T(¢). To show that u,, - u in WS’I(Q), and so, that T is continuous, we prove that

&n(x):= D (@y) + Af (x) = g(x) :=D(p) + Af (x), in L(Q). (4.4.11)
Indeed, if (4.4.11) holds, the result follows from Proposition 4.3.13.
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First of all, using the notation ¢,, = ¢, — @ and the reverse triangle inequality, we obtain that

' _ 2_ _ 2
ID2(g,) ~ D2(@)lls ) = J:RN |9n(x¥) = @u(@)” — lp(x) - @)l dy

dx
Jo |x_y|N+25

r (19u(x) = @@ + 9 (x) = @) )ltp (x) = P ()]
< Jo e ey i
[ J‘ () = Pu @)+ o) - () |l:bn(x)_‘;[])n(y)|dy]dx.
Jo\Jrv lx—y|27* x—y|27*

Applying then Holder inequality, we deduce that

IDZ(¢,) — DZ(@)llL )

(194(3) = @]+ p(x) ~ (7)) )( [0(x) = () )5
SL}(J];?N |x_y|N+25 dy J].RN IX—y|N+25 dy| dx

(I (%) = @u () + |(x) — 9(@)])? ) )2( ( | (x) = u(®)I? ) )i
S(JQ(L{N |x —y|N+2s 4y )4 J;; J;RN |x — y[N+2s dy|dx

(9u(0) - ) +lp(®) 9>\ VP )
(J-Q(-LRN |X—y|N+25 dy)dX) ”DS (qon_(P)”U(Q)
. Il . 12 .

Taking into account the above inequality, if we show that I; is bounded and I, goes to zero, we
deduce that ||1D§((pn) - lDf((p)HLl(Q) — 0.

Claim 1: I; is bounded.

Directly observe that

[Pn(x) = Pu(®) | )d ( lp(x) - I )d ]
J;;(Lw |x — y|N+2s Y X+JQ LN e — N2 v]dx

= 2| D2l ) + D3l |

I <2

(4.4.12)

Since @,, @ € E for all n € N, by (4.4.7), we have that

[nD?(%)nU(Q) n ||n:>3(<p>||u<o>] <2cC31 <o,

and so, that I; is bounded.
Claim 2: I, goes to zero.

Let 6 € (0,1) be small enough to ensure that % < r. By Holder inequality, it follows that

: _ 9200 - PP
D2~ ol = [ ([ ey ax

= [ (x) = Pu @) [P0(x) = (@)*° )
B jQ(-fIRN |x — |(N+26 |x—y|N(1—9)+s(2—e)dV)dx— (%)
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|,(x) — ¥, (¥)] )9( | (x) - y)ﬁ*" ]
L =74
(JIRN -y Y Jw |x — y|N+5fS

) d
&)< JQ } B
I = 9u)] Y oY [0(2) — Pu(p)I 0 -

- (jQ(JIRN |x —pIN+s dy)dx) (J;) [J}RN lx —y[N TG dy)dX)

Hence, since ¢,, — ¢ in WS’I(Q) implies that

(%) — u (@)l )
————dy|dx — 0, 4.4.
fo (J;RN PETREd ’ (1419)
if we prove that
9 (x) = ()0
dy |d 44.14
L[J}RN |x — y|N+5fg }J) * ( )

is bounded, we can conclude that I, goes to zero, as desired. Since we have chosen 6 € (0,1) small
enough in order to ensure that % <rand Q) is a bounded domain, it follows that

I
S

|
|
D

[1h(%) = ()| 76 [P (%) = >|*fe =20 PRE:
dvld C(r,Q d .
L[J];?N |x — y|N+5f9 y) *<Cinl) .[Q[J;RN |x — y|N+S 3/) x]

Applying then Lemma 4.4.2 and the triangular inequality we have that

2-6

|lpn( )—ll’n(}’)|17d d _ o
jQ(J;RN x - y|N+5%g }/] xSC”'abn”Wo Q)

< Clllpallwgr () + Il oy
<2CI2=C,

(4.4.16)

where C,C and C are positive constants independent of n. Thus, we conclude that (4.4.14) is
indeed bounded.

From Claim 1 and 2 we deduce that [[ID(¢,) — DZ(¢)|l.1() — 0. This implies that g, — g in
L'(Q), as desired, and the result follows. O

Lemma 4.4.6. Assume that (Ay) holds. Then T is compact.

Proof. Let {¢,} C E be a bounded sequence in Wg’l(Q) and define u, = T(¢,,) for all n € IN. We
have to show that u,, — u in Wg’l(Q) for some u € WS’I(Q).

Since {¢@,} C E for all n € N, arguing as in Lemma 4.4.3, we deduce that {ID?(¢,)} is a bounded
sequence in L' (Q)). Hence, if we define

gu(x):=DX(@,) + Af(x), YneN,

we have that {g,} is a bounded sequence in L'(Q). The result then follows from Proposition 4.3.14.
O
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Proof of Theorem 4.1.1. Since E is a closed convex set of Wg’l(Q) and, by Lemmas 4.4.3, 4.4.4,
4.4.5, and 4.4.6, we know that T is continuous, compact and satisfies T(E) C E, we can apply the
Schauder fixed point Theorem to obtain u € E such that T(u) = u. Thus, we conclude that (P))
has a weak solution for all 0 < A < A*. Finally, since u € WS’I(Q) N Wy (Q) for some 1 <2 <,
by Lemma 4.3.9 applied with s; = s, = s, we deduce that u € WS’Z(Q). Moreover, since r > N/s,
by [55, Theorem 8.2], we know that every ¢ € E belongs to C%%(Q) for some a > 0. O

4.4.2 Proof of Theorem 4.1.4

First observe that, as before, without loss of generality we can assume m € (2M M) [lplleo # O and
llfllLm() # 0. Next, let us fix some notation. We fix

3mN
= 4.4.17
r N +ms ( )
and ¢ := ¢(r,m, s) > 0 such that
1<r< mN < mN , s+e<l1 ands—£>l.

N-m(s—¢) N—ms 2

Also, we introduce and fix the constants C,, given by Corollary 4.3.4 applied with t = s+ ¢ and
p=r,Cy =Sy, rCC92m, where Sy, is the optimal constant in the Sobolev inequality (Theorem
4.2.1), C is the smallest constant guaranteeing the continuous embedding W;"“"(Q) c W;"(Q)
and Cy is the constant given by Lemma 4.4.2, and

1

e 2 ( 1 )2
" 30 N, \3C3C il )

Then, by Lemma 4.4.1 we know that there exists and unique [ € (0, o0) such that

W=

Co(Crillpllao! + ANl Nlpmry) = 15. (4.4.18)

Having fixed all these constants, we define

sl |r
Eq _{veW JIDQ i y|N+ s+£) ——————dxdy <1 },

which is a closed convex set of WS’I(Q), and T} : E; — Wg’l(Q) by Ti(¢) = u, with u the unique
weak solution to

W=

s 2 i
{( A)u = p(x) pDZ (@) + Af (x), n (), (4.4.19)

u=0, in RV \ Q.

Observe that (P)) is equivalent to the fixed point problem u = T;(u). Hence, we shall prove that T}
has a fixed point belonging to WS’Z(Q) NC%(Q) for some a > 0.

Lemma 4.4.7. For all ¢ € Wy " (Q), it follows that
2 3
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Proof. First observe that, with the above notation, we have that

5 < 2mr;

=r.
s —m

Hence, by Holder and Sobolev inequalities and using that Weré "(Q) ¢ Wy (Q) with continuous

inclusion, we obtain that
) 112m
_ 2
j lp(x) — ()l dy)
wle—yw+%

L'(Q)

2
“(st ((P)”’Zlm(g) < SN’rC ||q0||m6+s,r(Q)

Since r > 2, the result follows from Lemma 4.4.2. O
Corollary 4.4.8. Assume that (Ay) holds. Then Ty is well defined.

Proof. Since Q is a bounded domain and m > £ > 1 the result follows from Lemma 4.4.7 arguing
as in the proof of Lemma 4.4.3. O]

Lemma 4.4.9. Assume (A1) and let 0 < A < A*. Then Ty(E;) C E;.

Proof. Let us consider an arbitrary ¢ € E and define u = T{(¢). By Corollary 4.3.4, since that
0< A< X%, we have that

1
(ﬂD - WH ) ) dy) < Callile [ D@ 1)+ CA W i (4.4.21)
Q

Hence, since ¢ € E, by Lemma 4.4.7 and (4.4.18), it follows that

L=

1
() —u@)l | * _
(ﬂD oy 8] < CoCulleo + Al i) =1

Thus, as by Proposition 4.3.1 we also know that u € Wé’l(Q), we conclude that u € E; and so, that
Ti(Ey) C E4. O

Lemma 4.4.10. Assume (Ay). Then T is continuous.

Proof. Let {¢,} C E be a sequence such that ¢, — ¢ in WS’I(Q) and define u,, = Ty(¢p,), for all
nelN, and u = T (@). Arguing as in the proof of Lemma 4.4.5, we just have to prove that

¢2DZ(¢,) = @D (@), inLY(Q). (4.4.22)

First observe that, since r > % > ——, for all ¢ € Ey, it follows that

s+e’

2l :
Pl HD o y|N+5+f e dxdy < 15, (4.4.23)

Hence, since ¢, — ¢ in WS’I(Q), by Vitali’s Convergence Theorem we deduce that ¢, — ¢ in
L¥(Q) forall 1 <a < oo.
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Next, observe that

D2 (@4) = PDF (PNt (2) = l9n(DZ (@) = DZ () + D2 (@) (P — @)1 ()
< ll@u(DZ (@) — D2 (@)L () + D2 (@) (@1 — @)l )
< lpulloo D2 (@) - D2 (@)1 0y + D (@i lln — @llLw
=L+

(4.4.24)

Then, arguing exactly as in Lemma 4.4.5 and using that ||¢,||., < C (independent of n) we deduce
that I; — 0. On the other hand, we know that ||D52((P)||Lm(Q) < oo. Hence, since ¢, — ¢ in L*(Q)
for all 1 < a < o0, we also obtain that I, — 0. We then conclude that (4.4.22) holds, as desired. [

Proof of Theorem 4.1.4. Observe that the compactness of T; follows arguing exactly as in Lemma
4.4.6. Hence, since E; is a closed convex set of WS’I(Q) and, by Lemmas 4.4.9, 4.4.8 and 4.4.10
we know that T is well defined, continuous and satisfies T;(E{) C E{, we can apply the Schauder
fixed point Theorem to obtain u € E; such that T;(u) = u. Thus, we conclude that (P,) has a weak
solution for all 0 < A < A*. Finally, since u € WS'I(Q) N Wy (Q) for some 1 <2 <r, by Lemma 4.3.9

we deduce that u € Wg’z(Q). Moreover, since r > N/s, by [55, Theorem 8.2], we know that every
@ € E; belongs to C%%(Q) for some a > 0. O

4.5 Proofs of Theorems 4.1.2 and 4.1.3

In this section we prove Theorems 4.1.2 and 4.1.3. The aim of these theorems is to justify the
hypotheses considered in Theorem 4.1.1. First we prove that (P;) has no solutions for A large and
so, that the smallness condition is somehow necessary to have existence of solution.

Proof of Theorem 4.1.2. Assume that (P)) has a solution u € W5’2(Q) and let ¢ € C°(Q)) be an
arbitrary function such that
J f(x)p~(x)dx >0,

Considering ¢ as test function in (P;) we observe that

lu(x) - u@)? ,, ,
JQ( AYud?(x dx—JQM(X)JIRN mcp (x)dydxmL f(x)p?(x)dx. (4.5.1)
Now, on one hand, since u(x) > p1; > 0 and D} is symmetric in x,, it follows that
j j N 2 (x)dydx —IJ- N( z)lqu (x)dydx
RN X — yl +25 DQ |x y[N+2s
Jf |x y|N+25 (P (X)dydx
-5 ﬂ x)dydx+ 5L JI dydx
Dq |X y|N+25 (p y D |x }1|N+25 ¢ (}}) v

Jf |x — y|N+25 (¢(x)+¢(}’))2dydx.
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On the other hand, by Young’s inequality, it follows that

(T wx) —u@)(P*(x) - p*(v)
L( Yud?(x)dx = Vn, ST dydx
(T (wx)—u@)(Px)—P@)(P(x)+ P(»))
= b, =y dydx
< (1 |u(x)—u(@)llp(x) + ¢(y)|'|¢(x)—f(y)ldydx
JJD Ix ylz lx—y|>7
JJ;)Q |x 3)|N+25 ((I)( )+¢( d}’dx"'yl J‘LQ |x yIN+23 dydx

(4.5.3)
Hence, substituting (4.5.2) and (4.5.3) to (4 5. 1) we deduce that, if (P) has a solution, then

d dx>)\f x)dx, 454
.[J;)Q |x y|N+25 f ( )

which gives a contradiction for A large enough. O]

Now, we prove Theorem 4.1.3. This theorem shows that the regularity considered on f is
almost optimal. Just the limit case f € L%(Q) remains open.

Proof of Theorem 4.1.3. Without loss of generality we choose a bounded domain () with boundary
dQ of class C? such that 0 € Q). Consider then

fx)=—=, (4.5.5)

x|

[u—

for some ¢ € (0,1) to be chosen later and observe that, since Q is bounded, f € L"(Q)).

We assume by contradiction that, for all € > 0, there exists A, > 0 such that (P,) has a solution
uewy 2(Q). Arguing as in the proof of Theorem 4.1.2, we conclude that, for all ¢ € C;°(Q2) \ {0},

ot - ¢wI* ¢ ()
Q p
Thus, we deduce that
d dx
0 < piy A inf J-J;)u Jx— 3’|N+25 - . o
frcemm HpCT(Q)\ {0} (45.7)

(7,
Q |x| ™

Nevertheless, since m < %, we can choose ¢ > 0 small enough to ensure that % > 2s. In that case,
by Proposition 4.2.3, 2), we have that

d d
J‘JDQ |x y|N+2s yax

PP,

Q |x| m

P eCyr(Q)\ {0} =0,

which contradicts (4.5.7). Hence, the result follows. O
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4.6 Proofs of Theorems 4.1.5 and 4.1.6

This section is devoted to the proofs of Theorems 4.1.5 and 4.1.6. First, having at hand Propo-
sition 4.3.5, we prove Theorem 4.1.5 using again a fixed point argument. The proof is similar to
the ones performed in Section 4.4. Hence, we skip some details.

Since Q) is bounded, without loss of generality, we assume that 1 < m < % Also, if Af =0, it
follows that u = 0 is a solution to (Q,) and, if y =0, (Q,) reduces to (4.3.1). Hence, we may also
assume that ||yl # 0 and || f||»(q) # 0.

Next, we fix some notation that will be used throughout the section. First, we fix r = r(m,s,q) >
0 such that

l<gm<r<

N -ms’
C; the constant given by Proposition 4.3.5 with p = r and
1

. q_l [ 1 )q—l
/\ = r—qm :
qllfllem)  gCIQI= Il

Then, by the definition of A* and Lemma 4.4.1, we know that there exists an unique [/ € (0, 0) such
that

= =

o
Cs([[pllpeo ) T+ A7 fllm()) = 17.

With the above constants fixed, we introduce

and observe that E, is a closed convex set of Wg’l(Q). Then, we define T, : E, — Wg’l(Q) by
T,(¢) = u with u the unique weak solution to

{(—A)Su = u(x)|(~A)2 @l + Af (x), in Q,

(4.6.1)

= =

E,:= {p € W5 (Q): I(=8)vllir ) <!

4.6.2
u=0, in RV \ Q, (462

and observe that (Q,) is equivalent to the fixed point problem u = T,(u). Hence, we shall show
that T, has a fixed point.

Lemma 4.6.1. Assume (B1)and let 0 < A < A*. Then T, is well defined, T,(E,) C E, and T, is compact.

Proof. The proof of this lemma follows as in Lemmas 4.4.3, 4.4.4 and 4.4.6 using Proposition 4.3.5
instead of Proposition 4.3.1. O]

Remark 4.6.1. The only point in the proof of the previous lemma where we use 0 < A < A" is to
show that T,(E,) C E,. The rest holds for every A € R.

Lemma 4.6.2. Assume that (By) holds. Then T, is continuous.

Proof. Let {¢,} C E, be a sequence such that ¢, — ¢ in Wg’l(Q) and define u, = T,(¢,), for all
nelN, and u = T,(¢). We shall show that u,, — u in Wg’l(Q). Observe that w,, = u,, — u satisfies

{(—A)Swn = () (I=A) 2 @l = 1(-A) 2 l7), inQ,

(4.6.3)
w, =0, in RV \ Q.

145



Hence, if we show that
H) (I=8)7 @7 =1(-A)29l") > 0, in LY(Q), (4.6.4)

the result follows from Proposition 4.3.13. Directly, since ¢,, ¢ € E; and py € L*(Q)), applying the
Mean Value Theorem and Hoélder inequality, we deduce that

i -00F gl -80F 1), o, = €( [ -0t - ] (16.5)

where C is a positive constant depending only on ||yl =), [, g and Q. By (4.6.5), if we show that

fQ (~A) (g — )ldx — 0, (4.6.6)

the continuity of the operator follows from Proposition 4.3.13.

Since ¢, — ¢ in Wg’l(Q), it follows that ¢, — ¢ — 0 almost everywhere in (). Furthermore,
observe that, for all measurable subset w C (2, we have that

s -4
f (=A) (g — p)dx < 21| 7.

Hence, by Vitali’s convergence Theorem, (4.6.6) holds and the result follows. O

Proof of Theorem 4.1.5. Since E, is a closed convex set of Wg’l (Q2) and, by Lemmas 4.6.1 and 4.6.2,
we know that T, is continuous, compact and satisfies T,(E;) C E,, we can apply the Schauder fixed
point Theorem to obtain u € E, such that T,(u) = u. Thus, we conclude that (Q,) has a weak
solution for all 0 < A < A*. O

Proof of Theorem 4.1.6. Having at hand Corollary 4.3.6, the result follows arguing as in Theorem
4.1.5. O
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Open problems and perspectives

5.1 High multiplicity results for elliptic PDEs with critical growth in
the gradient

Chapters 1, 2 and 3 are devoted to the study of elliptic partial differential equations with critical
growth in the gradient. As a model case, we can consider the problem

~Au = Ac(x)u + u(x)|Vul* + h(x), ueHy(Q)NLO(Q), (Py)

with A a real parameter. Here Q) C RN, N > 2, is a bounded domain with smooth boundary, ¢ and
h belong to L1(C)) for some g > N/2 and u belongs to L*(Q2).

Our work in this direction is mainly devoted to the study of the non-coercive cases where Ac £
0 a.e. in Q), i.e. Ac Z 0 or Ac change sign. Nevertheless, despite the results obtained and the
significant number of recent papers by other authors [18,50,75,76,92,108], the structure of the
set of solutions is far from being well understood. So far, concerning multiplicity results, just the
existence of two solutions (under suitable hypotheses) has been established. The main question
we would like to address in this direction is the existence of more than two solutions for ¢ = 0 and
A >0 large enough.

The phase plane analysis obtained in [50, Section 6] for N = 1 and y, ¢ and & positive constants
seems to indicate that, for A > 0 large enough, the problem (P)) has more than two solutions.
Furthermore, it seems that there exists a link with the spectrum of the boundary value problem

—Au=yc(x)u, ue H&(Q).

For the particular case y constant and h = 0 we hope to obtain our first higher multiplicity re-
sults adapting the lower and upper solutions techniques introduced by C. De Coster in [45]. More
precisely, for y constant, h = 0 and A > 0 large enough we hope to obtain three non-trivial solu-
tions and the trivial one. Nevertheless, as soon as h z 0, we cannot use this approach and new
ideas are needed. In particular, we wish to determine which assumptions on / give rise to more
than two solutions to (P,). This is certainly a challenging open problem, but we believe that it
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can be tackled within the transformed variational framework set up in Chapter 1 and by using
topological-variational methods in the presence of invariant sets.

The first preliminary step we plan to do is the study of the radial case (already interesting in
itself). More precisely, assuming that ¢, u and h are radial functions, we will address the problem

—Au = Ac(lx)u + p(IxDIVul® + h(xl),  in Bg(0), (PR)

u=0, on dBg(0), A

where Bg(0) := {x € RN : |x| < R}. Our aim is to obtain a more precise information on the structure
of the set of solutions to (Pf) for the non-coercive case Ac Z 0. In particular, we wish to character-
ize branches of radial solutions (depending on 1) and to study whether bifurcation of nonradial
solutions may occur along the branch. In such way, we expect to have a bigger intuition with re-
gard to the general problem (P,) which should allow us to address the desired question of higher
multiplicity.

Another challenging question is the existence of possible limiting and concentration behaviour
of solutions to (P,) as A tends to +oc0. We expect that local extrema of the data functions c, y should
play a significant role with regard to the determination of possible concentration points. This
expectation is based on the fact that a rescaling transformation of the form w(x) = u(x( + \%\) leads

to the equation

h(xo + =)
—Aw:c(xo+i)w+y(xo+i)|Vw|2+ VA

VA VA A

w=0, on dQ),,

il’lQ/\,

on a rescaled domain Q). In the limit A — +o0, an equation with constant coefficients c(x() and
u(xg) is obtained. This equation then again fits in the variational framework set up in Chapter 1.

Using solutions to the limiting equation as building blocks, we wish to set of a Lyapunov-
Schmidt type reduction framework to derive the existence of solutions to (P,) for large A with
one or more concentration points. In various cases, we expect new results on the multiplicity of
solutions to (P,) for large A.

5.2 Boundary weak Harnack inequality: the optimal ¢

In Theorem 2.3.1, Chapter 2, we prove a new boundary weak Harnack inequality. More pre-
cisely, for 1 < p < o0, we consider the boundary value problem

- L
—Apu+a(x)|ul? 20=0, ue W, P(Q). (Pggrp)
and we prove the following result.

Theorem 5.2.1. [Theorem 2.3.1, Chapter 2] Let Q C RN, N > 2, be a bounded domain with bound-
ary dQ of class C1'! and let a € L*(Q) be a non-negative function. Assume that u is a non-negative
upper solution to (26) and let xy € dQ). Then, there exist R > 0, ¢ = &(p, R, ||allce, Q) > 0 and C =
C(p,ﬁ, & ||alleo, Q) > 0 such that, for all R € (0,R],

. u(x) (J ( u(x) )5 )1/‘E
infi ————>C ——— | dx .
Br(x9)NQ2 d(x, aQ) Br(x)NQ d(x, QQ)
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In the very recent preprint [107], B. Sirakov found the optimal ¢ for uniformly elliptic PDE in
divergence form. More precisely, he deals with equations of the form

—div(A(x)Vu) + b(x)|Vul+ f(x) =0, u€H)(Q), (Pr—2)
where A is a symmetric matrix, b and f are non-negative functions and, for some A >0 and p > N,
A>AI,  AeWM(Q), b felP(Q)

He proves the following result.

Theorem 5.2.2. Let Q C RN, N > 2, be a bounded domain with boundary dQ of class_Cl'l. Assume
that u is a non-negative upper solution to (Pgp o) and let xy € dQ). Then, there exist R > 0 and C =
C(llAllwrr @y A s 1Bllze(q)) > O such that, for all R € (0, R],

. u(x) ux) ¢, \s
ool (o sl
5.0 6 A, 00 ( LR(XO)QQ a0)) I lle (B,R(xo)n02)

for each s < 1.

Having in mind both results, we would like to obtain the corresponding optimal ¢ for the non-
uniformly elliptic case of the p-Laplacian, namely problem (Pgf;p). The proof of B. Sirakov is based
on a not at all trivial Moser-type iteration. We hope to be able to perform this kind of iteration
in the more general case of the p-Laplacian. Nevertheless, it is worth to point out that, since the
p-Laplacian is a non-linear and non-uniformly elliptic operator, several difficulties are expected
to appear and some new ideas will be needed. Even more generally, we would like to deal with a
boundary value problem of the form

—div(A(x, 1, Vie) + B(x, 1, Vi) = 0, u e WP (Q),

with A and B satisfying suitable regularity and growth assumption on the line of the considered
in [90, Chapter 3].

5.3 Nonlocal elliptic PDEs

Let Q c RN, N > 2, be a smooth bounded domain and s € (1/2,1). In Section 4.3, Chapter 4, we
obtain sharp Calderén-Zygmund type regularity results for the fractional Poisson equation

{(—A)su = f(x), in Q, ®)

u=0, inRV\Q,
with f € L™(Q) for some m > 1. Nevertheless, we shall observe that our results do not cover the full
range s € (0,1). It will be our aim here to extend this results to the full range s € (0,1) and more

general operators. We hope here to perform a purely non-local proof and cover the full range
s€(0,1).
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In Chapter 4, these regularity results are then used to obtain existence and non-existence re-
sults to a problem of the form

~AYu = D2 Af(x), in Q,
{( Ju = p(x)DZ(u) + Af (x) in (Bos)

u=0, in RV\Q,
where A > 0 is a real parameter, f belongs to a suitable Lebesgue space, u € L®(Q2) and ID? is a
nonlocal “gradient square” term given by
|2

20,y _ AN |u(x) —u(y)
Dg(u) = > p.V'J;RN—|X—yIN+25 dy

This problem can be seen as the nonlocal counterpart of (P,) in the case where ¢ = 0. In comparison
with the local problem (P,), very little is known about the nonlocal case. To be more precise, let us
introduce the Dirichlet problem

(=A)u = c(x)u + p(x) D (u) + Af (x), in Q,
u=0, in RN\ Q,

where A > 0 is a real parameter, c and f belongs to a suitable Lebesgue space and y € L*(Q)). Hav-
ing in mind the known results for the local case (P,), it seems interesting to address the following
questions:

1) Does the uniqueness of (smooth) solutions hold for c(x) < 0?

2) Under the assumption c(x) < ay < 0 a.e. in Q). Is it possible to remove the smallness condition
on A imposed on A?

3) Is it possible to prove the existence of more than one solution for c¢(x) Z 0, p(x) > p; > 0 and
A > 0 small enough?
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