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Résumé (French)

Cette thèse explore des problématiques liées aux jeux. Le terme ‘jeu’ est assez vague et englobe beaucoup de concepts différents. Par exemple, cela peut désigner les jeux de société, qui possèdent une grande variété de règles, et qui sont souvent joués à plusieurs ; les jeux vidéos, qui ont souvent un aspect temporel important et requièrent des réflexes et de la précision ; les jeux économiques, pour lesquels il y a une notion de gains et de revenus ; ou encore les jeux sportifs qui demandent plutôt de la technique et de la force. Dans cet ouvrage, nous sommes intéressés par les jeux pour lesquels toute l'information est connue dès le début de la partie. En d'autres termes, il n'y a pas d'information cachée : tous les joueurs ont accès à toute l’information relative au jeu ; il n’y a pas non plus d’aléa, et tout est déterministe. Parmi les jeux mentionnés plus haut, seuls certains jeux de société (comme les échecs ou le go) satisfont ces propriétés et sont réprésentatifs des jeux que nous considérons ici. Dans la suite, nous utiliserons le terme de ‘jeu’ uniquement pour désigner ces jeux à information parfaite. La notion de stratégie est au centre de l’étude de ces jeux. En termes simples, une stratégie est une façon de jouer qui permet de s’assurer un certain résultat. La question centrale, à la fois quand on joue à un jeu et quand on l’étudie, consiste à trouver la ‘meilleure’ stratégie, qui assure la victoire du joueur qui l’applique.

Dans cette thèse, nous allons considérer à la fois des jeux à un joueur, appelés puzzles combinatoires, et des jeux à deux joueurs. Le Rubik's cube, Rush-Hour, le Sokoban, ou le taquin sont des exemples bien connus de puzzles combinatoires. D’un point de vue historique, les jeux à un et deux joueurs faisaient partie de ce qui était appelé les ‘mathématiques récréatives’, et peu de motivations étaient données pour étudier ces jeux, à part une curiosité naturelle pour essayer de comprendre, à l’aide des mathématiques, leur structure et leur complexité. Cependant, plus récemment un certain nombre de jeux – des jeux à un joueur notamment – ont connu un regain d’intérêt en tant qu’objets d’étude dans un domaine plus grand appelé reconfiguration. Les puzzles que l’on vient de mentionner peuvent tous être décrits de la façon suivante : il y a un ensemble de configurations, qui représente tous les états possibles du jeu ; et le joueur est autorisé à transformer une configuration en une autre via un certain nombre de règles. Le but est d’atteindre une certaine configuration cible à partir d’une configuration initiale. Dans le cas du Rubik's cube par exemple, le but est d’atteindre la configuration où tous les carrés d’une même face ont la même couleur. Le domaine de la reconfiguration étend cette définition à des problèmes de recherche : l'ensemble des configurations devient l'ensemble des solutions à une instance d’un problème donné, et l’on se demande si l’on peut transformer une solution donnée en une autre en utilisant uniquement un ensemble de règles de transformation précises.

Ainsi, en plus des puzzles combinatoires, les problèmes de reconfiguration incluent aussi un certain nombre de ‘jeux’ qui ne sont plus des jeux joués par le grand public, mais plutôt des problèmes mathématiques partageant un certain nombre de similarités avec les puzzles combinatoires. La
recherche sur ce type de problèmes a été guidée par plusieurs motivations. Ces motivations concernent par exemple des applications algorithmiques : ce processus peut être vu comme un moyen d’adapter une solution déjà en place pour former une nouvelle solution à l’aide de changements locaux. Il y a également des connexions avec d’autres problèmes comme la génération aléatoire, des problèmes liés au comptage du nombre de solutions à un problème, ainsi que des problèmes provenant de physique statistique. Finalement, ces problèmes de reconfiguration peuvent être un outil pour comprendre les performances d’un certain nombre d’algorithmes heuristiques qui se basent sur des modifications locales des solutions (les algorithmes de recherche locale en sont un exemple).

Les jeux à deux joueurs, qui sont aussi appelés jeux combinatoires, ont été étudiés depuis le début du vingtième siècle avec les travaux de Bouton. Ces travaux ont été continus avec le développement par Berlekamp, Conway et Guy d’une théorie assez élégante unifiant un certain nombre de jeux classiques. S’il y a quelques jeux combinatoires qui sont joués de façon active, la majeure partie des recherches sur ces jeux-là concernent le domaine de l’intelligence artificielle. Il y a eu des progrès importants dans les dernières années dans le domaine de l’intelligence artificielle pour créer des machines performantes pour jouer à ces jeux, mais ce n’est cependant pas ce qui va nous intéresser ici. Ce travail se focalise sur des joueurs parfaits, c’est-à-dire qui choisissent toujours le coup optimal. Notre but est de caractériser lequel des deux joueurs possède une stratégie qui lui assure la victoire, quels que soient les coups de son adversaire. Cette approche est au cœur de ce qui est appelé la Théorie des Jeux Combinatoires. Très peu de jeux joués par le grand public sont étudiés dans ce domaine, il y a plusieurs raisons à cela. Tout d’abord, beaucoup de ces jeux ont des règles compliquées, ce qui rend leur analyse difficile. De plus, il a déjà été montré pour un certain nombre d’entre eux qu’ils sont difficiles d’un point de vue computationnel, c’est-à-dire que trouver une stratégie optimale est difficile, même pour un ordinateur. Ainsi, une grande partie de la recherche est focalisée sur ce que l’on peut appeler des ‘jeux mathématiques’, qui sont des jeux inventés par des mathématiciens, souvent avec des règles très simples, et rarement connus en dehors de la recherche. Il y a plusieurs motivations pour étudier ces jeux. Tout d’abord, ces jeux produisent souvent des problèmes avec des définitions très simples et qui sont également difficiles d’un point de vue computationnel, c’est-à-dire qu’il n’existe pas d’algorithme efficace pour les résoudre. Ces problèmes sont important pour classer et comparer différents problèmes en fonction de l’efficacité des algorithmes pour les résoudre. Une deuxième motivation, et probablement la plus importante, est dûe aux liens parfois surprenants entre ces jeux et d’autres domaines des mathématiques comme entre autre la théorie des nombres, les automates, ou les systèmes dynamiques.

Notre outil principal pour étudier ces jeux est la notion de graphe. En termes simples, un graphe est un ensemble de points, avec des liens reliant ces points. Les points sont appelés des sommets, et les liens entre ces points sont appelés des arêtes. Les graphes sont un outil très puissant pour représenter des données, et ont été utilisés pour modéliser une très grande variété de structures. Par exemple, ils ont été utilisés pour représenter différents réseaux, comme des réseaux routiers, électriques, ou Internet. Ils ont été également utilisés pour décrire des réseaux sociaux, et plus généralement toute structure qui contient un grand nombre d’acteurs en interaction. Les graphes peuvent également décrire d’autres objets comme des programmes informatiques, des systèmes biologiques et physiques, ou des structures de données pour stocker des informations. Étant donné leur large éventail d’applications, il n’est pas étonnant que les graphes soient aussi reliés aux jeux.

Le premier lien évident entre les jeux et les graphes est le fait que certains jeux soient joués directement sur un graphe. Cela concerne en particulier un nombre important de problèmes de
reconfiguration étudiés dans les dernières années. En effet, un grand nombre de problèmes de reconfiguration consistent à étudier des transformations appliquées à des solutions de problèmes de graphes bien connus. C’est le cas en particulier des problèmes de reconfigurations que nous étudions dans la première partie de cette thèse. L’autre lien entre jeux et graphes est le fait qu’un jeu peut être aussi représenté comme un graphe (même si le jeu lui-même n’est pas joué sur un graphe). Plus précisément, un jeu, que ce soit un jeu à un ou deux joueurs, définit de façon implicite un graphe dont les sommets représentent toutes les configurations possibles du jeu, et les arêtes sont les coups possibles qui permettent de passer d’une configuration à une autre. Ainsi, un nombre important de questions intéressantes sur les jeux peuvent être reformulées en termes de propriétés du graphe sous-jacent. Cependant, comme le nombre de positions possibles pour un jeu est souvent extrêmement grand, on ne souhaite pas en général calculer le graphe sous-jacent explicitement (cela prendrait beaucoup trop de temps), mais plutôt utiliser la représentation implicite pour répondre directement aux questions.

Finalement, si les jeux sont les objets que nous étudions, et les graphes sont un des principaux outils que nous utilisons, les questions que nous considérons sont souvent en lien avec des problèmes de complexité. La complexité d’un problème revient à estimer le temps qu’il faudrait à un ordinateur pour résoudre le problème. Plus précisément, nous essayons de déterminer combien de temps il faudrait au meilleur algorithme afin de résoudre une instance d’un problème donné, et comment ce temps évolue en fonction de la taille de l’instance en entrée. Une partie importante de la recherche est dédiée à séparer les problèmes ‘faciles’, c’est-à-dire pour lesquels il existe un algorithme efficace (i.e., qui termine après un nombre d’étapes polynomial en fonction de la taille de l’entrée), des problèmes ‘difficiles’ pour lesquels de tels algorithmes n’existent pas. Il y a deux aspects principaux dans l’étude de la complexité d’un problème : trouver des algorithmes efficaces pour résoudre le problème, et prouver des réductions qui montrent que ce problème est au moins aussi difficile qu’un autre.

Organisation Générale

Nous allons maintenant décrire l’organisation générale de la thèse. Dans la première partie de cette thèse, nous focalisons notre attention sur les problèmes de reconfiguration. Nous donnons à la fois des résultats de complexité, et des résultats structurels liés à ces problèmes. Cette première partie est organisée en trois chapitres. Le premier de ces chapitres donne un introduction aux problèmes de reconfiguration. Nous y définissons certaines notations communes à tous les problèmes de reconfiguration et donnons également des motivations pour étudier ce type de problèmes. En particulier, ce chapitre met en avant des liens entre les problèmes de reconfiguration et d’autres domaines de l’informatique. Nous y détaillons aussi avec précision les résultats existants sur la reconfiguration d’un problème particulier : la coloration de graphes. Dans le chapitre suivant, nous étudions la reconfiguration de colorations de graphes. Ce chapitre donne plusieurs résultats, à la fois d’un point de vue complexité, et d’un point de vue structural. Sur les aspects liés à la complexité, nous décrivons des preuves de difficulté pour deux problèmes liés à la reconfiguration de colorations. Les résultats structurels consistent à étudier le nombre d’étapes nécessaires pour transformer une solution en une autre, dans des cas où l’on est certain que ces transformations existent. Enfin, dans le dernier chapitre de cette partie, nous nous intéressons à la reconfiguration d’un autre objet combinatoire : les couplages parfaits. Nos résultats incluent à la fois des preuves montrant que ce problème est difficile en général, et des algorithmes terminant en temps polynomial
lorsque le graphe donné en entrée appartient à certaines classes de graphes.

Comme nous l’avons mentionné plus haut, une des motivations pour étudier les problèmes de reconfiguration provient des liens existant avec d’autres domaines de l’informatique. Dans la deuxième partie de cette thèse, nous nous intéresserons à deux de ces problèmes. Le premier chapitre de cette partie est dédié au problème de génération de colorations aléatoires en utilisant une méthode particulière appelée dynamique de Glauber. Ce chapitre commence par une vue d’ensemble sur les résultats existants sur cette méthode, et nous y détaillons des liens avec un certain nombre de problèmes provenant de physique statistique. Nos travaux consistent à étudier les performances de la dynamique de Glauber sous certaines hypothèses sur le graphe donné en entrée. S’il est conjecturé dans la littérature que cette méthode est efficace, sous certaines hypothèses assez faibles, ces performances ont été prouvées de façon théorique uniquement pour des contraintes plus fortes, ou pour des classes de graphes particulières. Nos résultats continuent dans la direction de prouver cette conjecture sur des classes de graphes particulières, en regardant notamment la variante du problème pour la coloration d’arêtes.

Dans le deuxième chapitre de cette partie, nous tentons d’utiliser les modifications locales provenant des problèmes de reconfiguration pour des problèmes de coloration online, c’est-à-dire lorsque les sommets du graphe en entrée sont donnés un par un. Les algorithmes classiques pour ce problème font généralement l’hypothèse que changer la couleur d’un sommet n’est plus possible une fois cette couleur attribuée. Il a été montré que cette restriction conduit à des performances assez mauvaises de ce type d’algorithme, même pour des graphes très simples. Nous considérons une extension du problème où l’algorithme est autorisé à recolorer en partie les sommets déjà colorés à des étapes précédentes de l’algorithme, et nous construisons des algorithmes pour ce problème pour plusieurs classes de graphes. Les algorithmes online peuvent aussi être vus comme une sorte de jeu à deux joueurs. L’un des joueurs (l’algorithme), essaye de trouver une solution efficace à un problème, tandis qu’un adversaire tente de l’en empêcher en choisissant un ordre des sommets mauvais pour la stratégie appliquée par l’algorithme. Ce lien nous amène naturellement à la troisième partie de cette thèse : les jeux à deux joueurs.

Dans la dernière partie, nous quittons le monde des jeux à un joueur pour nous intéresser aux jeux à deux joueurs. Le premier chapitre de cette partie donne une introduction à la théorie des jeux combinatoires, avec des définitions de certains concepts clés du domaine. Ce chapitre donne également un aperçu global des résultats connus pour une famille de jeux en particulier, ainsi que des précisions sur certains opérateurs étudiés dans la littérature qui créent de nouveaux jeux à partir de jeux existants. Les deux chapitres suivants étudient deux constructions particulières. Dans le premier de ces deux chapitres, nous nous intéressons à une construction qui autorise les joueurs à changer les règles du jeu en cours de partie. Nous commençons par étudier cette construction pour des exemples spécifiques obtenus en combinant des jeux classiques, bien connus du domaine. Nous donnons également des propriétés générales de cette construction, et étudions comment certains concepts définis dans le chapitre précédent peuvent être modifiés pour s’adapter à ces nouveaux jeux. Finalement, dans le dernier chapitre nous étudions une autre construction qui consiste à donner des règles différentes à chacun des deux joueurs. Cette construction est étudiée pour le cas d’une famille de jeux particulière appelée jeux de soustraction. Les jeux résultant de cette construction ont déjà été étudiés dans la littérature, et il existe des résultats permettant de classifier certains de ces jeux en fonction de leur comportement sur des positions très grandes. Notre étude étend ces résultats existant en affinant la classification, et en prouvant le comportement d’une large classe d’ exemples.
Chapter 1

Introduction

This thesis explores problems related to games. The term ‘game’ is very broad and encompasses many different things. For example, it can refer to board games, which can have a very large variety of rules and are often played with several players; video games, many of which have a time component and require reflexes and precise timing; economical games, for which there are notions of gains and payoff; or also sports games which rely more on skills, precision, and strength. In this study, we are interested in games for which everything is known from the very beginning. In other words, there is no hidden information: all the players have access to all the information related to the game; there is also no randomness and everything is deterministic. Among the games we mentioned above, only a few well-known board games (such as chess or go) fall in this category and are representative of the kinds of games that we consider here. In the following, we will use the term ‘game’ to denote only this type of perfect information games. Central to the study of these games is the notion of strategy, which roughly speaking, is a way of playing which ensures a certain objective. The main question of interest, when both playing and studying a game, is the problem of finding the ‘best’ strategy, which secures the victory for the player following it.

In this thesis, we will consider both one-player games, also called combinatorial puzzles, and two-player games. Examples of combinatorial puzzles include Rubik’s cube, Rush-Hour, Sokoban, the 15 puzzle, or peg solitaire. Historically, both one- and two-players games were part of what was called ‘recreational mathematics’, and little motivation was given for studying these problems apart from the natural curiosity of using mathematics to understand their structure and their complexity. More recently however, some types of one-player games in particular have received a strong regain of interest as part of the larger area of reconfiguration problems. The puzzles we described above can all be described in the following way: there is a set of configurations, which represents all the possible states of the game; and the player is allowed to transform a configuration using a prescribed set of moves. Starting from an initial configuration, the goal is to reach a target configuration by a succession of valid moves. For example, the goal in Rubik’s cube is to reach the target configuration with all the faces monochromatic. Reconfiguration extends this definition to any search problem: the set of configuration becomes the set of solutions to an instance of a given problem, and we ask whether we can transform one given solution to another using only a prescribed set of moves.

Hence, in addition to the combinatorial puzzles, reconfiguration problems also include many ‘games’ which are not played by humans anymore but are instead mathematical problems sharing a lot of similarities with combinatorial puzzles. The study of reconfiguration problems has been driven by many different motivations. It has algorithmic applications: it can be seen as a way to
adapt a current solution already in place to reach a new one by only making small local changes. It is also connected to other problems such as random sampling, approximate counting or problems coming from statistical physics. It can also be used as a tool for understanding the performance of some heuristic algorithms based on local modifications of solutions such as local search.

Two-player games, which are also called combinatorial games, have been studied since the beginning of the twentieth century, with the works of Bouton which were continued with the development of a nice theory by Berlekamp, Conway, and Guy, unifying a certain number of classical games. If there is a small number of combinatorial games which are actively played, the greater part of the research on these games is in the field of artificial intelligence and the design of competitive computer programs for playing these games. If artificial intelligence has made great progress at creating very good players for various games, this is not what we will be interested in here. Instead, we will focus on perfect strategies (i.e., players always choosing the best possible move), and try to characterize who wins under perfect play for various games. This approach is at the heart of what is called Combinatorial Game Theory. Few games played in real life are studied in this area. There are several reasons for this: many of these games have complicated rules, which makes their analysis complicated, and some of them were already shown to be computationally difficult, i.e., finding the optimal strategy is provably hard, even for a computer. Instead, most of the research in this area is focused on 'math games' which are games invented by mathematicians, often with simple rules and almost never played by humans. There are several motivations for studying these games. First, they often give simple definitions of problems which are computationally hard, i.e., for which no efficient algorithm exists. These hard problems are important for classifying and comparing problems based on how efficient the algorithms solving them are. However the main motivation comes from the nice, and sometimes unexpected connections these games have with other areas of mathematics, such as for example number theory, automatons, or dynamical systems.

Our main tool for studying all these games is the notion of graph. In simple terms, a graph is a set of points with links joining the points, as shown for example in Figure 1.1. The points are called vertices, and the links are called edges. Graphs are a very versatile way to represent data, and has been used to model a large variety of different structures. For example, they have been used to describe various networks such as roads, electrical networks, or the internet. They are also used to describe social media and more generally any structure which contain many actors in interactions with each other. Graphs can also describe other objects such as computer programs, biological/physical systems, or data structures for storing information. Given their wide range of applications, it is not surprising to see that graphs are also connected to games.

The first immediate connection between games and graphs is the fact that some games are played directly on a graph. This concerns in particular many of the reconfiguration problems which have been studied recently. Indeed, an important part of reconfiguration problems concerns the transformation of solutions to some well-known problems on graphs. This is the case of the reconfiguration problems considered in Part I of this thesis. The other connection between games and graphs is that a game can also be represented as a graph. More precisely, a game (both one-player and two-player) defines implicitly a graph, whose vertices represent all the possible configurations of the game, and whose edges are the possible moves between these configurations. Hence, many questions we would like to answer on games can be reformulated as finding properties of the underlying graph. However, since the number of possible positions for a game is usually very large, we do not wish to compute the underlying graph explicitly (it would take too much time), but instead use the implicit representation to answer the questions. For example, in the
case of reconfiguration problems, a strategy for solving a given instance corresponds to finding a path between the initial configuration and the target configuration in the underlying graph. Hence the main property of interest in this case is the connectivity of the underlying graph. Our problems often involve finding sufficient conditions for the underlying graph to be connected, or to characterize its connected components. For two player games, the structure which interests us is some partition of the underlying graph depending on which player has a winning strategy. This partition is sometimes called a kernel. If it is sometimes possible to give a simple characterisation to find a strategy for a game, there are cases where we must rely on algorithms to construct this strategy.

Finally, if games are the objects we study, and graphs are one of our major tools, the questions we consider are often related to complexity. Complexity theory consists in trying to classify problems depending on their hardness. By hardness we mean to quantify how much time it would take for a computer to solve the problem. More precisely, we are interested in studying how long the best algorithm would take to solve a given problem, and how this time increases as a function of the size of the input. An important amount of effort is dedicated to separating ‘easy’ problems for which there exists an ‘efficient’ algorithm (i.e., running in time polynomial in the size of the input), from problems which are ‘hard’ i.e., for which no efficient algorithm exists. There are two sides to complexity: finding efficient algorithms to solve problems, and devising reduction showing that one problem is at least as hard as another which serves as an evidence that the existence of an efficient algorithm is unlikely.

## 1.1 General Organisation

We now describe the general outline of this thesis. The rest of this chapter gives preliminaries for the other chapters in the form of definitions of basic results from graph theory, complexity and Markov chain theory which will be used throughout the thesis. The definitions and notations we use are quite standard, and the reader already familiar with these fields is free to skip them. Note that the introduction to Markov chain theory in Section 1.4 is a prerequisite only for Chapter 5, and is not necessary to understand the other parts. An index of all the symbols and definitions can be found at the end of the thesis.

In the first part of this thesis, we focus our attention on reconfiguration problems. We give both complexity results as well as structural aspects related to these problems. This first part is organized in three chapters. Chapter 2 gives an introduction to reconfiguration problems. We define in this chapter some notations common to all reconfiguration problems, and give motivations for studying them. We also describe connections between reconfiguration and other areas of discrete mathematics and computer science, and provide a more detailed survey on existing results for the reconfiguration of one particular problem: graph colouring. We then study the reconfiguration of graph colourings in Chapter 3. In this chapter, the problem is studied both from the point of view of complexity and the analysis of the structure of the reconfiguration graph. On the complexity aspects, we show the hardness of two problems related to colouring reconfiguration. Our structural result consists in studying upper bounds on the number of steps required to transform one solution into another, in a setting where this transformation is already known to exist. In Chapter 4, we consider the reconfiguration of another type of combinatorial object: perfect matchings. Our results include both hardness results for this reconfiguration problem in general, and polynomial
time algorithms when the graph is restricted to a specific class.

As we mentioned above, one motivation for studying reconfiguration problems is their connections with other areas from computer science. In Part II, we investigate two of these related problems. In Chapter 5, we consider the problem of generating random colourings using a specific method called Glauber dynamics. This chapter starts with an overview of the existing results on Glauber dynamics for colouring, as well as some details on the connections with other problems from statistical physics. Our study aims at analysing the performance of Glauber dynamics under some assumptions on the graph considered. If this algorithm is conjectured to have good performance under some mild assumptions on its input, these performance have only been verified theoretically under either stronger assumptions, or with some additional constraints on the graph. Our results continue in the direction of proving the conjecture for special cases by considering the edge colouring variant of the problem.

The second application we consider, in Chapter 6, is an attempt to use local transformations to colour graphs in an online fashion, i.e., when the input is given one vertex at a time. Standard online algorithms are usually considered in a setting where recolouring previously coloured vertices is not permitted. However, this restriction was shown to lead to poor performances even for simple graphs. We consider an extension where some amount of recolouring is allowed, and analyse several algorithms for different classes of graphs. Online algorithm can be seen as some kind of two player game, where one player (the algorithm) attempts to solve efficiently a problem, while an opponent tries to prevent this by choosing a bad ordering of the vertices. This leads us to our last part: games with two players.

In Part III, we move from one player games to two player games. We start this part with a light introduction to Combinatorial Game Theory in Chapter 7, and with definitions of some key concepts from the domain. This chapter also gives an overview of some existing results for one particular family of games, as well as operators studied in the literature to create new games from exiting ones. This chapter is followed by the study of two particular constructions in the last two chapters. In Chapter 8, we investigate a construction which allows the players to change the rules during the game. Our investigation starts with the study of specific examples which are obtained by combining several standard games. We also give some general properties of the construction, and end the chapter with by studying how some of the concepts that were introduced in Chapter 7 can be adapted to this construction. Finally, we consider in Chapter 9 another construction which gives different rules to the two players. We investigate the effects of this construction for one particular class of games called subtraction games. The games resulting from this construction have already been studied in the literature where some work has been done to classify these games based on their behaviour for very large positions. Our study continues on the existing results by refining and extending this classification for a larger class of examples.

1.2 Computational Complexity

We now give a short introduction to some aspects of computational complexity. Complexity theory aims at quantifying how difficult solving a problem is, and classifying problems depending on their complexity. In particular, it defines complexity classes, which gathers problems with similar complexities. In this section, and in the rest of this thesis, we will only discuss the complexity of decision problems, i.e., problems whose answer is either yes or no. However it should be noted
that some of the concepts can be extended to other types of problems such as function problems (i.e., algorithms which compute a particular function). There are many parameters that can be of interest to quantify the cost of an algorithm, but two of them are the most widely used: the time it takes for the algorithm to run, and how much memory it uses. We only aim at giving a light introduction to complexity, and as such our definition will not be very formal. The reader can refer to complexity textbooks such as [AB09] for more precisions.

In order to classify problems, we must be able to compare two problems and we need a tool to decide whether one is harder than the other. This is done via \textit{polynomial-time reductions}. A decision problem \( A \) is polynomial-time reducible to another problem \( B \) if there is a polynomial time algorithm which solves \( B \) given an oracle for \( A \) (i.e., a black box solving instances of \( A \)). This means that the existence of a polynomial time algorithm for \( B \) implies the existence of a polynomial time algorithm for \( A \), and hence \( A \) is at least as hard as \( B \). Given a class of problems \( X \), a problem is said to be \( X \)-hard if it is at least as hard as any problem in \( X \). When a problem is both in \( X \) and \( X \)-hard, it is called \( X \)-complete.

The two most studied complexity classes are \( P \) which is the class of problems which can be solved in polynomial time, and \( NP \) which consists in problems which can be solved by a non-deterministic polynomial-time algorithm. Non-determinism means that the algorithm is allowed to make (non-deterministic) choices, and answer \textit{yes} if at least one of the choices leads to answering \textit{yes}. This can be reformulated as saying that \textit{yes} instances to the problem have polynomial-size certificates. A certificate is in some sense a ‘proof’ that a given instance is a \textit{yes} instance. Hence, an instance of the problem is a \textit{yes} instance if and only if a certificate exists, and checking the validity of a given certificate can be done in polynomial time. Many traditional problems are problems in \( NP \). Indeed, many of them are search problem, and essentially ask “Is there a substructure in the instance which satisfies some properties?”. In these cases, the description of the substructure gives a certificate for the instance.

We know that \( P \subseteq NP \), but deciding whether this inclusion is strict is one of the main open problems in computer science. It is however widely believed that \( P \neq NP \), and many results were derived based on the assumption that this conjecture holds. Many standard problems from computer science are in the class \( NP \) (some example of problems are given in the next section), and an important amount of research has been devoted to deciding whether these problems were in \( P \) or are \( NP \)-hard.

If \( NP \) contains most of the standard problems from computer science, many of the problems we consider in this thesis are in fact not in \( NP \), but are harder than these problems. They belong to another complexity class called \textit{PSPACE}, which is the class of problems which can be solved using polynomial space. It is known that \( NP \subseteq PSPACE \), but again, it is still open whether this inclusion is strict or not. In a similar way as above, we can consider problems which can be solved by a non-deterministic algorithm which uses only polynomial space. This class is called \textit{NPSPACE}. It was proved by Savitch that for this class non determinism does not help. In other words, \( PSPACE = NPSPACE \).

Showing that a problem is hard for a complexity class is usually done by a reduction from another problem whose hardness was shown using other ways. For example, boolean satisfiability, SAT, is a well-known \( NP \)-complete problem, and most \( NP \)-hardness proofs are done directly or indirectly through a reduction from SAT. The typical problem which is complete for \( PSPACE \) is called \textit{QBF}. It is an extension of SAT with the addition of universal and existential quantifiers. More precisely, we are given as input a formula of the form \( Q_1x_1, \ldots, Q_nx_n, \phi(x_1, \ldots, x_n) \), where \( \phi \) is...
Figure 1.1: Examples of graphs. (a) The clique $K_8$, (b) the complete bipartite graph $K_{5,6}$, (c) the star with seven leaves, or equivalently $K_{1,7}$, (d) a complete regular tree with depth 2, (e) the cycle on 8 vertices $C_8$, (f) the path on four vertices $P_4$.

A boolean formula on $n$ variables, and $Q_i \in \{\exists, \forall\}$ is either a universal or an existential quantifier. The problem consists in deciding whether this formula is true or false. The class $NP$ corresponds to the case where all the quantifiers are existential. In a similar fashion, there is another class called $\text{coNP}$ which corresponds to universal quantifiers only. There are also intermediate classes between $NP$ and $PSPACE$ which are defined by fixing the number of alternations between the two types of quantifiers in the formula. These classes form the polynomial hierarchy (see [AB09] for more details).

An important number of problems studied in the literature from a complexity point of view are problems on graphs; and many of the problems that we consider in this thesis are related to graphs. We will give a few examples of such problems in the section below.

### 1.3 Graph Theory

We give in this section some basic notations and definitions from graph theory. The interested reader can refer to [BM76] or any other textbook from graph theory for more details. A graph $G$ is defined by a set of vertices denoted by $V(G)$, and a set of edges $E(G)$ which is a subset of $V(G) \times V(G)$. In the rest of this thesis, unless mentioned otherwise, all the graphs will be undirected: if $(x, y) \in E(G)$, then $(y, x) \in E(G)$; with a finite number of vertices; and simple: they do not have multiple edges or loops. For clarity, we will simplify the notations and write $xy$ the edge $(x, y)$.

Given a graph $G$, a graph $H$ is a subgraph of $G$ if it can be obtained from $G$ by removing vertices and edges from $G$. It is an induced subgraph if it can be obtained only by removing vertices (and the edges incident to these vertices). Given $S \subseteq V(G)$ a subset of vertices, we will denote by $G[S]$ the subgraph induced by the vertices of $S$. In other words, the vertex set of $G[S]$ is $S$, and its set of edges is $E(G) \cap (S \times S)$.

If $u$ and $v$ are two vertices of $G$, then they will be called neighbours (or equivalently, they are adjacent) if $uv \in E(G)$. We will denote by $N_G(v)$ the set of neighbours of $v$ (also called the
neighbourhood of \( v \), formally defined by \( N_G(v) = \{ u \in V(G), uv \in E(G) \} \). When the graph \( G \) in this definition is clear from the context, we will drop the subscript and simply write \( N(v) \) the neighbours of \( v \). A graph \( G \) is regular if all the vertices have the same number of neighbours, i.e., \( |N_G(v)| \) is the same for all vertices \( v \).

Finally, given a graph \( G \) and two vertices \( u \) and \( v \), a path between \( u \) and \( v \) is a sequence of distinct vertices \( w_0 = u, w_1, \ldots, w_k = v \) such that for all \( 0 \leq i < k \), \( w_i \) and \( w_{i+1} \) are adjacent in \( G \). The length of this path is \( k \), the number of vertices on the path. Hence, if the two vertices \( u \) and \( v \) are adjacent, then they form a path of length 2. A graph \( G \) is said to be connected if there is a path (of arbitrary length) between any two vertices in \( G \). If \( G \) is not connected, then we can find subsets \( S_1, \ldots, S_k \) such that the subgraphs \( G[S_i] \) are all connected, and there is no path between any two vertices in different subsets. In this case, the induced subgraphs \( G[S_i] \) are called the connected components of \( G \).

Finally, the line graph \( G^l \) of \( G \) is the graph with vertex set \( E(G) \) where two edges are adjacent in \( G^l \) if and only if they are incident in \( G \) (i.e., they have a common endpoint). Note that many graph problems are defined in terms of vertices of \( G \), but most of these problems admits an edge variant by considering line graphs.

### 1.3.1 Graph parameters

It is often convenient to look at some parameters of a graph \( G \). These parameters allow to quantify some properties of the graph. We give here a few examples of standard parameters studied in the literature, but there are many others.

- The maximum degree of a graph \( G \) is the size of the largest neighbourhood: \( \Delta(G) = \max\{|N_G(v)|, v \in V(G)\} \). Often, the graph \( G \) will be clear from the context, in which case we simply write \( \Delta \) the maximum degree.

- The distance between two vertices \( u \) and \( v \) is the number of edges in a shortest path between \( u \) and \( v \). The diameter of \( G \) is the maximum distance between any two vertices \( u, v \in V(G) \). If \( G \) is not connected, then the diameter is infinite.

- The degeneracy of a graph \( G \), denoted \( \text{col}(G) \), is the smallest \( k \) such that there exists an ordering \( v_1, \ldots, v_n \) of the vertices of \( G \), such that every vertex \( v_i \) has at most \( k \) neighbours \( v_j \) with a smaller index (i.e., \( j < i \)). It is easy to see that \( \text{col}(G) \leq \Delta(G) \). Moreover, this inequality is an equality if and only if \( G \) is regular.

- A clique is a graph where all the vertices are pairwise adjacent. We denote by \( K_n \) the clique on \( n \) vertices (an example for \( K_8 \) is given in Figure 1.1a). The clique number of a graph \( G \), denoted \( \omega(G) \) is the size of the largest clique in \( G \).

There are also other parameters that we will consider. Some of these come from particular graph problems that we introduce below such as the chromatic number \( \chi(G) \), or the independence number \( \alpha(G) \). Others are connected to particular classes of graphs such as the treewidth \( \text{tw}(G) \).

For some very common graphs, we will use special notations. We have seen the case of the clique \( K_n \) above. We will denote by \( P_n \) a path on \( n \) vertices, and \( C_n \) a cycle on \( n \) vertices as shown in Figures 1.1e and 1.1f.

\(^3\)Assuming \( G \) is connected.
1.3.2 Graph problems

Since graphs can be used to represent a large variety of different kinds of data, many different graph problems have been considered in the literature. We define here two of these problems that will be considered in the following chapters.

Independent set and matchings. Given a graph $G$, an independent set is a subset of vertices $S \subseteq V(G)$ such that no two vertices in $S$ are adjacent. The size of the largest independent set in $G$ is the independence number and is denoted by $\alpha(G)$. Deciding whether a graph contains an independent set of a given size is a well-known NP-complete problem. Even approximating $\alpha(G)$ up to a factor $n^{1-\varepsilon}$ for a constant $\varepsilon$ is difficult. Note that finding an independent set in $G$ is equivalent to finding a maximum clique in $\overline{G}$, the complement of $G$ (obtained from $G$ by adding all the edges not in $G$, and removing all the edges in $G$). Hence computing $\omega(G)$ or $\alpha(G)$ is equally hard in general graphs.

Other objects related to independent sets are matchings. A matching is a collection of edges such that no two edges in the matching share a common endpoint. A matching in $G$ corresponds exactly to an independent set in $G^d$, the linegraph of $G$. If a matching is incident to all the vertices of the graph, then it is called a perfect matching. Contrarily to the independent set problem, both computing a matching of maximum size, or deciding whether a graph contains a perfect matching are problems with polynomial time algorithm on general graphs.

Colouring. Given an integer $k \geq 0$, we will denote by $[k]$ the set of integers $\{1, \ldots, k\}$. A $k$-colouring $\alpha$ is a function $\alpha : V(G) \mapsto [k]$ which assigns to each vertex $v$ a colour. A $k$-colouring is proper if two adjacent vertices are assigned different colours. Unless specified otherwise, all the colourings we consider are proper, and we will omit to specify it. Colourings and independent sets are related. Indeed, if we consider the set of vertices with a given colour $c$, then this set is an independent set. Hence, a colouring can be thought as a partition of the graph into several independent sets. It is not difficult to see that given a graph $G$, we can always find a colouring of $G$ provided we have sufficiently many colours (for example, assign a different colour to each vertex).

The smallest $k$ such that a graph $G$ admits a $k$-colouring is called the chromatic number of $G$, and is denoted by $\chi(G)$. As was the case for the independence number, computing the chromatic number of a graph is NP-complete, and is also hard to approximate. Even deciding whether a graph is 3-colourable is NP-complete. However, there exist bounds on the chromatic number in terms of other graph parameters.

By colouring the vertices of the graph one by one, it can be easily seen that we can always find a colouring using at most $\Delta(G) + 1$ colours. In fact we have the following inequality: $\chi(G) \leq \text{col}(G) + 1 \leq \Delta(G) + 1$. Note that a clique on $n$ vertices has chromatic number $n$. From this observation, it follows that the chromatic number is at least the size of the largest clique: $\chi(G) \geq \omega(G)$. Graphs for which this inequality is an equality for all their induced subgraphs are known as perfect graphs. On standard question is to look at how much larger the chromatic number is, compared to the size of the maximum clique. In general, there is no direct relation between the two parameters (there are triangle-free graphs with arbitrarily large chromatic number), however, classes of graphs for which the chromatic number is upper bounded by a function of $\omega(G)$ are called $\chi$-bounded.

Given a graph $G$ and a colouring $\alpha$, a Kempe chain of $G$ is a connected 2-coloured subgraph of $G$ which is maximal inclusion-wise. Stated differently, if we consider two colours $a$ and $b$, and consider the subgraph $G_{a,b}$ induced by the vertices coloured $a$ or $b$, then a Kempe chain is a connected
A Kempe-chain consists in swapping the two colours in a Kempe chain. An example of a Kempe chain with the corresponding Kempe exchange is shown on Figure 1.2. Note that performing a Kempe exchange never creates monochromatic edges. Consequently, an initially proper colouring remains proper after applying some Kempe exchange. In some cases, a Kempe chain can be reduced to a single vertex. In this case, the corresponding Kempe exchange simply consists in changing the colour of that vertex. Given an initial colouring $\alpha$, a colour $c$ and a vertex $v$, we will denote by $\langle v, c \rangle$ the Kempe exchange which recolours $v$ from $\alpha(v)$ to $c$. Note that a vertex $w$ is recoloured by this exchange if and only if there is a path from $v$ to $w$ using only the colours $\alpha(v)$ and $c$.

A very classic extension of colouring is called list colouring. A list assignment for the graph $G$ is a function $L : V \rightarrow 2^k$ which assigns to each vertex of the graph a list of possible colours. An $L$-colouring of $G$ is a $k$-colouring $\mu \in \Omega_V$ satisfying $\mu(v) \in L(v)$ for all $v \in V$. Since $k$-colouring is a special case of list colouring when all the lists are equal to $[k]$, the problem of deciding whether a graph admits an $L$-colouring for a given list assignment $L$ is at least as hard as the $k$-colouring problem.

If the problems we just mentioned are hard in general, there are a certain number of cases where polynomial time algorithms still exist if we add some assumptions on the graph we consider. In particular, a popular approach to these problems consists in finding for which family of graph (also called graph classes) there problems are hard. We present in the next section some classical graph classes.

### 1.3.3 Graph classes

A class of graph is a family of graphs satisfying some property. Note that for all the classes below, there are polynomial time algorithms to decide whether an arbitrary graph is an element of the class. An exhaustive list of graph classes and their inclusion can be found in [dR$^+$.]

**Trees** are graphs which contain no cycle. An example is given in Figure 1.1d. The leaves of a tree are the vertices with degree 1, and the internal vertices of the tree are the vertices which are not leaves. Sometimes, it is convenient to consider rooted trees, where one vertex of the tree is special and is called the root of the tree. If a tree is rooted, then the parent of a vertex $v$ denotes the unique neighbour of $v$ on a shortest path between $v$ and the root of the tree. The children of $v$ denotes the other neighbours of $v$. A tree is a complete tree if all the internal vertices different from the root have the same degree $d$ (the root has degree $d-1$), and the paths from the root to a leaf all have the same length. If a tree contains a single internal vertex, then it is called a star (see Figure 1.1c). Trees have been used for example in biology to represent the evolution of different
species, or for syntactic analysis.

**Bipartite graphs** are graphs whose vertex set can be partitioned into two sets $A$ and $B$ such that every edge in the graph contains one vertex in $A$ and one vertex in $B$. Equivalently, these are the graphs which admit a 2-colouring. They can also be defined as graphs which have no cycle of odd length. Note that in particular, trees are bipartite graphs. A complete bipartite graph is a bipartite graph where all the edges are present between the two parts. We denote by $K_{a,b}$ the complete bipartite graph with $|A| = a$ and $|B| = b$. An example is given in Figure 1.1b for $K_{5,6}$.

**Interval graphs** are intersection graphs of segments in a line. In other words, an interval graph can be represented as a collection of segments in a line. Each segment represents a vertex of a graph, and there is an edge between two vertices if their corresponding segments intersect. A particular subclass of interval graph is called unit interval, when the intervals in the representation have all the same length. Interval graphs are a particular subclass of the following. Interval graphs appear frequently for problems related to scheduling.

**Chordal graphs** are a generalisation of interval graphs and trees. There are several equivalent ways to define them. They can be defined as intersection graphs of subtrees of a tree. Equivalently, they are the graphs which admits a perfect elimination ordering: an ordering of the vertices $v_1, \ldots, v_n$ such that for every $i$, $N(v_i) \cap \{v_1, \ldots, v_i\}$ is a clique [Dir61]. This means that we can obtain the empty graph by removing iteratively a vertex whose neighbourhood is a clique. Chordal graphs are a subclass of perfect graphs. A special case of chordal graphs are split graphs which are the graphs $G$ which can be partitioned into two sets $A$ and $B$ such that $G[A]$ is a clique, and $G[B]$ is an independent set.

Chordal graph are also related to another graph parameter called the treewidth [BB73]. The treewidth of a graph $G$ is the smallest $k$ such that $G$ is a subgraph of a chordal graph with maximum clique at most $k+1$. The treewidth is a measure of how much a graph looks like a tree. In particular, trees have treewidth equal to 1. Many problems are known to be polynomial on graphs of bounded treewidth.

**Planar graphs** are graphs which can be drawn on the plane such that no two edges intersect. It is known that if such a drawing exists, then there exists a drawing using only straight line segments [Fár48]. A planar drawing of a planar graph defines faces which are the cells delimited by the edges of the drawing. If $F(G)$ denotes the faces of the drawing, then Euler’s formula relates the number of vertices, edges and faces of a planar graph with the following relation: $|V(G)| - |E(G)| + |F(G)| = 2$. Using Euler’s formula, it is possible to show that every planar graph has degeneracy at most 5. If this means that every planar graph can be coloured with at most 6 colours, a major result known as the four-colour theorem showed that they are in fact 4-colourable [AH89]. When all the vertices of the planar graph are incident to the same face, then the graph is called outer-planar. Outer-planar graphs have degeneracy 2, and consequently are always 3-colourable. Planar graphs are relevant when studying physical networks such as road networks.

**Cographs** are graphs with no induced path of length 4. They were introduced in [CLSBl] and can be recognized in linear time [CPS85]. Many problems which are NP-hard on general graphs admit polynomial-time – often even linear-time – algorithms for cographs. For example, the treewidth and the chromatic number of a cograph can be determined in linear time [CHMW87]. Alternatively, cograph can be defined as the class of graph defined by a the recursive characterization:

- A graph consisting of a single vertex is a cograph.

-
• If $G$ and $H$ are cographs, then their disjoint union is a cograph, that is, the graph with the vertex set $V(G) \cup V(H)$ and the edge set $E(G) \cup E(H)$ is a cograph.

• If $G$ and $H$ are cographs, then their complete join is a cograph, that is, the graph with the vertex set $V(G) \cup V(H)$ and the edge set $E(G) \cup E(H) \cup \{vw \mid v \in V(G), w \in V(H)\}$ is a cograph.

From this characterization of cographs, we can naturally represent a cograph $G$ by a binary (i.e., internal nodes have 2 children) tree, called a cotree of $G$. A cotree $T$ of a cograph $G$ is a binary tree such that each leaf of $T$ is labelled with a single vertex in $G$, and each internal node of $T$ has exactly two children and is labelled with either “union” or “join” labels. The cotree is such that two vertices of the cograph are joined by an edge if and only if their first common ancestor in $T$ is a join-node. The cotree of a given cograph $G$ can be constructed in linear time [CPS85]. The cotree of $G$ is not necessarily unique but some properties do not depend on the choice of a cotree $T$. For example, a cograph is connected if and only if the root of $T$ is a join-node.

1.4 Markov Chains

The goal of this section is to give the reader unfamiliar with Markov Chain theory a very simple introduction to some of the concepts. These notions will be used essentially in Chapter 5, and are not prerequisites for the other chapters. Note that many of the definitions given here can be generalized. However, we try to keep things as simple as possible. The reader can refer to [LP17] for a very nice and detailed introduction on the subject.

A Markov chain is a random walk on a graph, given by a sequence of random variables $(X_t)_{t \geq 0}$. The variable $X_t$ represents the state of the Markov Chain after $t$ steps. The graph associated to the Markov Chain is directed, can have loops, and has positive weights on its edges. The weights represent the probabilities of moving from one vertex to another. Since weights represent transition probabilities, we must have that at any vertex, the weights of all the out-going edges sum to one. Given a position at time $t$ (i.e., a vertex of the graph), the position at time $t + 1$ is obtained by picking one of the outgoing edges at random using their weights as the probability distribution, and moving to the vertex pointed by this edge. A simple example is given in Figure 1.3.

The state space of a Markov Chain is the set of vertices of the underlying graph, and will be denoted $\Omega$. In all the following, we will always assume that $\Omega$ is finite, i.e., there is only a finite number of possible positions. Markov Chains can also be defined with an infinite state space, but some of the results we mention no longer hold in this setting.

A Markov Chain is often represented by a transition matrix $P$, which corresponds to the (weighted) adjacency matrix of the underlying graph. The transition matrix is indexed by the

![Figure 1.3: Example of a simple Markov chain. At each step, there is a $\frac{1}{2}$ probability to move either to the left, or to the right (except at the border). This chain is irreducible since the graph is strongly connected, but it is not aperiodic: after an even number of steps, we must be at an even distance from the starting position.](image)
possible states i.e., the elements of $\Omega$. Given $x, y \in \Omega$, $P[x \to y]$ represents the probability to be in position $y$ at step $t + 1$ conditioned on the fact that $X_t = x$, in other words:

$$\Pr(X_{t+1} = y | X_t = x) = P[x \to y].$$

The matrix $P$ is such that every row sums to 1. Given an initial distribution $\nu^0$, we will denote by $\nu^t$ the distribution after $t$ steps of the Markov Chain. We will also write $\nu^t_x$ the distribution after $t$ steps when the chain starts at position $x$, or in other words $\nu^0_x(y) = \delta_{x,y}$, where $\delta_{x,y}$ is the Kronecker symbol, equal to 1 if $x = y$, and 0 otherwise. Starting from an initial distribution $\nu^0$, the distribution after one step is obtained by the matrix multiplication of $\nu^0$ (seen as a vector) by the transition matrix $P$. More generally, we have $\nu^t = \nu^0 P^t$.

A distribution $\pi$ is said to be stationary if it is a fixpoint of the transition matrix, i.e., $\pi = \pi P$. Informally, this means that if you are initially distributed according to the stationary distribution, then you are still distributed according to the same distribution after one step of the Markov Chain. Stationary distributions play a very important role in the study of Markov Chains. Any (finite) Markov Chain always has at least one stationary distribution.

We will say that a Markov chain is reversible if it satisfies the following equation for every $x, y \in \Omega$:

$$\pi(x) P[x \to y] = \pi(y) P[y \to x].$$

These equations are often called the detailed balance equations. It is easy to check that any distribution which satisfy the detailed balance equation of a transition matrix $P$ must be a stationary distribution of $P$. A particular case of reversibility is when the transition matrix is symmetric, i.e., $P[x \to y] = P[y \to x]$. In this case, the uniform distribution on $\Omega$ is a stationary distribution.

In order to study the stationary distributions of a Markov Chain, the two following properties are usually considered. A Markov Chain is irreducible if for every $x, y \in \Omega$, there exists a $t > 0$ such that $P^t[x \to y] > 0$. In terms of the underlying graph of the chain, this only means that the graph is strongly connected. A Markov Chain is aperiodic if for every $x \in \Omega$, there exists a $t_0 \geq 0$ such that for all $t \geq t_0$, we have $P^t[x \to x] > 0$. The notion of aperiodicity is more difficult to interpret. This condition is useful to prevent periodic behaviours which can occur such as the example in Figure 1.3. Note that in many cases, the aperiodicity of a chain is very easy to verify. For example, if for every $x \in \Omega$, $P[x \to x] > 0$, i.e., if there is a non-zero probability to stay in the same position, then the chain is aperiodic.

We will say that a chain is ergodic if it is both irreducible and aperiodic. In this case, the stationary distributions of the chain satisfy the following (see e.g. [LP17], Section 1.3):

**Theorem 1.** If a Markov Chain with transition matrix $P$ is ergodic, then:

- it has a unique stationary distribution $\pi$, and $\pi(x) > 0$ for any $x \in \Omega$;
- for any initial distribution $X_0$, the distribution after $t$ steps converges to the stationary distribution, i.e.:

$$\lim_{t \to +\infty} X_0 P^t = \pi$$

Note that if a chain is ergodic, this theorem does not give an estimation of how fast the convergence to the stationary distribution is.
1.4.1 Mixing Time

An important question on finite Markov Chains is to estimate how fast the chain converges to its stationary distribution. There are several measures which can be used to estimate this time. In order to estimate the speed of convergence, we first need a measure to quantify how far apart two distributions are. The measure usually used is the total variation distance. Given two probability distributions $\nu, \mu$ on $\Omega$, it is defined as

$$d_{TV}(\nu, \mu) = \frac{1}{2} \sum_{x \in \Omega} |\nu(x) - \mu(x)|.$$ 

The most commonly used indicator for the time it takes for a Markov Chain to converge to its stationary distribution is the mixing time defined for any $\epsilon > 0$ as

$$t_{\text{mix}}(\epsilon) = \inf \left\{ t : \max_{x \in \Omega} d_{TV}(\nu_x^t, \pi) < \epsilon \right\}.$$ 

Note that often, this mixing time is only considered for $\epsilon = \frac{1}{4}$, since it is known that below this threshold, the convergence to the stationary distribution is exponentially fast. Indeed, for all $\epsilon < \frac{1}{4}$, we have:

$$t_{\text{mix}}(\epsilon) \leq t_{\text{mix}}(1/4) \cdot \log \left( \frac{1}{\epsilon} \right).$$

We will simply write $t_{\text{mix}}$ as a shorthand for $t_{\text{mix}}(1/4)$. If the mixing time is often used due to its simple interpretation, there are cases where other quantities for estimating the convergence speed are easier to manipulate. If the Markov Chain is reversible, then we can define its spectral gap $\text{Gap}(P)$ as the smallest non-zero eigenvalue (in absolute value) of $P - I$. The relaxation time is defined as

$$\tau(P) = \frac{1}{\text{Gap}(P)}.$$ 

The relaxation time can be related to the mixing time by the following inequalities (see, e.g. Theorems 12.3 and 12.4 in [LP17]):

$$(\tau - 1) \cdot \log(2) \leq t_{\text{mix}} \leq \tau \cdot \log \left( \frac{1}{\pi_{\text{min}}} \right),$$

where $\pi_{\text{min}}$ is defined as $\pi_{\text{min}} := \min_{x \in \Omega} \pi(x)$. Note that the mixing time and the relaxation time are not the only measures of the speed of convergence. Other measures include the bottleneck ratio and the log-Sobolev constant (see [LP17] for more details).

1.4.2 Continuous-time Markov Chains

We consider in this subsection a continuous-time version of Markov Chains. Informally, a continuous time Markov Chain can also be represented as a random walk on a directed graph with positive weights on the edges, but the update mechanism is slightly different. Instead of choosing the next position after exactly one unit of time, the time of departure from the current position is chosen according to a random variable with an exponential distribution with parameter 1. As for the random variable $X$ is distributed according to an exponential distribution with parameter $\lambda$ if for all $t \geq 0$, $\Pr(X \geq t) = e^{-\lambda t}$. 

---

\(^2\)A variable $X$ is distributed according to an exponential distribution with parameter $\lambda$ if for all $t \geq 0$, $\Pr(X \geq t) = e^{-\lambda t}$. 

---
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discrete-time version, at each transition, the next position is chosen at random with probabilities
given by the outgoing edges.

A continuous time Markov Chain is usually described by its transition matrix $L$. The non-
diagonal values of this transition matrix correspond to the transition rates on each of the edges.
The diagonal terms are chosen such that each row sums to zero. If $\nu(t)$ describes the probability
distribution at time $t$, its evolution with time is given by the following differential equation:

$$\frac{d\nu}{dt}(t) = \nu(t)L.$$ 

Solving this differential equation gives $\nu(t) = \nu_0 e^{tL}$. All the notions we described before for
discrete time Markov chains also work for their continuous-time counterparts with only few caveats.
The continuous time version of Theorem 1 does not need the aperiodicity condition anymore.
Indeed, since the departure time are chosen at random, the notion of aperiodicity does not make
sense in the continuous-time setting. another point is that in the definition of spectral gap, we
must replace $P - I$ by $L$.

Given a discrete time Markov Chain with transition matrix $P$, we can define its continuous-time
version using exactly the same transitions. In other words, we can consider the continuous time
Markov Chain with transition matrix $L$ such that $L[x \rightarrow y] = P[x \rightarrow y]$ for any $x \neq y$ (note that
the diagonal terms of $L$ and $P$ are different).

It is not difficult to see from this definition that a discrete time Markov Chain, and its
continuous-time variant have exactly the same relaxation time. Moreover, their mixing time differs
only by a constant factor.
Part I

Reconfiguration Problems
Chapter 2

Introduction to Reconfiguration Problems

This chapter is an introduction to reconfiguration problems. It gives notations and formal definitions used in the two next chapters, and motivates the study of these problems.

The chapter is organized as follows. In Section 2.1 formal definitions and notations on reconfiguration problems are provided. Section 2.2 gives some motivations and applications to reconfiguration. An overview of existing results for graph colouring reconfiguration is given in Section 2.3. Finally, Section 2.4 introduces Non-deterministic Constraint Logic, a tool frequently used in proving hardness results for reconfiguration problems.

2.1 Definitions and notations

Let \( \Pi \) be a problem and \( I \) be an instance of \( \Pi \). The reconfiguration graph \( G^{\Pi}(I) \) is the graph whose vertices correspond to solutions of \( I \) and where there is an edge between two vertices if one can transform the first solution into the other in one step. The definition of “one step transformations” depends on the problem. Often, it consists in applying local modifications to the solution. In many cases, there is a very natural choice for the possible transitions. For example, for the reconfiguration of independent sets, it might consists in adding or removing a vertex; for reconfiguration of boolean formulas, it could be flipping the value of a single variable. One example is given in Figure 2.1 for colourings where the single step transformation consists in changing the colour of one vertex.

Recently, particular interest has been directed at the study of reconfiguration of graph problems including colourings, independent sets, vertex covers, matchings... Other problems have also been considered in the literature such as reconfiguration of boolean formulas [GKMP09] and word reconfiguration [Wro14b] just to name a few. The reader can refer to the following surveys [Heu13, Nis18] for a detailed overview of the results in the area.

Research on reconfiguration problems follows two main directions. The first direction is to study structural properties of the reconfiguration graph. The problem of finding sufficient conditions for the reconfiguration graph to be connected is one of the main questions of the area. An other widely studied property is the diameter of the components of \( G^{\Pi}(I) \). Other properties of the reconfiguration graph have been studied as well such as Hamiltonicity (also known as Gray codes) [CM11, Wil89], chromatic number [FMFPH12] or girth [AEH+18].
A second research direction is focused on computational complexity. In particular, the following three problems have been widely considered:

- **Π-Reachability**: given an instance $I$ of Π, and two solutions $α$ and $β$ of $I$, decide whether there is a transformation from $α$ to $β$. In other words, decide whether $α$ and $β$ are in the same component of $G^Π(I)$.

- **Π-Bound**: given an instance $I$ of Π, and two solutions of $I$, find the shortest transformation sequence between the two solutions.

- **Π-Connectivity**: given an instance $I$ of Π, decide whether the the reconfiguration graph for $I$ is connected or not (i.e., is there is a transformation sequence from any solution to any other?).

Efforts have been directed at classifying the three problems above in terms of their complexity. At first glance, it might seem that reconfiguration problems are in NP since they can be formulated using only existential quantifiers as follows: “Is there a valid transformation sequence from $α$ to $β$?”. However, the length of the transformation might not be polynomial, and because of this, reconfiguration problems can possibly be much harder. In fact, most reconfiguration problems are actually in PSPACE. Indeed, consider the following non-deterministic algorithm: starting from an initial configuration, guess the next step of the transformation among all the configuration adjacent to the current one until the target configuration is reached. By running this algorithm for $2^n$ steps (if configurations are represented with $n$ bits) we are guaranteed to find a transformation if it exists. This shows that reachability is in NPSPACE, and consequently in PSPACE by Savitch’s theorem. There are many examples of reconfiguration problems which are PSPACE-complete. We will mention some of them in the following sections.

Note that there are connections between the structural properties of $G^Π(I)$ and the complexity of the reconfiguration problems. For example, if $G^Π(I)$ is connected for any instance $I$, then Π-Reachability becomes trivial. In this case, the algorithm can simply always answer yes as a transformation always exists. If the connected components of $G^Π(I)$ have polynomial diameter (in the size of $I$), then Π-Reachability is immediately in NP. Indeed, given two solutions $α$ and $β$, a transformation from $α$ to $β$ is a polynomial size certificate that the input is a yes instance for Π-Reachability.

Although for many problems there is only one natural choice for the possible single step transformations, in some cases, there might also be several possible choice of transitions. For colouring reconfiguration, two types of transitions have been studied in the literature. More details on this are given in Section 2.3. Another example is the case of problems whose solutions can be represented by placing tokens on the vertices of a graph (for example independent set, or vertex cover). For these problems the following transitions have been considered:

- **Token Sliding (TS)**: moving a token to an adjacent vertex,
- **Token Jumping (TJ)**: moving a token to any other vertex,
- **Token Addition and Removal (TAR)**: adding or removing one token.

In the first two cases, the size of the solution (i.e., the number of tokens) does not change. In the last case however, the size of the solution can change, and some bounds on the size of the solutions are often added to prevent the existence of a trivial transformation sequence. For example,
consider independent set reconfiguration under TAR rule without any other constraints. A trivial
transformation always exists by first removing all the tokens from the first solution, and then
adding back the tokens of the second solution. Note that reconfiguration of independent sets has
been considered on a variety of graph classes, and was shown to be \textbf{PSPACE}-hard under any of the
three rules, even restricted to planar graphs [KMM12] or graphs of bounded bandwidth [Wro14b].
On the contrary, the edge variant of the problem, i.e., matching reconfiguration, was shown to
be polynomial with any of the three rules on any graph [BKW14]. In Chapter 4 we consider the
reconfiguration of perfect matching using a different kind of transformation.

Parametrized complexity has also been considered in the literature, using for example the
length of the transformation as a parameter, and approximation results have been considered
for the shortest transformation variant of the problem. A more detailed analysis of the existing
results, both from a structural and from a complexity point of view can be found in the two
surveys [Heu13, Nis18], as well as in the introduction of [Mou15]. We will give a detailed overview
of the existing results for the colouring problem in Section 2.3.

2.2 Applications and motivations

Although the formalisation of the reconfiguration framework and its terminology is recent [IDH
+11], the type of questions studied in this area has been considered for a long time. Many one player
games (a.k.a. combinatorial puzzles) such as Rubik’s cube, Rush-hour, or the 15-puzzle\textsuperscript{1} fit in the
reconfiguration setting. Indeed, in this case, the vertices of the reconfiguration graph are simply the
set of possible configurations of the game, and edges are valid moves. The 15-puzzle for example has
been studied since 1879 by Johnson and Story [JS79] who gave a characterization of the reachable
configurations. It was then generalized as a game with tokens on arbitrary graphs, and a complete
answer to the generalized version was given by Wilson [Wil74] in 1974.

Apart from the natural interest of understanding one-player games, there are many other mo-
tivations for studying these problems. Reconfiguration has a natural interpretation in terms of
modifying a solution already in place in a dynamic setting. For example, colouring can be used as
an abstract model for the frequency assignment problem: assigning frequencies to antennas while
preventing antennas close to each other from interfering. In this case, due to evolving constraints
we might want to change the existing assignment for an other more desirable one. For practical
reasons such as maintaining the service running, or minimizing the costs of changing the solution,
modifying the current solution in one go might not be feasible, but instead only local updates can
be made. This corresponds exactly to the reconfiguration setting and was studied in [BLR06].
This type of model has also been considered for other problems such as monitoring nodes in a
network [Mou15].

\textsuperscript{1}=“Jeu de takin” in French.
Reconfiguration problems are also strongly connected to Markov chains and random processes. These have applications to sampling random solutions, approximating the size of the state space (i.e., counting the number of solutions), and is linked to problems from statistical physics. The running time of some algorithms used for solving these problems is connected to some properties of the reconfiguration graph. More details on these connections are provided in Chapter 5.

All reconfiguration problems have in common that they are dealing with finding a path (i.e., a reconfiguration sequence) between two given vertices in the reconfiguration graph. The reconfiguration graph is not given as input to the problem, but instead is presented implicitly, via the instance $I$ of the problem $\Pi$ and the choice of transitions. Due to the large size of this graph, an exhaustive search is often not possible. Instead, finding a transformation sequence, or deciding that no such sequence exists must be done using the structural properties of the reconfiguration graph. This question of finding paths in very large graphs is also present in the robot motion planning problem. In this latter example, the state space is the set of all feasible positions of the robot which satisfy some constraints such as avoiding collisions with the environment. Several one player games such as Sokoban [CUL99] or token sliding problems on graphs can be viewed as simple abstract models for robot motions.

Another motivation for studying the properties of the reconfiguration graph comes from the need to analyse the performance of some heuristic algorithms, such as local search, which rely on local transformations for finding good solutions to a problem. By having a better understanding of the structure of the reconfiguration graph, it might be possible to better control or improve the performance of these algorithms. This is one of the reasons which motivated the first results on the reconfiguration of graph colouring [LVM81].

### 2.3 Colouring reconfiguration

For $k$-colouring reconfiguration, we are given as input a graph and two colourings of this graph, look whether a transformation sequence exists. In particular, the number of colours $k$ is usually a constant and not part of the input. For this problem, two types of transitions have been studied in the literature. There is the single vertex transition that we mentioned above, for which only one vertex is recoloured at each step; and the more general Kempe exchange recolouring, for which we allow to transform a colouring by swapping the colours of an arbitrary Kempe chain. Recall from Chapter 1 that a Kempe chain is an inclusion-wise maximal 2-coloured subgraph, and a Kempe exchange consists in swapping the two colours in some Kempe chain. Kempe chains can be reduced to a single vertex, and for example, recolouring a single vertex is a valid Kempe exchange. Hence, every transition for single vertex recolouring are valid transformations for Kempe exchange recolouring.

To distinguish between the two types of transitions, we will specify explicitly when Kempe exchanges are allowed. In particular, $\mathcal{G}(k, G)$ denotes the reconfiguration graph for $k$-colourings of $G$ under the single vertex update rule, while $\mathcal{G}_{\text{Kem}}(k, G)$ is the reconfiguration graph using Kempe-exchanges. Similarly, $k$-colouring-REACHABILITY denotes the decision problem under single vertex transitions, while $k$-colouring-Kempe-REACHABILITY allows for Kempe-exchanges.

Before reviewing existing results for both types of transitions, it can be interesting to remark that the connectedness of the reconfiguration graph and its diameter are not necessarily monotone properties as a function of the number of colours. For example, there might be graphs such that the reconfiguration graph is connected with $k$ colours, but not with $k + 1$ colours. An example of
Figure 2.2: A complete bipartite graph $K_{m,m}$ minus a matching in the case $m = 4$. With three colours, one of the side can always be recoloured with one of the three colours as the example on the left. On the right, a frozen colouring with 4 colours.

such a graph is the complete bipartite graph $K_{m,m}$ minus a perfect matching shown in Figure 2.2. If $m > 3$, the reconfiguration graph with 3 colours is connected. With $m$ colours however, there can be frozen colourings (i.e., colourings with no possible transitions).

2.3.1 Kempe recolouring

Surprisingly, the Kempe chain transition was the first to receive attention from a reconfiguration point of view, starting with the works of Fisk [Fis77] and Meyniel [Mey78]. They showed that the reconfiguration graph $G^{Kem}(k,G)$ is connected for respectively Eulerian planar triangulations with $k \geq 4$, and planar graphs with $k \geq 5$. These works were extended in [LVM81] in which it was proved that for $k \leq 5$, and all $K_k$-minor-free graphs $G$, $G^{Kem}(k,G)$ is connected.

An important part of the work on transforming colourings with Kempe exchange was studied before the reconfiguration terminology was fixed. The focus has been mostly on finding sufficient conditions for the reconfiguration graph to be connected. A summary of the existing results is given in Table 2.3. An important result concerns a conjecture of Mohar [Moh06] that $G^{Kem}(\Delta, G)$ is connected. This conjecture was proved recently in [FJP15, BBFJ19] for all graphs except the prism (two triangles with a perfect matching between them) for which there are two connected components in the reconfiguration graph.

<table>
<thead>
<tr>
<th>Class of graphs</th>
<th>number of colours</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bipartite graphs</td>
<td>$k \geq 2$</td>
<td>folklore, e.g. [FS99, Moh06]</td>
</tr>
<tr>
<td>General graphs</td>
<td>$k \geq \text{col}(G) + 1$</td>
<td>[LVM81]</td>
</tr>
<tr>
<td>$K_5$-minor-free graphs</td>
<td>$k \geq 5$</td>
<td>[LVM81]</td>
</tr>
<tr>
<td>3-colourable planar graphs</td>
<td>$k \geq 4$</td>
<td>[Moh06]</td>
</tr>
<tr>
<td>$\Delta$-regular graphs different from a prism</td>
<td>$k \geq \Delta$</td>
<td>[FJP15, BBFJ19]</td>
</tr>
<tr>
<td>Perfectly contractile graphs(^2)</td>
<td>$k = \omega(G)$</td>
<td>[Ber90]</td>
</tr>
</tbody>
</table>

Table 2.3: Summary of the known sufficient conditions which ensure that the Kempe reconfiguration graph is connected.

\(^2\)Perfectly contractile graphs are a subclass of perfect graphs which can be contracted to a clique of size $\omega(G)$ by merging two vertices with no induced odd paths between them.
The case of edge-colouring has also been considered by Mohar in [Moh06]. Using similar techniques as the proof of Vizing's theorem, it was showed that the reconfiguration graph for the edge-colourings of $G$ is connected if $k \geq \chi'(G) + 2$, where $\chi'(G)$ is the chromatic index (equivalently the chromatic number of $G^c$). Moreover, if $G$ is bipartite, then the reconfiguration graph is already connected if $k \geq \Delta + 1$. The proof is constructive and provides a transformation of polynomial length. This result was improved in [MMS12] for subcubic graphs, for which it was shown that $k \geq 4$ colours was enough, and for subquadratic graphs for which $k \geq 6$ suffices to prove the connectedness of the Kempe-reconfiguration graph. Note that [MMS12] also provides examples of graphs with $\Delta > 3$ for which $\Delta + 1$ colours are not enough for the reconfiguration graph on edge-colourings to be connected. It is still open to decide whether $\Delta + 2$ colours are enough for all graphs or if $\Delta + 3$ is necessary for some graphs.

**Open Problem 1.** Either provide a graph for which $\Delta + 3$ colours are needed for the reconfiguration graph on edge-colourings to be connected, or show that $\Delta + 2$ are enough for all graphs.

Note that if there exists an example $G$ for which $\Delta + 3$ colours are necessary, then by the result of Mohar mentioned above [Moh06] we must have $\chi'(G) = \Delta + 1$. Other results on the number of connected components of the reconfiguration graph on edge-colourings with Kempe-exchanges were investigated in [BH14].

Apart from the results of [Moh06] on edge-colourings and bipartite graphs for which there is a simple $O(n)$ upper bound on the diameter of the $G^\text{Kem}(k, G)$, none of the results in Table 2.3 provide any sub-exponential upper bound on the diameter of the reconfiguration graph. Upper bounds on the diameter obtained for single vertex recolouring directly give upper bounds for Kempe recolouring since recolouring one vertex is a valid Kempe move. Thus finding upper bounds on the diameter of the reconfiguration graph might be particularly interesting in cases where the reconfiguration graph is connected for Kempe recolouring, but not for single vertex recolouring.

**Open Problem 2.** Investigate the diameter of the reconfiguration graph for the cases in Table 2.3.

The case of $d$-degenerate graphs might be of particular interest, as similar work already exists for the single vertex recoloring. In particular, there is a conjecture on the diameter of the reconfiguration graph for $d$-degenerate graphs for single vertex recolouring (see Conjecture 1 below). One way to attack the conjecture could be to first try to first prove it for Kempe-chain recolouring.

Similar to the diameter, computational complexity aspects of the decision problems have not received a lot of attention. Our works in [BHI+19b, BHI+19a] (see Chapter 3) are first steps in considering both the diameter of the reconfiguration graph, and the computational complexity of the decision problems for the Kempe-chain variant. We show that 3-colouring-Kempe-REACHABILITY is $\text{PSPACE}$-hard even restricted to bounded degree planar graphs with bounded bandwidth. We also show upper bounds on the diameter of the reconfiguration graph for chordal graphs and cographs. Finally, we show that the shortest transformation variant, $k$-colouring-BOUND, is $\text{NP}$-hard, even on stars.

### 2.3.2 Single vertex recolouring

**Complexity aspects**

The research on $k$-colouring reconfiguration under the single vertex update rule was started much later. It was initiated with the works of Cereceda, van den Heuvel and Johnson [CHJ09, CHJ11,
The computational complexity aspects of the problem have received a lot of attention. In particular, \( k \)-colouring-REACHABILITY was proved to be \textbf{PSPACE}-hard if the number of colours is at least 4 and at most \( \Delta \) \cite{BC09,FJP14}. The problem remains \textbf{PSPACE}-complete even on planar graphs for \( 4 \leq k \leq 6 \) and on bipartite planar graphs with \( k = 4 \) \cite{BC09}. In both cases, the reconfiguration graph is connected if we have more colours, and consequently the problem becomes trivial.

The case of 3-colouring stands out compared to other reconfiguration problems. Despite the fact that the 3-colouring problem is \textbf{NP}-hard, its reconfiguration version, 3-colouring-REACHABILITY, can be solved in polynomial time. Moreover, if a transformation exists, it has length \( O(n^2) \) \cite{CHJ11}. Additionally, 3-colouring-CONNECTIVITY is ‘only’ \textbf{coNP}-complete \cite{CHJ09}. The hardness holds even for bipartite graphs but the problem becomes polynomial on planar bipartite graphs. In \cite{CHJ08} the authors prove an alternative characterization of graphs \( G \) for which \( G(3,G) \) is connected.

For \( k = \Delta + 1 \) colours, the reconfiguration graph has a simple structure. It was shown in \cite{FJP14} that \( G(\Delta + 1, G) \) is composed of one single connected component with diameter \( O(n^2) \), plus some isolated vertices. Additionally, the number of isolated vertices is small compared to the size of the large connected component \cite{BBP18}.

Note that although the complexity of \( k \)-colouring-CONNECTIVITY is known for 3 colours, it is surprisingly still open for \( k \geq 4 \). Given that \textbf{REACHABILITY} is \textbf{PSPACE}-hard in this case, it would seem natural to think that \textbf{CONNECTIVITY} should also be difficult, but no hardness proof for the problem is known, and it can still be possible (although really surprising) that some structure of the reconfiguration graph makes the problem easy.

**Open Problem 3.** Prove that \( k \)-colouring-CONNECTIVITY is \textbf{PSPACE}-hard for \( k \geq 4 \).

In \cite{HIZ17} the complexity of \( k \)-colouring-REACHABILITY is studied for several graph classes. The problem is shown to be \textbf{PSPACE}-hard on chordal graphs, even with a constant number of colours. If the number of colours \( k \) is constant, the graphs constructed in the reduction also have bounded bandwidth. The problem is polynomial time solvable for 2-degenerate graphs, and has a linear time algorithm for split-graphs and trivially perfect graphs \cite{Wro14b}. The problem is also hard on graphs of bounded bandwidth \cite{Wro14b}. Note that for chordal graphs, \( k \)-colouring-CONNECTIVITY is easy. Indeed, it is enough to look at the size of the largest clique in the graph. If \( k = \omega(G) \), then the vertices of the largest clique are frozen, and the reconfiguration graph is not connected. On the other hand, if \( k > \omega(G) \), then the reconfiguration graph is connected since we must have \( k \geq \omega(G) + 1 = \text{col}(G) + 2 \) (see Table 2.4). The complexity of \( k \)-colouring-REACHABILITY is still open for interval graphs, and it is not clear what the exact complexity should be. A first step on this problem could be to consider unit interval graphs.

**Open Problem 4.** Study the complexity of \( k \)-colouring-REACHABILITY on interval graphs.

**Structural properties**

The problem of finding properties which ensure the connectivity of the reconfiguration graph, and finding bounds on its diameter has been intensively studied. Results in this direction are summarized in Table 2.4. One interesting case is the case of \( d \)-degenerate graphs. It was proved in \cite{DFFV06} that for chordal graphs, \( k \)-colouring-CONNECTIVITY is easy. Indeed, it is enough to look at the size of the largest clique in the graph. If \( k = \omega(G) \), then the vertices of the largest clique are frozen, and the reconfiguration graph is not connected. On the other hand, if \( k > \omega(G) \), then the reconfiguration graph is connected since we must have \( k \geq \omega(G) + 1 = \text{col}(G) + 2 \) (see Table 2.4). The complexity of \( k \)-colouring-REACHABILITY is still open for interval graphs, and it is not clear what the exact complexity should be. A first step on this problem could be to consider unit interval graphs.

**Open Problem 3.** Prove that \( k \)-colouring-CONNECTIVITY is \textbf{PSPACE}-hard for \( k \geq 4 \).

In \cite{HIZ17} the complexity of \( k \)-colouring-REACHABILITY is studied for several graph classes. The problem is shown to be \textbf{PSPACE}-hard on chordal graphs, even with a constant number of colours. If the number of colours \( k \) is constant, the graphs constructed in the reduction also have bounded bandwidth. The problem is polynomial time solvable for 2-degenerate graphs, and has a linear time algorithm for split-graphs and trivially perfect graphs \cite{Wro14b}. The problem is also hard on graphs of bounded bandwidth \cite{Wro14b}. Note that for chordal graphs, \( k \)-colouring-CONNECTIVITY is easy. Indeed, it is enough to look at the size of the largest clique in the graph. If \( k = \omega(G) \), then the vertices of the largest clique are frozen, and the reconfiguration graph is not connected. On the other hand, if \( k > \omega(G) \), then the reconfiguration graph is connected since we must have \( k \geq \omega(G) + 1 = \text{col}(G) + 2 \) (see Table 2.4). The complexity of \( k \)-colouring-REACHABILITY is still open for interval graphs, and it is not clear what the exact complexity should be. A first step on this problem could be to consider unit interval graphs.

**Open Problem 4.** Study the complexity of \( k \)-colouring-REACHABILITY on interval graphs.
<table>
<thead>
<tr>
<th>Class of graphs</th>
<th>number of colours</th>
<th>Diameter</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>d</em>-degenerate graphs</td>
<td>$k \geq d + 2$</td>
<td>$O(n^{d+1})$</td>
<td>Chapter 3, [BH19]</td>
</tr>
<tr>
<td></td>
<td>$k \geq (1 + \varepsilon)(d + 1)$</td>
<td>$O(n^2)$</td>
<td>Chapter 3, [BH19]</td>
</tr>
<tr>
<td></td>
<td>$k \geq \frac{3}{2}(d + 1)$</td>
<td>$O(\text{mad}(G))$</td>
<td>[BP16]</td>
</tr>
<tr>
<td></td>
<td>$k \geq 2d + 2$</td>
<td>$O(kn)$</td>
<td></td>
</tr>
<tr>
<td>General graphs</td>
<td>$k \geq \Delta + 2$</td>
<td>$O(\Delta n)$</td>
<td>[Cer07]</td>
</tr>
<tr>
<td></td>
<td>$k \geq \text{mad}(G) + 1 + \varepsilon$</td>
<td>$\text{poly}(n)^3$</td>
<td>[BP16, Feg19b]</td>
</tr>
<tr>
<td></td>
<td>$k \geq \text{tw}(G) + 2$</td>
<td>$O(n^2)$</td>
<td>[BB18, Feg19a]</td>
</tr>
<tr>
<td></td>
<td>$k \geq \chi_g(G) + 1$</td>
<td>$O(n\chi_g(G))$</td>
<td>[BB18]</td>
</tr>
<tr>
<td>Chordal-bipartite graphs</td>
<td>$k = 3$</td>
<td>$O(n^2)$</td>
<td>[BJL+14]</td>
</tr>
<tr>
<td>Planar bipartite graphs</td>
<td>$k \geq 5$</td>
<td>$O(n^2)$</td>
<td>Chapter 3, [BH19]</td>
</tr>
<tr>
<td>Cographs</td>
<td>$k \geq \chi(G) + 1$</td>
<td>$O(n^2)$</td>
<td>[BB14a]</td>
</tr>
<tr>
<td>Distance-hereditary graphs</td>
<td>$k \geq \chi(G) + 1$</td>
<td>$O(n)$</td>
<td>[BB14a]</td>
</tr>
</tbody>
</table>

Table 2.4: Summary of the known sufficient conditions which ensure that the reconfiguration graph is connected under the single vertex recolouring, and the bounds on the diameter of the reconfiguration graph. $\chi_g$ is the grundy chromatic number: the worst number of colours used by a greedy algorithm to colour $G$.

that if $k \geq d + 2$, then the reconfiguration graph is connected. A conjecture by Cereceda asserts that in this case the diameter of the reconfiguration graph is at most quadratic:

**Conjecture 1** ([Cer07]). For any $G$, and any $k \geq \text{col}(G) + 2$, $G(k, G)$ has diameter $O(n^2)$.

The quadratic bound on the diameter is best possible. Indeed, there are graphs, for example some chordal graphs, for which the reconfiguration graph has quadratic diameter with $k = \text{col}(G) + 2$ colours [BJL+14]. Note that the best known upper bound is exponential in the size of the graph, and even getting a polynomial upper bound on the diameter is still open. Several weaker versions of the conjecture were proved. Cereceda proved that the quadratic diameter holds under the stronger assumption that $k \geq 2d + 1$. In [BJL+14] Cereceda’s conjecture is proved for chordal graphs. This result was then generalized to graphs of bounded treewidth and $k \geq \text{tw}(G) + 2$ colours in [BB18, Feg19a]. A polynomial upper bound on the diameter was shown in [BP16, Feg19b] if the number of colours is at least $k \geq \text{mad}(G) + 1 + \varepsilon$ for a fixed $\varepsilon$, and where mad($G$) is the maximum of the average degree of $H$ over all possible subgraphs $H$ of $G$. This implies in particular a polynomial upper bound on the diameter for planar graphs and $k \geq 8$ colours. A quadratic diameter on planar graphs for 10 colours was shown in [Feg19c]. In [BH19] (see Chapter 3) we improve some of these results by showing that the reconfiguration graph has polynomial diameter on *d*-degenerate graphs if $k \geq d + 2$, and $d$ is constant. Additionally, the upper bound becomes quadratic if $k \geq \frac{3}{2}(d + 1)$. For planar graphs, this implies an $O(n^6)$ bound on the reconfiguration graph with 7 colours, and a quadratic bound if $k \geq 9$. 
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On $d$-degenerate graphs, another interesting question would be to investigate how many colors (as a function of $d$) are needed for the reconfiguration graph to have a linear diameter. It is known from [BP16] that $2d + 2$ are enough, but it is not clear if this number of colors is necessary, in particular for large values of $d$. Hence the following question:

**Open Problem 5.** Are there constants $\alpha < 2$ and $\beta \in \mathbb{N}$ such that for every $d$-degenerate graph $G$ we have $\text{diam}(G(k, G)) \leq C_d \cdot n$ for some constant $C_d$ whenever $k \geq \alpha \text{col}(G) + \beta$?

**Variants of the colouring problem**

Reconfiguration problems have also been considered for variants of the colouring problem. The case of edge-colouring (colouring of the linegraph) for example is interesting. From a complexity point of view, it was shown in [OSIZ18] that $k$-edge-colouring-REACHABILITY is $\text{PSPACE}$-complete even on planar graphs for any $k \geq 5$, while the case of 4 colours is still open.

**Open Problem 6.** Find the complexity of 4-edge-colouring-REACHABILITY.

From a structural point of view, in the edge-colouring variant it is not clear how many colours are needed to make the reconfiguration graph connected. If a graph $G$ has maximum degree $\Delta$, its linegraph has maximum degree at most $2\Delta - 2$. Consequently, using the known results on vertex colouring reconfiguration, $2\Delta$ colours are enough to make the reconfiguration graph on edge-colourings connected. On the other hand, the complete tripartite graph $K_{m,m,m}$ (see Figure 2.5) is an example which requires at least $\frac{3}{2}\Delta$ colours. Indeed, we can consider the colouring with $3m$ colours such that each colour forms a perfect matching between two of the three parts. This colouring is frozen, and the maximum degree of this graph is $\Delta = 2m$. Investigating how many colours are needed to make the $k$-edge-colouring reconfiguration graph connected seems to be an interesting problem.

**Open Problem 7.** What is the smallest $k = k(\Delta)$ such that the $k$-edge-colouring reconfiguration graph of any graph $G$ is connected?

Other variants of the colouring problem have been considered in the literature. For example, list colouring has been considered from a complexity point of view. Since list colouring is more general than colouring, all the hardness results for $k$-colouring-REACHABILITY also hold for the list-colouring variant. In general, there seems to be only very few cases for which the problem admits a polynomial time algorithm. List-colouring-REACHABILITY was shown to be $\text{PSPACE}$-hard on

![Figure 2.5: A complete tripartite graph on 4 vertices. Each of the parts are drawn in grey.](image)
Figure 2.6: On the left, an example of an NCL machine with a valid orientation. Double edges in blue are weight 2 edges, the red ones are weight 1 edges. On the right an example of an AND node $u$, and an OR node $v$.

complete split graphs and graphs of pathwidth 2 [HIZ15]. On the other hand, it can be solved in polynomial time on graphs of pathwidth 1, i.e., caterpillars [HIZ15]. The complexity of the problem is still open on trees.

**Open Problem 8.** Find the complexity of List-colouring-Reachability on trees.

The problem $k$-colouring-Reachability and its list colouring variant have also been studied from a parametrized complexity point of view. If $\ell$ is the length of the transformation, the problem is $W[1]$-hard and in XP when parametrized by $\ell$ [BMNR14], and FPT when parametrized by $k + \ell$ [JKK+16]. Finally, other variations of the problem have been considered such as, reconfiguration of circular colouring [BN15, BMMN16], or homomorphism reconfiguration [BN15, Wro14a], or also reconfiguration of colourings in a distributed model of computation [BOR+18].

2.4 Hardness of reconfiguration problems

Computational complexity is often considered for reconfiguration problems. The general trend on reconfiguration is that decision problems which are $\textbf{NP}$-hard tend to be $\textbf{PSPACE}$-hard in their reconfiguration variant. There are exceptions to this trend, as we have seen for 3-colouring, however, this seem to hold for a wide variety of problems. Finding a general argument to justify this pattern is still an interesting open question. For decision problems which can be solved in polynomial time, there is no clear pattern on the complexity of their reconfiguration version. Some, like matching, are still polynomial in their reconfiguration variant [BKW14], and others like shortest path are $\textbf{PSPACE}$-hard [Bon13]. Due to the overall hardness of reconfiguration of graph problems, an important direction of research has been directed to restricting the graph to certain classes of graphs, trying to get dividing lines between hardness and polynomial time algorithms.

One of the most important tool for proving $\textbf{PSPACE}$-hardness of reconfiguration problems is called Non-deterministic Constraint Logic, or NCL for short. It is a reconfiguration problem which was created by Hearn and Demaine in [HD05] to prove the hardness of certain types of puzzles. Many hardness proofs of reconfiguration problems are done by reduction from NCL. We will use it in Chapters 4 and 3 in the case of reconfiguration of perfect matchings and colourings respectively.

An $\textit{NCL machine}$ (also called a constraint graph) is an undirected 3-regular graph together with an assignment of weights from the set $\{1, 2\}$ to each edge of the graph. We will call $\textit{node}$ the vertices of an NCL machine. Each node must be incident to an even number of edges with weight 1. An $\textit{NCL configuration}$ of this machine is an orientation of the edges such that the sum of weights of incoming arcs at each node is at least two. An illustration of an NCL machine and
a valid configuration is given in Figure 2.6. With these definitions, we can see that there are two types of nodes:

- nodes incident to three edges of weight 2 are called OR nodes, because they behave like ‘OR’ gates from boolean circuits: at least one of the three edges must be directed inwards.

- nodes incident to one edge of weight 2, and two edges of weight 1 are called AND nodes for similar reasons. The edge with weight 2 is called the output edge of the AND node, the two others are the input edge. The output edge can be directed outwards only if the other two input edges are pointing inwards. Note that the output edge is not necessarily directed outwards even when both input edges are directed inwards.

The two types of vertices are illustrated in Figure 2.6. A reconfiguration step for NCL consists in swapping the orientation of a single edge. NCL-Reachability was proved PSPACE-complete by Hearn and Demaine in [HD05], even if the constraint graph is planar. This result was later improved in [Zan15] in which the following is proved:

**Theorem 2 ([Zan15]).** NCL-Reachability is PSPACE-complete, even if the NCL machine is restricted to planar graphs of bounded bandwidth.

This result holds even if we allow edges with a neutral orientation [OSIZ18]. These edges are considered inwards for none of their two endpoints. The neutral orientation is useful for reductions, in particular if the gadget used in the reduction to represent edges of the NCL machines needs several steps to be reversed.
Chapter 3

Colouring Reconfiguration

This chapter presents several results on the reconfiguration of graph colouring. It considers both complexity aspects and structural properties of the reconfiguration graph. The results mentioned here appear in three articles [BHI+19b, BHI+19a, BH19].

As we have seen in Chapter 2, when considering reconfiguration of graph colourings there are two natural choices for the permitted transformations: single vertex recolourings, where it is allowed to recolour one vertex at a time; and Kempe recolourings for which we can swap the colours in a whole Kempe component. We consider both types of transitions in this chapter. We refer the reader to Section 2.3 for a detailed overview of the existing results on colouring reconfiguration. Since we consider two kinds of transitions, we will make explicit the cases where Kempe moves are allowed. Hence, Kempe-Reachability denotes the reachability problem for $k$-colouring using Kempe chain, while Colouring-Reachability is the same problem for the single vertex recolouring variant.

Recall that $G(k,G)$ denotes the $k$-colouring reconfiguration graph for single vertex recolouring, while $G_{\text{Kem}}(k,G)$ denotes the reconfiguration graph under Kempe exchanges.

In the first part of this chapter (in Sections 3.1 and 3.2), we investigate recolouring with Kempe exchanges from a complexity point of view. We show in Section 3.1 that both Kempe-Reachability and Kempe-Connectivity are PSPACE-complete, even on bounded degree planar graphs and with just 3 colours. This contrasts with Colouring-Reachability which is known to be polynomial with 3 colours (and PSPACE-complete for $k \geq 4$) [BC09]. The results of Section 3.1 appears in [BHI+19a], in which we also provide upper bounds on the diameter of $G_{\text{Kem}}(k,G)$ for several classes of graphs, such as cographs, chordal graphs and graphs of bounded treewidth, for various numbers of colours.

In Section 3.2, we consider the shortest transformation variant of the problem. We show that Kempe-Bound is already NP-complete, even on very simple graphs such as stars. In [BHI+19b], in addition to the hardness result on stars, we show that the problem is FPT (on stars) when parametrized by the number of colours, and give an approximation algorithm for the problem. We also show that Kempe-Bound is NP-complete on bipartite graphs, even with only 3 colours. In this case, it is also $W[2]$-hard when parametrized by the length of the transformation. Finally, we give an algorithm to find the shortest reconfiguration sequence on paths.

In the second part of the chapter, we study the single vertex recolouring variant of the problem from a structural point of view. We are particularly interested in the diameter of the reconfiguration graph. Motivated by Cereceda’s conjecture, which states that $G(k,G)$ has quadratic diameter if
$k \geq \text{col}(G) + 2$, we investigate the diameter of the reconfiguration graph for $d$-degenerate graphs. We show that this diameter is polynomial for $k \geq d + 2$ if $d$ is a constant. If we allow more colours, the diameter becomes quadratic if $d \geq \frac{3}{2}(d+1)$, and remains polynomial whenever $d \geq (1+\varepsilon)(d+1)$ for any constant $\varepsilon > 0$. These results appear in [BH19], where it is also proved that Cereceda’s conjecture holds for planar bipartite graphs, and $k \geq 5$ colours.

3.1 Hardness of Kempe recolouring

In this section, we consider the complexity of colouring reconfiguration using Kempe exchanges. In contrast to the single vertex recolouring variant, the complexity Kempe recolouring has not received much attention up to now. We prove the following result.

**Theorem 3.** Kempe-Reachability is PSPACE-complete, even with only three colours on planar graphs with maximum degree 6.

The proof of the theorem is based on a reduction from Nondeterministic Constraint Logic (NCL for short, see definition in Section 2.4) and proceeds in two steps. First, we consider a list recolouring version of the problem and prove the hardness for this variant. The reduction from NCL is based on a construction of gadgets to simulate the different elements of an NCL machine. In the list colouring variant, the transitions between colourings are the same, but all the intermediate colourings must be proper list colourings of the graph. In particular, a Kempe exchange swapping two colours is permitted if and only if all the vertices in the chain have both colours in their lists.

A second step in the proof consists in modifying the construction made in the first step to remove the list constraints. This is done by adding some gadgets to the construction to ensure that transformations which would not be allowed in the list-colouring variant of the problem have no effect overall on the colouring of the graph. More precisely, these gadgets ensure that when attempting to perform one of these moves, it results in essentially swapping two colour classes.

3.1.1 List colouring reconfiguration

Our first step is to prove the following result which shows the hardness of recolouring with Kempe exchanges for the list colouring variant.

**Lemma 4.** Both Kempe-Reachability and Kempe-Connectivity are PSPACE-complete for list colouring, even restricted to three colours, on planar graphs with maximum degree 4.

Note that the hardness result holds even if we only use two kinds of lists, i.e., vertices either can use all three colours, or can only use colours 1 and 2. The rest of this subsection is dedicated to describing the reduction, and proving its correctness. In the following, $M$ is an NCL machine, and $G$ is a graph built from $M$ using the gadgets described in Figure 3.1. The graph $G$ is built using one gadget for each of the nodes and each of the edges of the machine $M$. These gadgets are glued together using the connector vertices (vertices in the grey areas on Figure 3.1). Hence, if one node $u$ is incident to an edge $e$ in the machine $M$, then the vertices in one of the connectors of the gadget for $e$ are identified with the vertices in the corresponding connector of the gadget for $u$. A connector pair is a pair of vertices in the same connector, and we say that it is monochromatic if the two vertices have the same colour. The vertices which are not connectors will be called internal vertices.
There will be three colours. One, denoted \(\perp\) will be a special colour, and plays a different role from the others. The other two, denoted 1 and 2, have symmetric roles. On Figure 3.1, the vertices represented with two concentric circles cannot be coloured \(\perp\) (i.e., their lists of colours contain only the colours 1 and 2). The other vertices can take all three colours.

The *gate* vertices for a node gadget are the three vertices \(u_1, u_2\) and \(u_3\) for an \(\text{OR}\) node, and \(v_1, v_2\) and \(w\) for an \(\text{AND}\) node as shown in Figure 3.1. The two internal vertices of an edge gadget are also gates. Each connector is *associated* to the two gates it is adjacent to: one gate in a node gadget, and one in an edge gadget. These gates play an important role in the proof. Indeed, by colouring them with the colour \(\perp\), we can ‘cut’ the \((1, 2)\)-bicoloured components in the graph \(G\) ensuring in this way that the changes we make remain local and do not propagate throughout the graph.

The relation between a colouring of \(G\) and a valid orientation of the NCL machine \(M\) is done by looking at whether the connector pairs are monochromatic or not, as in Figure 3.2. If the connector pair on one end of the edge gadget is monochromatic, then the edge is oriented outwards for the corresponding node (i.e., inwards for the edge gadget). If they have different colours, then they are oriented inwards for the node (i.e., outwards for the edge gadget). Note that both extremities of the edge can be oriented inwards for the edge, in which case the edge will be said to be *neutral*. However, both extremities cannot be both oriented outwards. Indeed, if it was the case, this would force the two gates to be coloured \(\perp\), which is not possible since they are adjacent. It is known that NCL reconfiguration remains \textbf{PSPACE}-complete even if we allow orientations with neutral edges \cite{OSIZ18}.

In the rest of this section, to remain coherent with the rest of the manuscript, \(\alpha, \beta, \gamma\) will denote colourings, while \(\sigma\) and \(\eta\) denote orientations of an NCL machine. Given a colouring \(\alpha\) of \(G\), we denote by \(\sigma_\alpha\) the corresponding orientation for the NCL machine \(M\). Conversely, we denote by \(\Omega_\sigma\) the set of colourings which correspond to the orientation \(\sigma\). That is to say, \(\Omega_\sigma\) is the set of colourings \(\alpha\) such that \(\sigma_\alpha = \sigma\). Note that \(\sigma_\alpha\) only depends on the colours of the connectors in \(G\).

We start with the two following observations:

**Observation 5.** Given any colouring \(\alpha\) of \(G\), the internal vertices of \(G\) can be recoloured one at a time such that: 
Figure 3.2: Reconfiguration graph for an edge gadget, and the corresponding orientation of the edge. Some symmetric cases were removed for clarity.

- **on each edge gadget**, one of the two gates is coloured $\perp$,
- **on each OR gadget**, two of the three gates are coloured $\perp$,
- **on each AND gadget with gates $v_1, v_2$ and $w$ as in Figure 3.1c**, either $w$ is coloured $\perp$ or $v_1$ and $v_2$ are.

**Proof.** On an edge gadget, if none of the two gates are coloured $\perp$, we can directly recolour one of the gates with $\perp$ since the connector vertices cannot be coloured with $\perp$.

On an OR gadget, the only neighbours of some gate which can be coloured $\perp$ are the vertices in the central triangle. Since only one of the vertices in this triangle can be coloured $\perp$, the two gates which are not adjacent to this vertex have no $\perp$ neighbour and can be directly recoloured $\perp$.

Finally, on an AND gadget, if $w$ is not already coloured $\perp$ then the two other gates $v_1$ and $v_2$ do not have $\perp$ in their neighbourhood and can be recoloured $\perp$.

**Observation 6.** Let $\alpha$ be a colouring of $G$. Assume that there is a $(1,2)$-bichromatic chain intersecting a connector pair on a single vertex. Then the two gates adjacent to this connector must be coloured $\perp$, and the chain contains a single vertex.

**Proof.** We prove the contrapositive, i.e., assuming that one of the gates is not coloured $\perp$, we will show that the two vertices in the connector pair are in the same $(1,2)$-Kempe component. Given two vertices in a connector pair, there are two paths on each side of the connector which connects the two vertices in the connector pair. On each of these two paths, only the gate vertex can take a colour different than $\perp$. Hence, if one of the two gates is not coloured $\perp$, then there is a path coloured with only 1 and 2 between the two vertices, and the two vertices are in the same $(1,2)$-Kempe component.

The following lemma asserts that this relation between colourings of $G$ and orientations of $M$ preserves the constraint of the NCL machine $M$. 38
Lemma 7. For any colouring $\alpha$ of $G$, $\sigma_{\alpha}$ is a valid orientation of $M$. Conversely, for any valid orientation $\sigma$, the set $\Omega_{\sigma}$ is not empty.

Proof. Let $\alpha$ be a proper colouring of $G$. We need to show that the orientation $\sigma_{\alpha}$ satisfies the constraints of the NCL machine. Assume by contradiction that this is not the case, and let $u$ be the node of $G$ which does not satisfy its NCL constraints.

- If $u$ is an OR node, then this means that all the edges incident to $u$ are directed outwards at $u$ and consequently, all the connectors of the node are monochromatic. Let $u_1, u_2$ and $u_3$ be the three gates in the OR gadget. Since each connector is monochromatic, $u_i$ must be coloured $\bot$ for all $i \leq 3$. However, in this case the triangle in the center of the gadget must be coloured with only the colours 1 and 2 which is not possible.

- If $u$ is an AND node, then the output edge (i.e., the edge with weight 2) must point outwards. This implies that the connector of the output edge is monochromatic. Let $v_1, v_2$ and $w$ be the central vertices of the AND gadget as in Figure 3.1c. Then $w$ can only be coloured $\bot$, and consequently $u_1$ and $u_2$ are both coloured with either 1 or 2. As in the previous case, this implies that the connector pairs of the input edges are not monochromatic, and the corresponding input edges point towards the node $u$, a contradiction of the assumption that the node $u$ violated the constraints.

Conversely, let $\sigma$ be an orientation of $M$. We want to show that there exists a proper colouring of $G$ in $\Omega_{\sigma}$. We build a colouring $\alpha \in \Omega_{\sigma}$ by first choosing the colour of the connectors according to the orientation $\sigma$. For example, if an edge $e = uv$ is oriented towards the node $u$, then the two vertices in the connector pair between $e$ and $u$ are coloured with 1 and 2 respectively, and the other connector pair of the edge gadget is monochromatic.

Then, for each edge gadget, we can complete the colouring by assigning a colour to the internal vertices. Indeed, for each edge gadget if the corresponding edge is oriented towards some node $u$, the gate of $u$ can be coloured $\bot$, and the other gate still has one colour available since the other connector must be monochromatic.

Finally, we complete the colouring for each node gadget. In the case of an OR node, let $u_1, u_2$ and $u_3$ be the three gates. Then, since the orientation $\sigma$ is valid, at least one edge is pointing outwards. This means that the corresponding connector is not monochromatic, and the vertex $u_i$ incident to this connector can be coloured with either 1 or 2. The other $u_j$ for $j \neq i$ can be coloured with $\bot$. Finally the central triangle can also be coloured since 2-list-colouring a triangle is always possible unless all the lists are the same which is not the case here.

In the case of an AND node, let $v_1, v_2$ and $w$ be the gates of the corresponding AND gadget. If the output edge points inwards, we can colour $v_1$ and $v_2$ with $\bot$, and $w$ with either 1 or 2. If the output edge points outwards, $w$ can be coloured with $\bot$, and since the two other edges must point inwards, $v_1$ and $v_2$ can both be coloured with either 1 or 2 depending on the colour used for their respective connectors.

In our construction, the orientation of the NCL machine corresponding to some colouring $\alpha$ only depends on the colours given by $\alpha$ on the connectors. The following lemma states that for the purpose of recolouring $\alpha$ into some other colouring, it is enough to only consider the colours of the connectors. In other words, there is always a transformation sequence between two colourings which correspond to the same orientation of $M$. 
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Lemma 8. Let $\alpha$ and $\beta$ be two colourings corresponding to the same orientation of the NCL machine. Then there is a transformation from $\alpha$ to $\beta$.

Proof. Let $\alpha$ and $\beta$ be two colourings in $\Omega_\sigma$ for some orientation $\sigma$ of the NCL machine. Without loss of generality, we can assume that all three conditions of Observation 5 hold for both $\alpha$ and $\beta$. First, we will show that we can transform $\alpha$ and $\beta$ such that both colourings agree on the connector nodes. Note that if they disagree on a connector, then this just means that the colours 1 and 2 in this connector are swapped between the two colourings. Given a connector where the two colourings disagree, we just apply one (or two) $(1,2)$-Kempe exchange to make the two colourings agree on the connector. Since the conditions of Observation 5 hold, the gate vertices coloured $\perp$ isolate the connectors from one another: no $(1,2)$-Kempe chain contains vertices from two different connectors. Hence, we are sure that the transformations on each connector can be performed independently. Note that after this operation, the three conditions of Observation 5 still hold for $\alpha$ and $\beta$.

Once the colourings agree on the connectors, we can transform them to agree on the edge gadgets. The only case where the two colourings might disagree is for neutral edges. In this case the transformation is given in Figure 3.2. Note that in some cases (for example, for the two colourings of the neutral edge at the top of Figure 3.2), we might need to temporarily recolour one connector. When doing this, the change does not propagate since the connectors of a given node gadget are isolated from each other by the $\perp$-coloured gates using Observation 5.

Finally, we can finish the transformation from $\alpha$ to $\beta$ by making the two colourings agree on the node gadgets, without changing the colouring in the rest of the graph:

- For an AND gadget, let $v_1, v_2$ and $w$ be the gates of the gadget. If the two colourings disagree on $w$, then the output edge must be inwards (since otherwise $w$ has only the colour $\perp$ available). This implies that the connector associated with the output edge is not monochromatic. W.l.o.g. we can assume that the connector vertex adjacent to $w$ is coloured 1 in both $\alpha$ and $\beta$. Thus, $w$ must be coloured 2 in one of the two colourings (say, $\alpha$), and $\perp$ in the other (say $\beta$). Since the conditions of Observation 5 hold, both $v_1$ and $v_2$ are coloured $\perp$ in $\alpha$. Additionally, since $w$ is coloured $\perp$ in $\beta$, $v_1$ and $v_2$ must be coloured 1 or 2 in $\beta$, which implies that the two corresponding connectors are not monochromatic. Hence, the two vertices adjacent to $v_1$ and different from $w$ are either both coloured 1 or both coloured 2. If they are both coloured 2, then in $\alpha$ we can recolour $v_1$ from $\perp$ to 1. The same holds for $v_2$. Finally, after these operations, in $\alpha$ the $(\perp,2)$-Kempe chain containing $w$ might only contains the vertices $v_1, v_2$ and $w$. By swapping the colours in this chain, the two colourings agree on $w$.

If the two colourings agree on $w$, then they can be made to agree on $v_1$ and $v_2$ by recolouring these two vertices individually.

- For an OR gadget, let $u_1, u_2$ and $u_3$ be the three gates. By Observation 5, in both $\alpha$ and $\beta$ there are two gates coloured $\perp$, hence there is at least one gate, say $u_3$, which is coloured $\perp$ in both $\alpha$ and $\beta$. Let us first assume that the other gate coloured with $\perp$ is different in the two colourings. We can assume without loss of generality that $u_1$ is coloured $\perp$ in $\alpha$ but not in $\beta$, and conversely, $u_2$ is coloured $\perp$ in $\beta$ but not in $\alpha$.

If $\beta(u_1) = \alpha(u_2) = x \in \{1,2\}$, then after possibly applying a $(1,2)$-Kempe exchange on the two vertices in the central triangle coloured 1 and 2 in $\alpha$, we can assume that $u_1$ and $u_2$ are in the same $(\perp,x)$ component in the colouring $\alpha$. By swapping this Kempe chain, the two colourings agree on the the gate vertices, and the connector vertices are not modified by the operation.
If $\beta(u_1) \neq \alpha(u_2)$, then we can assume that $\beta(u_1) = 1$ and $\alpha(u_2) = 2$, the other case being symmetrical. Up to swapping the component composed of the two vertices coloured 1 and 2 in the central triangle, we can assume that the neighbours of $u_1$ are not coloured 1 in $\alpha$. Indeed, the neighbours of $u_1$ are either vertices with constraints, which have the same colour in both colourings, and consequently must be different from $\beta(u_1) = 1$, or the vertex in the central triangle. If this vertex is coloured 1 in $\alpha$, then the neighbour of $u_3$ in the central triangle must be coloured 2, and these two vertices form a Kempe component. By swapping the colours in this component, no neighbour of $u_1$ is coloured 1 in $\alpha$. Hence, we can first recolour $u_1$ with $1 = \beta(u_1)$, and then swap the $(1, \bot)$-Kempe component containing $u_2$. After this operation, the two colourings agree on the gate vertices.

If the gates coloured $\bot$ are the same in both colourings, then the third gate must also have the same colour since at least one of 1 or 2 is used by the connector (remember that the two colouring agree on the connector vertices), and the three gates cannot be all coloured $\bot$.

Finally, if the two colourings agree on the gates, then the vertex coloured $\bot$ in the central triangle is the same for both colourings since two of the gates are coloured $\bot$. The two colourings can be made to agree on the central triangle just by swapping the component composed of the two vertices coloured 1 and 2 in the central triangle.

This shows that we can transform $\alpha$ into $\beta$ and concludes the proof.

Proof of Lemma 4. To prove the lemma, we only need to verify that the two following properties hold:

1. If there is a transition between two colourings, then there is transformation between their corresponding orientations for the machine $M$.

2. If there is a transition between two orientations of the machine, then there is a recolouring sequence between their corresponding colourings.

Point 1. Let $\alpha$ and $\beta$ be two colourings of $G$ which differ only by a Kempe exchange. If $\sigma_\alpha = \sigma_\beta$, then there is nothing to prove, so we can assume that this is not the case. This implies that $\alpha$ and $\beta$ differ by swapping the colours in a $(1,2)$-Kempe chain, since no Kempe chain using the colour $\bot$ can recolour the connectors vertices. Since $\sigma_\alpha \neq \sigma_\beta$, there is at least one connector which changed state during the transition (i.e., was monochromatic before the change and is not after, or the contrary). This implies that the Kempe chains must contain only one of the two vertices of this connector. By Observation 6, the two gates associated to this connector are coloured $\bot$, and the chain is reduced to a single vertex. Consequently, $\sigma_\alpha$ and $\sigma_\beta$ only differ at the edge $e$, and there is a transition between the two.

Point 2. Let $\sigma$ and $\eta$ be two orientations of the NCL machine $M$ which only differ on an edge $e$. Without loss of generality, we may assume that $e$ is neutral in $\sigma$, and points towards some node $u$ in $\eta$. By Lemma 8, we only need to show that there exists $\alpha \in \Omega_\sigma$ and $\beta \in \Omega_\eta$ such that $\alpha$ and $\beta$ only differ by a Kempe exchange. Let $S$ be the connector linking the edge $e$ and the node $u$. We take $c$ to be a colouring of $\Omega_\sigma$ such that the two gates corresponding to the connector $S$ are coloured $\bot$. We first show that such a colouring exists by building it in several steps. First, we can choose the colours of the connectors according to the orientation $\sigma$. We then extend this partial
colouring to the whole graph in such a way that the gates corresponding to $S$ are coloured $\bot$. The proof is very similar to what we did for Lemma 8. We can extend the colouring for every gadget of an edge $e' \neq e$ and every gadget of a node $u' \neq u$ using exactly the same procedure as we did in the proof of Lemma 8. In the gadget corresponding to $e$, since $e$ is neutral in $\sigma$, the connector different from $S$ is monochromatic. We can assume w.l.o.g. that it is coloured 1. Then, the gate incident to $S$ can be coloured $\bot$, and the other gate can be coloured 2.

Finally, if $u$ is an or node, then since $\sigma$ is a valid orientation of $M$, there is an edge (different from $e$) incident to $u$ oriented inwards for $u$. The corresponding connector is not monochromatic, and we can colour the corresponding gate with either 1 or 2. The other two gates can be coloured with $\bot$, and the colouring of the central triangle can be completed using the same argument as before.

If $u$ is an and node, and $e$ is the output edge of $u$, then since $\sigma$ is a valid orientation of $M$, the two other edges of $e$ must be oriented inwards for $u$. Consequently, the connectors corresponding to these two edges are not monochromatic, and we can colour each of the corresponding gates with either 1 or 2. Finally, the gate for $S$ can be coloured $\bot$.

This concludes the existence of the colouring $\alpha \in \Omega_\sigma$ such that both gates of $S$ are coloured $\bot$. Let $\beta$ be the colouring obtained from $c$ by applying a $(1, 2)$-Kempe exchange on one of the vertices of the connector $S$. Since the two gates are coloured $\bot$, the other vertex in the connector does not change colour, and the other connectors are left unmodified by the transformation. Hence $\beta \in \Omega_\eta$, which concludes the proof.

3.1.2 Removing the constraints — Proof of Theorem 3

We now describe how to adapt the proof to remove the list constraints on the vertices in the gadgets. Remember that in the construction from previous section, every vertex can be either coloured with all three colours, or is constrained to a colour in the set $\{1, 2\}$. First observe that all the vertices with constraints in the construction (i.e., which cannot take colour $\bot$) have degree 2. The graph obtained from the construction in the previous section is modified by first replacing each of the constrained vertices by a gadget as in Figure 3.3.

![Figure 3.3: Transformation of the constrained vertices using the gadget above. The vertices in grey are here to enforce the $\bot$ constraint.](image)
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Note that in any 3-colouring, the vertices $u_1$ and $u_2$ in Figure 3.3 have the same colour. Thus, $u_1$ is changed by a Kempe chain, if and only if $u_2$ is. The vertices in grey on the figure represents our $\perp$ constraints, and will initially be coloured with colour $\perp$. We must ensure that at any time during a transformation, these vertices have the same colour across all gadgets. One way to ensure this would be simply to merge all the grey vertices together, into one single vertex. However, this operation does not preserve the planarity of the graph. Instead, we will use a chain of diamonds as shown in Figure 3.4a. Note that the extremities and the cut-vertices of the chain always have the same colour in any 3-colouring. Using these chains, we can form trees, and link all the grey vertices together as shown for example in Figure 3.4b in the case of the edge gadget. The other gadgets are treated in a similar way. Remark that this operation can be done while preserving the planarity of the graph.

Proof of Theorem 3. The proof is done by a reduction from the list variant of the problem that we proved to be \textsc{PSPACE}-hard in the previous subsection. Let $G$ be the graph obtained by the construction from previous subsection with the list assignment $L$, and $G'$ the graph obtained from $G$ by applying the transformation above. Given a constrained vertex $u$ in $G$, the two vertices $u_1$ and $u_2$ in $G'$ obtained by the construction in Figure 3.3 will be called vertices resulting from $u$. Let $\alpha'$ be a colouring of $G'$. We will assume in the following that, up to renaming the colours in $\alpha'$ that all the grey vertices in $G'$ are coloured $\perp$. Given an $L$-colouring $\alpha$ of $G$, we will say that $\alpha'$ is an extension of $\alpha$ if the two colourings agree on the vertices in $G$, and for every constrained vertex $u$ in $G$ which was replaced by a gadget, the vertices resulting from $u$ are both coloured $\alpha(u)$ in $G'$.

To prove the result, we only need to show that for any two $L$-colourings $\alpha$ and $\beta$ of $G$, and any two extensions $\alpha'$ and $\beta'$ of $\alpha$ and $\beta$ respectively, then $\alpha$ and $\beta$ are in the same component of $G^{\text{Kem}}(L, G)$ if and only if $\alpha'$ and $\beta'$ are in the same component of $G^{\text{Kem}}(3, G')$. This follows from the following two observations:

- given a colouring $\alpha$ of $G$, all its possible extensions $\alpha'$ to $G'$ are in the same connected component of $G^{\text{Kem}}(3, G')$;

- for any proper colouring of $G'$, all the vertices which result from some constrained vertex in $G$ and are coloured 1 are in the same $(1, \perp)$-Kempe chain. The same holds for these vertices which are coloured 2.

Let $\alpha$ and $\beta$ two $L$-colourings of $G$, and $\alpha'$ and $\beta'$ two extensions. First, assume that $\alpha$ and $\beta$ differ by swapping the colours in a Kempe-chain. Then, by construction there is an equivalent Kempe chain in $G'$. By swapping the colours in this Kempe component for the colouring $\alpha'$, we obtain a colouring $\beta''$ which is an extension of $\beta$. By the first point above, $\beta''$ and $\beta'$ are in the same Kempe component, and consequently, so is $\alpha'$.

Reciprocally, assume that there is Kempe exchange which transforms $\alpha'$ into $\beta'$. If this Kempe exchange does not use the colour $\perp$ or does not recolour a vertex which results from a constraint vertex in $G$, then there is an equivalent Kempe exchange in $G$ which transforms $\alpha$ into $\beta$ (possibly, these two colourings are in fact equal). Otherwise, this Kempe exchange recolours at least one
Figure 3.4: (a) A chain of diamonds used to connect together all the grey vertices. (b) Example in the case of an edge gadget. The area with double circles in grey represents the former vertices with constraints (here the connectors) that were replaced. The diamonds on either side can be replaced by longer chains to connect together the chains obtained from different gadgets.

vertex resulting from a constrained vertex from some colour $x$ to $\perp$. By the second observation above, all the vertices resulting from a a constraint vertex in $G$ which are coloured $x$ in $\alpha'$ are recoloured with $\perp$. After the exchange the grey vertices in $G'$ are coloured $x$. Hence, by renaming in $\beta'$ the colour $x$ in $\perp$, and $\perp$ in $x$, we can observe that $\beta'$ is the extension of a colouring $\beta$ which agrees with $\alpha$ on the constrained vertices. Since the two colourings agree on the constrained vertices, in particular they agree on the connector pairs, and consequently they correspond to the same orientation of the NCL machine. By Lemma 8, this implies that $\alpha$ and $\beta$ are in the same connected component of $\mathcal{G}^{\text{Kem}}(L, G)$.

Hence, $\alpha$ and $\beta$ are in the same component of $\mathcal{G}^{\text{Kem}}(L, G)$ if and only if $\alpha'$ and $\beta'$ are in the same connected component of $\mathcal{G}^{\text{Kem}}(3, G')$. This ends the reduction, and by Theorem 17, it shows that deciding whether there is a transformation between two given 3-colourings is $\text{PSPACE}$-hard.

3.2 Shortest transformation on stars

In this section, we consider the shortest transformation version of the problem, i.e., the problem of finding a shortest reconfiguration sequence between two given colourings using Kempe exchanges. Unlike the problem we considered in the previous section, the number of colours is no longer constant, but is part of the input instead. We call $\text{Kempe-Bound}$ this problem, formally defined as follows:

\textbf{Kempe-Bound}

\textbf{Input:} Two integers $t$ and $k$, a graph $G$ and two $k$-colourings $\alpha$ and $\beta$ of $G$.

\textbf{Output:} Whether there is a transformation from $\alpha$ to $\beta$ using at most $t$ Kempe exchanges.

We show in this section that this problem is $\text{NP}$-complete, even on very simple graphs such as stars.
Theorem 9. Kempe-Bound is \textit{NP}-complete, even when restricted to stars.

Note that the fact that the problem belongs in \textit{NP} follows immediately from the existence of a transformation sequence of linear length between any two colourings of a star. Hence we only need to show the hardness part. Note that in \cite{BHI19b}, we also consider the parametrized complexity aspects of the problem: we prove that Kempe-Bound on stars is FPT when parametrized by the number of colours. We also give an approximation algorithm for the problem when the number of colours is not bounded.

The main element to the proof of \textit{NP}-hardness is the notion of a \textit{sorted transformation} that we present in the next subsection. More precisely, in the next subsection we show that, for the purpose of finding a transformation of shortest length, we can assume that the transformation occurs in a particular order. Using the order of the transformation, the problem of finding a shortest transformation is equivalent to finding a special intermediate colouring. Given this intermediate colouring, computing the length of the transformation sequence can be done easily, and will follow from two lemmas below (Lemmas 12 and 13). The hardness proof consists in showing that finding this special intermediate colouring is difficult, by a reduction from the \textsc{Hamiltonian Cycle} problem.

3.2.1 Sorted Transformations

We start by observing that on a star, given an initial colouring \(\alpha\), there are two types of possible Kempe exchanges:

- Kempe exchanges which recolour the root, we will call these \textit{root recolourings},
- Kempe exchanges which do not recolour the root. These will be called \textit{leaf recolourings}.

Let \(S\) be a star, and \(r\) be its root vertex. Note that leaf recolourings only change the colour of a single vertex. Given an initial colouring \(\alpha\), a sequence of bichromatic exchanges is a sequence of root recolourings (resp. leaf recolourings) if at each step of the transformation the root is recoloured (resp. is not recoloured). We will say that a sequence of Kempe exchanges is \textit{sorted} if it is composed of first a sequence of leaf recolourings, and then a sequence of root recolourings. In other words, a sequence of bichromatic exchanges is sorted if no Kempe-exchange that alters the colour of the root precedes a Kempe-exchange that does not alter the colour of the root.

It is not difficult to see that there is a sequence of leaf recolourings from \(\alpha\) to \(\beta\) if and only if \(\alpha(r) = \beta(r)\). Similarly, there is a sequence of root recolourings from \(\alpha\) to \(\beta\) if and only if the two colourings differ by a permutation of colours. In this case, we will say that \(\alpha\) and \(\beta\) are \textit{equivalent}, and we will denote \(\pi_{\alpha\beta}\) the permutation of colours such that for every vertex \(v \in S\),

\[
\beta(v) = \pi_{\alpha\beta}(\alpha(v)).
\]

The first step in the proof consists in showing that for the purpose of finding a shortest transformation, we may restrict our attention to sorted sequences of bichromatic exchanges. Observe that for a sorted transformation between \(\alpha\) and \(\beta\), there is an intermediate colouring \(\gamma\), such that the colour of the root does not change in the transformation from \(\alpha\) to \(\gamma\) and it changes at each step in the transformation from \(\gamma\) to \(\beta\). We then provide tight bounds for shortest transformations from \(\alpha\) to \(\gamma\) and \(\gamma\) to \(\beta\), respectively.

Recall that for a colouring \(\alpha\) of the star \(S\), and a suitable Kempe-exchange \(t\) (given by a vertex and a target colour), we denote by \(t(\alpha)\) the colouring obtained by applying \(t\) to \(\alpha\). In the following, \(\alpha\) and \(\beta\) denote two \(k\)-colourings of a star \(S\). We start by showing that we can swap in some sense the order of a root recolouring and a leaf recolouring.
Lemma 10. Let \( \alpha \) be a colouring of a star \( S \) with root \( r \). Furthermore, let \( t \) be a root recolouring when applied to \( \alpha \) and let \( s \) be a leaf recolouring when applied to \( t(\alpha) \). Starting from \( \alpha \), there is a leaf recolouring \( s' \), such that \( s(t(\alpha)) = t(s'(\alpha)) \).

Proof. Let \( t = \langle r, x \rangle \) be a Kempe-exchange recolouring the root with colour \( x \). Furthermore, let \( s = \langle u, y \rangle \) be a Kempe-exchange on a leaf vertex \( u \) of \( S \) that does not alter the colour of \( r \) in \( t(\alpha) \). We only need to consider Kempe-exchanges that actually alter the colouring \( \alpha \), so we may assume that \( x \neq \alpha(r) \). Since \( s \) does not alter the colour of \( r \), we may also assume that \( y \neq x \). Therefore two cases remain to be considered.

First, let us assume that \( y \neq \alpha(r) \). In this case, we can just take \( s' = s \). Indeed, by applying \( s \) on \( \alpha \), the root is not recoloured by assumption on \( s \). This transformation recolours \( u \) to \( y \). When applying \( t \) on \( s(\alpha) \), \( u \) is not further recoloured since \( x \neq y \).

Consider now the case \( y = \alpha(r) \). In this case, we consider \( s' = \langle u, x \rangle \). Applying \( s' \) on \( \alpha \) does not recolour \( r \) since we know that \( x \neq y = \alpha(r) \). By applying \( s' \) and then \( t \) on \( \alpha \), \( u \) is first recoloured to \( x \), and then recoloured to \( \alpha(r) = y \). Hence \( s(t(\alpha)) = t(s'(\alpha)) \), and the result follows.

The lemma above implies that for any transformation between two colourings of a star, there is a sorted transformation of at most the same length.

Corollary 11. For any two colouring \( \alpha \) and \( \beta \) of a star \( S \), if there is a transformation of length \( t \) from \( \alpha \) to \( \beta \), then there is sorted transformation sequence of length at most \( t \) between the two.

Proof. Given a non sorted transformation sequence of length \( t \), we can use Lemma 10 to move all the leaf recolourings at the beginning of the transformation sequence. After this operation, the transformation sequence is sorted, and its length is still \( t \).

For any sorted transformation from \( \alpha \) to \( \beta \) there is an intermediate colouring \( \gamma \), such that the colour of the center vertex does not change in the transformation from \( \alpha \) to \( \gamma \) and it changes in each step in the transformation from \( \gamma \) to \( \beta \). This implies that \( \gamma \) is such that \( \gamma(v) = \alpha(v) \), and \( \gamma \) is equivalent to \( \beta \). The rest of this subsection is dedicated to finding bounds on the shortest transformation sequence from \( \alpha \) to \( \gamma \), and from \( \gamma \) to \( \beta \) respectively. These bounds are such that the total length of the shortest sequence from \( \alpha \) to \( \beta \) can be expressed as a function of the intermediate colouring \( \gamma \). In particular, this means that finding a shortest sequence is equivalent to finding the right intermediate colouring \( \gamma \). Since \( \gamma \) and \( \beta \) are equivalent, this is the same as finding a permutation on the colours such that the colouring \( \gamma \) which results from this permutation defines a shortest transformation. Our reduction will then proceed by showing that finding this good permutation is difficult.

Lemma 12. Let \( \alpha \) and \( \gamma \) be two colourings with \( \alpha(r) = \gamma(r) \). The shortest leaf transformation sequence from \( \alpha \) to \( \gamma \) has length:

\[
|\{v \in S \setminus \{r\}, \alpha(v) \neq \gamma(v)\}|
\]

Proof. As we remarked before, a Kempe exchange which does not recolour the root vertex of the star recolours only one vertex. Hence, the length of the shortest leaf transformation sequence from \( \alpha \) to \( \gamma \) is equal to the number of leaves which have different colours in \( \alpha \) and in \( \gamma \).
Lemma 13. Let $\gamma$ and $\beta$ be two equivalent colourings of $S$ such that $\beta^{-1}(c) \neq \emptyset$ for any colour $v$. The length of the shortest root transformation sequence from $\gamma$ to $\beta$ is:

$$k - |\text{Fix}(\pi_{\gamma\beta})| + |\text{Cyc}(\pi_{\gamma\beta})| - 2 \cdot 1_{\{\gamma(r) \neq \beta(r)\}},$$

where $1_{\{\gamma(r) \neq \beta(r)\}}$ is equal to 1 if $\gamma(r) \neq \beta(r)$, and zero otherwise.

Proof. Denote by $L(\gamma, \beta)$ the quantity in the statement of the lemma. To prove the result, we only need to check that the following two points holds:

1. If $\gamma \neq \beta$, then there exists a root recolouring which decreases $L(\gamma, \beta)$ by at least 1.

2. No root recolouring can decrease $L(\gamma, \beta)$ by more than 1.

In the rest of the proof, we write $c_r$ the colour of the root in $\gamma$. Let $\gamma'$ be the colouring obtained from $\gamma$ by performing a root recolouring from $c_r$ to some colour $x$. First observe that the permutation $\pi_{\gamma\beta}$ can be obtained from $\pi_{\gamma\beta}$ by composing it with the transposition $(c_r, x)$ which exchanges the colours $c_r$ and $x$. In other words, we have: $\pi_{\gamma\beta} = \pi_{\gamma\beta} \circ (c_r, x)$.

First point. We consider several cases:

- If $\beta(r) = \gamma(r)$, then let $x$ be any colour which is not a fixpoint in $\pi_{\gamma\beta}$ (this colour exists since by assumption, $\beta \neq \gamma$). We consider the Kempe exchange which recolour the root with $x$. After the transformation, $c_r$ is no longer a fixpoint of $\pi_{\gamma\beta}$, and $x$ is still not a fixpoint of this permutation. Additionally, the number of cycles did not change by the operation, and finally, $\gamma'(r) = x \neq \beta(r)$. Hence, $L(\gamma', \beta) = L(\gamma, \beta) - 1$.

- If $\beta(r) \neq \gamma(r)$, and the decomposition of $\pi_{\gamma\beta}$ contains several disjoint cycles, then let $x$ be a colour which is not in the same cycle as $c_r$. After recolouring the root with $r$, the number of cycles in the decomposition of $\pi_{\gamma\beta}$ decreased by 1, as the operation merges the two cycles containing $c_r$ and $x$ respectively. Additionally, the number of fixpoints does not change. Hence, since we still have $\gamma'(r) \neq \beta(r)$, this implies that $L(\gamma', \beta)$ decreased by 1.

- Finally, if $\beta(r) \neq \gamma(r)$, and the decomposition of $\pi_{\gamma\beta}$ contains one unique cycle, let $x = \pi_{\gamma\beta}^{-1}(c_r)$ be the antecedent of $c_r$ by the permutation $\pi_{\gamma\beta}$. Then, either the cycle had length at least 3, in which case the permutation $\pi_{\gamma\beta}$ also contains one unique cycle. The length of this cycle decreased by 1, and $\gamma'(r) \neq \beta(r)$. Or, the cycle had length 2, and we have $\gamma' = \beta$. In this case, the number of fixpoints increased by 2, and the number of cycles decreased by 1. In both cases, we have $L(\gamma', \beta) = L(\gamma, \beta) - 1$.

Second point. We want to show that for any choice of the colour $x$, $L(\gamma', \beta)$ cannot decrease by more than 1. Note that the number of fixpoints can increase by at most 2, and the number of cycles can decrease by at most 1. We consider the two following cases:

- First assume that $\beta(r) = \gamma(r)$. After the transformation, the colour $c_r$ is no longer a fixpoint of the permutation, and the number of cycles cannot decrease. This implies that $L(\gamma', \beta)$ can decrease by at most 1 since the last term of the expression $L(\gamma', \beta)$ can decrease by at most 2.
• Now, we can assume that $\beta(r) \neq \gamma(r)$. If the number of cycles decreases by 1, this means that one of the cycles in the decomposition of $\pi_{\gamma, \beta}$ was just the transposition $(r, x)$. After the transformation, we have $\beta(r) = \gamma'(r)$, and hence $L(\gamma', \beta)$ has decreased by at most 1. If the number of cycles does not decrease, then the number of fixpoint decreases by at most 1, and again, $L(\gamma', \beta) \geq L(\gamma, \beta) - 1$.

Hence, the two properties are verified, and the lemma holds. 

3.2.2 Hardness of KEMPE-BOUND on Stars

Let us now show that KEMPE-BOUND on stars is NP-hard. The proof is by reduction from the HAMILTONIAN CYCLE problem. The HAMILTONIAN CYCLE problem asks whether a given graph contains a simple cycle visiting each vertex exactly once. It was shown by Garey, Johnson, and Tarjan that HAMILTONIAN CYCLE remains NP-complete even on planar cubic graphs [GJT76]. We now describe the construction used in the reduction to prove the NP-hardness of KEMPE-BOUND on stars.

Let $G$ be a graph with $n$ vertices, and $K$ be a constant, with $K > n + 1$. We construct the star $S$, with two colourings $\alpha$ and $\beta$ as follows. The number of colours will be $n + 1$. The root of the star will coloured $n + 1$ in both $\alpha$ and $\beta$. For each edge $ij \in G$, we add $K$ leaves to $S$, with colour $i$ in $\alpha$ and colour $j$ in $\beta$. Note that we consider each edge in both direction (i.e., once in the direction $ij$, and once in the direction $ji$). In particular, $S$ has a total of $2K|E(G)|$ leaves. The proof of Theorem 9 follows immediately from the following result:

Lemma 14. There is a transformation sequence of length at most $K(2|E(G)| - n) + n + 1$ from $\alpha$ to $\beta$ in $S$ if and only if $G$ has an Hamiltonian cycle.

Proof. First assume that $G$ contains an Hamiltonian cycle, and consider an arbitrary orientation of this cycle. We consider the permutation $\pi$ on $[n + 1]$ such that $\pi(n + 1) = n + 1$, and $\pi(i) = j$, where $j$ is the vertex following $i$ on the Hamiltonian cycle of $G$. The permutation $\pi$ contains one fixpoint, and one cycle of length $n$. Consider the colouring $\gamma$ obtained from $\beta$ by applying the permutation $\pi$ on the colours. By definition of $\pi$, we have $\gamma(r) = \alpha(r) = n + 1$, and $\gamma$ and $\beta$ are equivalent. Additionally, since we can assume that $G$ contains no isolated vertices, this implies that $\beta^{-1}(c) \neq \emptyset$ for any colour $c$.

By Lemma 12, there exists a transformation from $\alpha$ to $\gamma$ of length at most:

$$|\{v \in S \setminus \{r\}, \gamma(v) \neq \alpha(v)\}|$$

Let $v \in S$ be a vertex which was added when considering the edge $ij$ of $G$ in this direction. By construction, we have $\alpha(v) = i$ and $\beta(v) = j$. Then $\alpha(v) = \gamma(v)$ if and only if $i = \pi^{-1}(\beta(v)) = \pi^{-1}(j)$. In other words, we have $\alpha(v) = \gamma(v)$ if and only if the edge $ij$ appears with this orientation in the Hamiltonian cycle. Since there are exactly $n$ edges in the Hamiltonian cycle of $G$, this implies that the there exists a transformation from $\alpha$ to $\gamma$ of length at most $K(2|E(G)| - n)$.

Consider now a transformation from $\gamma$ to $\beta$. Since $\gamma$ and $\beta$ are equivalent, and $\pi^{-1} = \pi_{\gamma, \beta}$, Lemma 13 gives a transformation from $\gamma$ to $\beta$ of length $n + 1$ (recall that the number of colours here is $n + 1$). Putting together these two transformation gives a (sorted) recolouring sequence of the required length.

Reciprocally, assume that there exists a transformation sequence from $\alpha$ to $\beta$ of length at most $L = K(2|E(G)| - n) + n + 1$. By Corollary 11, we can assume that this transformation is sorted.
Let $\gamma$ be the intermediate colouring such that the sorted transformation from $\alpha$ to $\beta$ defines a leaf transformation sequence from $\alpha$ to $\gamma$, and a root transformation sequence from $\gamma$ to $\beta$. Consider the permutation $\pi_{\gamma,\beta}$. This permutation is such that $\pi_{\gamma,\beta}(n+1) = n+1$. We start by showing the following claim.

**Claim 15.** For all $i \in [n]$, $i\pi(i)$ is an edge of $G$.

**Proof.** Consider the shortest leaf transformation sequence from $\alpha$ to $\gamma$. By Lemma 12, this sequence has length

$$|\{v \in S \setminus \{r\}, \gamma(v) \neq \alpha(v)\}|$$

As we have seen just before, for a vertex $v \in S$ which was added when considering the edge $ij$ of $G$ in this direction, we have $\alpha(v) = \gamma(v)$ if and only if $i = \pi_{\gamma,\beta}^{-1}(\beta(v)) = \pi_{\gamma,\beta}^{-1}(j)$. Hence the number of vertices for which $\alpha(v) = \gamma(v)$ is equal to $K|\{i \in [n], i\pi_{\gamma,\beta}(i) \in G\}|$. If there exists at least one index $i$ such that $i\pi_{\gamma,\beta}(i) \notin G$, then this quantity is at most $K(n-1)$, which implies that the transformation sequence from $\alpha$ to $\gamma$ has length at least $K(2|E(G)| - n + 1) > L$, since $K > n + 1$. This contradicts the assumption that the transformation sequence from $\alpha$ to $\beta$ has length at most $L$. Thus, for every $i \in [n]$, $i\pi_{\gamma,\beta}(i)$ is an edge of $G$. $\square$

Consider the subgraph $H$ of $G$ containing all the edges $i\pi(i)$ for $i \in [n]$. $H$ is composed of cycles and isolated edges, and covers all the vertices of the graph. Each component in $H$ corresponds to a cycle the decomposition of $\pi_{\gamma,\beta}$ into disjoint cycles. Since the leaf transformation sequence from $\alpha$ to $\gamma$ has length $K(2|E(G)| - n)$, this implies that the root transformation sequence from $\gamma$ to $\beta$ must have length at most $L - K(2|E(G)| - n) = n + 1$. By Lemma 13, the root transformation sequence from $\gamma$ to $\beta$ has length:

$$n + 1 - \text{Fix}(\pi_{\gamma,\beta}) + \text{Cyc}(\pi_{\gamma,\beta}) = n + \text{Cyc}(\pi_{\gamma,\beta}),$$

where the equality comes from the fact that $n+1$ is the only fixpoint of $\pi_{\gamma,\beta}$, since for every $i \in [n]$, $i\pi_{\gamma,\beta}(i) \in G$, and in particular $i \neq \pi_{\gamma,\beta}(i)$. This quantity must be at most $n + 1$, which implies that $\text{Cyc}(\pi_{\gamma,\beta}) \leq 1$. Hence this inequality must be an equality, and $H$ contains one single component which implies that $H$ is an Hamiltonian cycle of $G$. This completes the proof of the reduction. $\square$

### 3.3 Single vertex recolouring

In this section, we consider single vertex recolouring. The complexity of reconfiguration with these transitions has already been considered in the literature [BC09, FJP14]. We will concentrate here on the structural aspect of the problem, and study the diameter of the reconfiguration graph. We consider this problem on the case of $d$-degenerate graphs. It is not very difficult to prove that $G(k,G)$ is connected if $G$ is $d$-degenerate, and $k \geq d + 2$ (see for example [DFFV06]). However, this simple proof does not provide any non-trivial upper bound on the diameter of the reconfiguration graph. Additionally, although Cereceda conjectured that this diameter should be at most quadratic [Cer07], even finding a polynomial upper bound is currently still open. The reader can refer to Section 2.3.2 for more details on the existing results on the problem.

The main result in this section is to prove a polynomial upper bound on the diameter of $G(k,G)$ when $G$ is $d$-degenerate, $k \geq d + 2$, and $d$ is a constant. More precisely, we prove the following:
Theorem 16. Let \( d, k \in \mathbb{N} \) and \( G \) be a \( d \)-degenerate graph. Then \( \mathcal{G}(k, G) \) has diameter at most:

- \( Cn^2 \) if \( k \geq \frac{3}{2}(d + 1) \),
- \( C_\varepsilon n^{1/\varepsilon} \) if \( k \geq (1 + \varepsilon)(d + 2) \) and \( 0 < \varepsilon < 1 \),
- \( (Cn)^{d+1} \) for any \( d \) and \( k \geq d + 2 \),

where \( C \) and \( C_\varepsilon \) are constants independent of \( k \) and \( d \).

In particular, it implies that the 7-recolouring diameter of planar graphs is polynomial (of order \( O(n^8) \)), answering a question of [BP16, Feg19b], and is quadratic if \( k \geq 9 \) (improving the recent result of Feghali giving \( k \geq 10 \) [Feg19c]). For general graphs, our result guarantees moreover that the diameter becomes a polynomial independent of \( d \) as long as \( k \geq (1 + \varepsilon)(d + 2) \). We also obtain a quadratic diameter when the number of colours is at least \( \frac{3}{2} \cdot (d + 1) \), improving the result of Cereceda [Cer07] who obtained a similar result for \( k \geq 2d + 1 \). Note moreover that Theorem 16 ensures that the diameter is polynomial as long as \( d \) is a fixed constant, which was open even for \( d = 2 \) (we get a diameter of order \( O(n^3) \) for \( d = 2 \)).

In order to show Theorem 16, we need to prove a more general result which also holds for list-colourings. Indeed, we often need to consider induced subgraphs of our initial graph where the colours of some vertices are “frozen” (i.e. do not change). By considering the list colouring version, we can delete these vertices and remove their colours from the list of all their neighbours. The proofs of Theorem 16 consists in showing that, given two colourings \( \alpha \) and \( \beta \) of \( G \), there exists a transformation from \( \alpha \) to \( \beta \) of the corresponding length. Since our proof is algorithmic, it also provides a polynomial time algorithm that, given two colourings \( \alpha \) and \( \beta \), outputs a transformation from \( \alpha \) to \( \beta \) of length at most the bound we find on the diameter of the reconfiguration graph.

Let \( G \) be a \( d \)-degenerate graph and let \( v_1, \ldots, v_n \) be a degeneracy ordering. We denote by \( d^+(v) \) the out-neighbours of \( v \) (i.e., neighbours of \( v \) which appear later in the ordering). Recall that a graph is \( d \)-degenerate if there is a degeneracy ordering such that \( d^+(v) \leq d \) for every vertex \( v \) of the graph.

Let us first briefly discuss the main ideas of the proof before stating formally all the results. The main idea is to proceed recursively on the degeneracy. More precisely, we want to delete a subset of vertices in order to decrease by one both the degeneracy and the number of colours. In order to do this, observe that if at some point there is one colour \( c \) such that every vertex of the graph is either coloured \( c \) or has an out-neighbour coloured \( c \), then by removing all the vertices coloured \( c \), we decrease the number of available colours by 1, but we also decrease the degeneracy of the graph by 1. If \( H \) is the resulting graph, by applying induction, we can recolour \( H \) however we want, and for example, we can remove completely one colour which we can then use to make the two colourings agree on a subset of vertices. If the colour \( c \) satisfies the condition above, we will say that the colour \( c \) is full. Our main objective will consist in finding a transformation from any colouring \( \alpha \) of \( G \) to some colouring \( \alpha' \) of \( G \) which has a full colour (Note that any graph can have such a colouring, for example by applying the First-Fit algorithm in the reverse order of the elimination ordering). We will build the colouring \( \alpha' \) (and the transformation) incrementally. However in order to do this, we will need to generalise the problem to list colouring.

Recall that a list assignment \( L \) is a function which associates a list of colours to every vertex \( v \), and an \( L \)-colouring is a (proper) colouring \( \alpha \) of \( G \) such that for every vertex \( v \), \( \alpha(v) \in L(v) \). The total number of colours used by the assignment is \( k = |\bigcup_{v \in G} L(v)| \). A list assignment \( L \) is \( \alpha \)-feasible
if \( |L(v)| \geq |d^+(v)| + a + 1 \) for every vertex \( v \in G \). We just say that it is feasible if it is 1-feasible.

We denote by \( \mathcal{G}(L,G) \) the reconfiguration graph of the \( L \)-colourings of \( G \). (One can easily prove by induction, that if a list assignment is \( a \)-feasible for \( a \geq 1 \), then \( \mathcal{G}(L,G) \) is connected.) We will prove a generalisation of Theorem 16 in the case of list colourings. Namely, we will prove that:

**Theorem 17.** Let \( G \) be a graph and \( a \in \mathbb{N} \). Let \( L \) be an \( a \)-feasible list assignment and \( k \) be the total number of colours. Then \( \mathcal{G}(L,G) \) has diameter at most:

- \( kn \) if \( k \leq 2a \).
- \( Cn^2 \) if \( k \leq 3a \) (\( C \) a constant independent of \( k,a \)),
- \( C_\varepsilon n^{\lfloor 1/\varepsilon \rfloor} \) if \( k \leq (1 + \frac{1}{2})a \) where \( \varepsilon \) is a constant and \( C_\varepsilon \) is independent of \( k,a \),
- \( (Cn)^{k-1} \), if \( a \geq 1 \).

The proof of Theorem 16 follows easily from this result. The only point that is not immediate is the fact that the last point of Theorem 17 implies the last point of Theorem 16. In this case, we need a small trick to guarantee that the diameter does not increase if the number of colours increases. Note that the first point of Theorem 17 implies in terms of classical colouring that the \( k \)-recolouring diameter is linear when \( k \geq 2d + 2 \), which is an already known result [BP16].

**Proof of Theorem 16.** Note that given a \( d \)-degenerate graphs and \( k \) colours, we can consider the list assignment \( L \) where \( L(v) = [k] \) for every vertex \( v \). This list assignment is \( a \)-feasible with \( a = k - d - 1 \).

We start with the second point of Theorem 16. If \( k \geq (1 + \varepsilon)(d + 1) \) then:

\[
\frac{k}{a} = \frac{k}{k - d - 1} = 1 + \frac{d + 1}{k - d - 1} \leq 1 + \frac{1}{\varepsilon}.
\]

By applying the third case of Theorem 17, the result follows.

The first point follows immediately from the result above by taking \( \varepsilon = \frac{1}{2} \).

Finally, in order to prove the last point, we need to prove that we can “replace” \( k \) by \( d \). Let \( G \) be a \( d \)-degenerate graph and let \( \gamma \) be a \((d + 1)\)-colouring of it. Let us prove that, if \( k > d + 2 \), any colouring \( \alpha \) can be transformed into \( \gamma \) within \( O(n^{d+1}) \) steps (and not \( O(n^{k-1}) \) as suggested by Theorem 17). Indeed, we simply simply “forget” the vertices coloured with colour \( d + 3, \ldots, k \) in \( \alpha \). Let \( H \) be the graph without these vertices. The graph \( H \) is \( d \)-degenerate and by Theorem 17, we can transform \( \alpha|_H \) into \( \gamma|_H \) within \( O(n^{d+1}) \) steps using colours in \( 1, \ldots, d + 2 \). We finally recolour the vertices of \( G \setminus H \) one by one with their colours in \( \gamma \) to obtain the colouring \( \gamma \).

The rest of this section is devoted to prove Theorem 17. In order to do it, we need to generalise the notion of full colour to the list-colouring setting. We also need to generalise it to sets of colours, to handle the case where \( a > 1 \). Given a colouring \( \alpha \) of \( G \), the set of colour \( S \) is full if for every vertex \( v \) and every colour \( c \in S \) one of the following holds:

1. \( \alpha(v) \in S \),
2. \( v \) has at least one out-neighbour coloured \( c \),
3. \( c \notin L(v) \).
We have a property similar as previously: starting from an $a$-feasible list assignment with a colouring $\alpha$, if $S$ is full then by removing all the vertices $v$ with a colour $\alpha(v) \in S$ from the graph, and removing all the colours from $S$ from all the lists, the resulting assignment is still $a$-feasible. Additionally, the total number of colours has decreased by $|S|$ (but the degeneracy of the graph might not have decreased as much if we had $k$ much larger than $d + 2$).

In the following, we will denote by $f_a(n, k)$ the maximum diameter of $G(L, G)$ over all graphs $G$ with $n$ vertices, and all $a$-feasible assignments $L$ with total number of colours $k$.

The proof of Theorem 17 is by induction on the total number of colours $k$. The base case, which is the first point of Theorem 17, is the following lemma. This lemma ensures that if the number of excess colours is sufficient (at least half the number of colours), then the diameter is linear\(^1\).

**Lemma 18.** Assume that $k \leq 2a$, then $f_a(n, k) \leq kn$.

**Proof.** We show by induction on $n$ that if $k \leq 2a + 1$, then for any $a$-feasible list assignment $L$ on a graph on $n$ vertices, and any two $L$-colourings $\alpha, \beta$, there is a transformation from $\alpha$ to $\beta$ such that every vertex is recoloured at most $k$ times.

The result is clearly true when $n = 1$, since in this case the unique vertex can be recoloured only once. Assume that the result holds for $n - 1$. Let $G$ be a graph on $n$ vertices with a degeneracy ordering $v_1, \ldots, v_n$, and an $a$-feasible list assignment $L$ using a total of $k$ colours. Let $\alpha$ and $\beta$ be two $L$-colourings, $H$ be the subgraph obtained after removing $v_n$, and define $d = |d^+(v_1)|$ the number of neighbours of $v_1$.

Using induction on $H$, there is a transformation $\mathcal{S}$ from $\alpha|_H$ to $\beta|_H$ such that every vertex is recoloured at most $k$ times. Note that by assumption, the number of colours available to $v_1$ is at least $d + a + 1$, hence the total number of colours $k$ satisfies, $d + a + 1 \leq k \leq 2a$, and in particular $a \geq d + 1$, and $k \geq d + a + 1 \geq 2d + 2$. Every time one of the neighbours of $v_1$ is recoloured in the sequence $\mathcal{S}$, we may have to recolour $v_1$ beforehand so that the colouring remains proper. This happens if the neighbour wants to be recoloured with the current colour of $v_1$.

Every time we have to recolour $v_1$, we have the choice among a set $S$ of $a \geq d + 1$ colours for the new colour of $v_1$. We can look ahead in $\mathcal{S}$ to know which are the next $d + 1$ modifications of colours of neighbours of $v_1$ in $S$. One colour $c$ of $C$ does not appear in these modifications since $|C| \geq d + 1$ and the first modified colour is not in $C$ (since we need to recolour $v_1$ at the first step, and then the target colour is the current colour of $v_1$ which is not in $C$). We recolour $v_1$ with $c$. This way, we only need to recolour $v_1$ once out of every $d + 1$ times its neighbours are recoloured. Finally, we may need to recolour $v_1$ one last time after the end of $\mathcal{S}$ to colour $v_1$ with its target colour. Since by induction, the neighbours of $v_1$ are recoloured at most $k$ times, the total number of times $v_1$ is recoloured is at most:

$$\left\lceil \frac{dk}{d + 1} \right\rceil + 1 \leq \frac{d}{d + 1}k + 2 \leq k,$$

where in the last inequality, we have used the fact that $2 \leq \frac{k}{d + 1}$ since $k \geq 2d + 2$. This concludes the induction step and proves the result. \hfill \square

In the induction step of our proof, we will build a set of full colours. For a colouring $\alpha$ and a set $X$ of vertices, we denote by $\alpha(X) = \bigcup_{x \in X} \alpha(x)$. Before stating the main lemmas, let us make the following remark:\(^1\)

---

\(^1\)The proof is similar to the linear diameter obtained in [BP16] for colourings but adapted to list colourings.
Lemma 19. Let $G$ be a graph, $L$ be a list assignment and $\alpha$ be a $L$-list colouring. Let $H$ be an induced subgraph of $G$ with list assignment $L'(v) = L(v) \setminus \alpha(N(v) \setminus V(H))$. Then any recolouring sequence $S$ from $\alpha|_H$ to some colouring $\beta|_H$ also is a (valid) recolouring sequence from $\alpha$ to $\beta$ where $\beta(v) = \beta|_H(v)$ if $v \in H$ and $\alpha(v)$ otherwise.

By abuse of notation and when no confusion is possible, we will then call $S$ both the recolouring sequence in $H$ and in $G$.

The following lemma states that, if we already have a set of full colours, then changing it to an other given set can be done without too many additional recolouring steps.

Lemma 19. Let $\alpha$ be a colouring of $G$, and $S$ a set of full colours for $\alpha$ with $|S| = a$. For any $S'$ with $|S'| = a$, there exists a colouring $\alpha'$ such that $S'$ is full for $\alpha'$, and there is a transformation from $\alpha$ to $\alpha'$ of length at most $f_a(n, k - a) + (2a + 2)n$.

Proof. Let $S$ be a set of colours with $|S| = a$ which is full for some $L$-colouring $\alpha$. Let $S'$ be any set of colours of size $a$. The main part of the proof consists in transforming $\alpha$ into a colouring that does not use at all any colour of $S'$ (such a colouring exists since the list assignment is $a$-feasible).

Let $H$ be the subgraph induced by the vertices not coloured $S$ in $H$, and let $L_H$ be the list assignment for $H$ obtained from $L$ by removing $S$ from all the lists. Since $S$ is full in $\alpha$, $L_H$ is $a$-feasible for $H$.

Consider the following preference ordering on the colours: an arbitrary ordering of $[k] \setminus (S \cup S')$, followed by an ordering of $S' \setminus S$, and finally the colours from $S$ last. Let $\gamma$ be the $L$-colouring of $G$ obtained by colouring $G$ greedily from $v_n$ to $v_1$ with this preference ordering. Since $L$ is $a$-feasible, and $|S| = a$, no vertex is coloured with a colour in $S$ in $\gamma$. Indeed $|L(v)| \geq |a^+(v)| + a + 1$ and only $|a^+(v)|$ neighbours of $v$ have been coloured when $v$ is coloured. Since in $\gamma$ no vertex has a colour in $S$, $\gamma|_H$ is an $L_H$-colouring of $H$. By induction hypothesis, there is a recolouring sequence that transforms the colouring $\alpha|_H$ of $H$ into $\gamma|_H$ within at most $f_a(n, k - a)$ steps. By Remark 1, this recolouring sequence also is a recolouring sequence in $G$. We can then recolour the vertices of $G \setminus H$ to their target colour in $\gamma$ in an additional $n$ steps. No conflict can happen at this step since $\gamma$ is a proper colouring of $G$.

One can easily check that, in $\gamma$, the set of colours $[k] \setminus (S \cup S')$ is full. Let $K$ be the subgraph of $G$ induced by all the vertices coloured $S'$ in $\gamma$, and let $L_K$ be a list assignment of these vertices where all the colours not in $S \cup S'$ were removed. Then since $[k] \setminus (S \cup S')$ is full, $L_K$ is $a$-feasible. We will recolour $K$ such that no vertex is coloured $S'$ (such a colouring exists because $L_K$ is $a$-feasible, and $|S'| = a$). Since the total number of colours used in $L_K$ is $|S \cup S'| \leq |S| + |S'| = 2a$, this recolouring can be done in at most $f_a(n, 2a) = 2an$ steps by Lemma 18. By Remark 1, this recolouring sequence also is a recolouring sequence in $G$. The colouring $\gamma'$ of $G$ that we obtain is such that no vertex is coloured with $c \in S'$. We can finally recolour the vertices of $G$ one by one, starting from $v_n$, choosing a colour of $S'$ if it is available, or leaving it with its current colour otherwise.

Let $\alpha'$ be the resulting colouring. By construction $\alpha'$ is full for $S'$. The total number of steps to reach $\alpha'$ is at most $f_a(n, k - a) + n + 2an + n = f_a(n, k - a) + (2a + 2)n$.

Using Lemma 19, we show that we can incrementally construct a set of full colours.

Lemma 20. Assume that $k \geq 2a$. For any colouring $\alpha$, there exists a colouring $\beta$ containing a set of full colours $S$ with $|S| = a$, and there is a transformation from $\alpha$ to $\beta$ of length at most $\frac{n}{a} f_a(n, k - a) + 4n^2$. 
Proof. Let \( v_1, \ldots, v_n \) be a degeneracy ordering of \( G \). A colouring is full up to step \( i \) for a set of colour \( S \) if \( |S| = a \), and all the vertices \( v_j \) with \( j \leq i \) satisfy the conditions (i), (ii), (iii) for the set \( S \). If a colouring \( \gamma \) is full up to step \( n \) for the set \( S \), then the set \( S \) is full.

Note that for any colouring \( \alpha \), any set of colours containing \( \alpha(v_1), \ldots, \alpha(v_n) \) is full up to step \( a \). So we only need to show that given a colouring \( \alpha \) which is full up to step \( i \) for some set \( S \), we can reach a colouring \( \alpha' \) full up to step \( i + a \) for some (potentially different) set \( S' \) in at most \( f_a(n, k - a) + 4an \) steps. Suppose now that \( \alpha \) is full up to step \( i \) but not \( i + 1 \) for some set \( S \). Let \( S' \) be the colours of the vertices \( v_{i+1}, \ldots, v_{i+a} \). Up to adding arbitrary colours to \( S' \), we can assume that \( |S'| = a \). We will then recolour the graph in order to obtain a colouring where \( S' \) is full up to step \( i + a \).

Let \( H \) be the graph induced by the vertices \( v_1, \ldots, v_i \), and \( L_H \) be the list assignment of the vertices of \( H \) obtained from \( L \) by fixing the colours of the vertices outside \( H \). In other words, for every vertex \( v \in V(H) \), we remove from \( L(v) \) the colours of all the vertices of \( N(v) \cap \{v_{i+1}, \ldots, v_n\} \). Note that \( L_H \) is an \( a \)-feasible assignment of \( H \) since \( L \) was an \( a \)-feasible assignment of \( G \). Additionally, \( S \) is a set of full colours for the colouring \( \alpha|_H \).

By Lemma 19, there is an \( L_H \)-colouring \( \alpha'|_H \) of \( H \) which is full for \( S' \) such that we can transform \( \alpha|_H \) into \( \alpha'|_H \) in at most \( f_a(n, k - a) + (2a + 2)n \) steps. Let \( \alpha' \) be the colouring which agrees with \( \alpha \) on the vertices of index larger than \( i \), and agrees with \( \alpha'|_H \) on \( H \). By Remark 1, \( \alpha' \) can be obtained from \( \alpha \) into at most \( f_a(n, k - a) + (2a + 2)n \) steps. By construction, \( S' \) is full up to step \( i \), and since the vertices \( v_{i+1}, \ldots, v_{i+a} \) are coloured with colours in \( S' \), it is full up to step \( i + a \).

Finally, this procedure needs to be repeated at most \( \left[ \frac{n}{a} \right] - 1 \leq \frac{n}{a} \) times (the minus one coming from the fact that at the beginning we had for free a set of colours full for \( v_1, \ldots, v_a \)). After this many steps, we obtain a colouring full up to step \( n \) for some set \( S \) with \( |S| = a \), which concludes the proof.

Finally, we can use the two previous lemma to get the following recursive inequality.

**Lemma 21.** Let \( k \geq 2a \), then \( f_a(n, k) \leq (\frac{2a}{a} + 3)f_a(n, k - a) + 10 \cdot n^2 \).

**Proof.** Let \( L \) be an \( a \)-feasible list assignment of \( G \), and \( \alpha \) and \( \beta \) be two \( L \)-colourings of \( G \). By Lemma 20, there exists a colouring \( \alpha' \) and a set of colours \( S_\alpha \) with \( |S_\alpha| = a \) which is full for \( \alpha' \) such that the colouring \( \alpha' \) can be reached from \( \alpha \) at most \( \frac{2a}{a} f_a(n, k - a) + 4n^2 \) steps. Similarly, there exists a colouring \( \beta' \) and a set of colours \( S_\beta \) with \( |S_\beta| = a \) such that \( S_\beta \) is full for \( \beta' \) such that the colouring \( \beta' \) can be reached from \( \beta \) in at most \( \frac{2a}{a} f_a(n, k - a) + 4n^2 \) steps. By Lemma 19, using an additional \( 4n^2 \) steps, we can get a colouring \( \beta'' \) from \( \beta' \) such that the set of full colours in \( \beta'' \) and \( \alpha' \) is the same (namely \( S_\alpha \)).

Let \( S \) be some set of colours disjoint from \( S_\alpha \) with \( |S| = a \). Let \( \gamma \) be a colouring of \( G \) that does not use any colour of \( S_\alpha \) (such a colouring exists since the list assignment of \( G \) is \( a \)-feasible).

Let \( G_\alpha \) be the graph \( G \) where the vertices coloured with colours in \( S_\alpha \) have been deleted and the colours in \( S_{\alpha} \) removed from the list assignment. Since \( S_\alpha \) is full for \( \alpha' \), the list assignment of \( G_\alpha \) is \( a \)-feasible. Note that \( \gamma|_{G_\alpha} \) is a proper colouring of \( G_\alpha \). So by induction, it is possible to recolour \( \alpha'|_{G_\alpha} \) into \( \gamma|_{G_\alpha} \) in at most \( f_a(n, k - a) \) steps. Since the vertices of \( W := V(G) \setminus V(G_\alpha) \) are coloured with colours in \( S_\alpha \), and since \( \gamma \) does not use any of these colours, one can finally recolour the vertices of \( W \) one by one from their colours in \( S_\alpha \) to their target colours in \( \gamma \).

Let \( G_{\beta''} \) be the graph where the vertices coloured with \( S_{\beta''} = S_\alpha \) in \( \beta'' \) have been deleted. One can similarly recolour \( \beta''|_{G_{\beta''}} \) into \( \gamma|_{G_{\beta''}} \) in at most \( f_a(n, k - a) \) steps. Since vertices of
$W' := V(G) \setminus V(G_{\beta'})$ are coloured with colours in $S_\alpha$, we can also recolour the vertices of $W'$ one by one from their colours in $S_\alpha$ to their target colours in $\gamma$.

The total number of steps to transform $\alpha$ into $\beta$ is at most

\[
f(n, k) \leq 2 \left( \frac{n}{a} f_a(n, k - a) + 4n^2 \right) + \left( f_a(n, k - a) + 4n \right) + 2f_a(n, k - a) + 2n 
\leq \left( \frac{2n}{a} + 3 \right) f_a(n, k - a) + 10n^2
\]

\[\Box\]

**Lemma 22.** For all $k \geq 1$ and $a \geq 1$, we have $f_a(n, k) \leq Ckn \left( \frac{2n}{a} + 3 \right)^{\left\lceil \frac{k}{a} \right\rceil - 2}$ for some constant $C > 0$.

**Proof.** We prove it by induction on the total number of colours $k$. The base case is when $k \leq 2a$ and simply is a consequence of Lemma 18 (note that $\left\lceil \frac{k}{a} \right\rceil = 2$ since $k > a$). The induction step is obtained using Lemma 21.

We now have all the ingredients to prove Theorem 17, which completes the proof of Theorem 16.

**Proof of Theorem 17.** The first point is the result from Lemma 18. The second and last points are consequences of Lemma 22 with the corresponding values of $a$. Let us prove the third point. Since $k \leq (1 + \frac{1}{\varepsilon})a$, we have $\left\lceil \frac{k}{a} \right\rceil - 2 \leq \left\lceil 1 + \frac{1}{\varepsilon} \right\rceil - 2 \leq \left\lceil \frac{1}{\varepsilon} \right\rceil - 1$. Consequently, the function given by Lemma 22 is $O(n^{1/\varepsilon})$. Note that for the second and third point, the constant does not depend on $k$ or $a$ since $k/a$ is a constant (but it depends on $\varepsilon$ in the third point).

\[\Box\]
Chapter 4

Perfect Matching Reconfiguration

This chapter studies the complexity of the reconfiguration of perfect matching. The results presented here are the outcome of a collaboration started during the first DATCoRe workshop in Lyon in July 2018. They also appear in [BBH+ 19].

In this chapter, we consider the reconfiguration of perfect matchings, where two perfect matchings are considered adjacent if their symmetric difference is a cycle of length 4. In Section 4.1 below, we introduce the problem and present existing results on matching reconfiguration in general. In Section 4.2 we prove that Perfect-Matching-Reachability is $\text{PSPACE}$-complete, even when restricted to (i) bipartite graphs of bounded bandwidth, and (ii) split graphs. Finally, in Section 4.3, we show that this problem is solvable in polynomial time on cographs. When a transformation exists, the algorithm also finds one of linear length. Note that in the original paper [BBH+ 19], polynomial time algorithms are given for two additional classes of graphs: strongly orderable graphs (and in particular interval graphs), and outerplanar graphs.

4.1 Introduction

Recall from Chapter 1 that a matching of a graph is perfect if it covers each vertex. Reconfiguration of (not perfect) matchings has already been considered in the literature under Token Sliding (TS) and Token Jumping (TJ) rules. Numerous algorithms and hardness results are available for finding transformations between matchings — and more generally, independent sets — using these two operations.

However, these two operations are not suitable for the reconfiguration of perfect matchings.

Figure 4.1: A transformation between perfect matchings $M_0$ and $M_4$ under the flip operation. For $1 \leq i \leq 4$, the matching $M_i$ can be obtained from $M_{i-1}$ by applying the flip operation to the cycle induced by the four painted (red) vertices in $M_i$. 
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Indeed, for both TS and TJ rules, there is no feasible transition if the starting position is a perfect matching. Since the symmetric difference of any two perfect matchings of a graph consists of even-length vertex disjoint cycles, it is natural to consider a different adjacency relation for perfect matchings. We say that two perfect matchings differ by a flip if their symmetric difference induces a cycle of length four. Two perfect matchings are adjacent if they differ by a flip. Intuitively, for two adjacent perfect matchings \( M \) and \( M' \), we think of a flip as an operation that exchanges edges in \( M \setminus M' \) for edges in \( M' \setminus M \). A flip is in some sense a minimal modification of a perfect matching.

An example of a transformation between two perfect matchings of a graph is given in Figure 4.1. Using the notations from previous chapter, the problem we consider here is formally defined as follows.

**PM-Reachability**

**Input:** Graph \( G \), perfect matchings \( M_s \) and \( M_t \) of \( G \).

**Question:** Is there a sequence of flips that transforms \( M_s \) into \( M_t \)?

Note that if we do not restrict the length of a cycle in the definition of a flip, the problem becomes trivial. Indeed, given two matchings \( M_s \) and \( M_t \), let us denote by \( M_s \triangle M_t \) their symmetric difference, i.e., the set of edges which are in one of the two matchings but not in both. If the two matchings are perfect, then their symmetric difference is a disjoint union of cycles, and there is a transformation from one to the other by performing a flip on each cycle in the symmetric difference \( M_s \triangle M_t \). If this method always produces a reconfiguration sequence, this sequence is not necessarily the shortest. Figure 4.2 gives an example of two perfect matchings for which the symmetric difference contains 3 cycles, but there is a transformation of length 2. The problem of finding the shortest reconfiguration sequence when flips of arbitrary size are allowed can be of independent interest, and prompts the following open problem.

**Open Problem 9.** Investigate the complexity of Perfect-Matching-BOUND with flips of arbitrary size.

### 4.1.1 Related work

Reconfiguration of perfect matchings using flips has been considered in the literature, in the context of random sampling. The use of flips for sampling random perfect matchings was first started in [DGH01] where it is seen as a generalisation of transpositions for permutations. Their work was later improved and generalized in [DJM17] and [DM17]. The focus of these two articles is to investigate the problem of sampling random perfect matchings using a Markov Chain called the

![Figure 4.2](image.png)

Figure 4.2: Example of transformation using flips of larger size. The symmetric difference between the matching on the left and the one on the right contains 3 cycles, however, there is a transformation of length only 2.
switch chain. Starting from an arbitrary perfect matching, the chain proceeds by applying at each step a random flip (called switch in these papers). Some of their results can be reformulated in the reconfiguration terminology. In [DJM17], it is proved that the largest hereditary class of bipartite graphs for which the reconfiguration graph of perfect matchings with flips is connected is the class of chordal bipartite graphs. This result is generalized in [DM17] where they characterize the hereditary class of general (non-bipartite) graphs for which the reconfiguration graph is connected. They call this class \textit{Switchable}. Note that it is not clear whether graphs in this class can be recognized in polynomial time. The question of the complexity of PM-\textit{Reachability} is also mentioned in [DM17].

The problem of sampling or enumerating perfect matchings in a graph received a considerable attention (see e.g. [SVW18]). Determining the reachability, the connectivity and the diameter of the solution space formed by perfect matchings under the flip operation provide some information on the ergodicity or the mixing time of the underlying Markov chain.

As we discussed at the beginning of this chapter, transformations between matchings and independent sets have been studied in various settings, and in particular using the TS and TJ operations. Furthermore, the flip operation has been used for other problems such as reconfiguration of Hamiltonian cycles [Tak18], as well as some geometric matching problems related to finding transformations between triangulations.

\textbf{Reconfiguration of Matchings and Independent Sets.} Recall that matchings of a graph correspond to independent sets of its line graph. Although reconfiguration of independent sets received a considerable attention in the last decade (e.g., [BKW14, BMP17, DDF+14, HD05, IKO14, KMM12, Wro14b]), all the known results for reconfiguration of independent sets are based on the TJ or TS operations as adjacency relations. Thus, none of these results results carry over to the reconfiguration of perfect matchings.

A related problem can be found in a more general setting: The problem of determining, enumerating or randomly generating graphs with a fixed degree sequence has received a considerable attention since the fifties (see e.g. [Sen51, Hak63, Wil99]). Given two graphs with a fixed degree sequence, one might want to know if it is possible to transform one into the other via a sequence of flip operations and if yes, how many steps are needed for such a transformation; note that the host graph (i.e., the graph $G$ in our problem) is a clique in this setting. Hakimi [Hak63] proved that such a transformation always exists. Will [Wil99] proved that the problem of finding a shortest transformation is \textit{NP}-complete, and Bereg and Ito [BI17] provide a $\frac{3}{2}$-approximation algorithm for this problem.

\textbf{Flips of Triangulations.} A flip of a triangulation is similar to flipping an alternating cycle in the sense that we switch between two states of a quadrilateral. In the context of triangulations, a flip operation switches the diagonal of a quadrilateral. Transformations between triangulations of point sets and polygons using flips have been studied mostly in the plane. It is known that the flip graph of triangulations of point sets and polygons in the plane is connected and has diameter $O(n^2)$, where $n$ is the number of points [HNU99, Law77]. Recently, \textit{NP}-completeness has been proved for deciding the flip-distance between triangulations of a point set in the plane [LP15] and triangulations of a simple polygon [AMP15].

Houle et al. have considered triangulations of point sets in the plane that admit a perfect matching [HHNRC05]. They show that any two such triangulations are connected under the flip
operation. For this purpose they consider the graph of non-crossing perfect matchings, where two
matchings are adjacent if they differ by a single non-crossing cycle (of arbitrary length). They
show that the graph of non-crossing perfect matchings is connected and conclude from this that
any two triangulations that admit a perfect matching must be connected. In contrast to their
setting, we remove all geometric requirements, but restrict the length of the cycles allowed for the
flip operation.

4.2 PSPACE-completeness

In this section, we prove that PM-Reachability is PSPACE-complete. Interestingly, the prob-
lem remains intractable even for bipartite graphs, even though matchings in bipartite graphs satisfy
several nice properties.

Theorem 23. PM-Reachability is PSPACE-complete for bipartite graphs whose maximum
degree is five and whose bandwidth is bounded by a fixed constant.

As we observed in Chapter 2, it is not difficult to design a non-deterministic algorithm for
the problem using only polynomial space. This shows that the problem is in NPSPACE, and
hence in PSPACE by Savitch’s theorem [Sav70]. Thus, we only need to prove the hardness of the
problem. The proof proceeds by giving a polynomial-time reduction from the Nondeterministic
Constraint Logic problem (NCL for short) [HD05]. It is very similar in flavour to the proof in
Section 3.1 showing the hardness of reconfiguration of graph colourings.

Recall from Section 2.4 that an instance of NCL is given by an NCL machine: a 3-regular graph
with OR nodes and AND nodes. A configuration of the machine is an orientation of the edges which
satisfies the constraints of all the nodes. The reduction is done by embedding NCL-Reachability
into PM-Reachability using some gadgets to represent each part of the NCL machine. The
gadgets are described in the following subsection.

4.2.1 Gadgets

Suppose that we are given an instance of NCL, that is, an NCL machine and two configurations of
the machine. We will replace each NCL edge and each NCL AND/OR node with its corresponding
gadget. If an NCL edge e is incident to an NCL node v, then we connect the corresponding gadgets
for e and v by a pair of vertices, called connectors (between v and e) or (v, e)-connectors, as
illustrated in Figure 4.3(a) and (b). Thus, each edge gadget has two pairs of connectors, and each
AND/OR gadget has three pairs of connectors. Our gadgets are all edge-disjoint, and share only
connector vertices. Moreover, there is always an edge between the two vertices of a connector pair,
and this edge belongs to the corresponding node gadget.

In the following we will restrict our attention to perfect matchings where the two vertices in
any connector are matched in the same gadget. In other words, consider the edges of the perfect
matching incident to the two vertices of a connector pair. Then either these edges are all part
of the edge gadget, or they are all part of the node gadget. We can remark that any flip always
preserves this property if it holds initially.

The correspondence between orientations of an NCL machine and perfect matchings of the
 corresponding graph, is defined depending on which gadget contains the edges matching the con-
 nector vertices. The orientation of an NCL edge e = vw is considered inwards for v if the two
(a) An NCL edge $vw$, and (b) its corresponding gadgets, where the connectors are depicted by (red) circles.

$(v, e)$-connectors are both covered by (edges in) the AND/OR gadget for $v$. In other words, the edges covering the $(v, e)$-connectors are edges of the node gadget for $v$. On the other hand, the orientation of $e = vw$ is considered outwards for $w$ if the two $(w, e)$-connectors are both covered by the edge gadget for $e$. Figure 4.4 shows our three types of gadgets which correspond to NCL edges and NCL AND/OR vertices. We explain below the behaviour of each gadget.

**Edge gadget.** Recall that, in a given NCL machine, two NCL vertices $v$ and $w$ can be joined by a single NCL edge $e = vw$. Let us explain which property is desirable for an edge gadget, and then show that the gadget in Figure 4.4a satisfy these properties. The edge gadget must satisfy the two following properties: (i) it must be consistent with its orientation with the NCL machine, and forbid the configuration where both its extremities are both directed inwards for $v$ and $w$; (ii) it must be “internally connected” [OSIZ18], i.e., any configuration corresponding to an orientation $\sigma$ of the NCL machine must be reachable from any other configuration corresponding $\sigma$ without changing the orientation corresponding to the NCL edge; and (iii) it must respect the “external adjacency” of the NCL edge [OSIZ18], i.e., for any two adjacent orientations there must exist two adjacent perfect matchings which correspond to these orientations.

The first property is immediate: if all the connectors of $e$ are covered by their respective node

---

Figure 4.3: (a) An NCL edge $vw$, and (b) its corresponding gadgets, where the connectors are depicted by (red) circles.

Figure 4.4: Illustrations of the three gadgets. In the edge gadget, note that there is an edge between the two vertices in a connector pair (dashed), but this edge belongs to the corresponding node gadget. In the AND/OR gadget, the three light blue parts represent the edge gadgets corresponding to the edges incident to the NCL node; $e_1$ and $e_2$ in the AND gadget correspond to weight-1 edges.
Figure 4.5: (a) A reversal of the orientation of an NCL edge $vw$ via its neutral orientation, and (b) all configurations of the edge gadget. Note that two edges $e_v$ and $e_w$ joining connectors do not belong to the edge gadget, but to the AND/OR gadgets for $v$ and $w$, respectively. The inside of each connector is painted in red if it is covered by the AND/OR gadget for $v$ or $w$.

gadgets, then four vertices remain to be matched in the gadgets, to of which (the top and bottom vertices in Figure 4.4a) have no available edge. Hence, no perfect matching corresponds to an orientation where both extremities of the edge are oriented inwards for their respective nodes.

The second and third points are illustrated in Figure 4.5b which represents all the valid configurations of an edge gadget for $e = vw$ together with two edges $e_v$ and $e_w$ belonging to the AND/OR gadgets for $v$ and $w$, respectively. Each (non-dotted) box represents a valid configuration. Two boxes are joined by an edge if their configurations are adjacent, that is, can be obtained by flipping a single cycle of length four. Furthermore, each large dotted box surrounds all configurations corresponding to the same orientation of an NCL edge $e = vw$. Then, the set of configurations (non-dotted boxes) in each large dotted box induces a connected component. This means that any configuration in the set can be transformed into any other without changing the orientation of the corresponding NCL edge, and the gadget is “internally connected”. In addition, if we contract the configurations in the same large dotted box into a single vertex (and merge parallel edges into a single edge if necessary), then the resulting graph is exactly the graph depicted in Figure 4.5 (a), and the gadget satisfies the “external adjacency” condition. Therefore, we can conclude that our edge gadget correctly simulates the behaviour of an NCL edge.

AND and OR gadgets. Figure 4.4b illustrates our AND gadget for each NCL AND node $v$, where $e_1$ and $e_2$ are two weight-1 NCL edges and $e_a$ is the weight-2 NCL edge. Figure 4.6a illustrates all valid orientations of the three edges incident to $v$, and Figure 4.6b illustrates valid configurations of the AND gadget together with (images of) three edge gadgets for $e_1$, $e_2$ and $e_a$. Then, as illustrated in Figure 4.6, our AND gadget satisfies both “internal connectedness” and “external adjacency”,
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and hence it correctly simulates an NCL AND node.

Figure 4.4c illustrates our OR gadget for each NCL OR node \( v \), where \( e_a, e_b \) and \( e_c \) correspond to three NCL edges incident to \( v \). For an NCL OR node, we need to forbid only one type of orientations of the three NCL edges: all NCL edges \( e_a, e_b \) and \( e_c \) are directed outward for \( v \) at the same time, that is, all six connectors are covered by the edge gadgets for \( e_a, e_b \) and \( e_c \). Our OR gadget forbids such a case, because otherwise we cannot cover the two (white) small vertices in the center. In addition, this OR gadget satisfies both “internal connectedness” and “external adjacency”, and correctly simulates an NCL OR node.

**Reduction.** As illustrated in Figure 4.3, we replace each of NCL edges and NCL AND/OR vertices with its corresponding gadget. Let \( G \) be the resulting graph. Notice that each of our three gadgets is of maximum degree three, and connectors in the edge gadget are of degree two; thus, \( G \) is of maximum degree five. In addition, each of our three gadgets is bipartite and such that two connectors in the same pair belong to different sides of the bipartition; therefore, \( G \) is bipartite. Furthermore, since NCL remains \textbf{PSPACE}-complete even if the input NCL machine has bounded bandwidth [Zan15], the resulting graph \( G \) also has bounded bandwidth, since each gadget consists only of a constant number of edges.

We next construct two perfect matchings of \( G \) which correspond to two given NCL configurations.
Cs and Ct of the NCL machine. Note that there are (in general, exponentially) many perfect
matchings which correspond to the same NCL configuration. However, by the construction of the
three gadgets, no two distinct NCL configurations correspond to the same perfect matching of G.
We arbitrarily choose two perfect matchings Ms and Mt of G which correspond to Cs and Ct,
respectively.

This completes the construction of our corresponding instance of PERFECT MATCHING RECON-
FIGURATION. The construction can be done in polynomial time. Furthermore, the following lemma
gives the correctness of our reduction.

**Lemma 24.** There exists a reconfiguration sequence between two NCL configurations Cs and Ct if
and only if there exists a reconfiguration sequence between Ms and Mt.

**Proof.** We first prove the only-if direction. Suppose that there exists a reconfiguration sequence
between Cs and Ct, and consider any two adjacent NCL configurations Ci−1 and Ci in the sequence.
Then, only one NCL edge vw changes its orientation between Ci−1 and Ci. Notice that, since both
Ci−1 and Ci are valid NCL configurations, the NCL and/or vertices v and w have enough in-
coming arcs even without vw. Therefore, we can simulate this reversal by the reconfiguration
sequence of perfect matchings in Figure 4.5 (b) which passes through the neutral orientation of vw as illustrated in Figure 4.5 (a). Recall that both AND and OR gadgets are internally connected,
and preserve the external adjacency. Therefore, any reversal of an NCL edge can be simulated
by a reconfiguration sequence of perfect matchings of G, and hence there exists a reconfiguration
sequence between Ms and Mt.

We now prove the if direction. It is important to notice that any cycle of length four in G belongs
to exactly one gadget (including the edge between two connectors). Therefore, even in the whole
graph G, a flip of edges along a cycle of length four can happen only inside one of the gadgets.
Suppose that there exists a reconfiguration sequence M0, . . . , Mt from M0 = Ms to Mt = Mt.
Notice that, by the construction of gadgets, any perfect matching of G corresponds to a valid NCL
configuration, with possibly some NCL edges with a neutral orientation. In addition, Ms and Mt
correspond to valid NCL configurations without any neutral orientation. Pick the first index i
in the reconfiguration sequence M0, . . . , Mt which corresponds to changing the direction of an NCL
edge vw to the neutral orientation. Then, since the neutral orientation contributes to neither v nor
w, we can simply ignore the change of the NCL edge vw and keep the direction of vw as the same
as the previous direction. By repeating this process and deleting redundant orientations if needed,
we can obtain a sequence of valid adjacent orientations between Cs and Ct such that no NCL edge
takes the neutral orientation.

This completes the proof of Theorem 23. We conclude this section by proving that the problem
remains intractable even for split graphs. Recall from Section 1.3.3 that a graph is split if its vertex
set can be partitioned into a clique and an independent set.

**Corollary 25.** PM-REACHABILITY is PSPACE-complete for split graphs.

**Proof.** By Theorem 23 the problem remains PSPACE-complete for bipartite graphs. Consider
the graph obtained by adding new edges so that one side of the bipartition forms a clique. The
resulting graph is a split graph. These new edges can never be part of any perfect matching of the
graph. Indeed, since the original graph was bipartite, there must be the same number of vertices
on each side of the bipartition. In a perfect matching of the split graph, all the vertices from the
independent set must be matched with vertices from the clique, and no vertex from the clique
remains to be matched together. Thus, the corollary follows.
4.3 Cographs

We now consider the complexity of PM-Reachability when the input graph is a cograph. Recall from Section 1.3.3 that cograph are graphs without \(P_4\) as an induced subgraph.

As examples concerning reconfiguration on this class of graphs, it is known that the problems independent set-Reachability and Steiner tree-Reachability can be decided efficiently on cographs [BB14b, Bon16, MIZ17], while they are PSPACE-complete for general graphs [IDH+11, MIZ17]. Theorem 23 together with the following result show that the situation is similar for PM-Reachability.

**Theorem 26.** PM-Reachability on cographs can be decided in polynomial time. Moreover, for a yes-instance, a reconfiguration sequence of linear length can be output in polynomial time.

The proof of the theorem relies on the recursive construction of cographs, and the cotrees describing this construction (see Section 1.3.3). The main idea of the theorem is to decompose the graph, and apply the algorithm recursively on each of the components. In order to get a transformation of linear length using this method, we need to extend our problem to non-perfect matchings. Since the set of vertices matched by a matching does not change when performing a flip, we need to add some other operation. We will consider in this section that two matchings are adjacent if their symmetric difference is either a cycle of length four, or a path of length 3. Note that this second type of transition we added corresponds to the token sliding model: we are allowed to replace an edge of the matching by any other incident edge. We will call this operation a sliding move. We consider reconfiguration in this more general setting.

**GM-Reachability**

**Input:** Graph \(G\), two matchings \(M_s\) and \(M_t\) of \(G\).

**Question:** Is there a sequence of flips and sliding moves that transforms \(M_s\) into \(M_t\)?

Note that the answer to the problem is clearly no when the two matchings do not have the same size. We can also remark that when the two input matchings are perfect, sliding moves become useless (since sliding requires at least one non-matched vertex), and we get back the original problem. In particular, Theorem 26 is a special case of the following more general result.

**Theorem 27.** GM-Reachability on cographs can be decided in polynomial time. Moreover, for a yes-instance, a reconfiguration sequence of linear length can be output in polynomial time.

We start by considering certain base cases for which a transformation of linear length always exists and can be computed efficiently. Let \(M_s\) and \(M_t\) be two matchings of a cograph \(G\), and let \(T\) be a cotree of \(G\). For the purpose of transforming \(M_s\) to \(M_t\), we may assume that \(G\) is connected, so the root of \(T\) is a join-node (otherwise we can simply apply the algorithm to each connected component of \(G\)). We will call root partition the partition of the vertices of \(G\) into \(A\) and \(B\) corresponding to all the leaves in respectively the left and right subtrees of the root of \(T\). All along this section, unless otherwise specified, \(A\) and \(B\) will denote the root partition of \(G\), and \(k\) denotes the size of the matchings we are considering, i.e., \(k = |M_s| = |M_t|\). Note that \(A\) is complete to \(B\), because the root of \(T\) is a join-node. Without loss of generality we may assume that \(|A| \geq |B|\). For a vertex subset \(X\) of \(G\) and an edge \(e\) of \(G\), we say that \(G[X]\) contains \(e\) if both endpoints of \(e\) are in \(X\).

Given a connected cograph \(G\) with root partition \(A, B\), we will consider the two following conditions:
(C1) There exists a matching \( M \) of \( G \) of size \( k \) such that \( G[B] \) contains an edge of \( M \).

(C2) There exists a matching \( M \) of \( G \) of size \( k \) such that at least one vertex of \( B \) is not matched in \( M \).

When one of these two conditions holds, then we will be able to show directly that the reconfiguration graph on matchings of size \( k \) is connected, and has linear diameter. On the other hand, if none of the two condition holds, we will apply induction on \( G[A] \) in order to conclude. The case where condition (C1) holds is treated in Lemma 29 and condition (C2) is handled in Lemma 31. The case where none of the two properties hold is treated in Lemma 32.

Note that it is possible to check in polynomial time whether one of the two conditions holds since computing a maximum matching in a graph can be done in polynomial time. Indeed, a simple algorithm to check condition (C1) consists in trying all possible edges in \( G[B] \), removing both endpoints from the graph, and search for a matching of size \( k − 1 \) in the remaining graph. Similarly, for condition (C2), we can try to remove every possible vertex from \( B \), and search for a matching of size \( k \) in the remaining graph.

Remark that the connected components of \( M_\Delta M_1 \) can be of three types: single edges, paths of length at least 3, and even cycles. If \( M_s \) and \( M_t \) are perfect matchings, then only even cycles can occur in the symmetric difference. We start with the following observation that finding a reconfiguration sequence is easy if the symmetric difference contains no cycle.

**Lemma 28.** Let \( G \) be a cograph, and \( M_s \) and \( M_t \) be two matchings of size \( k \) such that \( M_s \Delta M_1 \) contains no cycle. Then there is a transformation of length at most \( 2|M_\Delta M_1| \) from \( M_s \) to \( M_t \).

**Proof.** The result is proved by induction on the size of the symmetric difference \( M_s \Delta M_1 \). If the symmetric difference is zero, then \( M_s = M_t \) and the result trivially holds. Otherwise, we only need to show that we can reduce the symmetric difference by 2 in at most 4 steps. First assume that \( M_s \Delta M_1 \) contains a path of length \( t \geq 3 \). Let \( x_1, \ldots, x_t \) be the vertices of this path, and assume without loss of generality that \( x_1x_2 \) is an edge in \( M_s \) and \( x_2x_3 \) an edge in \( M_t \). By definition, \( x_1 \) is not matched in \( M_t \). Consequently, starting from \( M_t \) we can slide the edge \( x_2x_3 \) to \( x_1x_2 \), and reduce the symmetric difference by 2 in one step.

Now assume that the symmetric difference does not contain any path of length at least 3. Since by assumption it does not contain any cycles either, then it must be a disjoint union of edges. Let \( e_s = u_s v_s \) be an edge in \( M_s \setminus M_t \), and \( e_t = u_t v_t \) an edge in \( M_t \setminus M_s \) (none of these sets is empty since \( M_t \) and \( M_s \) have the same size). First assume that there is an edge incident to both \( e_s \) and \( e_t \). Without loss of generality, we can assume that this edge is \( u_s u_t \). In this case, we can simply slide \( u_s v_s \) to \( u_s u_t \) and then to \( u_t v_t \), giving a transformation of length at most 2. Otherwise, since \( G \) is a cograph, the two edges must be at distance at most 2. Hence, we can assume that there is a vertex \( w \) adjacent to both \( u_s \) and \( u_t \). We consider the two following cases:

- \( w \) is not matched in \( M_s \). In this case, starting from \( M_s \), we can simply slide \( u_s v_s \) to \( u_s w \) and then to \( wu_t \) and finally to \( u_t v_t \);

- \( w \) is matched to \( w' \) in \( M_s \). In this case, we start by sliding \( ww' \) to \( wu_t \) and then to \( u_t v_t \). Then, we can slide \( u_s v_s \) to \( u_s w \) and finally \( ww' \).

In any case, we can reduce the symmetric difference by 2 in at most 4 steps, which proves the result. □
Figure 4.7: Representation of some of the cases of Claim 30. Note that all edges between A and B are present in the graph, but were removed for clarity. The edges drawn are the edges in the symmetric difference $M \triangle M_s$. (a) corresponds to Assumption 3, (b) is Assumption 4, and (c) is Assumption 5. For the last case, the red wavy edges are edges in $M$, the other ones are edges in $M_s$.

The following lemma provides a way to construct a transformation sequence of linear length when condition (C1) holds. Note that the proof is constructive and can be easily turned into a polynomial time algorithm computing this sequence.

**Lemma 29.** Let $G$ be a connected cograph with $n$ vertices, and $k \geq 0$ such that condition (C1) holds. Then, there is a reconfiguration sequence of length $O(n)$ between any two matchings of size $k$ in $G$.

**Proof.** Assume that $G$ has a perfect matching $M$ such that $G[B]$ contains at least on edge $e$, and let $e$ be such an edge. To prove the lemma, we only need to show that for any matching $M_s$ of size $k$, there is a transformation sequence of linear length from $M_s$ to $M$.

We first claim the following: we can assume without loss of generality that $e$ is the only edge of $M$ contained in $B$. To see this, assume that there is another edge $e' = ab$ with $a, b \in B$. Since $|A| \geq |B|$, either $M$ also contain an edge $e'' = cd$ with both endpoints in $A$, or there is at least one vertex $x \in A$ not matched in $M$. In the first case, the edge $e'$ can be removed from the matching by flipping $ab$ and $cd$ with $ac$ and $bd$. In the second case, we can slide $e' = ab$ into $ax$.

We now prove that for every matching $M_s$ of $G$ of size $k$, there is a reconfiguration sequence of length $O(|M \triangle M_s|)$ from $M$ to $M_s$. We start by proving the following claim. See Figure 4.7 for an illustration of some of the cases.

**Claim 30.** After a transformation of at most $O(|M \triangle M_s|)$ steps in $M$ and $M_s$, we can assume\footnote{The resulting matchings are still denoted by $M$ and $M_s$ for simplicity.} that $M$ still contains an edge in $G[B]$ and $M$ and $M_s$ also satisfy the following statements:

1. no edge of $M_s$ is contained in $B$.
2. $M \triangle M_s$ contains no cycle on $A$.
3. $M \triangle M_s$ contains no three edges $uv, vw, wx$, such that $u \in B$ and $v, w, x \in A$.
4. $M \triangle M_s$ contains no three edges $uv, vw, wx$, each between $A$ and $B$. 
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5. \( M \triangle M_s \) contains no five edges \( uv, vw, wx, xy \) and \( yz \), with \( uv \in M \), and \( v, w, y, z \in A \) and \( u, x \in B \).

Proof of Claim 30. We prove all the points in the increasing order. Let \( e \) be the edge of \( M \) contained in \( G[B] \), and let \( x_e \) and \( y_e \) be its two endpoints.

Assumption 1. Let \( ab \) be an edge of \( M_s \) contained in \( B \). Since \( |A| \geq |B| \), there is either an edge \( cd \) of \( M_s \) with both endpoints in \( A \) or a vertex \( x \) in \( A \) not matched by \( M_s \). In the first case, starting from \( M_s \), we flip \( ab \) and \( cd \) with \( bc \) and \( ad \). In the second case, we make a sliding move from \( ab \) to \( ax \). Since every edge in \( M_s \) contained in \( B \) is in the symmetric difference \( M_s \triangle M \) (except if \( ab = e \)), this operation will be repeated at most \( |M_s \triangle M| + 1 \) times. Each time, the symmetric difference increases by at most 1 (by 2 in the case \( e = ab \)).

Assumption 2. Let \( C \) be a cycle in \( M \triangle M_s \), such that \( V(C) \subseteq A \). We show that we can transform \( M \cap E(C) \) to \( M_s \cap E(C) \). The other edges of \( M \) are not modified. Let \( u_1, u_2, \ldots, u_{2\ell} \) be the vertices of \( C \), all in \( A \). We assume without loss of generality that \( u_2u_3, u_4u_5, \ldots, u_{2\ell}u_1 \in M \). We first flip \( x_e y_e \) and \( u_2u_1 \) to create \( x_e u_1 \) and \( y_e u_2 \). Then we flip \( x_e u_1 \) and \( u_2u_3 \) for \( u_1 u_2 \) and \( x_e u_3 \). We proceed with \( u_4u_5 \) and \( u_3u_4 \) and so on (reducing the length of the cycle in the symmetric difference), until \( x_e u_{2\ell-1} \) and \( y_e u_{2\ell} \) remains. After flipping these two edges for \( x_e y_e \) and \( u_{2\ell-1}u_{2\ell} \), the resulting matching still contains the edge \( x_e y_e \) with both endpoints in \( B \) and we have reconfigured \( M \cap E(C) \) to \( M_s \cap E(C) \), i.e., the size of the symmetric difference has decreased. The other edges in \( M \) were not modified; in particular Assumption 1 still holds.

Note that number of flips performed in this sequence is at most \( |E(C)| \) and the symmetric difference decreased by \( |E(C)| \).

Assumption 3. We can assume without loss of generality that \( uv \) and \( wx \) are in \( M \) and \( vw \) is in \( M_s \). Then, we can flip \( uv \) and \( wx \) for \( vw \) and \( ux \) and reduce the size of the symmetric difference by 2. Moreover, Assumption 1 still holds in the resulting perfect matching.

Assumption 4. We can assume without loss of generality that \( uv \) and \( wx \) are in \( M \) and \( vw \) is in \( M_s \). Then, in \( M \) we can flip \( uv \) and \( wx \) for \( vw \) and \( ux \) and reduce the size of the symmetric difference. Note moreover that Assumption 1 still holds in the resulting perfect matching.

Assumption 5. By assumption, \( uv, wx \) and \( yz \) are edges of \( M \). Note that \( x_e \) and \( y_e \) are distinct from \( \{u, v, w, x, y, z\} \) since \( u \) and \( x \) are incident to edges of \( M \) between \( A \) and \( B \) (and the other vertices are in \( A \)). We will perform a sequence of flips decreasing the symmetric difference, and preserving \( e \) at the end of the transformation (see Figure 4.8). Now, in the matching \( M \), flip \( x_e y_e \) and \( yz \) for \( x_e y \) and \( y_e z \). Then flip \( xw \) and \( x_e y \) for \( xy \) and \( x_e w \). Note that at this point, the size of the symmetric difference with \( M_s \) decreased by one. Then we flip \( y_e z \) and \( uw \) for \( y_e u \) and \( uz \). Finally, we flip \( x_e w \) and \( v_e w \) for \( x_e y_e \) and \( vw \). By these operations, the size of the symmetric difference with \( M_s \) has decreased by at least two since we only flip edges of the symmetric difference and the resulting matching have edges \( uw \) and \( xy \) which are in \( M_s \). Moreover, the resulting matching still contains the edge \( e \) with both endpoint in \( B \).
Figure 4.8: Reconfiguration sequence to reduce the symmetric difference in the case of Assumption 5. All the edges between $A$ and $B$ are present in the graph but were removed for clarity. The edges drawn are the edges in $M$. At each step, the two edges in red are the ones which are flipped to obtain the next transition.

Number of flips. In order to get Assumption 1, we may need $|M \triangle M_s| + 1$ steps and increase the symmetric difference by $|M \triangle M_s| + 2$. In all the other points, if we perform $\delta$ flips, we decrease the symmetric difference by at least $c\delta$ (where $c$ is some constant), and we never have to apply Assumption 1 again. So the claim holds after $O(\sqrt{|M \triangle M_s|})$ steps and the size of the symmetric difference is still at most $O(\sqrt{|M \triangle M_s|})$.

After applying Claim 30, let us still denote by $M$ and $M_s$ the resulting matchings. The number of steps needed to reach this point is at most $O(\sqrt{|M \triangle M_s|})$. Recall that $e$ is the edge of $M$ contained in $B$. We will show that the only cycle that can be in the symmetric difference is a cycle of length 4 containing the edge $e$. Assume by contradiction that this is not the case, and let $C$ be a cycle in the symmetric difference $M \triangle M_s$.

Suppose first that $C$ does not contain $e$. By Assumption 2, there exists a vertex $u \in C \cap B$. Let $v$, $w$ and $x$ the vertices following $u$ on the cycle $C$ and such that $uv \in M$. We must also have $wx \in M$ and $vw \in M_s$. Since $C$ does not contain $e$, we know that $v \in A$. By Assumptions 3 and 4 and the fact that $e \notin C$, we have $w \in A$, and $x \in B$. Since both $u$ and $x$ are on the side $B$, and using Assumption 1, we have $xu \notin C$. In particular $|C| > 4$, and since $C$ has even length this implies $|C| \geq 6$. Let $y$ and $z$ be the two vertices following $x$ on the cycle $C$. By Assumption 1, and since $wx \in M$, we have $y \in A$. Moreover, by Assumption 4, we have $z \in A$. However, in this case the configuration of the vertices $u, v, w, x, y, z$ contradicts Assumption 5.

Consequently, there is only one cycle $C$ in the symmetric difference, and $C$ must contain $e$. Assume by contradiction that $|C| \geq 6$. Let $x_1, x_2, x_3, u, v, w$ be consecutive vertices on the cycle $C$ such that $x_1$ is incident to $e$, and $x_2$ is not. Then $x_1x_2 \in M_s$, which implies that $x_2 \in A$. Using the Assumptions 1, 3, and 4, we also have $x_3, v, w \in A$, and $u \in B$. In particular, $w$ is not incident to $e$. Let $x_0$ be the other endpoint of $e$. Since the cycle $C$ must have even length, $w$ and $x_0$ are not consecutive in $C$. Let $x$ be the vertex consecutive to $u$ in $C$. Then, by Assumption 3 we must have $x \in B$. Since $M_s$ does not contain any edge in $B$, this implies that $x$ and $x_0$ are not consecutive in
Let $y$ be the vertex consecutive to $x$ in $C$, and $z$ consecutive to $y$. Since $C$ has even length, we known that $z \neq x_0$. By Assumption 1 we must have $y \in A$, and by Assumption 4, we have $z \in A$. However, in this case the configuration of the vertices $u, v, w, x, y, z$ contradicts Assumption 5.

Hence, the only possible cycle in the symmetric difference is a cycle of length 4 containing $e$. After flipping this cycle, the symmetric difference contains only paths and isolated edges. By Lemma 28, we can finish transforming $M_s$ into $M$ using an additional $O(M \Delta M_s)$ steps. □

We now handle the case where condition (C2) holds. As for the previous case, when this condition holds a transformation sequence can be easily found between any two matchings.

**Lemma 31.** Let $G$ be a cograph, and $k \geq 0$ such that condition (C2) holds. Then, there is a transformation sequence of length $O(n)$ between any two matchings of size $k$.

**Proof.** Without loss of generality, we can assume that condition (C1) does not hold since otherwise we can conclude directly using Lemma 29. Consequently, no matching of size $k$ of $G$ uses any of the edges in $G[B]$. Hence, these edges can be removed without changing in any way the reconfiguration graph, and we can assume that $G[B]$ is an independent set.

Let $M$ be a matching of $G$ of size $k$ such that there exists a vertex $v$ in $B$ not matched in $M$. Let $M_s$ be any matching of $G$ of size $k$. We will show that there is a transformation from $M$ to $M_s$ of length at most $O(|M \Delta M_s|)$. If the symmetric difference is zero, then the result is trivial. If the symmetric difference contains no cycle, then the result follows from Lemma 28.

Let $C$ be a cycle in the symmetric difference $M \Delta M_s$. Since $G[B]$ is an independent set, $C$ must contain at least one vertex in $A$. Let $x_1, \ldots, x_{2t}$ be the vertices in $C$, with $x_1 \in A$, and $x_1x_2 \in M$. We consider the following transformation starting from the matching $M$:

- slide $x_1x_2$ to $x_1v$,
- for $i$ from 2 to $t - 1$ slide $x_{2i+1}x_{2i+2}$ to $x_{2i}x_{2i+1}$,
- finally, slide $x_1v$ to $x_2v$.

This operation progressively reconfigure $M$ such that $M$ and $M_s$ agree on $C$. Note that the edges of $M$ outside of $C$ are not modified by the transformation. Moreover, if $M_2$ is the matching obtained after the transformation, then the symmetric difference with $M_s$ has decreased by $|C| = 2t$. Additionally, the vertex $v$ is still not matched in $M_2$. Since the number of steps performed by this transformation is $t + 1 \leq |C|$, the result follows by applying induction with $M_2$ and $M_s$. □

In case none of the two conditions (C1) and (C2) holds, the following lemma states that we only need to consider what happens on the subgraph induced by $A$. Given a matching $M$, we will note $M^A$ the matching of $G[A]$ induced by the edges of $M$. Remark that even if $M$ is a perfect matching of $G$, $M^A$ might not be a perfect matching of $G[A]$ since some of the vertices in $A$ can be matched to vertices in $B$ by $M$. This is the main reason we had to extend the problem to non-perfect matchings. We have the following.

**Lemma 32.** Let $G$ be a connected cograph with root partition $A, B$ with $|A| \geq |B|$, and $k \geq 0$ such that conditions (C1) and (C2) do not hold. Let $M_s$ and $M_t$ be two matchings of $G$ of size $k$. Then:

- there is a transformation sequence from $M_s$ to $M_t$ in $G$ if and only if there is a transformation sequence from $M_s^A$ to $M_t^A$ in $G[A]$;
• if there is a transformation of length \( t \) from \( M_s^A \) to \( M_t^A \) in \( G[A] \), then there is a transformation from \( M_s \) to \( M_t \) of length at most \( t + \Theta(|B|) \).

**Proof.** Let \( M_s \) and \( M_t \) be two matchings of size \( k \) of \( G \). First assume that there is a transformation sequence \( S \) from \( M_s^A \) to \( M_t^A \) in \( G[A] \). We will build a transformation sequence from \( M_s \) to \( M_t \) in \( G \). First, observe that any flip in \( S \) on the subgraph \( G[A] \) is also a valid flip on the whole graph \( G \). For sliding moves, there are two possibilities. Let \( u, v, w \) be three vertices in \( A \), and consider the sliding move in \( G[A] \) which replaces \( uv \) by \( uw \). Either \( w \) is not matched to a vertex in \( B \), and in this case this move is also a valid sliding move on the whole graph. Or \( w \) is matched to a vertex \( x \in B \). In this case, consider the operation of flipping \( uv \) and \( wx \) for \( vw \) and \( xu \). Then this transformation acts exactly as the original sliding move on \( A \).

Hence, by eventually replacing some of the sliding moves by flips as explained above, we obtain a transformation sequence \( S' \) which transforms \( M_s \) into a matching \( M \) such that \( M^A \) and \( M_t^A \) are equal. To finalize the transformation, from \( M \) to \( M_t \), we only need the two following observations.

• We can make \( M \) and \( M_t \) agree on the vertices \( a \in A \) which are matched to vertices in \( B \). Indeed, if there is a vertex \( a \in A \) which is matched to \( b \in B \) in \( M \) but not in \( M_t \), then there must be a vertex \( a' \in A \) which is matched in \( M_t \) but not in \( M \) (since \( |M| = |M_t| \)). Then, we can simply slide \( ab \) to \( a'b \).

• Let \( A' \) the set of vertices in \( A \) which are matched to vertices in \( B \) in \( M_s \) (and by the point above, also in \( M_t \)), and \( G' \) the complete bipartite graph between \( A \) and \( B \). Note that \( G' \) is a subgraph of \( G \). The edges in \( M_s \) (and \( M_t \)) in \( G' \) form a perfect matching of \( G' \). These perfect matchings can be seen as a permutation on the vertices of \( B \). A flip in this graph consists in applying a transposition to the permutation. Hence, transforming \( M \) into \( M_t \) is equivalent to transforming one permutation into an other using transposition. It is well known that this is always possible using at most \( |B| \) transpositions.

Hence, if there is a transformation of length \( t \) from \( M_s^A \) to \( M_t^A \), then there is a transformation of length \( t + \Theta(|B|) \) from \( M_s \) to \( M_t \).

Conversely, assume that there is a transformation sequence from \( M_s \) to \( M_t \). We want to show that there is a transformation sequence from \( M_s^A \) to \( M_t^A \). For this, we only need to show that if there is a one step transformation between \( M_s \) and \( M_t \), there is a one step transformation between \( M_s^A \) and \( M_t^A \). We consider the symmetric difference \( D = M_s \Delta M_t \). If \( D \) contains no edge in \( G[A] \), then \( M_s^A \) and \( M_t^A \) are equal, and there is nothing to prove. Similarly, if \( D \subset G[A] \), then \( M_s^A \) and \( M_t^A \) are adjacent by definition. Thus, we can assume in the following that none of these two cases happen.

If \( D \) is a path of length 3 (i.e., the transformation is a sliding move). By the remarks above, we can assume that \( D \) contains one edge in \( G[A] \), but not the other. Let \( u, v, w \) be the vertices of \( D \), with \( u, v \in A \) and \( w \in B \). Then \( w \) is not matched in one of \( M_s \) or \( M_t \). This contradicts the assumption that \( G \) does not satisfy condition \((C2)\).

If \( D \) is a cycle of length 4. There are two possible sub-cases:

• \( D \) contains exactly one edge in \( G[A] \). In this case \( D \) must also contain one edge in \( G[B] \), and this implies that one of \( G_s \) or \( G_t \) contains an edge in \( G[B] \), a contradiction of the assumption that \( G \) does not satisfy the condition \((C1)\).
• $D$ contains exactly two edges in $G[A]$. These two edges must be incident since otherwise $D \subset G[A]$. Then, this means that $M_s^A \Delta M_t^A$ is a path of length 3 and the two matchings are adjacent in the reconfiguration graph.

If $D$ has three edges in $G[A]$, then we must have $D \subseteq G[A]$, and this case was already handled above.

Hence, in any case, if there is a transformation from $M_s$ to $M_t$, there is also a transformation from $M_s^A$ to $M_t^A$. This shows the reverse implication and ends the proof of the lemma.

**Proof of Theorem 27.** Given a cograph $G$ and two matchings $M_s$ and $M_t$ of $G$, the algorithm proceeds as follows:

1. If $|M_s| \neq |M_t|$, then return no, otherwise let $k = |M_s| = |M_t|$

2. If $G$ is not connected, call recursively the algorithm on each connected component. Otherwise let $A, B$ be the root partition of $G$, with $|A| \geq |B|$.

3. If $G$ satisfies one of the conditions (C1) and (C2), output yes, and produce a transformation sequence using either Lemma 29 or Lemma 31.

4. If $G$ does not satisfy any of these conditions, call recursively the algorithm on $A$, and decide the instance (and produce a transformation if it exists) using Lemma 32.

Let us show that this algorithm is correct, runs in polynomial time and produces a transformation sequence of linear length.

**Correctness.** Whenever the algorithm answers yes, it also provides a certificate (i.e., a transformation sequence). Hence, the only case where the algorithm might be incorrect is when it answers no. Let us show by induction on $G$ that if the algorithm returns no on a cograph $G$ given two matchings $M_s$ and $M_t$ as input, then no transformation exists between the two matchings. If the algorithm returns no in step 1, then there is clearly no transformation. If one of the recursive calls returns no in step 2, then there is trivially no transformation either. Finally, if one of the recursive calls returns no in step 4, then there is also no transformation sequence by Lemma 32.

**Running-time.** At each recursive call, the algorithm only performs a polynomial number of steps. Indeed, checking whether $G$ is connected, and comparing the size of $M_s$ and $M_t$ can be done in polynomial time. Additionally, computing cotree of a cograph can be done in polynomial time, and as we mentioned before, the two conditions (C1) and (C2) can be verified in polynomial time. Finally, all the recursive calls are made on vertex disjoint subgraphs. Consequently, it follows immediately that the algorithm runs in polynomial time.

**Length of transformation.** Let $G$ be a cograph, and $M_s$ and $M_t$ two matchings of $G$ such that there is a transformation from $M_s$ to $M_t$. Let us show by induction on $G$ that the algorithm produces a transformation of length at most $Cn$ for some constant $C$.

If the algorithm returns at step 2, then by induction it produces a transformation of length at most $Cn_i$ on each component $G_i$ of $G$, with $n_i = |G_i|$. By combining the transformations on each component, we obtain a transformation for the whole graph of length at most $C(\sum n_i) = Cn$. 
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If the algorithm returns \textit{yes} during step 3, then the induction step directly follows from Lemmas 29 and 31, provided \( C \) is chosen large enough.

Finally, if the algorithm outputs \textit{yes} at step 4, then using the induction hypothesis on \( A \), it produces a transformation of length at most \( C|A| \) from \( M_s \cap G[A] \) to \( M_t \cap G[A] \). By Lemma 32, the total sequence produced by the algorithm has length at most \( C|A| + C'|B| \leq Cn \) where \( C' \) is the constant in the big-Oh notation of Lemma 32 and assuming \( C \geq C' \). \qed
Part II

Algorithmic Applications of Reconfiguration Aspects
Chapter 5

Random Edge-Colourings with Glauber Dynamics

This chapter covers the results obtained with Michelle Delcourt and Guillem Perrarnau started during a research visit in Birmingham. It presents results on the generation of random colourings using the Markov Chain Monte Carlo method, and Glauber dynamics. These results were published in [DHP18].

We have seen in the previous part some questions related to the computational complexity of reconfiguration problems (transforming one solution into an other) and properties of the reconfiguration graph. These properties have many applications to other problems such as local search [AEOP02] and reoptimisation [STT12]. This chapter and the next one focus on two possible ways to use the transformations between solutions and the properties of the reconfiguration graph for solving specific problem. In the next chapter, we leverage these transformations to design online algorithms for the colouring problem. The idea, which is very standard, is to adapt a partial solution to the problem into a solution for the whole input. A direct extension of a partial solution is not always possible, but the transformations can be used to modify the current solution and make the extension easier.

In this chapter, we are interested in sampling colourings uniformly at random. Throughout this chapter, we will use the notions from Markov Chain theory, which were introduced in Section 1.4. A simple and general method for approximately sampling objects according to some distribution is the Markov Chain Monte Carlo (MCMC) method. It consists in designing a Markov chain (i.e., a random walk) whose states are the objects we wish to sample, and its stationary distribution is equal to the target distribution we wish to draw the objects from. Starting from an arbitrary initial state, simulating this Markov chain for a long enough number of steps provides (under some assumptions) a random solution with a distribution which can be made arbitrarily close to the target distribution. The transformations studied in the reconfiguration setting can often be used to design very simple and natural Markov Chains for the MCMC method.

There are two conditions for this method to work. First, the Markov Chain must be ergodic, i.e., it must have a unique stationary distribution, and the chain must converge to this distribution independently of the chosen starting position. This condition is usually satisfied if the reconfiguration graph is connected. The second condition (and usually the hardest to prove) is that the convergence rate of the Markov Chain is ‘fast’, i.e., the time it takes for the distribution to be-
come close enough to the stationary distribution is polynomial. In other words, we must show that the mixing time of the Markov Chain is polynomial. This second condition ensures that the MCMC method is efficient: we only need to simulate the Markov Chain for a polynomial number of steps before getting a good approximation of the stationary distribution. Thus, finding good upper bounds on the mixing time of Markov chains is a crucial problem for this method to work, and it is the main question we are considering here.

We investigate the MCMC method in the case of graph colouring, and obtain a polynomial upper bound on the mixing time for edge-colouring of trees with \((\Delta + 1)\) colours. This chapter is organized as follows. In Section 5.1, we present further motivations for studying this problem. We also give an overview of existing results, and explain some connections with problems from statistical physics. Then, in Section 5.2 we present the results obtained with Michelle Delcourt and Guillem Perarnau, together with a high level description of the proof. After some preliminaries and formal definitions in Section 5.3, the main tools used in the proofs are introduced in Section 5.4. These results are standard methods (or simple generalisation of those), used to bound the mixing time of Markov chains. Finally, we prove some bounds on the mixing time of the Glauber dynamics on list vertex colourings of the clique in Section 5.5 before using these results for the proof of our main theorem in Section 5.6.

5.1 Introduction

The problem of sampling random objects is interesting for various reasons. First, a polynomial-time sampler can be used to observe experimentally typical properties of the objects. These experiments are important, as we will see below, in the field of statistical physics where the objects we try to sample are states of a dynamical system, and properties have physical interpretations. Sampling is also related to counting the number of solutions to a problem. In fact, for many problems, including colouring, randomized approximate counting and approximate sampling are polynomially equivalent: a polynomial time algorithm for one of the two problems can be adapted to produce an algorithm for the other [JVV86, SJ89]. Due to this equivalence, finding a Markov chain with fast mixing also gives a good approximation algorithm for counting the number of solutions. From a computational point of view, these counting problems are often difficult, i.e., \(\#P\)-complete. In the case of colouring, counting the number of colourings of a graph is \(\#P\)-complete, even with 3 colours and maximum degree 3 [BDGJ99].

We will focus here on the case of sampling colourings, but the MCMC method has been analysed for many other problems. See [JS96, Ran06] for more applications of the MCMC method, and [FV07] for more details in the case of graph colouring. The method has been considered for sampling other combinatorial objects such as independent sets [DG00] and matchings [BB00]. Two notable applications of the methods are the problems of estimating the permanent of a matrix [JS89], and computing the volume of convex bodies [DFK91, BDJ98].

For graph colouring, we have seen in the previous chapter two possible choices to transform colourings in one step: the single vertex recolouring, where two colourings are adjacent if they differ on a single vertex, and the Kempe chain recolouring where two colourings are adjacent if they differ by swapping the colours of a maximal 2-coloured connected subgraph. Both types of transitions can be used to construct a Markov chain, but we will focus here on the chain obtained from the single vertex recolouring. In this case, the MCMC algorithm derived from the reconfiguration graph can be formulated by repeating the following a certain number of times:
1. Choose a vertex \( v \) uniformly at random.

2. Recolour \( v \) with a colour \( c \) chosen uniformly at random among the colours not used by its neighbours.

For reasons that will be explained in Section 5.1.1, we will call this process the Glauber dynamics on the (vertex) colourings of \( G \). It is sometimes also called heat-bath Glauber dynamics or single-site Glauber dynamics in the literature. Sometimes Glauber dynamics is also used to denote the 'Metropolis’ version of the chain where the colour \( c \) is chosen uniformly among all possible colours, and kept only if the colouring remains proper. For most purposes, the two chains behave similarly, and in particular they always have the same mixing time, up to a factor of \( k \). We start with the following simple observation.

**Lemma 33.** Let \( G \) be a graph, \( k \geq 0 \), and suppose that \( G(k, G) \) is connected. Then the Glauber dynamics is ergodic, reversible and its stationary distribution is uniform.

**Proof.** If the reconfiguration graph is connected, this means that the Glauber dynamics is irreducible since there is a transformation sequence from any colouring to any other. It is also aperiodic since at any step, there is a non-zero probability to recolour the selected vertex with its current colour, and thus leave the colouring unmodified. Consequently, Glauber dynamics is ergodic, and by Theorem 1 it has a unique stationary distribution. To conclude the proof, we only need to check that the transition matrix \( P \) is symmetric. Indeed, if \( \sigma \) and \( \tau \) are two colourings which differ only at vertex \( v \), then:

\[
P[\sigma \rightarrow \tau] = \frac{1}{np_v},
\]

where \( p_v \) is the number of colours available at \( v \). In other words, \( p_v \) is equal to \( k \) minus the number of colours present in \( N(v) \). In particular, this quantity does not depend on the colour of \( v \) itself, and \( P[\sigma \rightarrow \tau] = P[\tau \rightarrow \sigma] \).

If this lemma ensures that the Glauber dynamics is ergodic, it does not give any practical upper bound on the mixing time. Proving upper bounds on the mixing time is the central question we are interested in here. Note that this question is strongly related to the diameter of the reconfiguration graph \( G(k, G) \) studied in Chapter 3. Indeed, the diameter gives a lower bound on mixing time: after \( \frac{\text{diam}(G(k, G))}{2} \) steps, there are some initial starting points from which less than half of the possible colourings can be reached. For these starting points, simulating the Markov chain for \( \frac{\text{diam}(G(k, G))}{2} \) steps is not enough to get a distribution close to uniform.

### 5.1.1 Statistical Physics

This kind of mechanisms, with vertices updated one at a times, are called Glauber dynamics in the statistical physics community. Due to its simplicity, it has been used to simulate many different particle interaction systems. One of these, called the Potts model, a generalisation of the Ising model, is strongly related to the colouring problem. It consists in a network \( G \), where each vertex represents a particle, and edges are potential interactions between them. Each particle has one state from the set \( \{1, \ldots, q\} \). Its state is chosen with probabilities depending on the state of its
neighbours. More precisely, a configuration $\sigma$ (i.e., a not necessarily proper colouring) is assigned an energy as follows:

$$E(\sigma) = -J \sum_{(x,y) \in G} \delta_{\sigma(x),\sigma(y)},$$

where $J$ is a constant, and $\delta_{a,b}$ is the Kronecker symbol, equal to 1 if $a = b$ and 0 otherwise. A configuration $\sigma$ will occur with a probability proportional to $e^{-E(\sigma) / T}$, where $T$ is the temperature of the system. When $J > 0$, this corresponds to the ferromagnetic case where neighbouring particles tend to choose similar states. On the contrary, for $J < 0$, this is the anti-ferromagnetic case. In the anti-ferromagnetic case, when the temperature $T$ tends to 0, only proper colourings are feasible configurations. This corresponds to the process we described above. Some questions about these physical systems are related to the chromatic polynomial and the positions of its zeros and more details on this connection can be found in [BEMPS10].

Due to this interpretation as particle systems, problems related to Glauber dynamics have been mainly studied, in the statistical physics community, on infinite graphs, and in particular regular lattices such as the square lattice [AMMV04, AMMV05], the triangular lattice [GMP05, Jal12] or the Kagome lattice [MS10a, Jal09] (see Figure 5.1). The approach to the problem is also quite different, with a focus on the properties of a stationary distribution instead of the dynamical process itself\footnote{The dynamics we described above, with one vertex updated at each step do not make much sense for infinite graphs, however, it is possible to adapt them for infinite graphs, for example using their continuous-time version.}. The main intention is to study the macroscopic properties of the system, distinguish whether the system is in an ‘ordered’ or ‘disordered’ phase, and characterize the phase transitions (i.e., abrupt variations of some of these properties) which can occur when some of the parameters vary, like the temperature or the number of colours. This is usually done by studying the two following questions, which are presented here in the case of the colouring problems, but can be stated in a much more general setting:

- **Uniqueness of the Gibbs distribution.** On an infinite graph $L$, there might be more than one distribution on the set of all possible colourings of $L$ which extend the uniform distribution on finite subgraphs of $L$. Stated differently, the stationary distribution of the Glauber dynamics on the infinite graph might not be unique. Distinguishing whether there is one or several such distributions is an important question. The presence of several stationary
distributions is often interpreted as the system being in an ordered phase, and is related to
the second question:

- **Long range correlations.** This notion is often called ‘spatial mixing’, and asks how fast do
correlations between particles decrease as a function of the distance between them. Informally,
an infinite graph $L$ has ‘strong spatial mixing’ if for any finite subgraph of $L$, the distribution
of colours for the vertices far from the boundary is almost independent from the boundary
conditions, i.e., the choice of colours for the vertices on the boundary. In other words, the
choice of the boundary conditions has a limited impact on the distribution of colours of the
vertices far from it.

Giving a formal definition of the notions above is well outside the scope of this chapter, but the in-
terested reader can refer to [Wei05] for a nice introduction on these concepts. These three problems,
uniqueness, spatial mixing, and temporal mixing are very correlated. It is known (for some precise
definitions of the notions) that fast temporal mixing and strong spatial mixing are equivalent on
the integer lattice $\mathbb{Z}^d$ [DSVW04], while in general bounded degree graphs, fast temporal mixing
implies some form of strong spatial mixing [BKMP05]. Additionally, some results used to prove the
uniqueness of the Gibbs distribution, called Dobrushin type conditions, imply both spatial mixing
and temporal mixing [Hay06]. The flavour of these conditions, based on coupling arguments, re-
minds of the coupling arguments often used for bounding the mixing time. More details on the
relations between these notions can be found in [WS04].

The case of the square grid (see Figure 5.1a) has attracted particular attention. Despite this,
some interesting questions remain open to this date. It was shown in [GMP04] that the Glauber
dynamics on the square lattice with 3 colours has polynomial mixing time, while fast mixing, both
in time and space was shown when the number of colours is at least 6 [AMMV04, GJMP06]. The
case of 4 and 5 colours is surprisingly still open, while numerical experiments seem to suggests that
spatial mixing occurs as soon as $k \geq 4$ [FS99]. In three dimensions, fast mixing was shown for
$q \geq 10$ colours [GMP05]. On the other hand, exponential lower bounds on the mixing time are
known [GR07, GKRS15] for the $d$-dimensional case with 3 colours, for some large enough constant $d$.

Another interesting result is [GMP05] which shows spatial mixing for triangle-free lattices and
$k > 1.763\Delta$ colours. This can be compared to the results of [DFHV04] which shows fast temporal
mixing for the same number of colours, but with the stronger assumption that the girth of the
graph is at least 5. Whether the results of [GMP05] can be adapted to prove a polynomial mixing
time for triangle-free graphs and $k > 1.763\Delta$ does not seem obvious and is an interesting question.

### 5.1.2 Mixing time of the Glauber Dynamics

The problem of finding tight bounds on the mixing time of the Glauber dynamics on colourings has
also attracted a lot of attention from the computer science community. The problem only makes
sense if the reconfiguration graph is connected since otherwise the stationary distribution depends
on the initial position. We know from Chapter 3 that this condition is satisfied if the number of
colours $k$ is at least $\Delta + 2$. Moreover it has been conjectured that this condition is enough to get
a polynomial mixing time.

**Conjecture 2.** The Glauber dynamics on the vertex colouring of $G$ with $k \geq \Delta(G) + 2$ colours
has mixing time $O(n \log n)$.
This conjecture was proved in the particular case of 3-regular graphs with 5 colours but remains open in many other cases, even if the $O(n \log n)$ upper bound is relaxed to just polynomial. A weaker version of the conjecture was proved by Jerrum [Jer95], and independently using a completely different method by Salas and Skolal [SS97]. Both showed that if $k > 2\Delta$, then the mixing time is $O(n \log n)$. This result was later improved by Vigoda [Vig00], weakening the condition to $k \geq \frac{11}{6}\Delta$, and very recently improved to $k \geq \left(\frac{11}{6} - \eta\right)\Delta$ for some fixed $\eta \approx \frac{1}{1000}$ by both [CM18] and [DPP18] independently. Other improvements on the number of colours were found with additional restrictions on the graph. A summary of the best results in this direction are given in Table 5.2.

There are a few observations we can make from the results in Table 5.2. First, an $O(n \log n)$ upper bound on the mixing time appears for many of the cases. This bound is usually believed to be optimal, and the justification for this is to invoke a coupon collector argument. The coupon collector problem consists in repeatedly choosing an item uniformly at random from a set of $n$ elements (the chosen item is not removed from the set). The question is how many steps it takes on average to select all the items at least once. It is known that it takes on average $n \log n$ steps to pick all the elements at least once. Hence, it seems that $n \log n$ steps should be a lower bound on the mixing time of Glauber dynamics since with less steps there are good probabilities that some vertices were never chosen and still have their initial colour. This intuition is unfortunately not necessarily correct as was shown in [HS05], and it is not obvious whether it can be turned into a formal argument. In [HS05], the authors give an example of a dynamical system on a graph for which the mixing time of the Glauber dynamics is only $O(n)$, and formally prove the $\Omega(n \log n)$ lower bound for the case of colouring in bounded degree graphs. The case of large-degree graphs is still open which suggests the following:

**Open Problem 10.** Show that the $\Omega(n \log n)$ lower bound on the mixing time of Glauber dynamics on colouring also holds for any graph or provide a counter example.

A second thing which can be observed by looking at the results in Table 5.2 is that a very large amount of research has been directed at studying the dynamics on graphs with sparse neighbourhoods, and in particular graphs with conditions on the girth and/or the maximum degree [DF03, HV03, Hay03, Mol04, HV07, DFHV04]. On the other hand, quite surprisingly, the case of more dense graphs has attracted very little attention, even though there is no hard evidence suggesting these graphs could be more difficult to analyse. For example, a very simple coupling argument can show that the mixing time on a clique is at most $O(n \log n)$ with $n + 1$ colours. Graphs which are not sparse, but with a very simple structure, such as split graphs, interval graphs, or chordal graphs could be interesting candidates to test the conjecture. The case of powers of paths, or powers of grids would be also be very interesting, with a natural interpretation from statistical physics as particles interacting up to a fixed distance (instead of just with their neighbours). The results we obtained with Michelle Delcourt and Guillem Perarnau on edge-colourings of trees are a first step in the direction of studying graphs with dense neighbourhood. Note that prior to this work, the only known result specific to edge-colouring is [Poo16] which shows a polynomial mixing time for edge-colouring of regular trees and $k \geq 2\Delta$.

The case of sampling random edge-colouring (or equivalently vertex colourings of the line-graph), is closely related to some fundamental questions in combinatorics. For instance, $2n$-edge-colourings

---

2Locally sparse graphs are such that $N(v)$ contains few edges for every vertex $v$. The reader may refer to [FV06] for a formal definition.
<table>
<thead>
<tr>
<th>Class of graph</th>
<th>Number of colours</th>
<th>Mixing time</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>General graphs</td>
<td>$k &gt; (2 - \eta)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[DGM02]</td>
</tr>
<tr>
<td>General graphs</td>
<td>$k &gt; (\frac{11}{6} - \eta)\Delta$</td>
<td>$O(n^2)$</td>
<td>[CM18, DPP18]</td>
</tr>
<tr>
<td>Locally sparse graphs, $\Delta = \Omega(\log n)$</td>
<td>$k &gt; (1.763 + \varepsilon)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[FV06]</td>
</tr>
<tr>
<td>$\text{girth}(G) \geq 5$, $\Delta = \Omega(1)$</td>
<td>$k &gt; (1.763 + \varepsilon)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[DFHV04]</td>
</tr>
<tr>
<td>$\text{girth}(G) \geq 6$, $\Delta = \Omega(\log n)$</td>
<td>$k &gt; (1.645 + \varepsilon)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[LM06]</td>
</tr>
<tr>
<td>$\text{girth}(G) \geq 7$, $\Delta = \Omega(1)$</td>
<td>$k &gt; (1.489 + \varepsilon)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[DFHV04]</td>
</tr>
<tr>
<td>$\text{girth}(G) \geq 11$, $\Delta = \Omega(\log n)$</td>
<td>$k &gt; (1 + \varepsilon)\Delta$</td>
<td>$O(n \log n)$</td>
<td>[HV03]</td>
</tr>
<tr>
<td>General graphs</td>
<td>$k &gt; \Delta + \frac{\rho}{1+\varepsilon}$</td>
<td>$O(n \log n)$</td>
<td>[Hay06]</td>
</tr>
<tr>
<td>Cut-width at most $O(\frac{\log n}{\log k})$</td>
<td>$k \geq \Delta + 2$</td>
<td>poly$(n)$</td>
<td>[BKMP05]</td>
</tr>
<tr>
<td>$\rho \leq \frac{\Delta^{1-\varepsilon}}{2}$, $\Delta = \Omega(\log^{1+\varepsilon} n)$</td>
<td>$k = \Omega(\frac{\Delta}{\log \Delta})$</td>
<td>$O(n \log n)$</td>
<td>[HVV15]</td>
</tr>
<tr>
<td>Planar graphs</td>
<td>$k = \Omega(\frac{\Delta}{\log \Delta})$</td>
<td>$O(n^3 \log^9 n)$</td>
<td>[HVV15]</td>
</tr>
<tr>
<td>Trees</td>
<td>$k \geq 3$</td>
<td>$n^{O\left(1 + \frac{\Delta^{1-\varepsilon}}{\log n}\right)}$</td>
<td>[LMP09]</td>
</tr>
<tr>
<td>$\Delta = 3$</td>
<td>$k = 5$</td>
<td>$O(n \log n)$</td>
<td>[BDGJ99]</td>
</tr>
<tr>
<td>Triangle-free graphs, $\Delta = 4$</td>
<td>$k = 7$</td>
<td>$O(n \log n)$</td>
<td>[BDGJ99]</td>
</tr>
<tr>
<td>Line-graph of trees</td>
<td>$k \geq \Delta + 1$</td>
<td>poly$(n)$</td>
<td>this chapter, [DHP18]</td>
</tr>
</tbody>
</table>

Table 5.2: Overview of the best upper bounds on the mixing time of the Glauber dynamics for different classes of graphs. In the table, $\eta$ is a fixed, small enough constant, $\varepsilon$ is a constant which can be taken arbitrarily small, and $\rho$ is the principal eigenvalue of the adjacency matrix.

The complete graph $K_{2n}$ correspond to 1-factorisations, and $n$-edge-colourings of the complete bipartite graph $K_{n,n}$ are in bijection with Latin squares. Markov Chain Monte Carlo methods have been introduced to sample such combinatorial objects (see e.g. [DL17, JM96]), but it is not known if they rapidly mix. Even, if more colours are allowed, no result is known for these two graphs apart from the results on general graphs [Vig00].

**Open Problem 11.** Study the mixing time of the Glauber dynamics on colouring for graphs with dense neighbourhoods such as:

- split/interval/chordal graphs,
- powers of paths/grids,
- line-graphs of cliques/complete bipartite graphs.

Some of the results presented in Table 5.2 are tight. This is the case for example for vertex colouring of trees. An upper bound of $n^{O\left(1 + \frac{\Delta^{1-\varepsilon}}{\log n}\right)}$ on the mixing time was shown in [LMP09].
improving on the work of [GJK10] in the case of regular trees. This result is tight due to a matching lower bound of $n^{\Omega(1 + \frac{\Delta}{\log \Delta})}$ proved in [GJK10].

On planar graphs, the polynomial mixing time has been shown in [HVV15] with a number of colours of order $\frac{\Delta}{\log \Delta}$, well below the maximum degree of the graph. On the other hand, if the number of colours is $o\left(\frac{\Delta}{\log \Delta}\right)$, the mixing time is super-polynomial even for a star. This lower bound comes from the fact that the only way to recolour the central vertex of the star is if the leaves are coloured with only $k - 2$ colours. By recolouring the vertices at random, if the number of colours is too small, it takes a very long time to reach such a colouring. Hence, after only a polynomial number of steps, there is still a good chance that the root was never recoloured, and the colouring is far from being uniformly distributed. The case of planar graphs is of particular interest in view of the following conjecture.

**Conjecture 3 ([Wel93]).** For any constant $k \geq 4$, there is no Fully Polynomial Randomized Approximation Scheme (FPRAS) for approximately sampling $k$-colourings of planar graphs.

In particular, if this conjecture holds, it implies that for any Markov Chain on the $k$-colourings of planar graphs for some constant $k$, there are graphs $G$ for which the mixing time is super-polynomial. This holds in the case of the Glauber dynamics as mentioned above. An other natural chain to consider is the flip chain, where transitions can be arbitrary Kempe chains. However, an exponential lower bound on some planar graph was shown for this chain as well in [LV05]. If these results and the conjecture above seem to suggest little hope for finding an algorithm for sampling random colourings of planar graphs with any constant number of colours, an interesting case would be to consider the additional condition that the graph has bounded degree. The counter examples above say nothing in this case, and the results already known on trees for which the mixing time is polynomial with the bounded degree condition even if $k = 3$, suggests that it might be possible to get an upper bound of the form $n^{f(\Delta)}$ on the mixing time of the Glauber dynamics on planar graphs with bounded degree. This research direction would be a special case of the following more general consideration.

We have seen in previous chapters that the reconfiguration graph for single vertex recolouring is connected as soon as $k \geq \text{col}(G) + 2$. In general, this condition is not enough to get a polynomial mixing time as shown above with the example of the star. A natural restriction would be to consider the case where the maximum degree is not much larger than the degeneracy. This suggests the following open problem:

**Open Problem 12.** Let $G$ be a graph with maximum degree at most $C \cdot \text{col}(G)$ for some constant $C$. Does the Glauber dynamics on $G$ with $k \geq (\text{col}(G) + 2)$ colours have polynomial mixing time?

### 5.1.3 Methods

Apart from the methods coming from statistical physics, such as spatial mixing, there are essentially two main techniques used to prove upper bounds on the mixing time for the Glauber dynamics on colourings: coupling, and comparison methods. Our results only use the comparison techniques, but both methods have been widely used in the literature. We give here a short description of the two methods.

**Coupling** [Ald82] has been widely used in part due to its simplicity, even though the upper bounds on the mixing time it provides are sometimes not tight [Gur16]. The idea is to look at two
(not-independent) Markov Chains such that each chain taken independently behaves as the process we want to study, in our case the Glauber dynamic on colouring of some graph $G$. Looking at the average time it takes for the two chains to reach the same state gives an upper bound on the mixing time. By carefully choosing the joint evolution of the two chains, i.e., defining a coupling between the two chains, this method allows to get good upper bounds on the mixing time.

This technique gained popularity with the path coupling theorem [BD97] which simplifies the construction of the coupling, and provides simple conditions to prove fast mixing. It is the main ingredient to some of the best current results including the proof from Vigoda [Vig00] and its following improvements [DPP18, CM18]. Some of the most recent results combine this method with local uniformity properties: properties satisfied with good probabilities by random colourings (e.g. [DF03, Mol04, Hay03]). This method is also well suited for machine assisted proof as was done in [BDGJ99] in the case of colouring or in [HLZ16] for other problems. The general idea of this approach is to define the coupling using some parameters, and use a computer for fine-tuning the choice of the parameters and prove that the conditions of the path coupling theorem holds.

**Comparison methods** consists in, as the name implies, comparing two Markov chains: an ‘unknown’ chain whose mixing time we are trying to bound, and a ‘known’ chain whose mixing time is easier to compute. Informally, this method can be described as simulating the ‘known’ chain using the transitions from the ‘unknown’ chain. If this simulation satisfies some property, namely that no transition of the ‘unknown’ chain is used too often, then we can upper bound the mixing time of the ‘unknown’ chain in terms of the mixing time of the ‘known’ chain.

The special case where the ‘known’ chain is just, at each step, choosing a new colouring of the whole graph uniformly at random appears in the literature (sometimes with variations in the exact statement) under the name ‘canonical paths method’, or ‘weighted/fractional paths method’ or also ‘multi-commodity flow method’. Our proofs rely heavily on this technique, and a formal description of it is given in Section 5.4.1. This kind of approach was first introduced in [DSC93]. One main benefit of this method is that it allows to compare the mixing time of different dynamics. Consequently, one way to bound the mixing time for the Glauber dynamics is to compare it to other dynamics which might be easier to study such as the block dynamic that we use here and is also used in [LMP09], or a chain with the addition of Kempe moves as is done in [Vig00].

### 5.1.4 Related Results

Thanks to the comparison method mentioned above, studying the mixing time of variants of the initial chain might help in bounding the mixing time for the Glauber dynamics. Variants with different transitions have been considered in the literature. An example is the block dynamics, where several vertices can be updated in one single step. An other example are dynamics using Kempe chains, sometimes called flip dynamics or the Swendsen–Wang–Kotecký (WSK) algorithm [MS10a].

The case of systematic scan, updating the vertices in a specified order instead of choosing them at random, has also attracted some interest due to the simplicity of its implementation for simulating dynamical systems [Ped08, DGJ06]. Dynamics with a different state space have been also been considered, such as the single flaw dynamics from [Var17] which allows for a small number of monochromatic edges.

Variants of the colouring problem for which the Glauber dynamics has been studied include list colouring [GK07], radio frequency assignment [FNPS05] and hypergraph colouring [BDK05]. Several results were proved for the Glauber dynamics on random graphs [DF10, MS10b].
some interesting result were found for the related problems of exact sampling. The MCMC method allows for approximate sampling: by running the chain long enough we can get arbitrarily close to the wanted distribution. Using additional tools, this method can sometimes be turned into algorithms for sampling exactly according to the wanted distribution [Hub98].

5.2 Result and Proof Overview

Our main result is a polynomial bound on the mixing time for the Glauber dynamics on edge-colourings of a tree.

**Theorem 34.** Let $T$ be a tree on $n$ vertices and maximum degree $\Delta \geq 3$. For $k \geq \Delta + 1$ the Glauber dynamics for $k$-edge-colourings on $T$ mixes in time $n^{O(1)}$.

Note that the constant in the exponent is independent from $\Delta$. Also, the number of colours in the statement of the theorem is optimal since the process is not ergodic with fewer colours. Indeed, the linegraph of a tree with maximum degree $\Delta$ contains a clique with $\Delta$ vertices. With only $\Delta$ colours, all the colourings of this clique are frozen, and the Markov Chain is not ergodic. We now give a brief overview of the strategy used to prove Theorem 34.

For technical reasons, instead of bounding the mixing time of the chain directly, we consider the relaxation time of a continuous-time version of the chain. As we have seen in Section 1.4, for the purpose of getting a polynomial upper bound on the mixing time, this change makes no difference.

The first step of the proof consists in showing that it suffices to bound the relaxation time for $d$-regular trees where $d = k - 1$, which notably simplifies the proof. To this end, we prove a monotonicity result on the relaxation time of the Glauber dynamics (see Section 5.4.3). This result can be of independent interest since it provides a way to compare two Markov Chain with similar transitions but a different state space, while standard comparison techniques usually consider Markov Chains with the same state space but different transitions.

The main idea of the proof of the theorem is to recursively decompose the tree into subtrees, and study the process restricted to each subtree. The approach by decomposition has already been used in the literature to bound the relaxation time of the Glauber dynamics for vertex-colourings of trees [BKMP05, LMP09]. To analyse the decomposition procedure we need to study the associated block dynamics, which can be informally described as follows: given a partition of the tree into subtrees, at each step we select one subtree and recolour it entirely by choosing uniformly at random a colouring which is compatible with the boundary condition. We then use a result of Martinelli [Mar99] on block dynamics to upper bound the relaxation time of the whole process in terms of the relaxation time on each block independently, and the relaxation time of the block dynamics. Our decomposition procedure will satisfy two properties,

i) the Glauber dynamics on each subtree is ergodic for every possible boundary condition;

ii) the number of recursive decompositions is small (i.e., logarithmic in the size of the tree).

Condition i) is necessary to apply Martinelli’s result on block dynamics. Moreover, if ii) holds, the upper bound we obtain on the relaxation time is polynomial in $n$, with an exponent that is independent from $\Delta$ and $k$.

The splitting strategy is described precisely in Section 5.6.2. Informally speaking, to ensure that ii) holds, at every step the tree is split into subtrees of at most half the size of the original
tree. To ensure that i) holds, we make sure that every subtree has at most two edges incident to the boundary, and that these two edges are non-adjacent. The latter condition is not necessary for $k \geq \Delta + 2$ — in this case the Markov Chain remains ergodic even if this condition is not satisfied — but it is crucial for the case $k = \Delta + 1$. The strategy is implemented by splitting the tree so that all the subtrees are pending from a vertex, or an edge.

The second ingredient of the proof is a bound on the relaxation time of the block dynamics, where each block corresponds to a subtree hanging from a root vertex. This dynamic is very similar to the Glauber dynamics on the star spanned by the edges incident to the root, constrained to a boundary condition. In Section 5.6.1 we reduce the block dynamics to an analogous problem: bounding the relaxation time of list-vertex-colourings of a clique (the line-graph of a star), where the lists are given by the boundary constraints and each vertex is updated at a different rate. In Section 5.5, we use the weighted canonical paths method of Lucier and Molloy [LMP09] and a multi-commodity flow argument to bound the relaxation time of the list-colourings of the clique. These results are enough to prove the theorem for $k \geq \Delta + 2$.

To conclude the proof in the case $k = \Delta + 1$, we need to obtain a bound on the relaxation time of the block dynamics where the blocks correspond to trees hanging from a root edge instead of a vertex. In this case, it suffices to study the list-vertex-colouring dynamics on the graph formed by two cliques intersecting at a vertex, which we do in Section 5.5.3.

Our main technical results in Section 5.5 involves studying the relaxation time of the Glauber dynamics on list-colourings of a clique where some vertices are updated more often than others. Our results needs some properties on the list assignment to ensure that the process remains ergodic. Although these properties are enough to ensure ergodicity of the chain, they are not necessary. This prompts the following question.

**Open Problem 13.** Does the Glauber dynamics on list-colourings of a clique have polynomial mixing time as soon as it is ergodic?

Additionally, the results in Section 5.5 handle the case where the updates are not uniform: some vertices are updated more often than others. An interesting research direction would be to evaluate the impact of these non-uniformities on the mixing time of the Markov chain. Note that the non-uniformities can be of two types: updating the vertices at different rates, or choosing the colours with different probabilities. In this second case, the stationary distribution is no longer uniform.

### 5.3 Preliminaries

Let $G = (V, E)$ be a finite graph. Let $\Omega_V$ denote the set of $k$-vertex-colourings of $G$. The set of $k$-edge-colourings (i.e., $k$-vertex-colourings of the line-graph $G^l$) will be denoted by $\Omega_E$. Throughout the chapter, we use similar notation to distinguish the vertex and the edge-version of each set or parameter.

Recall from Chapter 1 that for $\mu \in \Omega_V$ and $U \subseteq V$, $\mu|_U$ stands for the restriction of $\mu$ to $U$. We denote by $\mu(U)$ the set of colours used by all the vertices in $U$. We write $\Omega^\mu_U$ to denote the set of colourings $\sigma \in \Omega_V$ which agree with $\mu$ on $V \setminus U$, i.e., such that $\sigma|_{V \setminus U} = \mu|_{V \setminus U}$. Informally, we think of $\Omega^\mu_U$ as colourings of $U$ which are compatible with $\mu$ in the boundary of $U$.

If $L$ is a list assignment on the vertices of $G$, we denote by $\Omega^L_V$ the set of all $L$-colourings of $G$. Note that if $U \subseteq V$ and $H$ is the subgraph of $G$ induced by $U$, then any $\mu \in \Omega_V$ yields a
list assignment for $U$ where $L^p(u) = [k] \setminus \mu(N(u) \setminus U)$. This corresponds to fixing the colours of the vertices outside of $U$, and removing the colours used by these vertices from the lists of their neighbours in $U$. It gives a natural bijection between $\Omega^p_U$ and $\Omega^{T^p}_U$.

In this chapter we will focus on $k$-edge-colourings of a tree $G$ on $n$ vertices with maximum degree at most $\Delta$. Note that $G^t$ is a union of cliques of size at most $\Delta$ such that two cliques intersect in at most one vertex and every cycle is contained in some clique.

The vertices of $G$ with degree 1 are called leaves and the vertices with degree at least 2, internal vertices. If $T$ is a subtree of $G$, we define the exterior and interior (edge) boundary of $T$ respectively as

$$\partial_T = \{ e \in E \setminus E(T) : N(e) \cap E(T) \neq \emptyset \},$$

$$\bar{\partial}_T = \{ e \in E(T) : N(e) \cap \partial_T \neq \emptyset \},$$

where $N(e)$ is the set of edges in $G$ incident to $e$. If $G$ is clear from the context, we will denote them by $\partial T$ and $\bar{\partial} T$. A subtree $T$ has a fringe boundary if all edges in $\bar{\partial}T$ have an endpoint that is a leaf of $T$. We will use $t$ to denote the size of $\bar{\partial} T$.

In this chapter, we will always consider $t$ to be a constant with respect to $n, \Delta, k$. In this sense, for functions $f$ and $g$ we use $f = O(g)$ if there exists $c = c(t)$ such that $\limsup f/g \leq c(t)$. We also use $f = \Theta(g)$ if $f = O(g)$ and $g = O(f)$.

5.3.1 Glauber dynamics

For a graph $G = (V, E)$ with $V = \{v_1, \ldots, v_n\}$ and a positive integer $k$, the Glauber dynamics for $k$-vertex-colourings of $G$ is a discrete-time Markov chain $X_t$ on $\Omega_V$, where $X_{t+1}$ is obtained from $X_t$ by choosing a $v \in V$ and $c \in [k]$ uniformly at random, and updating $v$ with $c$ if this colour does not appear in $N(v)$. Note that this definition differs slightly from the one given in the introduction where the colour $c$ is chosen uniformly among the colours not used by the neighbours of $v$. However, it is known that the two chains have the same mixing time up to a factor of $k$.

In all the rest of this chapter, we will work with the continuous-time version of this chain. The continuous-time Glauber dynamics for $k$-vertex-colourings of $G$ with parameters $(p_1, \ldots, p_n)$ is a continuous-time Markov chain on $\Omega_V$ with generator matrix given by

$$\mathcal{L}_V[\sigma \rightarrow \eta] = \begin{cases} p_i & \text{if } \sigma, \eta \text{ differ at } v_i, \\ 0 & \text{otherwise}. \end{cases}$$

We call $\mathcal{L}_V$ uniform if $p_i = 1/k$ for every $i \in [n]$. As $\mathcal{L}_V$ is symmetric for any set of parameters (i.e. $\mathcal{L}_V[\sigma \rightarrow \eta] = \mathcal{L}_V[\eta \rightarrow \sigma]$), if $\mathcal{L}_V$ is ergodic then its (unique) stationary distribution $\pi$ is uniform on $\Omega_V$.

Note that the continuous version updates vertices faster than the discrete one. Indeed, in the continuous version, at time 1, an average of $n$ updates have already been made. In particular, we have $\mathcal{L}_V = n(P - I)$, where $P$ is the transition matrix of $X_t$ and $I$ is the identity matrix. It follows from standard Markov chain comparison results (see e.g. [RT00]) that

$$t_{\text{mix}}(X_t) = O(n t_{\text{mix}}(\mathcal{L}_V)). \quad (5.1)$$

If $G = (V, E)$ is a tree with maximum degree $\Delta$ its line graph $G^l$ is $(\Delta - 1)$-degenerate (i.e. every subgraph has a vertex of degree at most $\Delta - 1$). It is known [DFFV06] that in this case the Glauber dynamics $\mathcal{L}_E$ for $k$-edge-colourings of $G$ is ergodic provided $k \geq \Delta + 1$. 
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For $U \subseteq V$ and $\mu \in \Omega_V$, denote by $L^\mu_U$ the dynamics defined by $L_V$ restricted to the set $\Omega^\mu_U$. Similarly, for a list assignment $L$ of $U$, let $L^L_U$ be the dynamics defined on the state space $\Omega^L_U$. All these chains are symmetric but their ergodicity will depend on the size of the boundary of $\mu$ in $U$, and the size of the lists $L(u)$ for $u \in U$. If ergodic, then their stationary distribution will be uniform in the corresponding state space.

5.4 Comparison of Markov chains

This section introduces methods for the analysis of the relaxation time of reversible Markov chains that we will use later in the proofs. The first result is a unified framework of two well-known Markov chain comparison techniques. We then define the (reduced) block dynamics and present known results on how this can be used to bound the original chain. Finally, we provide a result on the monotonicity of the Glauber dynamics that will allow us to notably simplify the proof.

5.4.1 The weighted multi-commodity flow method

In this subsection we present a unified framework for two similar techniques used to compare the relaxation time of two different Markov chains $L$ and $L'$ on the same state space. These two techniques are (1) the fractional paths (or multi-commodity flows) method [Sin92] and (2) the weighted canonical paths method [LMP09]. Both methods are generalisations of the canonical paths method (see e.g. [DSC93]). The main idea of this method is to simulate the transitions of $L'$ using transitions of $L$ in such a way that no transition of $L$ is used too often, to obtain an upper bound on the ratio between $\tau(L)$ and $\tau(L')$.

Consider two continuous-time ergodic reversible Markov chains $L$ and $L'$ on $\Omega$ with stationary distributions $\pi$ and $\pi'$, respectively. In the following, we denote by $\omega: \Omega \times \Omega \to \mathbb{R}$ a weight function on the transitions of $L$.

To each $\alpha, \beta \in \Omega$ with $(\alpha, \beta) \in L'$, we associate a set of paths $\Gamma_{\alpha, \beta}$ where every $\gamma \in \Gamma_{\alpha, \beta}$ is a sequence $\alpha = \xi^0, \ldots, \xi^m = \beta$, for some $m \geq 1$ with $(\xi^{i-1}, \xi^i) \in L$ for every $i \in [m]$. We define a flow to be a function $g: \Gamma_{\alpha, \beta} \to [0, 1]$ such that $\sum_{\gamma \in \Gamma_{\alpha, \beta}} g(\gamma) = 1$. The weight of $\gamma$ with respect to $\omega$ is defined as

$$|\gamma|_\omega := \sum_{i=1}^m \omega(\xi^{i-1}, \xi^i).$$

If the weight function $\omega$ is a constant equal to 1, then the weight of $\gamma$ is simply denoted by $|\gamma|$, and corresponds to the length of the transformation sequence. Define for every transition $(\sigma, \eta) \in L$:

$$b := \max_{\alpha \in \Omega} \frac{\pi(\alpha)}{\pi'(\alpha)},$$

$$\rho_{\sigma, \eta} := \frac{1}{\pi(\sigma) L[\sigma \to \eta] \omega(\sigma, \eta)} \sum_{(\alpha, \beta) \in L'} \sum_{\gamma \in \Gamma_{\alpha, \beta}} g(\gamma) \pi'(\alpha) L'[\alpha \to \beta] \cdot |\gamma|_\omega.$$

The quantity $\rho_{\sigma, \eta}$ corresponds to the congestion on the transition $(\sigma, \eta)$. Let $\rho_{\max} = \max\{\rho_{\sigma, \eta} : (\sigma, \eta) \in L\}$ be the maximum congestion over all transitions of $L$. We are now ready to state the main lemma.

**Proposition 35** (Weighted multi-commodity flows method). We have $\tau(L) \leq b^2 \rho_{\max} \cdot \tau(L')$. 
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The proof of this result is based on the same ideas as the proofs of both the weighted canonical paths method and the fractional paths method, providing a common framework for them. It is included in the Appendix for the sake of completeness, and follows from standard computations using the variational characterisation of \( \text{Gap}(L) \) that involves the variance and the Dirichlet form (see Appendix A.1). We will not need this result in full generality in our proofs, but we believe it is interesting in its own right and will use it in two particular cases.

The first case is when the stationary distribution of the two chains is uniform over \( \Omega \), and for every pair \((\alpha, \beta) \in \mathcal{L}'\) the set of paths \( \Gamma_{\alpha,\beta} \) consists of a single path \( \gamma_{\alpha,\beta} \), with \( g(\gamma_{\alpha,\beta}) = 1 \). In this case, Proposition 35 implies the result in [LMP09].

**Proposition 36** (Weighted canonical paths method). If \( \pi \) and \( \pi' \) are uniform, then

\[
\tau(L) \leq \tau(L') \cdot \max_{(\sigma,\eta) \in \mathcal{L}} \left( \frac{1}{\mathcal{L}[\sigma \to \eta] \omega(\sigma, \eta)} \sum_{(\alpha,\beta) \in \mathcal{L}', \gamma_{\alpha,\beta} \ni (\sigma,\eta)} \mathcal{L}'[\alpha \to \beta] \cdot |\gamma| \right) .
\]

In the second case, all transitions have weight \( \omega(\sigma, \eta) = 1 \), and again both chains have uniform stationary distributions. In this case, we obtain the following.

**Proposition 37** (Fractional paths method). If \( \pi \) and \( \pi' \) are uniform, then

\[
\tau(L) \leq \tau(L') \cdot \max_{(\sigma,\eta) \in \mathcal{L}} \left( \frac{1}{\mathcal{L}[\sigma \to \eta]} \sum_{(\alpha,\beta) \in \mathcal{L}', \gamma_{\alpha,\beta} \ni (\sigma,\eta)} g(\gamma) \mathcal{L}'[\alpha \to \beta] \cdot |\gamma| \right) .
\]

Finally, we state a very simple corollary of Proposition 35.

**Corollary 38.** Suppose there exists a constant \( c > 1 \) such that for every \( \alpha, \beta \in \Omega \) it holds that

- \( \frac{1}{c} \pi'(\alpha) \leq \pi(\alpha) \leq c \pi'(\alpha) \);
- \( \frac{1}{c} \mathcal{L}'[\alpha \to \beta] \leq \mathcal{L}[\alpha \to \beta] \leq c \mathcal{L}'[\alpha \to \beta] \).

Then, there is a constant \( K = c^4 \) such that

\[
\frac{1}{K} \tau(L') \leq \tau(L) \leq K \tau(L') .
\]

This result simply states that if two Markov chains have the same transitions with similar transition rates, and similar stationary distributions, then their relaxation time is also the same up to a constant factor.

### 5.4.2 Weighted and Reduced Block Dynamics

This subsection describes block dynamics and its reduced version. Informally speaking, block dynamics is a generalisation of Glauber dynamics where one splits the set of vertices into “blocks” (usually with few intersections/interactions between them), and updates each block at a time, according to some probabilities (see [Mar99]). In this chapter we will only consider disjoint blocks.
partitioning the vertex set. Note that if all blocks are singletons, we recover Glauber dynamics. The method is presented for vertex-colourings, but it works the same for edge-colourings by taking an edge partition instead. We will present some known results for bounding the relaxation time of Glauber dynamics in terms of the relaxation time of its (reduced) block dynamics.

Let $G = (V_G, E_G)$ be a graph, $T = (V, E)$ be an induced subgraph and let $\mathcal{V} = \{V_1, \ldots, V_r\}$ be a partition of $V$. Let $\mu \in \Omega_{V_G}$. Suppose $\mathcal{L}_\mu^\sigma$ is ergodic for every $i \in [r]$ and every $\sigma \in \Omega_V^\mu$ and let $\pi^\sigma_V$ denote its stationary distribution, which is also the uniform distribution on $\Omega^\mu_{V_i}$. The weighted block dynamics on $\mathcal{V}$ with boundary condition $\mu$ is a continuous-time Markov chain with state space $\Omega_V^\mu$ and generator matrix $B^\mu_V$ given for any $\sigma \neq \eta$ by

$$B^\mu_V[\sigma \to \eta] = \begin{cases} g_i \pi^\sigma_{V_i}(\eta) & \text{if there exists } i \in [r] \text{ such that } \eta \in \Omega^\sigma_{V_i}; \\ 0 & \text{otherwise}, \end{cases}$$

where $g_i = \min_{\sigma \in \Omega^\mu_V} \text{Gap}(\mathcal{L}^\sigma_{V_i})$ is the minimum gap for the Glauber dynamics on the block $V_i$, where the minimum is taken over all possible boundary conditions. Note that $B^\mu_V$ can be understood as the dynamics where each block $V_i$ updates its entire colouring at times given by an independent Poisson clock of rate $g_i$. The new colouring of $V_i$ is chosen uniformly among all the possible colourings which are compatible with the current boundary conditions. It is clear that the block dynamics is ergodic if the Glauber dynamics is, since each transition of the Glauber dynamics is a valid transition of the block dynamics. Moreover, both dynamics have the same stationary distribution.

An unweighted version of the block dynamics, corresponding to $g_i = 1$, was used by Martinelli in [Mar99]. Lucier and Molloy generalised this result for weighted block dynamics:

**Proposition 39** (Proposition 3.2 in [LMP09]). For every $\mu \in \Omega_{V_G}$ and partition $\mathcal{V}$ of $V$, we have

$$\tau(\mathcal{L}^\mu_V) \leq \tau(B^\mu_V).$$

Given a block partition $\mathcal{V}$, let $H = (U, F)$ be the subgraph of $T$ composed of the vertices adjacent to vertices in other blocks. Let $\Omega_R$ be the set of colourings of $U$ induced by the colourings in $\Omega^\mu_V$; we will use $\hat{\sigma}, \hat{\eta}, \ldots$ to denote the elements of $\Omega_R$. It is convenient to see $\Omega_R$ as a set of colouring classes of $\Omega^\mu_{V_i}$ where two colourings are equivalent if and only if they coincide on $U$. More precisely, for $\hat{\sigma} \in \Omega_R$, let $\Omega^\hat{\sigma}_V$ be the set of colourings $\sigma \in \Omega^\mu_V$ with $\sigma|_U = \hat{\sigma}$. In a slight abuse of notation, we write $\Omega^\hat{\sigma}_V$ to denote the set $\{\eta \in \Omega^\sigma_{V_i} : \sigma \in \Omega^\sigma_V\}$, and we write $\pi^\sigma_{V_i}$ for $\pi^\sigma_{V_i}$ where $\sigma$ is an arbitrary colouring in $\Omega^\sigma_{V_i}$. Note that the projection of $\pi^\sigma_{V_i}$ onto $U$ is well-defined and independent of the choice of $\sigma \in \Omega^\sigma_{V_i}$.

The reduced version of $B^\mu_V$, is a dynamics with state space $\Omega_R$ and generator matrix $R^\mu_V$ given for any $\hat{\sigma} \neq \hat{\eta}$ by

$$R^\mu_V[\hat{\sigma} \to \hat{\eta}] = \begin{cases} g_i \pi^{\hat{\sigma}_{\text{proj}}}_{V_i}(\hat{\eta}) & \text{if there exists } i \in [r] \text{ such that } \hat{\eta} = \eta|_U \text{ for some } \eta \in \Omega^\hat{\sigma}_{V_i}; \\ 0 & \text{otherwise}, \end{cases}$$

where $\pi^{\hat{\sigma}_{\text{proj}}}_{V_i}$ is the projection of $\pi^\sigma_{V_i}$ onto $U$; that is, for an arbitrary $\sigma \in \Omega^\sigma_{V_i}$, the probability distribution on the colourings of $U$ defined for any $\hat{\eta} \in \Omega_R$ by

$$\pi^{\hat{\sigma}_{\text{proj}}}_{\text{proj}}(\hat{\eta}) = \pi^\sigma_{V_i}(\{\eta \in \Omega^\sigma_{V_i} : \eta|_U = \hat{\eta}\}).$$
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In the particular case where each block contains only one vertex in $H$, only one vertex of $H$ changes colour during a transition of $\mathcal{R}^\mu_V$. In this case, the reduced block dynamic is very similar to the Glauber dynamics on $H$ with some parameters $p_i$ determined by the Glauber dynamics on $V_i$, only with slightly different transition rates.

We will use another result of Lucier and Molloy that shows that the weighted block dynamics and the reduced block dynamics have the same relaxation time.

**Proposition 40** (Proposition 3.3 in [LMP09]). For every $\mu \in \Omega_{V_0}$ and partition $V$ of $V$, we have

$$\tau(\mathcal{R}_V^\mu) = \tau(\mathcal{R}^\mu_V).$$

Finally, we will use the following property. If the reduced block dynamics is ergodic, then the projection of $\pi^\mu_V$ onto $U$ is its stationary distribution.

**Lemma 41.** The reduced block dynamics $\mathcal{R}_V^\mu$ is reversible for the projection of $\pi^\mu_V$ onto $U$.

**Proof.** Recall that $H = (U, F)$ is the subgraph of $T$ induced by the vertices adjacent to vertices in other blocks. Let $\pi_{\text{proj}}$ be projection of $\pi^\mu_V$ onto $U$; that is, the probability distribution on the colourings of $U$ defined for any $\hat{\sigma} \in \Omega_R$ by

$$\pi_{\text{proj}}(\hat{\sigma}) = \pi^\mu_V(\{\sigma \in \Omega^\mu_V, \sigma|_U = \hat{\sigma}\}). \quad (5.4)$$

First observe that, since $H$ consists of all the vertices in each block which are adjacent to vertices of other blocks, for any $\hat{\sigma} \in \Omega_R$, any extension of $\hat{\sigma}$ to $V$ is obtained by computing an extension on each of the blocks separately. As $\pi^\mu_V$ is uniform, we have

$$\pi_{\text{proj}}(\hat{\sigma}) = \frac{|\{\sigma \in \Omega^\mu_V, \sigma|_U = \hat{\sigma}\}|}{|\Omega^\mu_V|} = \frac{\prod_{j=1}^{r} |\{\sigma \in \Omega^\mu_{V_j}, \sigma|_U = \hat{\sigma}\}|}{|\Omega^\mu_V|}. \quad (5.4)$$

Thus, it follows that, for any two colourings $\hat{\sigma}, \hat{\eta} \in \Omega_R$ which differ only on the block $V_i$, we have

$$\pi_{\text{proj}}(\hat{\sigma}) \mathcal{R}_V^\mu[\hat{\sigma} \to \hat{\eta}] = \frac{\prod_{j=1}^{r} |\{\sigma \in \Omega^\mu_{V_j}, \sigma|_U = \hat{\sigma}\}|}{|\Omega^\mu_V|} \cdot \frac{|\{\eta \in \Omega^\mu_{V_i}, \eta|_U = \hat{\eta}\}|}{|\Omega^\mu_{V_i}|} \cdot \prod_{j \neq i} |\{\sigma \in \Omega^\mu_{V_j}, \sigma|_U = \hat{\sigma}\}| \cdot \frac{|\{\eta \in \Omega^\mu_{V_i}, \eta|_U = \hat{\eta}\}|}{|\Omega^\mu_{V_i}|}. \quad (5.4)$$

This quantity is symmetric in $\hat{\sigma}$ and $\hat{\eta}$. Indeed, since $\hat{\sigma}$ and $\hat{\eta}$ only differ on $V_i$, we have $\Omega^\mu_{V_i} = \Omega^\mu_{\hat{V}_i}$. Moreover, for every $j \neq i$, $\hat{\sigma}$ and $\hat{\eta}$ agree on $V_j \cap U$. As a consequence, we have

$$|\{\sigma \in \Omega^\mu_{\hat{V}_j}, \sigma|_U = \hat{\sigma}\}| = |\{\eta \in \Omega^\mu_{\hat{V}_j}, \eta|_U = \hat{\eta}\}|. \quad (5.4)$$

Thus, it follows that $\pi_{\text{proj}}(\hat{\sigma}) \mathcal{R}_V^\mu[\hat{\sigma} \to \hat{\eta}] = \pi_{\text{proj}}(\hat{\eta}) \mathcal{R}_V^\mu[\hat{\eta} \to \hat{\sigma}]$, and $\mathcal{R}_V^\mu$ is reversible for $\pi_{\text{proj}}$. \qed

**5.4.3 Monotonicity of Glauber dynamics**

Finally, we introduce a monotonicity statement that will allow us to simplify some of our proofs. The previous subsections gave tools to compare the relaxation time of two Markov chains with the same state space but different transitions. Here we are interested in comparing Markov chains with
similar transitions but different state spaces. A natural example is comparing the relaxation time of the Glauber dynamics on $G$ and $H$, where $H$ is a subgraph of $G$. In general, it is not clear which of the two relaxation times should be smaller, however, if $H$ and $G$ have a particular structure, we will be able to derive a monotonicity bound.

**Proposition 42.** Let $G = (V, E)$ be a graph on $n$ vertices, and $k$ be a positive integer. Let $v \in V$ such that $N(v)$ induces a clique of size at most $k - 2$. For any choice of parameters $(p_1, \ldots, p_n)$, the Glauber dynamics $\mathcal{L}_V$ and $\mathcal{L}_{V \setminus \{v\}}$ for $k$-colourings of $V$ and $V \setminus \{v\}$ respectively and defined with the same parameters satisfy,

$$\tau(\mathcal{L}_{V \setminus \{v\}}) \leq \tau(\mathcal{L}_V).$$

The proof follows from standard computations and is included in Appendix A.2.

### 5.5 Glauber dynamics for list-colourings of a clique

In this section we analyse the relaxation time of the Glauber dynamics for list-vertex-colourings of a clique. This will be used later in the proof of our main result for edge-colourings of trees.

Consider the clique with vertex set $U = \{u_1, \ldots, u_d\}$ with $d \geq 1$. Throughout this section we fix the number of colours to $k = d + 1$. Recall that given a list assignment of $U$, we can define $\Omega_L^U$ and the dynamics $\mathcal{L}_U^L$, governed by the parameters $(p_1, \ldots, p_d)$, where $p_i$ is the rate at which vertex $u_i$ changes to $c \in [k]$.

For a positive integer $t$, a list assignment $L$ is $t$-feasible if it satisfies

- $|L(u_i)| \geq t + 1$ for every $i \in [t]$;
- $|L(u_i)| = d + 1$ for every $i \in [d] \setminus [t]$.

We say $u \in U$ is free if $|L(u)| = d + 1$, and constrained otherwise. We should stress here that all the lists are subsets of $[d + 1]$, although the results in this section can be generalised to arbitrary lists of size $k \geq d + 1$ using a variant of Proposition 42 for list colouring. If $L$ is $t$-feasible, we have

$$\left( \prod_{i=1}^t |L(u_i)| - t + 1 \right) (d + 1 - t)! \leq |\Omega_L^U| \leq \left( \prod_{i=1}^t |L(u_i)| \right) (d + 1 - t)!. \quad (5.5)$$

The chain $\mathcal{L}_U^L$ is symmetric and it will follow from the results below that, if $L$ is $t$-feasible, for some $t$, then the chain is also ergodic. So its stationary distribution is uniform on $\Omega_L^U$. The main goal of this section is to prove the following bound on its relaxation time.

**Lemma 43.** If $L$ is $t$-feasible and $k = d + 1$, then we have

$$\tau(\mathcal{L}_U^L) = O_{t} \left( \sum_{i=t+1}^d \frac{1}{p_i} + \sum_{i=1}^t \frac{1}{p_i} \right).$$

In order to prove the lemma we will use the comparison techniques introduced in Section 5.4.1. Consider the dynamics $\mathcal{L}_U^{L}_{\text{unif}}$ on $\Omega_L^U$ with generator matrix given for any $\sigma \neq \eta$ by

$$\mathcal{L}_U^{L}_{\text{unif}}[\sigma \rightarrow \eta] = \frac{1}{|\Omega_L^U|}. \quad (5.6)$$
Clearly $\tau(\mathcal{L}_{\text{unif}}) = 1$. The main idea will be to compare $\tau(\mathcal{L}_U)$ with $\tau(\mathcal{L}_{\text{unif}})$. For technical reasons, it will be easier to introduce an intermediate chain and compare both to it. Define $\mathcal{L}^L_{\text{int}}$ to be the dynamics on $\Omega_{U}$ with generator matrix given for any $\sigma \neq \eta$ by

$$
\mathcal{L}^L_{\text{int}}[\sigma \rightarrow \eta] = \begin{cases} 
\frac{1}{|\Omega_U|} & \text{if } (\sigma, \eta) \text{ is a good pair}, \\
0 & \text{otherwise}.
\end{cases}
$$

(5.7)

Speaking informally, the dynamics $\mathcal{L}^L_{\text{int}}$ can be seen as $\mathcal{L}^L_{\text{unif}}$ where only moves between “good” pairs of colourings are allowed. We defer the formal definition of a good pair to later in the section.

Lemma 43 follows from the combining these two lemmas (proved in the next two subsections) with the fact that $\tau(\mathcal{L}_{\text{unif}}) = 1$.

**Lemma 44.** If $k = d + 1$, then we have

$$
\frac{\tau(\mathcal{L}^L_U)}{\tau(\mathcal{L}^L_{\text{int}})} = O_t \left( \sum_{i=1}^{t} \frac{d}{p_i} + \sum_{i=t+1}^{d} \frac{1}{p_i} \right).
$$

**Lemma 45.** If $L$ is $t$-feasible and $k = d + 1$, then we have

$$
\frac{\tau(\mathcal{L}^L_{\text{int}})}{\tau(\mathcal{L}^L_{\text{unif}})} = O_t(1).
$$

### 5.5.1 Comparing $\mathcal{L}^L_U$ with $\mathcal{L}^L_{\text{int}}$: the proof of Lemma 44

Let $w$ be an additional vertex with $L(w) = [k]$, so $w$ is free. Consider an order on $U \cup \{w\}$ where $w$ is the smallest vertex. We can extend $\alpha \in \Omega_U$ to $U \cup \{w\}$, by letting $\alpha(w)$ be the unique colour not in $\alpha(U)$. To every pair $\alpha, \beta \in \Omega_U$, we can assign a permutation $f = f(\alpha, \beta)$ on $U \cup \{w\}$ such that $f(x) = y$ if and only if $\alpha(x) = \beta(y)$. In particular, if $\alpha = \beta$ then $f$ is the identity permutation. One can see the permutation $f$ as a blocking permutation: if $v = f(u) \in U$ for some $u \in U$, then $u$ blocks $v$ from being directly recoloured from $\alpha(v)$ to $\beta(v)$. However, if $v = f(w) \in U$, then $v$ can be directly changed to $\beta(v)$ in the colouring $\alpha$.

It is useful to think about $f$ using its representation as a union of directed cycles. Throughout this section, by cycle in the permutation we mean a cycle of order at least 2. If a cycle in $f$ contains $w$, we will be able to recolour every vertex in the cycle by successively recolouring the vertices whose preimage is $w$. The main difficulty will arise from handling the other cycles that do not contain $w$, which correspond to circular blockings of vertices in $U$ (e.g. $u, v \in U$, $u$ blocks $v$ and $v$ blocks $u$). In this case, we will need to insert $w$ into this cycle, and then process it. The merging operation corresponds to recolouring a vertex in $\alpha$ with the only available colour, which must be in its list. This motivates the following classification: a cycle in $f$ is a 1-cycle if it contains $w$, a 2-cycle if it does not contain $w$ but has at least one free vertex and a 3-cycle if it does not contain $w$ and all its vertices are constrained.

Recolouring a 3-cycle $C$ might be hard because the only colours available in $L(C)$ might already be taken by other vertices in the clique. This motivates the definition of good pairs which governs $\mathcal{L}^L_{\text{int}}$.

**Definition 1.** A pair of colourings $(\alpha, \beta)$ is good if $f(\alpha, \beta)$ contains no 3-cycles.
Let \((\alpha, \beta)\) be a good pair and \(f = f(\alpha, \beta)\). A \(v\)-swap is an operation on \(f\) that gives the permutation \(\hat{f}\) obtained from \(f\) by reassigning \(\hat{f}(w) = f(v)\) and \(\hat{f}(v) = f(w)\). These operations are in bijection with the valid transitions of \(L^L_U\).

One can define recolouring sequences between \(\alpha\) and \(\beta\) using swaps. The order on \(U \cup \{w\}\) gives a canonical way to deal with the cycles in \(f(\alpha, \beta)\), processing the cycle with the smallest free vertex, at a time. Precisely, while there is a free vertex in a cycle of length at least 2 of \(f\), let \(v\) be the smallest one and

- if \(v\) is in a 1-cycle, then \(v = w\). While \(f(w) \neq w\), update \(f\) by performing an \(f(w)\)-swap.
- if \(v\) is in a 2-cycle, then \(v \in U\). Update \(f\) by performing a \(v\)-swap. Then, while \(f(w) \neq w\), update \(f\) by performing an \(f(w)\)-swap.

As there are no 3-cycles, after termination the procedure produces the identity permutation. As swaps correspond to valid recolouring moves, it gives a recolouring path \(\gamma_{\alpha, \beta}\) from \(\alpha\) to \(\beta\) that uses transitions from \(L^L_U\). Note that any vertex in \(U\) is recoloured at most twice. In fact, a vertex is only recoloured twice if it is the smallest free vertex in a 2-cycle.

For every transition \((\sigma, \eta) \in L^L_U\), define

\[
\Lambda_{\sigma, \eta} = \{ (\alpha, \beta) \in L^L_{\text{int}} : (\sigma, \eta) \in \gamma_{\alpha, \beta} \}.
\]

Our goal is to prove Lemma 44 using the weighted canonical paths method from Section 5.4.1. To this end, the two following lemmas will help us analyse the congestion resulting from this construction.

**Lemma 46.** Given a transition \((\sigma, \eta) \in L^L_U\) and a permutation \(f\), there are at most two good pairs \((\alpha, \beta)\) such that \(f = f(\alpha, \beta)\) and \((\alpha, \beta) \in \Lambda_{\sigma, \eta}\).

**Proof.** Let \(v\) be the vertex at which \(\sigma\) and \(\eta\) differ. The order in which we recolour the vertices is fixed by the permutation \(f\). Let \(v_1, \ldots, v_\ell\) be the vertices in the order they are recoloured with repetitions, where \(v_i\) is the vertex recoloured at the \(i\)-th step. Given this sequence, at every step the only valid transition is to perform a \(v_i\)-swap. If the recolouring done by the transition \((\sigma, \eta)\) corresponds to the \(i^*\)-th step in the sequence, then \(\alpha\) and \(\beta\) are fully determined. Indeed, \(\beta\) can be recovered from \(\eta\) by sequentially performing \(v_i\)-swaps for every \(i > i^*\). Symmetrically, \(\alpha\) can be recovered from \(\sigma\) by performing \(v_i\)-swaps for every \(i < i^*\) (recall that the \(u\)-swap operation is an involution).

Since every vertex is recoloured at most twice in a recolouring path, \(v\) appears at most twice in the sequence \(v_1, \ldots, v_\ell\). So there are at most 2 choices for \(i^* \in [\ell]\) with \(v_{i^*} = v\), and by the argument above, there are at most two pairs \((\alpha, \beta)\), with \(f(\alpha, \beta) = f\), and \((\alpha, \beta) \in \Lambda_{\sigma, \eta}\). \(\square\)

Using the previous lemma, we can bound the size of \(\Lambda_{\sigma, \eta}\)

**Lemma 47.** Suppose that \(\sigma\) and \(\eta\) differ at \(v \in U\). If \(v\) is free, then \(|\Lambda_{\sigma, \eta}| = O_{\ell}(|\Omega^L_U|)\). If \(v\) is constrained, then \(|\Lambda_{\sigma, \eta}| = O_{\ell}(d|\Omega^L_U|)\).

**Proof.** By Lemma 46, it suffices to bound the number of permutations \(f\) which are compatible with \((\sigma, \eta)\). The key idea is the following claim that not all candidates for \(f\) are compatible, as constrained vertices can only block and be blocked by vertices with colours in their lists.
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Claim 48. Let \((\alpha, \beta) \in \Lambda_{\sigma, \eta}\) with \(f(\alpha, \beta) = f\). For every constrained vertex \(u \in U\) with \(u \neq v\), one of the following holds:

i) \(\eta(f(u)) = \beta(f(u))\);

ii) \(\sigma(f^{-1}(u)) = \alpha(f^{-1}(u))\);

Moreover, i) holds if and only if \(u\) is recoloured in \(\gamma_{\alpha, \beta}\) before the transition \((\sigma, \eta)\).

Proof. By construction of the recolouring paths, constrained vertices are only recoloured once. Let \(C\) be the cycle containing \(u\). If \(v \notin V(C)\), then the vertices in \(C\) are recoloured either all before \(v\), or all after \(v\). In particular we have \(\sigma|_{V(C)} = \eta|_{V(C)}\), and it is equal to \(\beta|_{V(C)}\) if \(u\) is recoloured before \((\sigma, \eta)\) and to \(\alpha|_{V(C)}\) otherwise. Since \(f(u), f^{-1}(u) \in V(C)\), either i) or ii) holds.

If \(v \in V(C)\), then

- If \(f(u)\) is not the smallest free vertex in \(C\), then assume that i) does not hold. Since \(f(u)\) is recoloured only once, this means that \(\eta(f(u)) = \alpha(f(u))\). Consequently, \(f(u)\) is recoloured after the transition \((\sigma, \eta)\), and since \(u \neq v\), this is also the case for \(u\). This means that \(f^{-1}(u)\) is recoloured either during or after the transition \((\sigma, \eta)\), and in both cases ii) holds.

- Symmetrically, if \(f^{-1}(u)\) is not the smallest free vertex in \(C\), then assuming that ii) does not hold we conclude that \(u\) has been coloured before the transition \((\sigma, \eta)\) and that i) holds.

- Finally, if \(f(u) = f^{-1}(u)\) is the smallest free vertex in \(C\), then \(v = f(u)\). In this case, either this is the first time \(v\) is recoloured, so \(u\) is recoloured after \((\sigma, \eta)\) and \(\sigma(v) = \alpha(v)\), and ii) holds, or it is the second time \(v\) is recoloured, so \(u\) is recoloured before \((\sigma, \eta)\) and \(\eta(v) = \beta(v)\) and i) holds.

\[\square\]

Suppose that \(v\) is free. As there are at most \(t\) constrained vertices, there are at most \(2^t\) choices to decide which of items i) or ii) holds for them. For \(s \in [t]\), let \(x_1, \ldots, x_s\) be the constraint vertices that satisfy i) and \(y_1, \ldots, y_{t-s}\) be the ones that satisfy ii). For every \(i \in [s]\), by definition of \(f\) we have \(\eta(f(x_i)) = \beta(f(x_i)) = \alpha(x_i) \in L(x_i)\) and there are at most \(|L(x_i)|\) choices \(z \in U \cup \{w\}\) for \(f(x_i) = z\), namely the ones with \(\eta(z) \in L(x_i)\). Analogously, for \(i \in [t-s]\), by definition of \(f\) we have \(\sigma(f^{-1}(y_i)) = \alpha(f^{-1}(y_i)) = \beta(y_i) \in L(y_i)\) and there are at most \(|L(y_i)|\) choices \(z \in U \cup \{w\}\) for \(f(z) = y_i\). Thus, there are at most \(\prod_{i=1}^t |L(x_i)| \prod_{i=1}^{t-s} |L(y_i)| = \prod_{i=1}^t |L(u_i)|\) choices for the images of \(x_i\) and the preimages of \(y_i\). Note that \(f(x_i) \neq y_j\) for every \(i, j\) as i) holds if and only if \(u\) is recoloured before \((\sigma, \eta)\) and \(v\) is a free vertex. So these choices fix exactly \(t\) images in \(f\). Finally, there are at most \((d+1-t)!\) ways to complete \(f\) by choosing successively the image of the remaining elements. Using Lemma 46 and (5.5), we have

\[|\Lambda_{\sigma, \eta}| \leq 2 \cdot 2^t(d+1-t)! \prod_{i=1}^t (|L(u_i)|) \leq 2^{t+1} \left( \prod_{i=1}^t \frac{|L(u_i)|}{|L(u_i)| - i + 1} \right) |\Omega_U^f| = O_t(|\Omega_U^f|) .\]

Assume now that \(v\) is constrained. There are at most \(2^{t-1}\) ways to choose a configuration of i) and ii) for the remaining constrained vertices. In comparison to the case where \(v\) is free, as neither
i) nor ii) holds for $u = v$, there is an extra factor $|L(v)| \leq d + 1$ to choose either the image or the preimage of $v$ in $f$. Similarly as before, it follows that

$$|\Lambda_{\sigma, \eta}| = O_t(d|\Omega_U|).$$

We are now in a good situation to prove Lemma 44.

**Proof of Lemma 44.** In order to apply the weighted canonical paths theorem to $L_U^L$ and $L_{\text{int}}^L$, we need to choose a weight function $\omega$ for all $(\sigma, \eta) \in L_U^L$. Let $v$ be the vertex where $\sigma$ and $\eta$ differ. We define $\omega$ as follows

$$\omega(\sigma, \eta) := \begin{cases} 
\frac{d}{p_i} & \text{if } v = u_i \text{ for } i \in [t], \\
\frac{1}{p_i} & \text{if } v = u_i \text{ for } i \in [d] \setminus [t].
\end{cases} \quad (5.8)$$

As for every recolouring path $\gamma$, each element of $U$ is recoloured at most twice, it follows that

$$|\gamma|_\omega \leq 2 \left( \sum_{i=1}^t \frac{d}{p_i} + \sum_{i=t+1}^d \frac{1}{p_i} \right). \quad (5.9)$$

Both stationary distributions of $L_U^L$ and $L_{\text{int}}^L$ are uniform on $\Omega_U^L$. Also recall that $L_{\text{int}}^L[\alpha \to \beta] = 1/|\Omega_U^L|$ for any good pair $(\alpha, \beta)$.

Using Lemma 47, regardless of whether the vertex where $\sigma$ and $\eta$ differ is free or constrained, we can bound the congestion of the transition $(\sigma, \eta)$ as follows

$$\rho_{\sigma, \eta} = \frac{1}{L_U^L[\sigma \to \eta]|\omega(\sigma, \eta)|} \sum_{(\alpha, \beta) \in \Lambda_{\sigma, \eta}} \frac{|\gamma_{\alpha, \beta}|_\omega}{|\Omega_U^L|} \leq \frac{|\Lambda_{\sigma, \eta}|}{L_U^L[\sigma \to \eta]|\omega(\sigma, \eta)||\Omega_U^L|} : \max_{\alpha, \beta} |\gamma_{\alpha, \beta}|_\omega = O_t \left( \sum_{i=1}^t \frac{d}{p_i} + \sum_{i=t+1}^d \frac{1}{p_i} \right).$$

The desired result follows from Proposition 36. \qed

### 5.5.2 Comparing $L_{\text{int}}^L$ with $L_{\text{uni}}^L$: the proof of Lemma 45

The proof of this lemma uses the fractional paths method with uniform weights. To define the paths, we first split the set of constrained vertices into two subsets. Let $A$ be the set of constrained vertices $u$ satisfying $|L(u)| \leq 2(3t + 2)$, and let $B$ be the remaining ones. Before we define the paths, we will need the following result.

**Lemma 49.** Let $\alpha, \beta \in \Omega_U^L$ and let $\xi_A$ be an $L$-colouring of the vertices in $A$. Assume that $\alpha|_A$ and $\xi_A$ differ on at most one vertex, and similarly for $\xi_A$ and $\beta|_A$. There exists a constant $c(t) > 0$ such that there are at least $c(t)|\Omega_U^L|$ colourings $\xi \in \Omega_U^L$ satisfying that $\xi|_A = \xi_A$, and both $(\alpha, \xi)$ and $(\xi, \beta)$ are good pairs.
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Proof. Assume that $A = \{u_1, \ldots, u_a\}$, so $|B| = t - a$. Construct the colouring $\xi$ by setting $\xi|_A = \xi_A$ and then choosing the colours in $U \setminus A$ one by one, starting from the vertices in $B$, as follows:

- for each $v \in B$, choose $\xi(v) \notin \xi(A) \cup \alpha(A \cup B) \cup \beta(A \cup B)$ that has not been used already;
- for each free vertex, choose a colour not used by the vertices already coloured in $\xi$.

When we choose the colour for $v \in B$, there are at most $3t + 2$ forbidden colours. Indeed, there are at most $a + 2(t - a) + 2$ colours in $\xi(A) \cup \alpha(A \cup B) \cup \beta(A \cup B)$, and at most $t - a$ colours used by the previous vertices in $B$ that have already been coloured by $\xi$. Thus, for $v \in B$ there are at least $|L(v)| - (3t + 2) \geq |L(v)|/2$ choices for $\xi(v)$. Using (5.5), the total number of colourings extending $\xi_A$ is at least

$$
\prod_{v \in B} \left( |L(v)| - (3t + 2) \right) \cdot (d + 1 - t)! \geq \frac{(d + 1 - t)!}{2^{t-a}} \prod_{v \in B} |L(v)|^2 \geq \frac{\prod_{i=1}^t |L(u_i)|}{(2(3t + 2))^t}.
$$

It suffices to show that for any such extension $\xi$ of $\xi_A$, $(\alpha, \xi)$ and $(\xi, \beta)$ are good pairs. We only prove it for $(\alpha, \xi)$ as the other case is symmetric. Assume by contradiction that $f(\alpha, \xi)$ contains a 3-cycle, and let $C$ be this cycle. Then $V(C) \cap B = \emptyset$. Indeed, if $v \in V(C) \cap B$, then there exists a vertex $u \in A \cup B$ with $\alpha(u) = \xi(v)$, but this contradicts the fact that $\xi(v) \notin \alpha(A \cup B)$. Thus, $V(C) \subseteq A$, but this is not possible since $\alpha|_A$ and $\xi|_A$ differ by at most one vertex. \qed

We can now compare the relaxation times of $\mathcal{L}^L_{\text{int}}$ and $\mathcal{L}^L_{\text{unif}}$.

**Proof of Lemma 45.** We use the fractional paths method. Note that both $\mathcal{L}^L_{\text{int}}$ and $\mathcal{L}^L_{\text{unif}}$ are ergodic, reversible and symmetric and that their stationary distributions are uniform on $\Omega^L_m$.

It suffices to define a collection of fractional paths $\Gamma_{\alpha, \beta}$ between any two colourings $\alpha$ and $\beta$ in $\Omega^L_m$. Since there are at most $t$ constrained vertices and their lists have size at least $t + 1$, we can find a sequence of $L$-colourings of $A$, $\alpha|_A = \xi^0, \xi^1, \ldots, \xi^m = \beta|_A$, such that any two consecutive colourings differ by one vertex. Let $M$ be an upper bound on the length of these paths for every $\alpha, \beta$, which only depends on $t$.

For $m \in [M]$, let $\Gamma^m_{\alpha, \beta}$ be the collection of all the paths of the form $\alpha = \xi^0, \xi^1, \ldots, \xi^m = \beta$ where $\xi^i|_A = \xi^i_A$, and $(\xi^{i-1}, \xi^i)$ is a good pair for $i \in [m]$. By Lemma 49, for each $i \in [m - 1]$ there are at least $c(t)|\Omega^L_m|$ choices for $\xi^i$, independently of the choices of the other $\xi^j$ for $j \neq i$. Thus, $|\Gamma^m_{\alpha, \beta}| \geq (c(t)|\Omega^L_m|)^{m-1}$, and if $g$ is the uniform flow, then each $\gamma \in \Gamma^m_{\alpha, \beta}$ satisfies $g(\gamma) \leq (c(t)|\Omega^L_m|)^{-1}$. Let $\Gamma^m = \{\Gamma^m_{\alpha, \beta} : \alpha, \beta \in \Omega^L_m\}$ and $\Gamma = \cup_{m=1}^M \Gamma^m$.

We need to bound the congestion of any good pair $(\sigma, \eta)$. We fix $m \in [M]$ and will bound the contribution of $\Gamma^m$ to it. Let $\gamma = \xi^0, \xi^1, \ldots, \xi^m \in \Gamma^m$ containing $(\sigma, \eta)$. There are at most $m$ choices for $i \in [m]$ such that $\sigma = \xi^{i-1}$ and $\eta = \xi^i$. Then, there are at most $|\Omega^L_m|^{m-1}$ choices for $\xi^j$ with $j \notin \{i-1, i\}$. Each such path satisfies $g(\gamma) \leq (c(t)|\Omega^L_m|)^{-1}$. Thus,

$$
\sum_{\gamma \in \Gamma^m, \gamma \ni (\sigma, \eta)} g(\gamma) |\gamma| \leq mc(t)^{-(m-1)}.
$$
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Hence,
\[ \rho_{\sigma,\eta} \leq \sum_{m=1}^{M} mc(t)^{-(m-1)} = O_t(1), \]
and, by Proposition 37, we obtain the desired result. \qed

5.5.3 Dynamics of two cliques intersecting at a vertex

In this section we study a similar dynamics, that we will also use in the main proof. Let \( z \) be a vertex. For \( d \geq 1 \), let \( X = \{ z, x_1, \ldots, x_{d-1} \} \) and \( Y = \{ z, y_1, \ldots, y_{d-1} \} \) two sets of vertices and consider the graph with vertex set \( Z = X \cup Y \) where each set \( X \) and \( Y \) induces a clique. As before, we fix the number of colours \( k = d + 1 \). For a list assignment \( L \) of \( Z \), recall the definition of \( \Omega^L \), and the dynamics \( L^t \), where we denote by \( p_z, p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1} \) the parameters for \( z, x_1, \ldots, x_{d-1}, y_1, \ldots, y_{d-1} \), respectively.

Let \( t, t_X, t_Y \) be non-negative integers with \( t \geq t_X + t_Y \) and \( 1 \leq t_X, t_Y \leq d - 1 \). Without loss of generality, we will assume that \( d \) is sufficiently large with respect to \( t \). If this is not the case, then \( |\Omega^L| \) is a constant depending on \( t \), and the relaxation time is \( O_t(1) \). A list assignment \( L \) is \((t, t_X, t_Y)\)-feasible if

- \( |L(z)| = d + 1; \)
- \( |L(x_i)|, |L(y_j)| \geq t \) for every \( i \in [t_X] \) and \( j \in [t_Y]; \)
- \( |L(x_i)|, |L(y_j)| = d + 1 \) for every \( i \in [d - 1] \setminus [t_X] \) and \( j \in [d - 1] \setminus [t_Y]; \)

We define free and constrained vertices as before, with the exception of \( z \) which is considered a constrained vertex. If \( L \) is \((t, t_X, t_Y)\)-feasible, then

\[
|\Omega^L| \geq \left( \prod_{i=1}^{t_X} |L(x_i)| - i + 1 \right) \left( \prod_{j=1}^{t_Y} |L(y_j)| - j + 1 \right) \cdot (d + 1 - t)(d - t_X)(d - t_Y)! (d - t_Y)!
\]  
(5.10)

\[
|\Omega^L| \leq \left( \prod_{i=1}^{t_X} |L(x_i)| \right) \left( \prod_{j=1}^{t_Y} |L(y_j)| \right) \cdot d(d - t_X)(d - t_Y)! .
\]  
(5.11)

As before, the chain is symmetric and, if \( L \) is \((t, t_X, t_Y)\)-feasible for some \( t, t_X, t_Y \) satisfying the conditions stated above, it follows from results below that it is ergodic, so its stationary distribution is uniform.

We will prove a bound analogous to the one in Lemma 43 on the relaxation time of \( L^t \).

Lemma 50. If \( L \) is \((t, t_X, t_Y)\)-feasible and \( k = d + 1 \), then we have

\[ \tau(L^t) = O_t \left( d^2 \left( \frac{d}{p_z} + \sum_{i=1}^{t_X} \frac{d}{p_i} + \sum_{i=t_X+1}^{d-1} \frac{1}{p_i} + \sum_{j=1}^{t_Y} \frac{d}{q_j} + \sum_{j=t_Y+1}^{d-1} \frac{1}{q_j} \right) \right). \]

The proof follows the same lines as the proof of Lemma 43, so we will only sketch it, stressing the parts where the two differ. For \( \alpha \in \Omega^L \), denote by \( \alpha_X \) and \( \alpha_Y \) the restrictions of \( \alpha \) onto \( X \) and \( Y \), respectively. As we did for the clique, we extend \( \alpha \) by adding two artificial vertices: \( w_X \)
in \( X \) and \( w_Y \) in \( Y \), and by assigning to them the only available colour in each set. Define the permutations \( f_X \) and \( f_Y \) as before.

We say that \((\alpha, \beta)\) is good if and only if both \((\alpha_X, \beta_X)\) and \((\alpha_Y, \beta_Y)\) are good (i.e., there is no 3-cycle in the permutations \( f_X \) and \( f_Y \)). Remember that \( z \) is a constrained vertex, and as a consequence if \((\alpha, \beta)\) are good, every cycle in the permutations contains a free vertex different from \( z \). Redefine the dynamics \( L^L_{\text{uni}} \) on \( \Omega^L_Z \) as in (5.6), and, using the new definition of good pairs, redefine \( L^L_{\text{int}} \) on \( \Omega^L_Z \) as in (5.7). We proceed in two steps by bounding the ratios of the relaxation times of \( L^L_Z \) and \( L^L_{\text{int}} \) and of \( L^L_{\text{int}} \) and \( L^L_{\text{uni}} \).

**Lemma 51.** If \( k = d + 1 \), then we have

\[
\frac{\tau(L^L_Z)}{\tau(L^L_{\text{uni}})} = O_l\left( \frac{d^2}{p_z} + \sum_{i=0}^{t_X} \frac{d}{p_i} + \sum_{j=0}^{d-1} \frac{1}{q_i j} + \sum_{j=t_y+1}^{d-1} \frac{1}{q_j} \right).
\]

**Sketch of the proof.** We reuse the recolouring paths defined in Lemma 44 for the clique. Given two colourings \( \alpha \) and \( \beta \), denote by \( \gamma^X_{\alpha_X, \beta_X} \) and \( \gamma^Y_{\alpha_Y, \beta_Y} \) the recolouring paths constructed for each of the two sets \( X \) and \( Y \) independently. Observe that for each path in these sets, each constrained vertex is recoloured at most once. In particular, \( z \) changes its colour at most once. Construct the recolouring path \( \gamma_{\alpha, \beta} \) in the following way:

- apply the recolourings in \( \gamma^X_{\alpha_X, \beta_X} \) until \( z \) needs to be recoloured;
- apply the recolourings in \( \gamma^Y_{\alpha_Y, \beta_Y} \);
- apply the remaining recolourings in \( \gamma^X_{\alpha_X, \beta_X} \).

Note that in the second step, \( z \) can be safely recoloured with \( \beta(z) \) because its target colour is available in \( X \), since the next move according to \( \gamma^X_{\alpha_X, \beta_X} \) would be to recolour \( z \) with colour \( \beta(z) \). We need to bound the congestion of each transition for this collection of paths.

For a transition \((\sigma, \eta)\), let \( A_{\sigma, \eta} \) be the set of good pairs \( \alpha, \beta \) such that \( \gamma_{\alpha, \beta} \) contains \((\sigma, \eta)\). The analogues of Lemmas 46 and 47 hold in this setting. In particular, for every \((\sigma, \eta)\) differing at a vertex \( v \), if \( v \) is free then \( |A_{\sigma, \eta}| = O_l(\Omega^2_Z) \), if \( v \neq z \) is constrained then \( |A_{\sigma, \eta}| = O_l(d|\Omega^2_Z|) \), and if \( v = z \) then \( |A_{\sigma, \eta}| = O_l(d^2|\Omega^2_Z|) \) as we get an extra factor \( d \) for each permutation. This allows us to bound the congestion of a transition as in the previous section, and so Lemma 51 follows.

**Lemma 52.** If \( L \) is \((t, t_X, t_Y)\)-feasible and \( k = d + 1 \), then we have

\[
\frac{\tau(L^L_{\text{int}})}{\tau(L^L_{\text{uni}})} = O_l(1) .
\]

**Sketch of the proof.** The lemma can be proved using the same steps as in the proof of Lemma 45. Let \( A_X \) and \( A_Y \) be the set of constrained vertices with lists of size at most 2\((3t_2 + 2)\) in \( X \) and \( Y \), respectively. Let \( A = A_X \cup A_Y \) and let \( B \) be the set of constrained vertices that are not in \( A \). As \( z \) is a constrained vertex with \(|L(z)| = d + 1 > 2(3t + 2)\), we have \( z \in B \). The analogous of Lemma 49 still holds in this setting.

For any \( \alpha, \beta \in \Omega^L_Z \), we would like to find a sequence \( \alpha|_A = \xi^0_A, \ldots, \xi^m_A = \beta|_A \) of colourings of \( A \) such that each consecutive pair differs only at one vertex. As \( z \notin A \) and as all constrained vertices in \( A \) have a list of size at least \( t + 1 \), this sequence can be found by independently recolouring \( A_X \).
and $A_V$. Arguing as in the proof of Lemma 45, we can construct many recolouring paths between $\alpha$ and $\beta$ with transitions that correspond to good pairs. Then, Proposition 37 implies the desired result.

5.6 Glauber dynamics on edge-colourings of trees

In this section we prove our main theorem. We follow a similar approach to the one of Lucier, Molloy and Peres in [LMP09] for vertex-colourings, by recursively splitting the tree into smaller subtrees using block dynamics. However, there are several points where our strategies differ.

5.6.1 Relaxation time of block dynamics

In all this section, we will assume that $G = (V_G, E_G)$ is a $d$-regular tree, that is every internal vertex has degree exactly $d$. We also assume that $k = d + 1$.

Definition 2. A subtree $T$ of $G$ is splitting if one of the following holds.

- $T$ is a single edge,
- $T$ has fringe interior boundary $|\partial T| \leq 2$. If $\partial T = \{e, f\}$, then $e$ and $f$ are not incident.

Fix $\mu \in \Omega_{E_G}$, and fix $T = (V, E)$ a splitting subtree of $G$. Note that since $T$ has fringe boundary, it is also $d$-regular. The central point of our proof is to study $L^\mu_E$ by decomposing it into the dynamics of its subtrees using the block dynamics defined in Section 5.4.2. We will assume that $T$ is rooted in one of the two following ways.

Vertex-rooted trees: The root of $T$ is $r \in V$, an internal vertex of $T$. Let $e_1, \ldots, e_d$ be the edges incident to $r$. For each $i \in [d]$, we consider the block formed by the edges of the subtree hanging from $e_i$.

Edge-rooted trees: The root of $T$ is an edge $e = xy$ where $x$ and $y$ are internal vertices of $T$ (so, $e \notin \partial T$). Let $e_1, \ldots, e_{2d-2}$ be the edges incident to $e$. We let $\{e\}$ be a block, and for every $i \in [2d-2]$, we consider the block formed by the edges of the subtree hanging from $e_i$.

In both cases, we denote by $E = \{E_1, \ldots, E_r\}$ the block partition described above. Note that each block in $E$ contains at most one edge incident to edges in other blocks. Let $H = (U, F)$ be the subgraph induced by these edges. Note that in the case of a vertex rooted tree, $H$ is a star, and in the case of an edge rooted tree, $H$ is a bi-star: two stars joined by an edge. For each $i \in [r]$, let $T_i$ be the subtre with edge set $E_i$.

Throughout this section we will make the following two assumptions on $E$.

(A1) $T_i$ is splitting for every $i \in [r]$;
(A2) $L^\sigma_{E_i}$ is ergodic for every $i \in [r]$ and every $\sigma \in \Omega^\mu_{E_i}$.

Thus, we can define the reduced block dynamics on $E$ with boundary condition $\mu$. Recall from Section 5.4.2 that its state space is $\Omega_R$, the restriction to $H$ of the colourings in $\Omega^\mu_E$. Moreover,
its transition matrix is given for any $\hat{\sigma} \neq \hat{\eta}$:

$$
\mathcal{R}^\mu_E[\hat{\sigma} \to \hat{\eta}] = \begin{cases} 
g_i \pi_{\text{proj}}^\hat{\sigma}(\hat{\eta}) & \text{if there exists } i \in [r] \text{ such that } \hat{\eta} = \eta_i \text{ for some } \eta \in \Omega^\mu_{E_i}, \\
0 & \text{otherwise.} \end{cases}
$$

(5.12)

where $\pi_{\text{proj}}^\hat{\sigma}$ is the projection of $\pi^\mu_{E_i}$ onto $F$ (see (5.3)). To bound the relaxation time on $T$, we will proceed in two steps. First we compare the original dynamics $\mathcal{L}^\mu_E$ to the reduced block dynamics on $E$ using Propositions 39 and 40 from Section 5.4.2. Then, we bound the relaxation time for the reduced block dynamics using the results from Section 5.5. The three following lemmas will help us for the second step. They show that the transition rates and the stationary distribution of the reduced block dynamics are close to uniform. We will first prove bounds on the stationary distribution for the reduced block dynamics, and then proceed to bound the relaxation time for the reduced block dynamics.

**Lemma 53.** Assuming (A1)–(A2), the reduced block dynamics $\mathcal{R}^\mu_E$ is ergodic and reversible, and its stationary distribution $\pi_R$ is the projection of $\pi^\mu_E$ onto $F$.

**Proof.** Let $H^\ell$ be the line graph with vertex set $F$, the set of edges of $H$. Consider the Glauber dynamics $\mathcal{L}^\mu_F$ with the following list constraints on $e \in F$

- $L(e) = [k] \setminus \mu(N(e) \cap \partial T)$ if $e \in \partial T$,
- $L(e) = [k]$ for every other edge.

Then, since each block $E_i$ contains only one edge in $H$, the reduced block dynamics $\mathcal{R}^\mu_E$ has exactly the same transitions as $\mathcal{L}^\mu_F$, but with possibly different probability transitions. Thus, $\mathcal{R}^\mu_E$ is ergodic if and only if $\mathcal{L}^\mu_F$ is.

If $T$ is vertex-rooted, then $H$ is a star, and $H^\ell$ is a clique. Additionally, since $T$ is splitting, the two edges in $\partial T$ are not adjacent, and in particular only one is in $H$. This edge, if it exists, is assigned a list of length 2, so $L$ is 1-feasible. The ergodicity of $\mathcal{L}^\mu_F$ follows from Lemma 43 with $t \leq 1$.

If $T$ is edge-rooted, then $H$ is a bi-star, and $H^\ell$ is composed of two cliques intersecting at one vertex. Moreover, the two edges in $\partial T$ cannot be in the same side of the bi-clique, and each has a list of length at least 2. So $L$ is $(2, 1, 1)$-feasible. The ergodicity of $\mathcal{L}^\mu_F$ follows from Lemma 50 with $t_x, t_y \leq 1$ and $t \leq 2$.

Lemma 41 implies that the reduced block dynamics is reversible for the projection of $\pi^\mu_E$ onto $F$, concluding the proof.

Before giving a bound on the relaxation time of the reduced block dynamics, we will prove some bounds on its stationary distribution $\pi_R$ to show that it deviates from a uniform distribution by at most a constant factor. To this end, the following lemma is a technical tool that we will reuse later. It shows that, given a boundary configuration, under the uniform distribution the probability that an edge $e_i$ is assigned an available colour is close to uniform.

**Lemma 54.** For any subtrees $T_i$ with edge-set $E_i$, any $e_i \in \partial T_i$ and any $\sigma \in \Omega^\mu_{E_i}$, let $C = \sigma(N(e_i) \cap \partial T_i)$. Assuming (A1)–(A2), for every $c \in [k] \setminus C$, we have

$$
\pi^\mu_{E_i}(\{\xi \in \Omega^\mu_{E_i} : \xi(e_i) = c\}) = \frac{1}{2}(1 + O(1/d)).
$$
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Moreover, if $|\partial T_i| = 1$, then
\[ \pi_{\xi_i}^R(\{\xi \in \Omega_{E_i}^\sigma : \xi(e_i) = c\}) = \frac{1}{2}. \]

Proof. First assume that $\partial T_i = \{e_i, f_i\}$. As $G$ is $d$-regular, and $T_i$ is splitting, in particular its boundary is fringe. Since $k = d + 1$, this implies that there are exactly two colours available for $e_i$ and two colours for $f_i$.

We will bound $|\Omega_{E_i}^\sigma(c)|$, the number of colourings in $\Omega_{E_i}^\sigma$ that assign $c$ to $e_i$. Let $P = (V_P, E_P)$ be the unique path in $T_i$ that connects $e_i$ and $f_i$ and let $s = |V_P|$. As $T$ is splitting and $|\partial T_i| = 2$, we have $s \geq 4$. If we fix a colouring $\xi_P$ of $E_P$, observe that the number of colourings of $\xi \in \Omega_{E_i}^\sigma$, such that $\xi|_P = \xi_P$ is independent of $\xi_P$. Indeed, if we remove $E_P$, we obtain a collection of rooted subtrees $T_i', \ldots, T_s'$ with root $v_i \in V_P$. Given $\xi_P$, there are exactly $(d - 1)!$ ways to colour the edges of $T_i'$ incident to $v_i$, and for each internal vertex, there are exactly $d!$ ways to choose a colouring of the edges hanging from it.

Therefore, in order to bound the ratio $|\Omega_{E_i}^\sigma(c)|/|\Omega_{E_i}^\sigma|$, we only need to compute $|\Omega_{E_P}^\sigma|$ and $|\Omega_{E_P}^\sigma(c)|$, respectively the number of colourings of $P$ compatible with $\sigma$, and the number of these colourings $\xi_P$ for which $\xi_P(e_i) = c$. We can obtain a colouring of $P$ by first colouring $e_i$ and $f_i$, and then choosing the colour of the other edges in $P$ in the order they appear on the path from $e_i$ to $f_i$. As $s \geq 4$, there is at least one edge in $E_P \setminus \{e_i, f_i\}$. For each of these edges except for the last one, there are $d$ choices of colours. For the last edge there are either $d$ or $d - 1$ choices. It follows that
\[ 4d^{s-1}(d - 1) \leq |\Omega_{E_P}^\sigma| \leq 4d^s, \]
\[ 2d^{s-1}(d - 1) \leq |\Omega_{E_P}^\sigma(c)| \leq 2d^s. \]

We conclude that
\[ \pi_{\xi_i}^R(\{\xi \in \Omega_{E_i}^\sigma : \xi(e) = c\}) = \frac{|\Omega_{E_i}^\sigma(c)|}{|\Omega_{E_i}^\sigma|} = \frac{|\Omega_{E_P}^\sigma(c)|}{|\Omega_{E_P}^\sigma|} = \frac{1}{2}(1 + O(1/d)). \]

The second statement follows by a simple symmetry argument. \hfill \square

Lemma 55. Assuming (A1)-(A2), for every $\hat{\sigma} \in \Omega_R$, we have
\[ \pi_R(\hat{\sigma}) = \frac{1 + O(1/d)}{|\Omega_R|}. \]

Proof. Recall that $H = (U, F)$ and that $e_i \in F \cap E_i$ is unique edge of $E_i$ in $H$. Let $\hat{\sigma} \in \Omega_R$, we will compute $\pi_R(\hat{\sigma})$ by using Lemma 53 and by bounding the number of $\sigma \in \Omega_F^d$ such that $\sigma|_F = \hat{\sigma}$. If $t_i = 1$, then $e_i$ is the only boundary edge and, by symmetry, the number of extensions of $\hat{\sigma}$ in $E_i$ does not depend on $\hat{\sigma}(e_i)$. If $t_i = 2$, then there exists $f \in E_i$ with $f \neq e_i$ such that $f \in \partial T_i$. As in the proof of Lemma 54, in this case the number of extensions is the same, up to a $1 + O(1/d)$ multiplicative factor. Since $T_i$ is splitting, there are at most two values of $i \in [r]$ with $t_i = 2$. It follows that, up to a $1 + O(1/d)$ multiplicative factor, each $\hat{\sigma}$ has the same number of extensions. This concludes the proof. \hfill \square

We will also need the following simple bound on the gap of the dynamics of a single edge.
Lemma 56. Let $e \in E_G$ be an edge of $G$. Then,
\[
\min_{\mu \in \Omega_E^{\mu}} \text{Gap}(\mathcal{L}_{\{e\}}^{\mu}) \geq \frac{2}{d+1}.
\]

Proof. Observe that $\Omega_{\{e\}}^{\mu}$ is the set of colourings of a single edge with $k_0 \geq 1$ colours, where each transition happens at rate $1/(d+1)$. If $k_0 = 1$, then the relaxation time is 1. If $k_0 \geq 2$, all positive eigenvalues of $-\mathcal{L}_{\{e\}}^{\mu}$ are equal to $k_0/(d+1)$, so \(\text{Gap}(\mathcal{L}_{\{e\}}^{\mu}) \geq 2/(d+1)\). \qed

We can finally obtain a bound on the relaxation time of $\mathcal{L}_{E}^{\mu}$.

Lemma 57. Assuming (A1)–(A2), the following holds,
\[
\tau(\mathcal{L}_{E}^{\mu}) = O \left( d^3 + \sum_{i=1}^{r} \tau_i \right),
\]
where $\tau_i := \max_{\sigma \in \Omega_E^{\mu}} \tau(\mathcal{L}_{E_i}^{\sigma})$.

Proof. Using Propositions 39 and 40, we know that the relaxation time of $\mathcal{L}_{E_i}^{\mu}$ satisfies
\[
\tau(\mathcal{L}_{E_i}^{\mu}) \leq \tau(\mathcal{R}_{E_i}^{\mu}).
\]
Thus, to get the result, we only need to bound the relaxation time of the reduced block dynamics with partition $\mathcal{E}$. We define an alternative dynamics. Let $\mathcal{R}_{\text{const}}$ be the continuous-time Markov chain with state space $\Omega_R$ and generator matrix given for any $\hat{\sigma} \neq \hat{\eta}$ by
\[
\mathcal{R}_{\text{const}}[\hat{\sigma} \to \hat{\eta}] = \begin{cases} g_i & \text{if } \hat{\sigma} \text{ and } \hat{\eta} \text{ differ only at } e_i, \\ 0 & \text{otherwise}, \end{cases}
\]
where $g_i = 1/\tau_i$. Observe that $\mathcal{R}_{E}^{\mu}$ and $\mathcal{R}_{\text{const}}$ have the same state space and transitions (but different transition probabilities). For every $\hat{\sigma}, \hat{\eta} \in \Omega_R$, Lemma 54 implies that $\pi_{\text{proj}}^{\hat{\sigma},\hat{\eta}} = \pi_{E_i}^{\hat{\sigma}}(\{ \xi \in \Omega_{E_i}^{\mu} : \xi(e_i) = \eta(e_i) \}) = \Theta(1)$, where $\sigma$ is an arbitrary colouring in $\Omega_{E_i}^{\mu}$. So $\mathcal{R}_{E_i}^{\mu}[\hat{\sigma} \to \hat{\eta}] = \Theta(\mathcal{R}_{\text{const}}[\hat{\sigma} \to \hat{\eta}])$. Moreover, the stationary distribution $\pi_{\text{const}}$ of $\mathcal{R}_{\text{const}}$ is uniform on $\Omega_R$, and by Lemma 55 we have $\pi_{\text{const}}(\hat{\sigma}) = \Theta(\pi_{\text{const}}(\hat{\sigma}))$ for every $\hat{\sigma} \in \Omega_R$. Thus, it follows from Corollary 38 that
\[
\tau(\mathcal{R}_{E}^{\mu}) = \Theta(\tau(\mathcal{R}_{\text{const}})).
\]

We will bound the relaxation time of $\mathcal{R}_{\text{const}}$ using the results in Section 5.5, and conclude using (5.13) and (5.14).

Suppose first that $T$ is vertex-rooted. This implies that $H$ induces a star with edges $e_1, \ldots, e_d$. Consider the clique with vertex-set $U = \{u_1, \ldots, u_d\}$, where $u_i$ is identified with the edge $e_i$, and the list assignment $L$ of $U$ defined by $L(u_i) = [k] \setminus \mu(N(e_i) \cap \partial T)$. Up to relabelling of the edges, as $k = d+1$, the list assignment $L$ is 1-feasible. Consider the dynamics $\mathcal{L}_{U}^{\mu}$ with probabilities $p_i := g_i$. We can identify $\Omega_R$ and $\mathcal{R}_{\text{const}}$ with $\Omega_{U}^{\mu}$ and $\mathcal{L}_{U}^{\mu}$. By applying Lemma 43 with $t \leq 1$ we have,
\[
\tau(\mathcal{R}_{\text{const}}) = \tau(\mathcal{L}_{U}^{\mu}) = O \left( \sum_{i=1}^{t} \frac{d}{g_i} + \sum_{i=t+1}^{d} \frac{1}{g_i} \right) = O \left( d^2 + \sum_{i=1}^{d} \frac{1}{g_i} \right),
\]
where we used Lemma 56 in the last equality.

If $T$ is edge rooted, then $H$ is a bi-star. We can do the same proof replacing Lemma 43 by Lemma 50 obtaining a similar bound with an additive factor of order $d^3$. \qed
5.6.2 Proof of Theorem 34

Let $k \geq \Delta + 1$ and $G = (V_G, E_G)$ be a tree on $n$ vertices with maximum degree at most $\Delta$. From (1.1) and (5.1) to prove Theorem 34 it suffices to bound $\tau(L^\mu_G)$, the relaxation time of the continuous-time Glauber dynamics.

Let $d := k - 1 \geq \Delta$. Construct the $d$-regularisation $G^d = (V^d_G, E^d_G)$ of $G$ by adding $d - |N(u)|$ leaves adjacent to each internal vertex $u \in V_G$. Note that $G^d$ is $d$-regular as a tree and it has at most $dn$ vertices. By Proposition 42, we have $\tau(L^\mu_G) \leq \tau(L^\mu_{E^d_G})$. So, to prove Theorem 34 it suffices to bound the relaxation time of $d$-regular trees with at most $dn$ vertices, and in the following we assume that $G$ is $d$-regular.

We will prove the following result by induction on the size of the subtree $T$:

**Claim 58.** There is a constant $C$ such that, for every splitting subtree $T = (V, E)$ of $G$ with $m$ edges, and every edge-colouring $\mu \in \Omega_{E_G}$, the Glauber dynamics $L^\mu_E$ with parameters $p_i = 1/k$ is ergodic and

$$\tau(L^\mu_E) \leq d^3m^C.$$  

From this claim, the theorem is obtained immediately by taking $T = G$. If $T$ is composed of a single edge, the Claim 58 follows from Lemma 56. Let $m$ be the number of edges in $T$ and assume $m > 1$. Let $v \in V$ be the vertex such that each subtree $T_i$ hanging from $T$ rooted at $v$ has at most $\lceil \frac{m}{2} \rceil$ edges; this vertex always exists and it is internal. Let $e_i$ be the edge from $T_i$ incident to $v$. We are going to split $T$ into several subtrees by applying Lemma 57, possibly several times. Note that in order to apply this lemma, we must ensure that each of the subtrees is splitting. This gives constraints on how we can split $T$. Precisely, while splitting the tree into subtrees, none of the subtrees can have an internal boundary of size at least 3, and for the subtrees with an internal boundary of size 2, the two edges in the boundary must be non-incident.

The splitting procedure is done according to different cases:

1. If all the $T_i$ are splitting, then simply root $T$ at $v$, and apply Lemma 57. In the following we will assume that not all the $T_i$ are splitting.

2. If $|\mathcal{B}T| = 1$, then there is exactly one subtree, say $T_1$, which is not splitting. All other subtrees $T_i$ for $i \neq 1$ are splitting and have fringe boundary of size 1. Root $T$ at $e_1$. Now, all subtrees pending from $e_1$ are splitting and have at most $\lceil \frac{m}{2} \rceil$ edges, and we can apply Lemma 57.

3. If $|\mathcal{B}T| = 2$, or $e$ and $f$ the two edges on the internal boundary, and $v$ is on the path between $e$ and $f$. Without loss of generality, assume that $T_1$ and $T_2$ contain $e$ and $f$ respectively.

   - If exactly one of $T_1$ or $T_2$ is not splitting, w.l.o.g. we can assume that it is $T_1$. By rooting $T$ at $e_1$, all subtrees pending from $e_1$ are splitting and contain at most $\lceil \frac{m}{2} \rceil$ edges, and we can apply Lemma 57.
   
   - If both $T_1$ and $T_2$ are not splitting, write $e_1 = (v_1, v)$. Since $T_1$ is not splitting, $v_1$ must be incident to $e$. Moreover, since $T_2$ is not splitting, $e_1$ and $f$ are not incident, and all the subtrees pending at $v_1$ are splitting. We apply Lemma 57 a first time by rooting $T$ at $v_1$. Let $T'$ be the subtree hanging from $v_1$ that contains $v$ and root $T'$ at $e_2$. Then, all subtrees pending from $e_2$ are splitting, and we can apply Lemma 57 a second time. The resulting subtrees all have at most $\lceil \frac{m}{2} \rceil$ edges.
4. Finally, if \( v \) is not on the path between \( e \) and \( f \), let \( v' \) be the vertex on this path which is closest to \( v \). We can first split at \( v' \) by applying the procedure from the case 3. After this splitting, all the resulting subtrees have at most \( \lceil \frac{m}{2} \rceil \) edges except maybe the subtree \( T' \) containing \( v \). However \( T' \) has a fringe boundary of size 1, and by splitting one more time according to either case 1 or case 2, all resulting subtrees are splitting, and have at most \( \lceil \frac{m}{2} \rceil \) edges. In the worst case, we needed to use Lemma 57 three times in this case.

Let \( T'_1, \ldots, T'_s \) be the subtrees into which \( T \) is split by applying the procedure above, and let \( E'_i \) be the set of edges of \( T'_i \). Since \( T'_i \) is splitting, by the induction hypothesis, \( \mathcal{L}_{E'_i}^\mu \) is ergodic for every \( \sigma \in \Omega^\mu_E \), so \( \mathcal{L}_{E}^\mu \) is also ergodic. Recall that \( \tau_i := \max_{\sigma \in \Omega^\mu_E} \tau(\mathcal{L}_{E'_i}^\sigma) \). Lemma 57 shows that there exists \( K \) such that if \( T \) is split at a vertex/edge into \( r \) subtrees \( T'_1, \ldots, T'_r \), then \( \tau(\mathcal{L}_{E}^\mu) \leq K(d^3 + \sum_{i=1}^r \tau_i) \). As we use Lemma 57 at most three times in each step of the splitting procedure described above, we have

\[
\tau(\mathcal{L}_{E}^\mu) \leq K^3 \left( 3d^3 + \sum_{i=1}^s \tau_i \right),
\]

Using the induction hypothesis on \( T'_i \), if we denote by \( m_i \leq \lceil \frac{m}{2} \rceil \) the number of edges in \( T'_i \), we have:

\[
\tau(\mathcal{L}_{E}^\mu) \leq K^3 \left( 3d^3 + \sum_{i=1}^s d^3 m_i^C \right) \leq K^3 \left( 3d^3 + d^3 \left[ \frac{m}{2} \right]^{C-1} \sum_{i=1}^s m_i \right)
\]

\[
\leq K^3 d^3 \left( 3 + \frac{m^C}{2^{C-2}} \right) \leq d^3 m^C \cdot \frac{K^3}{2^{C-3}}.
\]

So letting \( C \geq 3(1 + \log K) \) gives the desired inequality, and we conclude the proof of Claim 58.
Chapter 6

Online Colouring with Kempe Chains

In this chapter, we are interested in using local reconfiguration to colour graphs in an online setting. These results were obtained with Sylvain Gravier and appear in [GH18].

Usual reconfiguration problems study the question of transforming one solution into an other. However there are settings which are not directly captured by these questions. For example, the target solution might not be known in advance, but instead we want to reach any solution which satisfies some properties. This case appears naturally if we try to use the transformations from the reconfiguration setting to adapt a partial solution to the rest of the input. In the case of graph colouring for example, we might want to adapt a partial solution to colour one additional vertex. Hence, the goal is to modify the current colouring to remove one colour from the neighbourhood of the new vertex we wish to colour. An other notion not directly captured in the reconfiguration setting is locality: in some cases, we might want to find a transformation that changes only a small part of the solution. These two restrictions are interesting in particular in the context of online algorithms.

6.1 Introduction

Online algorithms are a class of algorithms reading their input sequentially. In the case of graph problems, this usually means that the vertices of the graph arrive one by one. As the formal definition of greedy, online, and sequential algorithms is not completely fixed, we start by fixing the convention we use here. In an online algorithm, for each new vertex, the algorithm must adapt a partial solution of the problem on the graph without the new vertex into a solution for the whole graph. For the graph colouring problem, this means that, if $G$ is the graph and $v$ the newly added vertex, the algorithm must transform a colouring of $G - v$ into a colouring of $G$. The study of online algorithms is motivated by situations where the whole input is not available to the algorithm, for example if the input is too large to fit into the main memory of the computer.

In the online setting, recolouring the whole graph at each step is too expensive. Instead, we wish to keep the changes local to the new vertex which was just added to the graph. A special case of such algorithms is if we allow no change at all on the current solution. In the case of colouring, this means that changing the colour of previously coloured vertices is not allowed. Such algorithms are called greedy colouring algorithms. Each time a new vertex is read from the input, a new colour different from its neighbours must be immediately assigned to it, and vertices coloured at an earlier
step cannot be recoloured. The most common greedy algorithm for graph colouring is First-Fit, which consists in taking the smallest colour not already present in the neighbourhood of the new vertex. These online algorithms are usually studied in a setting where the order on the vertices of the graph is arbitrary. The performance of online colouring algorithms is measured in terms of the number of colours used for the worst case ordering.

A similar type of algorithms are sequential algorithms. These algorithms first decide on an ordering of the vertices, and then, apply an online algorithm to colour the graph according to this ordering. In this case the ordering is chosen by the algorithm.

The greedy graph colouring problem is a widely studied subject. For general graphs, a randomized greedy algorithm finding an $O\left(\frac{n}{\log n}\right)$ approximation was devised in [Hal97] while there is a lower bound of $\Omega\left(\frac{n}{\log^2 n}\right)$ on the approximation ratio of any greedy algorithm [HS92]. This lower bound holds even if the algorithm knows in advance the graph being coloured, but not the sequence of vertices in which it is given [Hal00]. An important effort has been directed at studying the performance on usual graph classes. A greedy algorithm with an approximation ratio of $O(\log n)$ was shown for trees [GL88], bipartite graphs [LST89], planar and chordal graphs [Ira94]. On the other hand, this approximation ratio was shown to be optimal for these graph classes [Bea76, AS17, LST89]. The lower bounds even hold for randomized algorithms, algorithms using a small reordering buffer, or algorithm allowed to look at a few future inputs before making a choice [AS17]. Online algorithms with constant approximation ratio exists for other classes of graphs such as interval graphs [KT81, LV98, Smi10, NB08], co-interval graphs [GL88, KQ95, ZZ07, ZZC09] and disk intersection graphs [CFKP07, EF02, AS17].

Online algorithms are closely related to an other model of computation: the dynamic graph model. In this setting, the input is an online sequence of updates to the graph (usually addition/deletion of edges), and for each of these updates, the algorithm must maintain a feasible solution to the problem. This is very similar to the online setting where only addition (of edges or vertices) are permitted, while deletions can also be performed in the dynamic graph model. Several problems have been considered in this setting, see [DEGI09, DFI04] for a survey on the existing results on the problem. The case of colouring in the dynamic graph model has been considered only recently. In [BCK+17], two algorithms are presented for dynamic graph colouring with different trade-off between two parameters: the number of colours used by the algorithm, and the number of vertices which are updated at each step. These results were subsequently improved in [SW18] for some range of the parameters. The problem has also been considered in [BCG19] for various models of computation.

Since the approximation ratio of greedy algorithms is quite large even for some simple classes of graphs such as trees, it is natural to look at more general algorithms. In this chapter, we consider online algorithms which are allowed to change the colour of previous vertices only by making local Kempe exchanges. Recall from Chapter 1 that a Kempe exchange consists in swapping the colours of the vertices of a maximal connected 2-coloured sub-graph of $G$ (called Kempe chain). Applying this transformation creates a new proper colouring of the graph. We call these algorithms online algorithms with Kempe exchanges. For each new vertex $v$, the algorithm can perform Kempe exchanges to remove one colour from the neighbours of $v$, and then use this colour for $v$.

The choice of Kempe exchanges as an operation to recolour the graph is quite natural. It was first considered in Kempe’s failed attempt at proving the four colour theorem, and was used later to prove Vizing’s theorem [Viz64]. More recently, sequential algorithm using Kempe exchange were considered in [MP99] to colour a special subclass of perfect graphs, and in [HG96, HGM98, HM97,
using more complex recolouring operations. In this context, Kempe exchanges are used to locally modify an existing colouring in order to colour a new vertex.

We have also seen in previous chapters that Kempe exchanges can be used in the context of reconfiguration, and sampling random colourings. In the reconfiguration setting, the problem considered is global: the transformations can be usually applied anywhere in the graph. On the contrary, we consider here local transformations. This means that, as in sequential algorithms, the Kempe exchanges are restricted to the neighbourhood of the newly added vertex.

Overview. The chapter is organized as follows. In the next section, we give a formal definitions of online algorithm with Kempe exchanges. Then, we describe such algorithms for several classes of graph: bipartite graphs in Section 6.1.2, chordal graphs in Section 6.2, outer-planar and planar graphs in Section 6.3. An extension of the algorithm on planar graphs to the case of graphs with bounded genus is presented in Section 6.4. Apart from the cases of planar graph and graphs with bounded genus, these algorithm are optimal and robust: they either find an optimal colouring or exhibit a forbidden substructure for this class of graphs. In the case of planar graph, the algorithm only provides a \(O(\log(\Delta))\)-colouring. The question of whether we can achieve a constant number of colours is still open. Finally, in Section 6.5 we give an example of 3-colourable graphs for which any online algorithm using Kempe exchanges (with some additional restrictions) performs badly.

6.1.1 Definitions and notations

We recall some of the notations defined in Chapter 1. A Kempe exchange consists in swapping the two colours in a maximal 2-coloured connected subgraph of \(G\). We will write \((v, i)\) the Kempe exchange that, given a colouring \(c\) produces a colouring \(c' = (v, i)(c)\) obtained by swapping the \((i, c(v))\)-Kempe chain containing \(v\). A vertex \(u\) is changed by the Kempe exchange \((v, i)\) if and only if there is a path between \(u\) and \(v\) coloured using only the colours \(i\) and \(c(v)\). Such a path will be called a bicoloured \((i, c(v))\)-path.

The algorithms that we consider are a special case of online algorithms where the algorithm is allowed to recolour previously coloured vertices only by performing Kempe exchanges. Allowing the algorithm to perform any Kempe exchange would be too powerful as it would allow, in many cases, to recolour the whole graph. To prevent this, the algorithm is only allowed to perform Kempe exchanges which are local to the newly added vertex in the following sense:

**Definition 3.** Let \(G\) be a graph, \(c\) a colouring of \(G\), and \(v, x\) two vertices of \(G\). The Kempe exchange \((i, x)\) is local to \(v\) if \(x \in N(v)\).

We will always consider Kempe exchanges which are local to \(v\), the (not yet coloured) vertex that was just added to the graph. Consequently, we will omit to specify \(v\), and just write that the Kempe exchanges are local as a shorthand for local to \(v\). Note that vertices outside the neighbourhood of \(v\) might still be recoloured by a local Kempe exchange. Indeed, we only require that the starting point of a local Kempe exchange is in the neighbourhood of \(v\), but this transformation can still recolour a large part of the graph. We can now give a formal definition of online algorithms with Kempe exchanges.

**Definition 4.** An online colouring algorithm with Kempe exchanges is an online algorithms such that, for each new vertex \(v\):

- it applies a sequence of local Kempe exchanges,
and then selects a colour for \( v \) not used by any vertex in its neighbourhood.

This definition is quite general, however the algorithms considered here are more simple: they only perform Kempe exchanges when necessary. If a colour is already available to the new vertex without any recolouring, then the algorithm immediately selects that colour. Additionally, the algorithms we describe in the following sections always choose the smallest colour available, and make no assumption on eventual properties of the existing colouring. In other words, with these restrictions an algorithm with Kempe exchanges is given by a procedure taking as input a graph \( G \) with a vertex \( v \) and any colouring \( c \) of \( G - v \). The algorithm must find a sequence of Kempe exchanges such that applying these transformations removes one colour from the neighbourhood of \( v \).

In terms of graph colouring reconfiguration, the question this type of algorithms try to answer can be formulated in the following way. Given a graph \( G \), a vertex \( v \), and a \( k \)-colouring \( c \) of \( G - v \), is there a transformation of \( c \) using local Kempe exchanges into a colouring \( c' \) for which \( N(v) \) is \((k - 1)\)-coloured. Thus, the problem is similar to a colouring reconfiguration problem with two main variations:

- the Kempe exchanges must be local,
- the target colouring is not given, but can be any colouring with the desired properties.

An other important parameter for this kind of algorithm is the length of the reconfiguration path: the number of Kempe exchanges which are applied for each new vertex in the worst case. Since we are interested in only making local changes to the colouring, we want this number to be polynomial in \( \Delta \).

The question we are interested in is to determine for which classes of graphs does such an algorithm exist and how many colours it requires. In the following we will present several algorithms for different classes of graphs.

### 6.1.2 Bipartite graphs

The first simple class of graph that we consider are bipartite graphs. For these graphs, we prove the following result:

**Theorem 59.** There is an online colouring algorithm with Kempe exchange finding a \( 2 \)-colouring of bipartite graphs using at most \( \Delta \) operations at each step.

**Proof.** Let \( G \) be a bipartite graph, \( v \) a vertex of \( G \), and \( c \) the colouring of \( G - v \) obtained from the previous steps of the algorithm. We now describe how to recolour \( G \) using local Kempe exchanges in order to make \( N(v) \) monochromatic. If one of the two colours is not present in the neighbourhood of \( v \), then this colour can be used to colour \( v \). Otherwise, the recolouring procedure is the following: while there is a vertex \( u \in N(v) \) coloured 2, apply the Kempe exchange \( \langle u, 1 \rangle \). None of the vertices in \( N(v) \) coloured 1 can change colour back to 2. Indeed, assume by contradiction that at some step a vertex \( w \in N(v) \) changes colour from 1 to 2 during the Kempe exchange \( \langle u, 1 \rangle \). This implies that there is a path \( p \) of odd length from \( u \) to \( w \) in \( G - v \). Consequently, \( p \cup \{v\} \) is an odd cycle, a contradiction of the assumption that \( G \) is bipartite.

When the procedure ends, after at most \( \Delta \) Kempe exchanges, all the vertices in \( N(v) \) are coloured 1, and \( v \) can be coloured 2. \( \square \)
In particular, this algorithm colours optimally any tree, while the best greedy online algorithm needs \( \Omega(\log n) \) colours in the worst case.

### 6.2 Chordal graphs

In this section, we will exhibit an online algorithm with Kempe exchanges that can colour optimally any chordal graph. A chordal graph is a graph with no induced cycles of length larger than 3. These graphs satisfy the following property:

**Theorem 60** (Dirac, 1961). A graph \( G \) is chordal if and only if there is an ordering \( u_1, \ldots, u_n \) of its vertices such that for all \( i \geq 1 \), \( N(u_i) \cap \{u_1, \ldots, u_{i-1}\} \) is a clique. Such an ordering is called an simplicial ordering.

The ordering in the characterisation above can be computed in polynomial time by iteratively removing simplicial vertices from the graph (i.e., vertices whose neighbourhood forms a clique). Chordal graphs are an important subclass of perfect graphs for which the chromatic number is equal to the largest clique in the graph. The idea of the online algorithm is the following. Let \( v \) be the new vertex that was added to the graph. The algorithm will recolour \( N(v) \) using one less colour. Since the subgraph induced by \( N(v) \) is also chordal, we can find an simplicial ordering of the vertices in \( N(v) \) and recolour these vertices one by one according to this ordering, using local Kempe exchanges. The property that the whole graph is chordal will ensure that the colours of previously recoloured vertices do not change during the successive operations. This property will be proved using the following Lemma.

**Lemma 61.** Let \( G \) be a graph, \( v \) a vertex of \( G \), and \( c \) a colouring of \( G - v \). Assume that there are two vertices \( u_1, u_2 \in N(v) \), such that there is a bi-coloured \((i, j)\)-path between \( u_1 \) and \( u_2 \) in \( G - v \). If \( p \) is the shortest such path, then \( p \subseteq N(v) \).

**Proof.** Let \( u_1 \) and \( u_2 \) be two neighbours of \( v \) such that there is a bi-coloured \((i, j)\)-path between \( u_1 \) and \( u_2 \) in \( G - v \). Take \( p \) to be the shortest bi-coloured \((i, j)\)-path from \( u_1 \) to \( u_2 \) for some colours \( i \) and \( j \). We will show that \( p \subseteq N(v) \). Assume by contradiction that this is not the case, and there is at least one vertex on the path \( p \) which is not a neighbour of \( v \). We can find a subpath \( p' \) of \( p \) such that \( p' \) has length at least 2, and the only vertices of \( p' \) in \( N(v) \) are its two endpoints.

Since \( p \) is the shortest bi-coloured \((i, j)\)-path from \( u_1 \) to \( u_2 \), the graph induced by \( p' \) is a path, and consequently, \( G[p \cup p'] \) is a cycle of length at least 4. This is a contradiction of the assumption that \( G \) is chordal.

**Theorem 62.** There is an online colouring algorithm with Kempe exchanges that colours optimally every chordal graph. The algorithm performs at most \( \Delta \) Kempe exchanges for each new vertex.

**Proof.** Given a graph \( H \), we denote by \( \omega(H) \) the size of the largest clique in \( H \). Let \( G \) be a graph, \( v \) a vertex of \( G \), and \( c \) a colouring of \( G - v \) using \( \omega(G - v) \) colours. If \( \omega(G) = \omega(G - v) + 1 \), then we can directly colour \( v \) using the new additional colour. Otherwise, let \( \omega = \omega(G) \). We will describe an algorithm finding a sequence of Kempe exchanges such that the resulting colouring uses at most \( \omega - 1 \) colours on \( N(v) \). The transformation is made using at most \( \Delta \) Kempe exchanges.

Since \( G \) is chordal, the induced subgraph \( G[N(v)] \) is also chordal. Let \( k = |N(v)| \) be the number of neighbours of \( v \), and let \( v_1, \ldots, v_k \) be an simplicial ordering of the vertices of \( N(v) \). We write \( G_i \)
the subgraph induced by the vertices $v_1, \ldots, v_i$. The recolouring procedure is, for each $i$ from 1 to $k$, if $v_i$ is coloured $\omega$, we apply the Kempe exchange $\langle v_i, x_i \rangle$ where $x_i$ is the smallest colour not present in $N_{G_i}(v_i)$. There is always such a colour $x_i$. Indeed, by definition of the order of the vertices, $N_{G_i}(v_i)$ is a clique, and $N_{G_i}(v_i) \cup \{v_i, v\}$ is also a clique of $G$. Consequently, $|N_{G_i}(v_i)| \leq \omega - 2$.

During step $i$, none of the vertices $v_j$ with $j < i$ is recoloured. Indeed, suppose by contradiction that this is not the case, and let $i$ be the first step at which a vertex $v_j$, with $j < i$ is recoloured. Before the exchange, we have $c(v_j) \neq \omega$. After the exchange, the colour of $v_j$ changes to $\omega$. Consequently, there is bi-coloured $(\omega, x_i)$-path from $v_i$ to $v_j$ in $G - v$. By Lemma 61, this implies that there is a bi-coloured $(\omega, x_i)$-path $p \subseteq N(v)$ from $v_i$ to $v_j$.

Let $v_k$ be the vertex of the path $p$ with the largest index $k$. By choice of the colour $x_i$, we know that $v_k \neq v_i$, since the (only) neighbour of $v_i$ in $p$ has an index larger than $i$. Consequently, since $j < i$, the vertex $v_k$ has two neighbours $v_a$ and $v_b$ in $p$. Since $p$ is 2-coloured, both $v_a$ and $v_b$ have the same colour. Additionally, by choice of $k$, both $a$ and $b$ are smaller than $k$. Since the ordering of the vertices is an simplicial ordering, the neighbours of $v_k$ in $G_{k+1}$ form a clique. In particular, there is an edge between $v_a$ and $v_b$, and this edge is monochromatic, a contradiction.

After the recolouring is done, none of the vertices of $N(v)$ is coloured $\omega$, and the colour $\omega$ can be assigned to $v$.

\section{Planar graphs}

The goal of this section is to show two online algorithm with Kempe exchanges. The first one allows to colour outer-planar graphs using at most 3 colours. The second one can colour any planar graph, but only computes an $O(\log \Delta)$-colouring. We start by the algorithm on outer-planar graphs.

\subsection{Outer-planar graphs}

An outerplanar graph is a graph which admits a planar drawing such that there is a face adjacent to all the vertices of the graph. Such a drawing of an outerplanar graph can be computed in linear time \cite{Bre77}. The face containing all the vertices of the graph is the outer-face. Given an outerplanar graph $G$, and an outer-planar drawing of $G$, we can consider the sequence of vertices in the order they appear on the outer face. Note that the same vertex can appear several times in this sequence as in the example in Figure 6.1. We will prove the following Theorem:

\textbf{Theorem 63.} There is an online colouring algorithm with Kempe exchange that colours optimally any outer-planar graph. The algorithm performs at most $\Delta$ Kempe exchanges at each round.
Proof. Let $G$ be an outer-planar graph, $v$ a vertex of $G$, and $c$ an optimal colouring of $G - v$. If $G$ is bipartite, then we can use the procedure from Theorem 59 to remove one colour from $N(v)$, and obtain a 2-colouring of $G$. Otherwise, we can assume that the colours 1, 2 and 3 are present in $N(v)$.

We will describe a procedure recolouring $N(v)$ with only two colours using at most $\Delta$ local Kempe exchanges.

Let $k = |N(v)|$, and let $v_0 = v, v_1, \ldots, v_k$ be an ordering of the vertices of $N(v) \cup v$, in the order they appear on the outer face in an outerplanar drawing of $G$. Note that there is no ambiguity in the choice of this ordering. Indeed, suppose that there is a vertex, say $v_i$, that appears several times on the outer-face. Then none of the vertices that appear between the first and last occurrence of $v_i$ on the outer face can be neighbours of $v$, since it would contradict the fact that $G$ is outer-planar. We will recolour the vertices $v_1, \ldots, v_k$ successively using the colours 1 and 2.

The algorithm recolours the vertices $v_1, \ldots, v_k$ in this order by doing the following. For $i$ from 1 to $k$, if $c(v_i) = 3$, let $x \in \{1, 2\} \setminus \{c(v_{i-1})\}$ (if $i = 1$, $x$ can be either 1 or 2). We apply the Kempe exchange $(v_i, x)$.

During step $i$, none of the vertices $v_1, \ldots, v_{i-1}$ are recoloured. Indeed, since $G$ is outer-planar, any path in $G - v$ from $v_i$ to some vertex $v_j$ with $j < i$ necessarily goes through $v_{i-1}$. Additionally, the colour of $v_{i-1}$ is different from $x$ and 3 by choice of $x$. Consequently, $v_{i-1}$ is not contained in any bi-coloured $(x, 3)$-path, and there is no bi-coloured $(x, 3)$-path between $v_i$ and $v_j$. At the end of this procedure, $N(v)$ is coloured with colours 1 and 2, and $v$ can be coloured 3.

Note that the algorithm we described above needs to compute the outer-planar embedding of the graph to work. It could be interesting to see if it is possible to devise an algorithm without it.

6.3.2 General planar graphs

The case of general planar graph is more complicated, and we will only prove the following weaker theorem.

**Theorem 64.** There is an online algorithm with Kempe exchanges colouring any planar graph with $O(\log(\Delta))$ colours. The algorithm performs at most $\frac{\Delta^2}{2}$ Kempe exchanges for each new vertex.

The question of whether there exists an algorithm using only a constant number of colours is still open. The algorithm is quite simple but the analysis is more complex than previous cases. The idea is to repeatedly apply a greedy procedure trying to remove one colour from the the neighbourhood of the new vertex $v$. We will show that when this greedy procedure cannot be applied any more, $N(v)$ is coloured using at most $O(\log(\Delta))$ colours.

We start by a few definitions. Let $G$ be a graph, $v$ a vertex of $G$, and $c$ a colouring of $G - v$. Given a colour $i$, the size of $i$ in the colouring $c$ is the number of neighbours of $v$ coloured $i$: $size_c(i) = |N(v) \cap c_i|$. Let $\langle u, j \rangle$ be a local Kempe exchange, and let $c' = (u, j)(c)$ and $i = c(u)$. Suppose that $size_c(i) \leq size_c(j)$. The Kempe exchange $\langle u, j \rangle$ is said to increase inequalities in $c$ if we have $size_c(i) < size_c(i)$ and $size_c(j) > size(j)$. Intuitively, a Kempe exchange increases inequalities if it decreases the size of colours with smaller sizes, and increases the size of colour with larger sizes. The greedy recolouring procedure that we apply is the following.

**Procedure (GreedyRecolor).** While there is a local Kempe exchange $\langle u, i \rangle$ that increases inequalities, apply $\langle u, i \rangle$ to the current colouring.
To prove the theorem, we only need to prove two things: (i) the procedure GreedyRecolor ends in a polynomial in Δ number of rounds, and (ii) if c is a colouring such that there is no local Kempe exchange increasing inequalities, then N(v) is coloured with at most O(\log Δ) colours. The first point is proved in the following Lemma 65. The second point will be proved in Lemma 67 in the next subsection.

Lemma 65. The procedure GreedyRecolor ends after at most \( \frac{\Delta^2}{2} \) rounds.

Proof. To show this result, we will exhibit a potential function Ψ such that:

- Ψ increases at every iteration of GreedyRecolor,
- Ψ is upper bounded.

Let \( k \leq \Delta + 1 \) be the number of colours, and \( c \) be a \( k \)-colouring, we define the potential Ψ by:

\[
Ψ(c) = \sum_{i \in [k]} (\text{size}_c(i))^2.
\]

We will show that Ψ increases by at least 2 at each iteration of GreedyRecolor. Let \( \langle u, j \rangle \) be a local Kempe exchange increasing inequalities in \( c \), and let \( i = c(u) \) and \( c' = \langle u, j \rangle(c) \). By assumption on \( \langle u, j \rangle \), we know that size\(_c\)(i) \leq size\(_c\)(j). Moreover, there is an integer \( x \) such that:

- size\(_{c'}\)(i) = size\(_c\)(i) - \( x \)
- size\(_{c'}\)(j) = size\(_c\)(j) + \( x \)

Since \( \langle u, j \rangle \) increases inequalities, we have \( x \geq 1 \). Additionally, the following holds:

\[
Ψ(c') - Ψ(c) = (\text{size}_{c'}(i))^2 + (\text{size}_{c'}(j))^2 - (\text{size}_c(i))^2 - (\text{size}_c(j))^2
= (\text{size}_c(i) - x)^2 + (\text{size}_c(j) + x)^2 - (\text{size}_c(i))^2 - (\text{size}_c(j))^2
= 2x^2 + 2x(\text{size}_c(j) - \text{size}_c(i)) \geq 2
\]

Moreover Ψ\((c)\) is upper bounded by \( \Delta^2 \) for any colouring \( c \). Indeed, since we know that for any colouring \( c \), \( \sum_i \text{size}_c(i) = \Delta \), Ψ\((c)\) is maximum when \( \text{size}_c(i) \) is zero for all but one colour. The potential Ψ is positive, upper bounded by \( \Delta^2 \), and increases by 2 at each iteration of GreedyRecolor. Consequently, the procedure GreedyRecolor must end after at most \( \frac{\Delta^2}{2} \) rounds.

6.3.3 Grundy colouring of circular graphs

To prove the correctness of the algorithm described in previous subsection, we only need to show that if a colouring has no local Kempe exchange that increases inequalities then \( N(v) \) is coloured using at most \( O(\log Δ) \) colours. To prove this property, we will use a result on a particular drawing of a graph which could be of independent interest. We will first describe this construction, and prove that any colouring satisfying some properties related to this drawing uses a small number of colours. This will then allow us to complete the proof of Theorem 64.

Let \( G \) be a graph, with \( G \) not necessarily planar. A drawing of \( G \) is a function \( f \) that associates to each vertex \( v \) of the graph a point \( f(v) \) in the plane, and to each edge \( (u, v) \) of the graph a path from \( f(u) \) to \( f(v) \). We call a circular drawing of \( G \) a drawing of \( G \) such that all the vertices are represented by points on a circle, and the paths representing the edges are straight line segments. We are interested in colourings which satisfy the following property.
Definition 5. Let $G = (V, E)$ be a graph, with a drawing of $G$. A proper colouring $c$ of $G$ is intersection compatible if for any two crossing edges $(u_1, v_1)$ and $(u_2, v_2)$, the two sets $\{c(u_1), c(v_1)\}$ and $\{c(u_2), c(v_2)\}$ intersect.

An example of a circular drawing of a graph with an intersection compatible colouring is given in Figure 6.2. Note that not all graphs $G$ have a drawing which admits an intersection compatible colouring. Determining which graphs have one could be an interesting question on its own. For example, there is no intersection compatible colouring of $K_5$, the clique on 5 vertices, for any of its drawing on a plane. Indeed, since $K_5$ is not planar, there is at least two edges crossing in any drawing of $K_5$ on the plane. The endpoints of these two edges have all different colours. On the contrary, for any 3-colourable graph, there is a drawing on the plane which has an intersection compatible colouring. In fact any 3-colouring of a 3-colourable graph is intersection compatible for any drawing of the graph, since in this case any two edges share at least one colour.

The idea behind this notion, is that, given an initial planar graph $G$ with a colouring $c$, we can build an auxiliary graph $G'$ whose edges represents Kempe chains. More precisely, if two vertices with different colours are adjacent in $G'$, then there exists a Kempe chain containing both vertices. By a considering a drawing of $G'$ such that if two edges of $G'$ intersect, then the corresponding Kempe chain also intersect, then $c$ is a colouring of $G'$ which must be intersection compatible since the initial graph $G$ is planar.

The upper bound on the number of colours in $N(v)$ after applying the procedure GreedyRecolor will be obtained in two step. First, we show that when the procedure ends, the colouring of $N(v)$ satisfies some property. Then, we show that a colouring of $G'$ which satisfy this property and is intersection compatible cannot have too many colours. We start by proving this second point.

Given a graph $G$ with a colouring $c$, the coloured graph $(G, c)$ will be called circular if there is a circular drawing of $G$ that makes the colouring $c$ intersection compatible. A $k$-colouring $c$ of a graph is a Grundy $k$-colouring if for every vertex $u$, and for every colour $j < c(u)$, there is a neighbour $w \in N(u)$ such that $c(w) = j$, and at least one vertex is coloured $k$. In other words, every vertex is assigned the smallest colour that is not present in its neighbourhood. The Grundy chromatic number of a graph $G$ is the largest number of colours $k$ such that $G$ has a Grundy $k$-colouring. To put it differently, a colouring is a Grundy colouring if it can be obtained from the algorithm First-Fit, with a certain ordering of the vertices. The Grundy chromatic number is the largest number of colours that the algorithm First-Fit might need for the worst case ordering. We will prove the following result.

Lemma 66. There is a constant $K_0$, such that for any circular (intersection compatible) coloured graph $(G, c)$ with $n$ vertices, if $c$ is a Grundy $k$-colouring of $G$, then $k \leq K_0 \log n$. 
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Note that the lemma does not prove that the Grundy chromatic number of a circular graph is at most \( O(\log n) \). Indeed, a circular graph could have a Grundy colouring using more colours. However, the lemma states that in this case, this colouring is not intersection compatible.

**Proof.** We denote by \( T(k) \) the smallest number of vertices of a circular graph \( G \) having an intersection compatible Grundy \( k \)-colouring. To prove the lemma, it is enough to show that there is a constant \( \alpha > 1 \) such that \( T(k) \geq \alpha^{k-1} \) for any \( k \geq 1 \). We take \( \alpha = 2^4 \), and show this inequality by induction on \( k \). If \( k \leq 4 \), we know that \( T(k) \geq k \geq \alpha^{k-1} \).

Let us assume that \( k > 4 \), and let \((G,c)\) be a coloured circular graph with \( T(k) \) vertices such that \( c \) is a Grundy \( k \)-colouring. Let \( u_0 \) be a vertex coloured \( k \). Since \( c \) is a Grundy colouring, there are three vertices \( u_1, u_2, \) and \( u_3 \) adjacent to \( u_0 \) such that for each \( i \in \{1,2,3\} \), \( u_i \) is coloured \( k - i \). Let \( v_0 = u_0, v_1, v_2, v_3 \) be the vertices \( \{u_0, u_1, u_2, u_3\} \) in the order they appear on the circle in the corresponding circular drawing of \( G \). We denote by \( G' \) the subgraph induced by the vertices with a colour at most \( k - 4 \). We will show that \( G' \) is composed of at least 2 connected components, each of which contains all the colours from 1 to \( k - 4 \). By applying the induction hypothesis on each of these components, this gives as needed:

\[
T(k) = |G| \geq |G'| \geq 2 \cdot T(k - 4) \geq 2 \cdot \alpha^{k-5} = \alpha^{k-1}.
\]

Thus, we only need to show that \( G' \) contains at least two connected components, each of which contains all the colours from 1 to \( k - 4 \). Since \( c \) is a Grundy colouring and \( c(v_1) > k - 4 \), there is a vertex \( w_1 \) adjacent to \( v_1 \) with \( c(w_1) = k - 4 \). Similarly, there is a vertex \( v_2 \) adjacent to \( v_3 \) with colour \( c(v_2) = k - 4 \). See Figure 6.3 for an illustration. Let \( G_1 \) and \( G_2 \) be the connected components of \( G' \) containing \( w_1 \) and \( w_2 \) respectively. Then \( G_1 \neq G_2 \). Indeed, if \( w_1 \) and \( w_2 \) were in the same connected component of \( G' \), then there would be a path from \( w_1 \) to \( w_2 \) using only colours less than or equal to \( k - 4 \). By adding the two edges \((v_1, w_1)\) and \((v_3, w_2)\), we would obtain a path from \( u_1 \) to \( u_3 \) which does not use the colours \( c = c(v_0) \) and \( c(v_2) \). However, this path must necessarily cross the edge \((v_0, v_2)\), a contradiction of the assumption that the colouring \( c \) is intersection compatible.

Consequently we have \( T(k) \geq \alpha^{k-1} \) which can be rewritten as \( k \leq 1 + \frac{\log(T(k))}{\log(\alpha)} \leq K_0 \log(n) \) with \( K_0 = 1 + \frac{1}{\log(\alpha)} \).

We can now see how to use the previous result to complete the proof of the algorithm on planar graphs. The following lemma is the only remaining missing part to prove Theorem 64.
Lemma 67. Let $G$ be a planar graph, $v$ a vertex of $G$, and $c$ a colouring of $G - v$. If there is no local Kempe exchange that increases inequalities, $N(v)$ is coloured using at most $K_0 \log \Delta$ colours for some constant $K_0$.

Proof. Consider a graph $G'$ whose vertex set is $N(v)$, the neighbours of $v$. For every pair of vertices $u_1, u_2 \in N(v)$ such that $c(u_1) \neq c(u_2)$, we add the edge $(u_1, u_2)$ in $G'$ if there is a bi-coloured path from $u_1$ to $u_2$ in $G$. We consider a circular drawing of $G'$ where the vertices appear on the circle in the order they appear around the vertex $v$ in a planar drawing of $G$.

The colouring $c$ of $G$ induces a colouring $c'$ of $G'$ such that:

- The colouring $c'$ is proper. Indeed, we only added edges in $G'$ between vertices with different colours.
- The colouring $c'$ is intersection compatible. Let $(u_1, u_3)$ and $(u_2, u_4)$ be two crossing edges in $G'$. Then, the vertices $u_i$ appear with the order $u_1, u_2, u_3, u_4$ around the vertex $v$ in the planar drawing of $G$. Additionally, there is a bi-coloured $(c(u_1), c(u_3))$-path $p_1$ in $G$ from $u_1$ to $u_3$, and a bi-coloured $(c(u_2), c(u_4))$-path $p_2$ from $u_2$ to $u_4$. Since $G$ is planar, $p_1$ and $p_2$ must cross at some vertex $w$. This implies that $c(w) \in \{c(u_1), c(u_3)\} \cap \{c(u_2), c(u_4)\}$, and consequently, this intersection is not empty.
- Finally, assume that the colours are ordered $1, \ldots, k$ such that $\text{size}_c(1) \geq \text{size}_c(2) \geq \ldots \geq \text{size}_c(k)$. Then $c$ is a Grundy colouring of $G'$ for this ordering of the colours. To prove this, assume by contradiction that there is a vertex $u$ and a colour $i < c'(u)$ such that $u$ has no neighbour coloured $i$. We consider the local Kempe exchange $\langle u, i \rangle$ in the graph $G$. This Kempe exchange does not change the colour of any neighbour of $v$ coloured $i$. Additionally, since $i < c(u)$, this implies $\text{size}(i) \geq \text{size}(u)$. Performing the Kempe exchange $\langle u, i \rangle$ would increase the size of $i$, and decrease the size of $c(u)$. Thus $\langle u, i \rangle$ increases inequalities, a contradiction of the assumption that $c$ did not contain any local Kempe exchange increasing inequalities.

By applying Lemma 66 on the graph $G'$ with the colouring $c'$, we obtain that there is a constant $K_0$ such that $c'$ uses at most $K_0 \log \Delta$ different colours. Consequently, the colouring $c$ uses at most $K_0 \log \Delta$ colours on $N(v)$. \qed

We now have all the ingredients to prove the theorem.

Proof of Theorem 64. Let $K_0$ be the constant in Lemma 67. The algorithm uses $K_0 \log \Delta + 1$ colours. For each new vertex $v$, the procedure GreedyRecolor is applied on $N(v)$. By Lemma 65, the procedure performs at most $\frac{\Delta^2}{2}$ of Kempe exchanges. After the procedure has ended, we obtain a colouring $c'$ such that there is no local Kempe exchange increasing inequalities. By Lemma 67, this implies that $c'$ colours $N(v)$ using at most $K_0 \log \Delta$ colours. The vertex $v$ can then be coloured using one additional colour and consequently the algorithm colours any planar graph with at most $K_0 \log \Delta + 1$ colours. \qed

6.4 Graphs of bounded genus

The algorithm described in previous section can be adapted to the more general case of graphs with bounded genus, by only paying a small (depending on the genus) number of additional colours. We
will assume that the reader is familiar with basic notions of topology and surfaces with boundaries. An introduction to these notions can be found for example in chapter 4 from [Ada04]. We start by defining some notation.

Given a triangulation $T$ of a surface $S$, we denote by $V(T)$, $E(T)$ and $F(T)$ the set of vertices, edges and faces respectively of the triangulation $T$. Let $S$ be a surface with a triangulation $T$. The Euler characteristic of $S$ is the quantity $|V(T)| - |E(T)| + |F(T)|$. This quantity is an invariant of the surface $S$ that is preserved by homeomorphism, and is independent of the chosen triangulation. The Euler characteristic can be negative, and is at most 2 for a connected closed surface, and at most 1 for a connected surface with boundary. For a closed orientable surface $S$, the genus $g$ of $S$ is related to its Euler characteristic $h$ by the formula $h = 2 - 2g$.

A drawing of a graph $G$ on a surface $S$ is a mapping $f$ that associates to every vertex $v$ of $G$, a point $f(v)$ on $S$, and to every edge $(u,v)$ of $G$, a path on $S$ from $f(u)$ to $f(v)$. An embedding of a graph $G$ on the surface $S$ is a drawing $f$ of $G$ on the surface $S$ such that for any two edges $e_1$ and $e_2$, the paths $f(e_1)$ and $f(e_2)$ do not intersect. In the following, the Euler characteristic (resp. genus) of a graph $G$ will denote the largest number $h$ (resp. smallest number $g$) such that there exists an embedding of $G$ on a connected surface $S$ with Euler characteristic $h$ (resp. genus $g$). Planar graphs have Euler characteristic 2 and genus 0. The goal of this section is to show the following theorem:

**Theorem 68.** There is an online algorithm with Kempe exchanges colouring any graph with Euler characteristic $h$ using $5 - 2h + O(\log \Delta)$ colours.

The algorithm is exactly the same as for the planar case. To remove one colour from the neighbourhood of a vertex $v$, we just apply the procedure GreedyRecolor. We already know from Lemma 65 that the procedure ends after at most $\frac{\Delta^2}{2}$ steps. Thus, to prove the correctness of the algorithm, we only need to show that, when there is no more Kempe exchanges increasing inequalities, the neighbourhood of the $v$ is coloured using at most $4 - 2h + O(\log \Delta)$ colours.

To prove this result, we generalize the definition of circular graph from previous section to handle graphs drawn on surfaces with higher genus. Let $S$ be a surface with boundary, and $G$ be a graph. A boundary drawing of $G$ on $S$ is a drawing $f$ of $G$ on the surface $S$ such that for every vertex $v$, $f(v)$ is on the boundary of $S$. In a boundary drawing, paths corresponding to different edges are allowed to intersect. In particular, if $S$ is a disk, a boundary drawing of a graph $G$ on $S$ is a circular drawing of $G$.

The definition of intersection compatible colouring extends to boundary drawings in a natural way. If $G$ is a graph with a boundary drawing $f$ on a surface $S$, a colouring $c$ of $G$ is intersection compatible if for every pair of edges $e = (u,v)$ and $e' = (u',v')$, if the paths $f(e)$ and $f(e')$ intersect, then the two edges have at least one colour in common, i.e., $\{c(u),c(v)\} \cap \{c(u'),c(v')\} \neq \emptyset$. We will need the following simple result describing how the Euler characteristic of a surface changes when we cut this surface along a path.

**Lemma 69.** Let $S$ be a surface with a boundary, and $p$ be a simple path on $S$ between two boundary points. Cutting the surface $S$ along the path $p$ yields a surface with Euler characteristic increased by 1.

**Proof.** Let $S$ be a surface with boundary, and $h$ the Euler characteristic of $S$. Let $p$ be a path between two boundary points of $S$, and $S'$ be the surface obtained by cutting $S$ along the path $p$. Let $T$ be a triangulation of $S$. Without loss of generality, we can assume that the path $p$ is along
Figure 6.4: Cutting a surface (here a torus with a boundary) along a path. The bold grey line is the boundary of the surface.

the edges of the triangulation $T$. Consider the triangulation $T'$ where each edge and each vertex of the path $p$ were duplicated as in Figure 6.4. Let $n$ be the number of vertices in the path $p$. Then, $T'$ is a triangulation for $S'$, and the Euler characteristic of $S'$ is:

$$|V(T')| - |E(T')| + |F(T')| = (|V(T)| + n) - (|E(T)| + n - 1) + |F(T)| = h + 1$$

Note that in some cases, cutting a surface along a path can disconnect the surface, or increase the number of boundary components as in Figure 6.4. To prove the theorem, the key ingredient is to prove an extension of Lemma 66 for graphs with a boundary drawing on an arbitrary surface. This is done in the following lemma.

**Lemma 70.** There exists a constant $K_0$ such that, if $G$ is a graph with $n$ vertices with a boundary drawing on a surface $S$ with Euler characteristic $h$, and $c$ is a Grundy $k$-colouring of $G$ which is also intersection compatible, then $k \leq K_0 \log n + 2(1 - h)$.

**Proof.** We show the result by induction on $h$, the Euler characteristic of the surface $S$. If $h = 1$, then the surface $S$ is a disk, and the result follows from Lemma 66. Suppose that $h < 1$, and let $G$ be a graph with a boundary drawing $f$ on a surface $S$ with Euler characteristic $h$. Let $c$ be a Grundy colouring of $G$ that is intersection compatible for this drawing. We distinguish two cases:

**Case 1.** There is an edge $e$ of $G$ such that cutting the surface $S$ along the path $f(e)$ leaves the surface connected. Let $a$ and $b$ be the two colours of the endpoints of this edge. We consider $S'$, the surface obtained by cutting $S$ along $f(e)$, and $G'$ the graph induced by the vertices with a colour different from $a$ or $b$. Then, the boundary drawing of $G$ on $S$ induces a boundary drawing of $G'$ on $S'$. Indeed, if $(u, v)$ is an edge of $G'$, then the path corresponding to $(u, v)$ cannot cross $f(e)$ since otherwise one of the endpoints $u$ or $v$ would be coloured either $a$ or $b$ since the colouring is intersection compatible.

Moreover, by Lemma 69, the surface $S'$ has Euler characteristic $h + 1$. Using the induction hypothesis on $G'$, with the colouring induced by $c$ on $G'$, we know that $c$ colours $G'$ with at most $K_0 \log n + 2(1 - (h + 1))$ colours. Since the vertices we removed were the ones coloured $a$ or $b$, this implies that the colouring $c$ of $G$ uses at most $K_0 \log n + 2(1 - h)$ colours, which proves the induction step.

**Case 2.** For any edge $e$, cutting $S$ along the path $f(e)$ disconnects the surface. In this case, we claim that the graph $G$ has a boundary drawing on a disk such that $c$ is intersection compatible for this drawing. To prove this, we first remark that we can assume that there is only one boundary
component on the surface $S$. Indeed, suppose that this is not the case. Consider the boundary that contains a vertex $v$ with colour $k$, the largest colour used by $c$. Let $G'$ be the graph induced by all the vertices on this boundary. Then all the colours are present in $G'$. Indeed, $G'$ contains the vertex $v$ with colour $k$. Since $c$ is a Grundy colouring, there are vertices $v_1, \ldots, v_{k-1}$ adjacent to $v$, with colours $1, \ldots, k-1$ respectively. For all $i$, the vertex $v_i$ is on the same boundary as $v$ since otherwise cutting along the path corresponding to the edge $(v, v_i)$ would leave the surface connected. Let $c'$ be the colouring induced by $c$ on $G'$. If the result holds for $G'$ with colouring $c'$, it also holds for $G$ with colouring $c$ since $c$ and $c'$ use the same number of colours. So we now assume that $S$ has one unique boundary.

Let $u_1, \ldots, u_n$ be the vertices of $G$ in the order they appear on the boundary of $S$, and consider the circular drawing of $G$ using the same ordering $u_1, \ldots, u_n$ around the circle. To prove the result, we only need to show that $c$ is also intersection compatible for this new drawing. Indeed, if this is the case, then the result immediately follows from Lemma 66. Let $e_1$ and $e_2$ be two edges of $G$ that intersect in the circular drawing of $G$. Without loss of generality, we can assume that $e_1 = (u_1, u_i)$, and $e_2 = (u_j, u_l)$, with $1 < j < i$, and $i < l \leq n$. Let $p_1$ and $p_2$ be the paths on $S$ corresponding to these two edges. Assume by contradiction that in the drawing of $G$ on $S$, the two paths $p_1$ and $p_2$ do not intersect, we will show that cutting along $p_1$ does not disconnect the surface $S$. For this, it is enough to show that there is a path not intersecting $p_1$ going from one side of $p_1$ to the other side. We will construct a path from $u_{i-1}$ to $u_{i+1}$ that does not intersect $p_1$. The path is as follows. Go from $u_{i-1}$ to $u_j$ by following the border of $S$, then follow the path $p_2$ from $u_j$ to $u_l$, and finally go from $u_l$ to $u_{i+1}$ by following again the border of $S$. This path does not intersect $p_1$. Hence cutting along $p_1$ leaves the surface $S$ connected, a contradiction.

Thus, we know that for every pair of edges $e_1$ and $e_2$, if the segments corresponding to $e_1$ and $e_2$ in the circular drawing of $G$ intersect, then the paths corresponding to these two edges on the drawing of $G$ on $S$ also intersect. Consequently, $c$ is intersection compatible for this circular drawing of $G$, and the result follows from Lemma 66.

We now have everything we need to prove the theorem.

(Proof of Theorem 68). The proof follows the same argument as the proof of Theorem 64. Let $G$ be a graph with Euler characteristic $h$, $v$ a vertex of $G$, and $c$ a colouring of $G - v$. We want to show that after applying procedure GreedyRecolor, the neighbourhood of $v$ is coloured using at most $K_0 \log \Delta + 2(2 - h)$ colours. Let $S$ be a closed surface with Euler characteristic $h$ such that there is an embedding of $G$ on $S$. Let $G'$ be the graph whose vertices are the neighbours of $v$, and such that there is an edge between $u_1$ and $u_2$ if and only if $c(u_1) \neq c(u_2)$ and there is a bi-coloured path from $u_1$ to $u_2$. Without loss of generality, we can assume that the colours are ordered by decreasing size: $\text{size}_c(1) \geq \text{size}_c(2) \geq \ldots$. Then, as before, $c$ is a Grundy colouring of $G'$. Indeed, if there is a vertex $v$ and a colour $i < c(v)$ such that $v$ has no neighbour coloured $i$, then the Kempe exchange $\langle v, i \rangle$ increases inequality.

Moreover, if $S'$ is the surface $S$ where a small disk around vertex $v$ was removed, then from the embedding of $G$ on $S$, we can construct a boundary drawing of $G'$ on $S'$. The colouring $c$ induces an intersection compatible drawing of $G'$ for this drawing. Since the Euler characteristic of $S'$ is $h - 1$, by Lemma 70, at most $K_0 \log \Delta + 2(2 - h)$ are used by $c$ on $G'$. Consequently, at least one colour is not present in the neighbourhood of $v$. \qed
6.5 Bad graphs for online algorithms with Kempe exchanges

The goal of this section is to exhibit concrete examples of graphs with small chromatic number that need a large number of colours to be coloured by an online algorithm using Kempe exchanges. Unfortunately, this example does not work for general algorithms with Kempe exchanges, but only to more special cases with the following restrictions on the algorithm:

- The algorithm is specified as input the number \( k \) of colours it is allowed to use to colour the graph.
- If one of the \( k \) colours is available, the algorithm must select it, without performing any Kempe exchange.
- The algorithm always chooses the smallest colour available.

These assumptions might seem a bit restrictive, but all the algorithms we described above satisfy these constraints. Getting a counter example that would work in the general case is more complicated as it is difficult to quantify how much the graph can be recoloured by Kempe exchanges performed by the algorithm. We show the following theorem:

**Theorem 71.** There is a sequence of graphs \( (G_k)_{k \geq 0} \) such that for all \( k \geq 4 \), \( G_k \) is 3 colourable, and no online algorithm with Kempe exchanges with the restrictions above can colour \( G_k \) with \( k \) colours or less.

Note that the graphs built in the proof of the theorem are similar in flavour to the Fibonacci trees used to lower bound the performance of greedy colouring algorithms.

**Proof.** Let \( A \) be an online algorithm with Kempe exchanges with the restrictions above. First observe that as long as one colour is available, the algorithm \( A \) behaves exactly as First-Fit: it assigns the smallest colour available without changing the colour of previously coloured vertices. We denote by \( T_k \) the fibonacci tree with the following definition. The tree \( T_1 \) is a single vertex, and for \( k > 0 \), \( T_k \) is composed of a root vertex \( u \), to which we attach the trees \( T_1, \ldots, T_{k-1} \).

It was proved in [Bec76], that if the vertices of \( T_k \) are presented starting from the leaves, and going up to the root, then First-Fit needs \( k \) colours to colour \( T_k \), and the root of \( T_k \) is coloured with colour \( k \). We build the graph \( H_k \) in the following way:

- for each \( 1 \leq i \leq k \), we add a copy of \( T_i \), with vertex \( u_i \) as the root,
- for each \( i < j \), and each \( i' \neq i \) and \( j' \neq j \) with \( i' \neq j' \), we add one copy of \( T_{i'} \) and one copy of \( T_{j'} \), respectively,
- we add all the following edges: \((u_i, w_{i,i',j'}^1),(u_j, w_{i,j,i',j'}^2)\), and \((w_{i,i',j'}^1, w_{i,j,i',j'}^2)\),
- finally, a vertex \( u \) is added, with \( u \) adjacent to all the \( u_i \).

The graph \( H_k \) is presented starting from the leaves of all the copies of \( T_i \), and going up to the roots. The vertex \( u \) is presented last. Since \( H_k \) is 2-degenerate, it is 3 colourable. We prove that the algorithm \( A \) can’t colour \( H_k \) if it is given exactly \( k \) colours. Indeed, since the algorithm always colour immediately a vertex if one colour is available, it will be able to colour all the vertices except for \( u \), by applying the rules of First-Fit. When it tries to colour \( u \), all the colours are
already present in the neighbourhood of \( u \), so the algorithm might try to remove one colour using local Kempe exchanges. However, we will show that at this point, no local Kempe exchange can remove one colour from the neighbourhood of \( u \). More precisely, we will show that any local Kempe exchange will preserve the following invariants:

1. The vertices \( u_i \) all have different colours.

2. For every indices \( i \) and \( j \), with \( i \neq j \), and every pair of colours \( a \neq b \) with \( a \neq c(u_i) \), and \( b \neq c(u_j) \), there is a path on four vertices \( (u_i, w^1, w^2, u_j) \) such that \( c(w^1) = a \) and \( c(w^2) = b \).

By construction, these invariants are satisfied before any Kempe exchange is made. Suppose now that there is a colouring \( c \) that satisfies these invariants. Consider the Kempe exchange \( \langle u_i, x \rangle \), and let \( j \neq i \) such that \( x = c(u_j) \). We will show that the colouring \( c' = \langle u_i, x \rangle(c) \) still satisfy the invariants above.

Using the fact that \( c \) satisfies the second invariant, we know that there is a Kempe path from \( u_i \) to \( u_j \). Consequently, applying the Kempe exchange \( \langle u_i, x \rangle \), swaps the colours of the vertices \( u_i \) and \( u_j \). Consequently, \( c' \) still satisfies the invariant 1. We only need to show that \( c' \) also satisfies the second invariant. Consider two indices \( i' \) and \( j' \), and two colours \( a \neq c'(i') \) and \( b \neq c'(j') \). We consider the following three cases:

- If \( i' \neq i \) and \( j' \neq j \), then \( c'(u_{i'}) = c(u_{i'}) \) and \( c'(u_{j'}) = c(u_{j'}) \). Since \( c \) satisfies the second property, there are two vertices \( w^1 \) and \( w^2 \) such that \( c(w^1) = a \) and \( c(w^2) = b \) such that \( (u_{i'}, w^1, w^2, u_{j'}) \) is a path on four vertices. Since the colours of \( w^1 \) and \( w^2 \) also do not change during the Kempe exchange, we also have \( c'(w^1) = a \) and \( c'(w^2) = b \).

- If \( i' = i \) and \( j' \neq j \), then \( c'(u_i) = c(u_j) \), and \( c'(u_{j'}) = c(u_{j'}) \). If \( a \neq c(u_j) \), then in the colouring \( c \) there was a path on four vertices with successive colours \( (c(u_i), a, b, c(u_{j'})) \). This path now has colours \( (c(u_j), a, b, c(u_{j'})) \). If \( a = c(u_i) \) and \( b \neq c(u_j) \), then with the colouring \( c \) there was a path from \( u_i \) to \( u_{j'} \) with colours \( (c(u_i), c(u_j), b, c(u_{j'})) \). This path is now coloured \( (c(u_j), a = c(u_i), b, c(u_{j'})) \). Finally, if \( a = c(u_i) \) and \( b = c(u_j) \), the path with colours \( (c(u_i), c(u_j), c(u_i), c(u_{j'})) \) now has the necessary colours.

The argument is symmetrical if \( i' \neq i \) and \( j = j' \).

- If \( i' = i \) and \( j' = j \), the same argument as above can be used to prove that there is still a path between \( u_i \) and \( u_j \) with colours \( (c'(u_i), a, b, c'(u_j)) \). The idea is that colours different than \( c(u_i) \) and \( c(u_j) \) are unchanged, and vertices coloured \( c(u_i) \) or \( c(u_j) \) gets their colour swapped.

Consequently, the invariant is preserved when we perform any local Kempe exchange. Consequently, the algorithm \( A \) won’t be able to colour \( H_k' \) if it is given exactly \( k \) colours. However, the argument relies on the fact that the algorithm does not perform Kempe exchanges before considering the vertex \( u \). Consequently, the algorithm might still manage to colour \( H_k' \) if it is given less than \( k \) colours. This issue can be solved by considering \( G_k = \bigcup_{i \leq k} H_i \). For any \( k' \leq k \), the algorithm \( A \) will fail to colour \( H_{k'} \), and consequently \( G_k \), and the theorem holds.

### 6.6 Conclusion

We studied a variation of online algorithms where the algorithm is allowed to recolour some of the previously coloured vertices and constructed algorithms for several classes of graphs. In the case of planar graphs, it remains open whether the \( O(\log \Delta) \) bound can be improved or not.
Open Problem 14. Is there an online algorithm with Kempe exchanges which colours any planar graph with a constant number of colours?

Our algorithm on planar graph relies on the notion of intersection compatible colourings, which is an interesting combination of graph drawing with colouring constraints. It could be worth investigating this notion on its own. For example, one could try to characterize the graphs which have a drawing on a given surface $S$ with an intersection compatible colouring. An other approach could be to find the smallest genus of $S$ such that $G$ admits an intersection compatible colouring for some drawing on $S$. The particular case where $S$ is a disk is also interesting. Indeed, in this case we know that any 3-colouring is intersection compatible for any boundary drawing of $G$ on $S$. However, we were not able to find examples of graphs with larger chromatic numbers. This prompts the following question:

Open Problem 15. Is there a graph $G$ with $\chi(G) = 4$ such that $G$ admits a boundary drawing on a disk with an intersection compatible colouring?

Finally, this work has also some similarities with the reconfiguration problems we studied in Part I. More precisely, the work we did here consisted in studying a recolouring problem with some locality constraints on the permitted transformations. It could be interesting to consider standard reconfiguration questions with the addition of these constraints. An example of such problem could be deciding if a given colouring can be transformed into an other using only local Kempe exchanges, or given two vertices $u$ and $v$, deciding if there is a sequence of Kempe exchanges local to $u$ changing the colour of $v$. 
Part III

Adding a Second Player
Chapter 7

Combinatorial Game Theory

This chapter serves as a light introduction to Combinatorial Game Theory (CGT), a field dedicated to the study two players perfect information games. In this chapter, we give basic definitions of CGT terminology, and illustrate these definitions with examples. The notions defined here will be used in the last two chapters.

In the previous chapter, we considered online algorithms for graph colouring. Online algorithms are strongly related to two player games. For example, finding the smallest number of colours for which an online colouring algorithm exists can be seen as a game between two players: one of the players decides which vertex will be coloured next, while the other (the algorithm) decides how to colour the vertex selected by his opponent. The first player tries to force the algorithm to use many different colours. In the case of an online algorithm, the algorithm has no knowledge of the whole graph, but can only see the vertices selected up to now. On the contrary, in this part we consider games with perfect information: the two players know all the information related to the game, and there is no random event. Additionally, the players play alternately.

The games we consider in this part are a subclass of perfect information games called combinatorial games. In these games, the winner is determined by the player who makes the last move. In particular, these games are often studied with the convention that the player making the last move wins. With these conditions, for any game at least one of the two players has a winning strategy, i.e., a way of playing which ensures that this player wins no matter what his opponent plays. Indeed, saying that one player has no winning strategy means that no matter what strategy this player chooses, his opponent has a way to counter it and win. In other words, his opponent has a winning strategy. Although a winning strategy always exists for one of the players, deciding which of the players has a winning strategy can be difficult. Additionally, even if the winner is known, describing the winning strategy might not be easy. For example, there are games (such as CHOMP [Gal74] or HEX [Maa05]) for which the player with the winning strategy is known, but the first move of this winning strategy is still open.

Apart from the interest in understanding traditional games such as CHESS or GO, combinatorial games have been considered partly because of surprising connections with other areas of mathematics such as algebras [Con00], automatons [Niv05, Lar13, CLN17] and dynamical systems [MFL11]. Interested readers can refer to the following books [Sie13, ANW07, BCG04] for a more complete introduction and presentation of combinatorial game theory.

Combinatorial games are strongly related to reconfiguration problems which were studied in
Part I. Many one-player games, also known as combinatorial puzzles, are in fact reconfiguration problems, and there are similarities between reconfiguration problems and two player games. As in reconfiguration problems, any combinatorial game defines an underlying graph, the game graph\(^1\), which is the equivalent of the reconfiguration graph. The game graphs represents all the possible positions of the game, together with the valid moves the players can make between them. In both reconfiguration and games, we are dealing with a graph which is too large to be computed entirely, but for which we try to find some properties. In the case of reconfiguration, the focus is made on problems related to the connectivity of the reconfiguration graph, and finding transformation sequences between solutions. For games, we are concerned with the existence of winning strategies, which correspond in terms of graphs to the notion of kernel (see [Fra97]). In both cases, we have to rely on structural properties of this graph in order to solve the problems.

Note that combinatorial games and reconfiguration problems also share similarities in terms of complexity. For combinatorial games, the problem of deciding which of the two players has a winning strategy is often \textbf{PSPACE}-hard. Hence, both reconfiguration problems and combinatorial games are a natural source of computationally hard problems. Although there are many interesting questions related to the complexity and algorithmic aspects of combinatorial games, we will focus more on algebraic and structural properties of combinatorial games.

The rest of the section is organized as follows. In Section 7.1, we give a basic definitions of combinatorial games, and illustrate these with examples. In Section 7.2 we introduce basic terminology related to game values and disjunctive sums. In Section 7.3, we consider a particular class of games, called subtraction games, and give an short overview of known results and problems related to these games. Finally, Section 7.4 presents some existing results on composition of games, a notion which is related to the construction we study in the next chapter.

### 7.1 Introduction

The definition of combinatorial games is not completely fixed, and the exact limit of which games are combinatorial games, and which are not is blurry. We adopt here a very conservative approach for our definitions [Sie13, ANW07, BCG04], but it should be noted that in the literature they are sometimes extended to cover games with different winning conditions or outcomes such as games with draws or scoring games, games with more than two players, or games with an infinite number of positions.

In the following, a \textit{combinatorial game} is a two player games with no randomness, no hidden information, where the two players play alternately. The winner is determined depending on which of the players makes the last move. The two players will be denoted by \textit{Left} and \textit{Right}. A game is described by a \textit{ruleset}, and a \textit{position}. The ruleset gives the permitted moves, while the position describes the current state of the game. More formally, we will denote by \(\Omega\) the set of all the possible positions of a game. A \textit{ruleset} \(R_0\) on \(\Omega\) gives for each player \(p\) and for each position \(g\) in \(\Omega\) the set of possible positions which can result from this player making a move on position \(g\). In the following, we will denote by \((g)_{R_0}\) the game with ruleset \(R_0\) and starting at position \(g \in \Omega\), and use upper case letters \(G, H, \ldots\) to denote games, and lower case \(g, h, \ldots\) to denote positions. We use \(R_0, R_1, \ldots\) to denote rulesets, and specific instances of rulesets will be written using small capitals. The \textit{Left-options} (resp. \textit{Right-options}) of a game \((g)_{R_0}\) are all the games of the form

\[^1\]Note that the game graph is a directed graph.
Figure 7.1: Example of a domineering board with already placed dominoes. The dashed transparent domino is an example of a valid move for Right.

Figure 7.2: Representation of a game of Domineering as a tree. Red edges correspond to moves made by Right. Blue edges are moves made by Left.

\[(g')_R^0, \text{ where } g' \text{ can be reached from } g \text{ after one move of Left (resp. Right).} \]

Before continuing with the definitions, we start by giving an example.

The game Domineering is played on a rectangular board. Left places vertical 1 \times 2 dominoes on the board, while Right places horizontal 2 \times 1 dominoes. The dominoes cannot overlap. The first player with no move available loses. Note that the board may have any shape. An example of a position is given in Figure 7.1. On this example, the move shown in dashed is a winning move for Right. Indeed, after making this move, Left can play only one more domino, while Right has secured three additional moves. If Left was playing the next move instead of Right, then the reader can check that playing in the top right corner would have been a winning move to Left.

It is often convenient to represent a game as a tree as in Figure 7.2. The root of the tree corresponds to the current position of the game, and its children are its Left- and Right-options. Any path down the tree corresponds to a sequence of moves by the players. The leaves corresponds to positions for which there is no move available for any of the two players. The edges are coloured blue and red in Figure 7.2 to distinguish the moves made by Left (in blue) and those made by Right (in red). In all the rest of this part, we will only consider games which have finite game trees (i.e., the game ends after a finite constant number of moves, and there is always a finite number of options). Note that the same position can appear several times in this tree if there are more than one sequence of moves resulting in this position. Also note that in the tree, sequences of moves where the same player plays twice in a row can appear (such as the left-most branch of Figure 7.2).
If this might seem strange at first glance to include these moves, the reason for this will become clear in Section 7.2 when considering combinations of games.

A play of a game is a sequence of alternating moves from both players until one player has no available moves left. The winner of a game is given by looking at which player made the last move. Hence, there are two possible ways to play a game: Left make the first move, or Right is the first player.

There are two main conventions which were studied in the literature: normal-play, where the player making the last move wins, and misère-play where the player making the last move loses. Although it would seem at first that there is not much difference between the two conventions, it turns out that the theory for misère play is much more complicated than normal play. Understanding difficulties which arise from misère play is a topic of ongoing research (see [MO07] for example). Unless specified otherwise, we will always consider games under the normal-play convention. Note however that the definitions below can be made similarly for the misère-play convention.

In the rest of the part, we will assume that the two players play optimally. Hence, we will say that one of the player wins if he has a winning strategy for the game. Conversely, this player loses if his opponent has a winning strategy. The outcome of a game \( G \), denoted \( \alpha(G) \) is the result of the game if the two players play optimally. There are four possible types of outcomes:

- the outcome is \( L \) if Left wins regardless of who the first player is,
- the outcome is \( R \) if Right wins regardless of who the first player is,
- the outcome is \( N \) (for Next player wins) if the starting player always wins,
- the outcome is \( P \) (for Previous player wins) if the starting player never wins (i.e., the second to play always wins).

Note that the outcome can be easily computed from the game tree. Indeed, given a game \( G \), Right wins playing first on \( G \) if and only if there exists one Right-option of \( G \) such that Right wins playing second on it. Similarly, Right wins playing second on \( G \) if and only if Right wins playing first on every Left-option of \( G \). Once we have determined who wins when either Right or Left plays first, the outcome can be computed according to Table 7.3. Hence, the outcome of a game can be computed from the outcome of its options. For example, the position of Domineering at the root of the tree in Figure 7.2 has outcome \( N \) since both players have a winning strategy if they start. Given a ruleset \( R_0 \) on \( \Omega \), we will say that a position \( g \in \Omega \) is a \( P \)-position if \( (g)_{R_0} \) has outcome \( P \). We use the same notation for the other outcomes.

Characterizing the outcome of the positions of a given game, or finding an efficient algorithm computing this outcome, is the major problem considered in combinatorial game theory. As we just saw, this outcome can be computed in time linear in the size of the game tree. However, the game tree is usually too large to make this computation efficient, and we must rely on properties of the specific games we consider in order to answer this question.

### 7.1.1 Impartial games

We will say that a ruleset is impartial if both player always have the same available moves on any position. If a ruleset is not impartial, we will say that it is partizan. For example, Domineering is partizan since the two players place different types of dominoes. On the contrary, if we consider
the version of Domineering where both player can place both types of dominoes, then this ruleset (called Cram) is impartial. Note that impartial and partizan are properties of the ruleset, and not of the game, so the starting position of a game has no influence on this property. Since the two players play symmetric roles in impartial rulesets, not all outcomes are possible. Indeed, if Right wins playing first on $G$, then Left also wins playing first on $G$, and similarly if Right plays second. Hence, from Table 7.3 we can see that only the outcomes $N$ and $P$ can occur for these games. If a ruleset $R_0$ is impartial, we can view it as a function $\Omega \to 2^\Omega$, which describes which moves are possible from any given position. In particular, for $g \in \Omega$ we can write $R_0(g)$ the positions which can be reached from $g$. Since both players have symmetric roles, given a game $G = (g)_{R_0}$, its options denotes the games which can be reached from $G$ after making one move. In other words, it corresponds to the set $\{(g')_{R_0}, g' \in R_0(g)\}$.

Additionally, when considering the game tree for an impartial ruleset, we no longer need colours to distinguish moves available for Left or Right since the two players always have the same available moves. We will denote by $\mathfrak{G}$ the set of all possible impartial games (in other words, the set of all rooted trees). Note that sometimes, it is convenient to also represent an impartial game by a (directed) graph. This graph is obtained from the game tree by identifying (i.e., merging together) the vertices of the game tree which corresponds to the same position. Note that the graph obtained in this way is directed and contains no oriented cycles.

Sometimes, instead of trying to give the outcome of particular games, it is easier to describe the set of all the positions with outcome $P$. This set is called the set of $P$-positions. The following lemma is a standard result which gives sufficient conditions for a subset $P \subseteq \Omega$ of position to be the set of $P$-positions of $R_0$. The first condition states that there is no move from a position in $P$ to another position in $P$. The second condition asserts that for every position not in $P$, there is a move to a position in $P$. This result will be used to characterize the $P$-positions of several games.

**Lemma 72.** Let $R_0$ be a ruleset over a set of positions $\Omega$, and let $P \subseteq \Omega$. $P$ is the subset of $P$-positions if and only if:

- there are no two positions $s, s' \in P$, with $s' \in R_0(s)$,
- for every position $s \in \Omega \setminus P$, we have $R_0(s) \cap P \neq \emptyset$

**Proof.** Let $P$ be a set satisfying the two conditions above, and let $p$ be a position in $\Omega$. We will show by induction on the size of the game tree of $(p)_{R_0}$ that $o_{R_0}(p) = P$ if and only if $p \in P$. If $(p)_{R_0}$ has no option, then $o_{R_0}(p) = P$, and $p \in P$ by the second property of $P$. 

<table>
<thead>
<tr>
<th>Left plays first</th>
<th>Right wins</th>
<th>Right loses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left wins</td>
<td>$N$</td>
<td>$L$</td>
</tr>
<tr>
<td>Left loses</td>
<td>$R$</td>
<td>$P$</td>
</tr>
</tbody>
</table>

Table 7.3: Table showing the four different possible outcomes depending on which player wins if they play first or second.
Figure 7.4: Example of a Nim position with its available options.

Assume now that there is at least one option on \( p \), and the induction hypothesis holds for all the options of \( p \). If \( p \in P \), then for all \( p' \in R_0(p) \), we have \( p' \notin P \) by the first condition, and consequently, \( o_{R_0}(p') = N \) using the induction hypothesis. This implies that \( p \) is a \( P \)-position. If \( p \notin P \), then by the second condition there is a move from \( p \) to \( p' \), with \( p' \in P \). Using the induction hypothesis, we have \( o_{R_0}(p') = P \), and consequently \( p \) is a \( N \)-position.

This concludes the induction step and proves the result.

7.1.2 Examples of games

In this section, we give several examples of games which are well known in the CGT community. We already mentioned Domineering which is played on a board, with Left placing vertical dominoes, and Right horizontal ones. Domineering was introduced by Göran Anderson around 1973 [BCG82, p.119]. An important interest has been focused on solving the game on small boards, as well as finding positions with interesting properties [Ber88, BUH00, Bul02, Uit16]. The game has also been studied on special boards called ‘snakes’, in relation to some periodic behaviour of the game [Wol93]. In [LMR02], polynomial time algorithms for computing a winning strategy was found for rectangular boards of size \( k \times n \), with \( k \leq 11 \).

The impartial version of Domineering, where both player can place the two types of dominoes, is called Cram. The outcome of Cram on \( 1 \times n \) strips is known. On this particular type of board, the game is equivalent to an octal game denoted 0.07, and is also called Dawson’s Kayles. The sequence of outcomes of Cram on strips of size \( 1 \times n \) for \( n = 1, 2, 3 \ldots \) is known to be ultimately periodic with a period of length 34 and a preperiod of length 52. On strips of even size, the first player has a simple winning strategy by placing a first domino in the center of the strip, and then play the move symmetrical to his opponent. Using similar argument, it is possible to describe winning strategies for Cram on rectangular boards of size \( 2 \times n \) for any \( n \geq 0 \), and more generally for any board with at least one even dimension. The outcome was also computed on small square boards [LV12] up to \( 7 \times 7 \). The complexity of determining the winner on an arbitrary position is still open for both Domineering and Cram, even for generalisations of the games played on arbitrary graphs.

Another type of game which has been intensively studied are heap games, i.e., games played on (one or several) heaps of tokens. The most famous of these games is Nim where the players can remove any number of tokens from one single heap. The player taking the last token is the winner. An example of a position for Nim, together with its valid options is shown in Figure 7.4. Played on a single heap, this game is not very interesting since the first player always has a winning move by removing all the tokens at once (assuming the heap is not empty). In the case of multiples heaps, the game was solved by Bouton in 1901 [Bou01] who gave the following characterization of the \( P \)-positions.
Theorem 73 ([Bou01]). The game of Nim played on heaps of size \( n_1, \ldots, n_k \) has outcome \( \mathcal{P} \) if and only if \( n_1 \oplus \cdots \oplus n_k = 0 \), where \( \oplus \) is the bitwise XOR.

The game of Nim plays a special role in combinatorial game theory. In fact the theorem above is a particular case of a more general result related to sums of games and game values. Due to this, there is a special notation for Nim positions: we will denote by \( *n \) the game of Nim played on a single heap of size \( n \).

On two heaps, there is another way to describe Nim. Consider a semi-infinite grid with a rook placed on this grid. The game where the two players can move the rook vertically or horizontally, only towards the bottom left corner is exactly Nim on two heaps (see Figure 7.5a). Indeed, there is a bijection between the coordinates of the rook and the number of tokens on each heap. Removing \( k \) tokens from one of the two heaps corresponds to moving the rook by \( k \) squares in the corresponding direction. On two heaps, the \( \mathcal{P} \)-positions are the positions on the diagonal. Nim is also related to other kinds of games called Subtraction games that we consider in more detail in Section 7.3.

A variant of Nim, called Wythoff consists in moving a queen instead of a rook in the game described above. In other words, in addition to moving the piece vertically or horizontally, the players can also move it diagonally as in Figure 7.5b. With the formulation with heaps of tokens, this means that the players are also allowed to remove the same number of tokens from both heaps. The \( \mathcal{P} \)-positions of Wythoff were characterized in [Wyt07] where the following result is proved:

Theorem 74. The \( \mathcal{P} \)-positions for Wythoff are the positions of the form \( (\lfloor \Phi n \rfloor, \lfloor \Phi^2 n \rfloor) \) and their symmetric, for \( n \geq 0 \), and where \( \Phi \) is the golden ratio.

Many variations of the game Wythoff have been considered in the literature [Con59, FB73, DR08, Lar11]. In many cases, the \( \mathcal{P} \)-positions of these games are related to Beatty sequences: sequences of integer of the form \( (\lfloor \alpha n \rfloor)_{n \geq 0} \), where \( \alpha \) is irrational. Note also that due to the properties of the golden ratio we have \( \lfloor \Phi^2 n \rfloor = \lfloor \Phi n \rfloor + n \).

Finally, the last game we would like to introduce is a game called Euclid. As the name implies, Euclid is related to the euclidian division. It is played on two non-empty heaps of tokens. At their turn, the players can remove from the largest heap a number of tokens which is a multiple of the smallest heap. The game ends when the two heaps have the same size. If it has probably attracted

Figure 7.5: Alternative definition for the games Nim (on the Left) and Wythoff (on the right) as a game of moving a piece on a semi-infinite board. The possible moves are shown in orange. The games end when the piece reaches the bottom left corner.
less attention than Wythoff and Nim, this rule set has the particularity that the moves available depends on the current position of the game. This property of the rule set is sometimes called non-invariant (or just ‘variant’) [DR10], self-referential [Mul16], pile size dynamic [HRR03, HRR04] or also time and size dependent game [Fla82]. The P-positions for Euclid were given in [CD69]:

**Theorem 75** ([CD69]). The position \((a, b)\), with \(b \geq a\) is a \(P\)-position for Euclid if and only if \(\frac{b}{a} < \Phi\), where \(\Phi\) is the golden ratio.

The outcomes for Euclid under misère-play convention were considered in [Gur07], and a partizan version of the game was also considered in [MN13].

### 7.1.3 Complexity

Although the results in this part are less focused on algorithmic complexity compared to our results on reconfiguration in Part I, we would like to mention a couple of results concerning the complexity of combinatorial games, in comparison with reconfiguration problems. For combinatorial games, the problem often considered from a complexity point of view is the following. For a fixed ruleset \(R_0\), given as input a position \(g\), compute the outcome of \((g)_{R_0}\). When we mention the complexity of a combinatorial game, this is the problem we consider.

As it was the case for reconfiguration problems, two player games tend to be much harder than traditional problems: many are \(PSPACE\)-hard, and some like some generalisation of Chess are even \(EXPTIME\)-hard [FL81]. Although this seems to imply some similarities between the two problems, there are also important differences. Indeed, the two types of problems are usually hard for different reasons. As we saw in Part I, reconfiguration problems are hard because of the existence of configurations for which the shortest transformation has exponential length. On the contrary, combinatorial games usually end after only a polynomial number of rounds (nobody wants to play a game that takes exponential time to even finish). The high complexity comes from the alternation between players, which acts as an alternation between existential and universal quantifiers. Indeed, saying that the first player has a winning strategy can be reformulated as this player having a move, such that for every move of his opponent he can reply another move, such that … such that the the first player wins. Remark that when the game ends in a polynomial number of moves, this formulation effectively expresses the problem as an instance of QBF (Quantified Boolean Formula, see Section 1.2), which implies immediately that deciding the outcome of the game is in \(PSPACE\). Note however that there are games may take an exponential time to play. All the heap games that we described in the previous section are example of these. Indeed, if we consider Nim for example, a position on two heaps of size \(n_1\) and \(n_2\) can be represented using only \(\log(n_1) + \log(n_2)\) bits, but playing the game can take a number of rounds linear in \(n_1 + n_2\). More details and discussions about these aspects can be found in [Fra04].

The complexity landscape of reconfiguration is pretty well known: many problems have a known complexity, and the interesting questions are more related to what happens on restricted inputs. The situation is different for combinatorial games. The complexity of many games is not settled, even though many of them are believed to be hard. Even for those games for which hardness reduction were proved, few results are known when there are restrictions on the input (for example on specific classes of graphs for games played on graphs).

There are several reasons for this disparity. First, reconfiguration problems tend to be much more resilient to perturbations than combinatorial games: adding or removing one single edge to the reconfiguration graph is usually not going to change much about to the complexity of the problem.
7.2 Game Values

The notion of value of a game emerges from the need to understand compound games, i.e., games containing several sub-games as components. Many different types of compound games have been considered in the literature, but one, called disjunctive sum received most of the attention, both due to the simplicity of the theory it creates, and its natural occurrence in many games. The disjunctive sum of two games $G_1$ and $G_2$, denoted $G_1 + G_2$, can be informally described as putting $G_1$ and $G_2$ side by side. At each turn, one player can choose to play in either component (but not on both). Remark that this implies that a player might be able to make two consecutive moves in the same component, if his opponent plays in the other component. This explains why in the representation of the game as a tree in Section 7.1, we allowed consecutive moves. If these consecutive moves do not occur when then game is played in isolation, they can be played when we consider compounds of games.

More formally, the set of options of $G_1 + G_2$ for player Left are: (i) games of the form $G_1^L + G_2$, where $G_1^L$ is a Left-option of $G_1$; (ii) games of the form $G_1 + G_2^R$, where $G_2^R$ is a Right-option of $G_2$. The options for right can be defined symmetrically. The disjunctive sum provides a structure of monoid. The neutral element is 0, the game with no option available for either Left or Right.

The disjunctive sum appears naturally, and can be seen in the examples we gave in Section 7.1. For example, the case of Nim played on several heaps of tokens is a disjunctive sum, where each component of the sum is Nim played on one single heap. Indeed, at each round, players have to choose one of the heap, and make a Nim move on this heap. This decomposition of heap games on several heaps as a sum on games on one heap holds in general for any game played on heaps provided that: (i) each move of the players affects one single heap, (ii) the moves available on one heap do not depend on the number of tokens in the other heaps.

Similarly, for positional games such as Domineering or Cram, if at some point during the game the grid is separated into several connected components, then the game can be decomposed into the disjunctive sum on each of the connected components as in Figure 7.6. This decomposition into disjunctive sums of games is particularly interesting for computing the outcome of end-game position for various games as these positions often tend to decompose into several components.

The main idea behind game values is to try to answer the following question: “Can we compute the outcome of a game compound, only by knowing the outcomes of its individual components?”.
In other words, we would like to be able to decide which of the players has a winning strategy on a compound game, only by considering each of the component independently. When the compound operation is the disjunctive sum, in general, it is not possible to give the outcome of a disjunctive sum, knowing only the outcome of the components. For example, the outcome of \( \text{Nim} \) played on one heap of size 1 or 2 is \( \mathcal{N} \), but the outcome on two heaps (the disjoint sum of each individual heap) is \( \mathcal{N} \) on \((1, 2)\), but \( \mathcal{P} \) on \((1, 1)\). There are some cases however, where the outcome of a disjunctive sum can be decided from the outcome of its components.

**Lemma 76.** Let \( G_1 \) and \( G_2 \) be two games, with \( o(G_1) = \mathcal{P} \), then \( o(G_1 + G_2) = o(G_2) \).

**Proof.** Assume that one of the player has a winning strategy on \( G_2 \) playing first (the case where he plays second is similar). Then, this player can start by playing according to his strategy on \( G_2 \). Then, whenever his opponent plays on \( G_2 \), he continues with his strategy on \( G_2 \). If his opponent plays on \( G_1 \), then he can answer by applying the second player’s strategy on \( G_1 \). In any cases, this player always has an available move, and his opponent will eventually lose the game. The argument when the player has a winning strategy playing second is similar.

If this lemma allows us to get the outcome of the compound in a special case, this is not always possible in general. The notion of game value is a refinement of the outcome, and attempts to solve this problem. The main idea behind game values is that sometimes, some components in a sum can be replaced by more simple games. More precisely, given two games \( G_1 \) and \( G_2 \), they are said to be **equivalent**, and we write \( G_1 \equiv G_2 \) if:

\[
\forall X \in \emptyset, \ o(G_1 + X) = o(G_2 + X) .
\]

In other words, two games are equivalent if we can replace one by the other in any disjunctive sum without changing the outcome. This relation is an equivalence relation (i.e., it is symmetric, reflexive, and transitive). The equivalence classes of this relation are the **game values**. Note that, although the quantification is over all possible games \( \emptyset \), which is infinite, it was shown in \([BCG82]\), that given a game \( G \), it is possible to compute a canonical representative for the equivalence class containing \( G \). Moreover, this can be done in time which is polynomial in the size of the game tree of \( G \). In the following, the canonical form of \( G \) will denote this particular representative of the equivalence class containing \( G \). A lot more could be said about canonical forms, and their algebraic properties. The reader can refer to \([Sie13]\) for example for an extensive overview of these results. We will focus here on the case of impartial games.

### 7.2.1 Values of impartial games

In the case of impartial games, the canonical forms are in fact quite simple. More precisely, the following theorem was proved by Sprague and Grundy independently \([Spr35, Gru39]\):

**Theorem 77** (Sprague-Grundy Theorem). For any impartial game \( G \), there exists a unique \( n \geq 0 \) such that \( G \equiv *n \).

Recall that \( *n \) denotes the game of Nim played on a single heap of size \( n \). We already know from the solution for Nim (see Theorem 73) that \(*i \) and \(*j \) are not equivalent if \( i \neq j \). The theorem above states that any impartial game is equivalent to a Nim heap of a certain size. The size of the heap \( G \) is equivalent to is called the Sprague-Grundy value of \( G \), or \( \mathcal{SG} \)-value for short, and will be denoted \( \mathcal{SG}(G) \). When \( G = (g)_R \) for some position \( g \) and ruleset \( R \), we will denote \( \mathcal{SG}_R(g) \) the Grundy value of \( (g)_R \). The \( \mathcal{SG} \)-value satisfies the following properties:
**Theorem 78.** For any impartial games $G, G_1$ and $G_2$, we have

- $o(G) = P$ if and only if $SG(G) = 0$,
- $SG(G_1 + G_2) = SG(G_1) \oplus SG(G_2)$,
- $SG(G) = \text{mex}(\{SG(G'), G' \text{ option of } G\})$,

where in the last item, $\text{mex}(S)$ denotes the smallest non-negative integer which is not an element of $S$.

The first item only states that the $SG$-value is a refinement of the outcome of a game. The second item states that $SG$-values indeed solve the problem they were built for: studying a disjunctive sum by only looking at the components independently. Finally, the third item describes explicitly how the $SG$-value of a game can be computed if we know the $SG$-values of the options of the game. In particular, the third item implies that the $SG$-value of a game can be computed in time which is linear in the size of its game tree. As an example, the $SG$-values of several games are shown in Figure 7.7. The $SG$-values for Nim and Euclid are completely characterized. On the contrary, the $SG$-values for Wythoff appear to be very chaotic, and no characterization is known. A polynomial time algorithm for computing the positions of value 1 was devised in [BF90]. This algorithm was improved in [Niv05] for finding values with position $g$ for some constant $g$. However, both algorithms rely on some (unproved) conjectures on these positions.

**Remark 2.** As we have said in the introduction, all this theory works for the normal convention when the last to make a move wins. In the mis`ere convention, things are significantly more difficult: there are many more different canonical forms and fewer games are equivalent, even in the impartial setting. Thus, using values for mis`ere games has proved more complicated than in the normal convention, and a certain number of techniques have been devised to get around these difficulties [Pla05, Pla06, PS08, Sie15].

![Figure 7.7: $SG$-values for two different ruleset. The point at position $x, y$ on the picture represents the $SG$-value on position $(x, y)$. Higher $SG$-values are shown in red, and smaller ones are shown in blue. The two rulesets are: (a) Nim played on two heaps, (b) Wythoff, and (c) Euclid.](image-url)
7.3 Subtraction Games

We now give more details to a certain class of games called Subtraction games. Subtraction games are played with one heap of tokens. The ruleset for a subtraction game is parametrized by a (possibly infinite) set $S$ which provides the available moves. At their respective turns, the players must remove a number $x$ of tokens from the heap, with $x \in S$. The game ends when the number of tokens is strictly smaller than $\min(S)$. We denote by $\text{Subtraction}(S)$ the ruleset for the subtraction game with set $S$. For example, Nim played on a single heap is exactly equivalent to $\text{Subtraction}(\mathbb{N}^+)$. In the following, we will assume that $S$ is finite, unless mentioned otherwise.

Subtraction games are interesting in part because they form some of the simplest possible games. Despite this simplicity, there are only few results known about them. Given a subtraction ruleset $R_0$, the sequence $(SG_{R_0}(n))_{n \geq 0}$ is called the $SG$-sequence of the game. For subtraction games, this sequence is known to be ultimately periodic. Since $SG$-values are a refinement of outcomes, this implies that the sequence of outcomes is ultimately periodic.

**Theorem 79.** Let $S$ be a finite set. The $SG$-sequence of $\text{Subtraction}(S)$ is ultimately periodic with period and preperiod at most $(1 + |S|)^{\text{max}(S)}$.

**Proof.** Let $S$ be a finite set of positive integers. The proof of periodicity follows from two facts. First, the $SG$-values of positions for $\text{Subtraction}(S)$ are upper bounded by $|S|$. This follows immediately from the characterisation of $SG$-values using the mex (the third item of Theorem 78) and the fact that $\text{max}(X) \leq |X|$ for any subset $X$. The second point is the simple observation that the $SG$-value of a position $n$ only depends on the $SG$-values of all the positions $n - x$ for $0 < x \leq \text{max}(S)$.

Hence it follows that if there are $n_0 \geq 0$ and $p > 0$ such that $n_0 + x$ and $n_0 + p + x$ have all the same $SG$-value for $0 \leq x < \text{max}(S)$, then for all $n \geq n_0$, $n$ and $n + p$ also have the same $SG$-values, and the sequence is periodic with period at most $p$, and preperiod at most $n_0$. Additionally, there are at most $(1 + |S|)^{\text{max}(S)}$ sequences of length $\text{max}(S)$ of non-negative integers smaller or equal than $|S|$. Hence, if we look at the sub-sequences of $SG$-values for the positions $n_0, \ldots, n_0 + \text{max}(S) - 1$, for all possible choices of $n_0 \leq (1 + |S|)^{\text{max}(S)}$, then two of these sub-sequences are equal, and the result follows. \qed

Note that it is very unclear how far from the truth the upper bound on the length of the period and preperiod is. The upper bound in the theorem above can be slightly improved using more complicated arguments [San10]. It was shown in [ANW07] that the grundy sequence is purely periodic with a period of linear length if $|S| = 2$. Moreover, it was conjectured by Guy [GN96] that a tighter upper bound on the period length could be $O(\text{max}(S)^{\binom{|S|}{2}})$, in particular, polynomial in $\text{max}(S)$ if the subtraction set contains a bounded number of elements. Examples of subtraction games with $|S| = 3$ and quadratic period (in terms of $\text{max}(S)$) were discovered in [ANW07, p. 529], and with $|S| = 4$ and period of cubic length in [AB95]. Subtraction games with $|S| = 3$ were studied in [Ho12a], and some conjecture on the length of their period were made in [War16].

**Open Problem 16.** Investigate the length of the period and preperiod of subtraction games.

A version of subtraction games played on graphs was introduced in [BCD+18], and studied for simple graphs such as subdivided stars. Subtraction games are in fact a particular case of a more general family of rulesets called octal games. In octal games, in addition to removing a certain
number of tokens, the players are allowed to split the remaining tokens from the heap into two
heaps. The exact rules depend on a parameter represented by a string of numbers between 0 and
7 (hence the name octal game). A famous question on these games is whether all octal games
have an ultimately periodic $SG$-sequence. If this periodicity was shown for some octal games, the
behaviour of the $SG$-sequence of others remain elusive, despite a very large number of computed
values (see a list of such results in [Fla00]).

Finally, this subtraction games can be considered from a complexity point of view. Due to
Theorem 79, if the subtraction set is fixed, deciding the outcome of a given position can be done in
linear time. Indeed, since the $SG$-sequence, and consequently the outcome-sequence, is ultimately
periodic, this period can be hard-coded into the algorithm, and used to determine the outcome of
an arbitrary position.

However, when the subtraction set is not fixed, but part of the input as well, things are very
different. Consider the problem where we are given as input a subtraction set $S$, together with
a starting position $n$, and ask which of the player has a winning strategy for $\text{Subtraction}(S)$
starting on $n$. No hardness result is known for the problem. Moreover, it is not even clear that
the problem is in $\text{PSPACE}$. Indeed, since at each round, the players might only remove a small
number of tokens, the total number of rounds in a play might not be polynomial. Due to this, the
only upper bound on the complexity we can give is that the problem is in $\text{EXPTIME}$.

Open Problem 17. Study the complexity of deciding the outcome of a position for subtraction
games when the subtraction set is part of the input.

7.4 Compounds of games

The notion of compounds of games follows from a natural approach of studying games by splitting
them into smaller, more manageable, components and analysing each component individually. Two
kinds of compounds have appeared in the literature: compounds which combine individual games,
such as the disjunctive sum we saw above; and compounds which combine rulesets. Concerning
compounds combining games, the disjunctive sum is by far the most studied kind of compound,
but other operations have been considered in the literature. One such example is the $\text{ordinal sum}$
operator [CNS18], which behaves like a disjunctive sum, with the additional constraint that any
move in $G$ annihilates the game $H$. Another example is the $\text{sequential compound}$. Given two games
two games $G$ and $H$, their sequential compound $G \rightarrow H$ consists in starting by playing $G$, and when
it is finished continue with $H$. It was studied in [SU93] where it was shown to be related to misère
play. This construction was considered in conjunction to the disjunctive sums, and properties of
games of the form $(*n + *m) \rightarrow H$ have been investigated in [ACM10a, ACM14]. The sequential
compound is also related to the game $\text{Euclid}$ [Len03].

There are many result which can be viewed as studying a variation on the disjunctive sum.
Six different compounds were considered in [Con00] (twelve if we account for the choice of normal-
or misère-play convention), including the disjunctive sums. For some of these constructions, the
outcome of the compound, for impartial games, can be decided by only looking at the outcome of
the components. For others, quantities called $\text{remoteness}$ and $\text{suspense}$ were defined and play
a similar role as the $SG$-values for the disjunctive sum. These different compounds were studied
for the game $\text{Node-Kayles}$ in [GS09]. Several games (including $\text{Node-Kayles}$) were studied
on subdivided stars [FT04, BCD+18, FH18]. These games can be described as almost disjunctive
sums of each of the branches of the star, where only moves close to the center might affect several
branches at the same time. In \cite{BCD18} in particular, the game is solved by assigning values to each branch of the star, and computing tables describing how these values combine.

More recently, operators have been considered to combine several rulesets to build new ones. For example, \textit{conjoined rulesets}, which have some similarities with the sequential compound, were introduced in \cite{HN19}. As for the sequential compound, the players start the game according to a first set of rules, and when the game has ended, continue with a second set of rules. The main difference with the sequential compound is that the ending position of the first part of the game is used as a starting position for the second part. In \cite{HN19} this construction was used to create the games Go-Cut and Sno-Go which are compounds of the rulesets NoGo, Cut-Throat and Snort. Other games such as \textsc{Building Nim} \cite{DDHL16}, \textsc{Three Men’s Morris}, \textsc{Picaria} \cite{LR17} (first place then slide to neighbours) and \textsc{Nine men’s morris} are similar to these conjoined rulesets since they are played in several phases, with the ending position of the previous phase used as a starting position for the next one.

Note that sometimes, considering combinations, or variations or rulesets also leads to natural variations of usual operators on games such as the disjunctive sum. One such example is the case of games with a pass, where players can pass once during the game (but not if there are already no other moves available). In this setting, it is natural to consider almost disjunctive sums where the pass move is common to all the components (in other words, the pass move can be played only once, even if there are several components). Games with a pass were considered in \cite{MFL11, CLLW18, HN03} for various games including \textsc{Octal games} and \textsc{Nim}. Note that the the \(P\)-positions of \textsc{Nim} with a pass on three heaps are very different from classical \textsc{Nim}. Finding a characterization of these positions is still an open problem. The push-button compound that we consider in the next chapter follows this line of research of studying compounds which almost behave like a disjunctive sum.
Chapter 8

Composition of Combinatorial Games: the Push-Compound

In this chapter, we study operators that combine rulesets of combinatorial games. We introduce a construction called the 'push-compound', and study the composition of several standard rulesets. We also give some general properties of this construction, and consider almost disjoint sums of games related to this compound. Some of the results presented in this chapter were published in [DHLP18].

As we saw in the previous chapter, an important part of Combinatorial Game Theory (CGT) focuses on the study of combinations of individual games. The most famous example is the disjunctive game sum operator, and several variations of this compound were defined by Conway in his reference book [Con76], and Berlekamp, Conway, and Guy in [BCG82].

More recently, the so-called sequential compound operator was introduced [SU93]. It consists in playing successively the ordered pair of games \((G, H)\), where \(H\) starts only when \(G\) is exhausted. These constructions are in a sense static: the starting position of the second game is fixed until the first game is exhausted. In this chapter, we study dynamic compounds, where the starting position of the second game depends on the moves that were made in the first game. As a consequence, our construction requires the full rulesets of the two games to build the compound.

In order to define such compounds, we will say that two rulesets \(R_1\) and \(R_2\) are compatible if they have the same set of positions. Note that the construction also works with the weaker condition that, for any position of \(R_1\) there is a description of how to move in \(R_2\). This is the case for example if there is a function that maps any position of \(R_1\) into a position of \(R_2\). In our case, the two rulesets \(R_1\) and \(R_2\) will always be defined on the same set of positions. Given a compatible pair of rulesets \((R_1, R_2)\) and a specially designed switch procedure ‘\(\Rightarrow\)’ (it can be a game in itself or anything else that declares a shift of rules), players start the game \(R_1 \Rightarrow R_2\) with the rules \(R_1\). At their turn, a player can choose, instead of playing according to \(R_1\), to play in the switch procedure, and when this procedure has terminated, the rules are switched to \(R_2\) (using the current game configuration). Thus, we call this class of operators switch operators (or switch procedures). Note that the games we mentioned in Section 7.4, such as Go-Cut and SNO-Go can also be described with this kind of construction, where the switch procedure can be started only when the first game has ended.

In the current chapter, the switch procedure is called the push-the-button operator (for short push operator). It consists in a button that must be pushed once and only once, by either player.
Pushing the button counts as a move, hence after a player pushes the button, his opponent makes
the next move. The button can be pushed any time, even before playing any move in $R_1$, or when
there is no move left in either game. In particular, if there is no move left in $R_1$ and the button has
not been pushed, then it has to be pushed before playing in $R_2$ (the only way to invoke $R_2$ is via
the push-the-button move). In all cases, the game always ends according to the rules of $R_2$. We
will concentrate our attention to the combination of impartial rulesets, but the construction could
be considered for partizan games as well. In the rest of the chapter, we will assume implicitly that
all rulesets are impartial.

We first give in Section 8.1 a formal definition of the push operator. In Section 8.2, we motivate
this operator by the resolution of a particular game called Zeruclid, which is proved to be a
push compound of the classical games of two-heaps Nim [Bou01] and Euclid [CD69]. Moreover
we show that the second player’s winning positions are similar to those of another classical ruleset,
Wythoff [Wyt07]. Then, in Section 8.3 we continue by studying various push compounds of these
two classical rulesets, as well as a variation of the game Domineering built using this compound.
Finally, in Section 8.4 we consider a sum of games which is compatible with the push-compound,
i.e., pushing the button affects all the components of the sum at the same time. We describe how
to compute canonical forms for this operation, and study sums of a push-variant of subtraction
games.

8.1 The switch compound: push-the-button

Let $R_1$ and $R_2$ be two rulesets over the same set of positions $\Omega$. We consider combining $R_1$ and $R_2$
to form a new compound ruleset. In the compound, players start the game according to $R_1$, and
at their turn, a player can decide, instead of playing according to $R_1$, to push a single allocated
button, which switches the rules to the second ruleset $R_2$. The button must be pushed exactly
once, at some point during play, by either player. It can be pushed before any move has been made,
at some intermediate stage, or even if there is no other move available. We call this operator, the
push operator, denoted by ‘⊚’. By pushing the button, the current position, which is a position of
the first ruleset, becomes the starting position for the second ruleset.

Definition 6 (The push operator). Let $R_1$ and $R_2$ be two rulesets over the same set of positions $\Omega$. The push-the-button ruleset (for short push ruleset) $R_1 \otimes R_2$ is defined over $\{1, 2\} \times \Omega$ by:

$$(R_1 \otimes R_2) : \begin{align*}
(1, g) &\mapsto \{(1, g'), g' \in R_1(g)\} \cup (2, g) \\
(2, g) &\mapsto \{(2, g'), g' \in R_2(g)\}.
\end{align*}$$

Once the button is pressed, the game is played according to the rules $R_2$. In other words, we have $(2, g)_{R_1 \otimes R_2} = (g)_{R_2}$. Consequently, when the ruleset is of the form $R_1 \otimes R_2$, the interesting positions are those of the form $(1, g)$ for $g \in \Omega$. Thus, to simplify notation, we write $(g)_{R_1 \otimes R_2}$ instead of $(1, g)_{R_1 \otimes R_2}$.

In the following, we will say that a game $G$ is a push-game if its ruleset is a push-compound.
Since pushing the button is a ‘special’ move, it makes sense to differentiate it from its other possible
moves. Hence, we will denote by $\text{push}(G)$ the game obtained after pushing the button. In other
words, if $G = (g)_{R_1 \otimes R_2}$ for some compatible rulesets $R_1$ and $R_2$, then $\text{push}(G) = (2, g)_{R_1 \otimes R_2} = (g)_{R_2}$. The normal options of $G$ denotes the games which can be obtained by playing according
to $R_1$. Hence, the normal options of $G$ contain all the options of $G$, except the move which consists
in pushing the button.
Figure 8.1: Example of the tree representation of a push-game. After the button is pushed, the game continues with the rules of Nim, with a number of tokens which depends on the position before pushing the button. The first player has a winning move by playing on the right branch.

We have seen in Chapter 7 that impartial games can be represented as a tree. In the same manner, we will adapt this tree representation for push-games. Since pushing the button plays a special role, it makes sense to distinguish it from the other moves. Hence, we will represent a push-game by a labelled rooted tree. Each node of the tree represents a position of the game, and its children corresponds to the normal moves from this position. Each node is labelled by the game which will follow if we push the button from this position. An example of a tree representation of a push-game is given in Figure 8.1, where after pushing the button the rules are those of Nim.

We denote by \( G \) the set of all push-games (equivalently, trees with nodes labelled by impartial games).

8.1.1 General properties of the push compound

Before studying concrete examples of push-compounds, we state some general properties of the push operator. If \( G = (g)_{R_1 \ominus R_2} \) is a push game, the possible options of \( G \) are either pushing the button, or playing according to the rules \( R_1 \). Hence, it follows that the outcome of \( G \) is \( P \) if and only if pushing the button is a losing move, i.e., \( o_{R_2}(g) = N \), and or every option \( g' \in R_1(g) \), \( o_{R_1 \ominus R_2}(g') = N \). In particular, with this observation we can reformulate Lemma 72 to characterize the \( P \)-positions for push-rulesets.

Lemma 80. Let \( R_1 \ominus R_2 \) be a push ruleset over \( \Omega \). A subset \( P \subset \Omega \) is the set of \( P \)-positions of \( R_1 \ominus R_2 \) if and only if:

(i) \( \forall g \in P, \; o_{R_2}(g) = N \),

(ii) \( \forall g \in P, \; R_1(g) \subset \Omega \setminus P \),

(iii) \( \forall g \in \Omega \setminus P, \; either \; o_{R_2}(g) = P \; or \; R_1(g) \cap P \neq \emptyset \).

Proof. Obvious, according to Proposition 72 and the definition of push-ruleset.

In some cases, the \( P \)-positions of \( R_1 \ominus R_2 \) can be determined directly from the \( P \)-positions of \( R_1 \). Indeed, adding the possibility to change the rules can be seen as a way to disrupt the game \( R_1 \) using an additional move (pushing the button). The following results give sufficient conditions for which such a disruption preserves the \( P \)-positions of \( R_1 \).
Proposition 81. Let $R_1$ and $R_2$ be two rulesets over $\Omega$ and let $g$ in $\Omega$ be a game position. We denote by $P_1$, $P_2$ and $P^-_1$ the set of $P$-positions for respectively $R_1$ and $R_2$ under normal-play convention, and $R_1$ under misère-play convention.

The ruleset $R_1 \ominus R_2$ satisfies the following properties:

(i) If $o_{R_2}(g) = P$, then $o_{R_1 \ominus R_2}(g) = N$.

(ii) If $P_1 \cap P_2 = \emptyset$, then $o_{R_1 \ominus R_2}(g) = P \iff g \in P_1$.

(iii) If $P^-_1 \cap P_2 = \emptyset$ and $R_1(g) = \emptyset$ implies $g \in P_2$, then $o_{R_1 \ominus R_2}(g) = P \iff g \in P^-_1$.

Proof. (i) Pushing the button is a winning move.

(ii) We check that $P_1$ satisfies the three conditions (i), (ii) and (iii) of Lemma 80. The condition (i): for all $g \in P_1$, $o_{R_2}(g) = N$, corresponds to the assumption we made that $P_1 \cap P_2 = \emptyset$. Since $P_1$ is the set of $P$-positions for the ruleset $R_1$, there is no move, according to $R_1$, from a position in $P_1$ to another one, hence (ii) holds. Moreover for any position not in $P_1$, there is a move, according to $R_1$, to a position in $P_1$ and (iii) holds.

(iii) The argument is essentially the same as above. If a position $g$ has no move for $R_1$, then by hypothesis, pushing the button is a winning move. Otherwise, $g$ has at least one option. If $g \in P^-_1$, then all moves, according to $R_1$, are out of $P^-_1$, and by hypothesis, pushing the button is a losing move. If $g \not\in P^-_1$, then there exists at least one move, according to $R_1$, landing in $g' \in P^-_1$.

This result gives sufficient conditions for which the $P$-positions of $R_1$ remain unchanged by adding the possibility to switch the rules to $R_2$. For some of the games we study in Section 8.3, we will use this property to characterize their set of $P$-positions.

8.2 ZERUCLID

We now present the ruleset which is the source of the push compound, and motivated the initial research on this construction. It is called ZERUCLID (a.k.a. RUTHLEIN), and is a variant of the ruleset SUSEN [Mul16]. Both are part of a larger family of non-invariant rulesets [DR10].

Definition 7 (ZERUCLID). The game ZERUCLID is played on several heaps of tokens. At each turn, a player can remove from any heap a number of tokens which is a positive multiple of the smallest non-zero heap. The heap sizes must remain non-negative.

ZERUCLID on two heaps is very similar to the well-known game EUCLID. Recall from Section 7.1.2 that in EUCLID, the players can remove a positive multiple of the smallest heap from the largest heap. On two heaps, ZERUCLID has only two differences with EUCLID:

- In ZERUCLID, the game ends when both heaps are zero, whereas in EUCLID it ends when they are equal.
- In ZERUCLID, it is possible to remove the smallest heap in a single move.
One can easily check that these two differences do not modify the \( \mathcal{P} \)-positions. Indeed, in the 2-heap case, removing the smallest heap is always a losing move in Zeruclid. Hence the \( \mathcal{P} \)-positions of 2-heap Zeruclid with non-zero coordinates, and the \( \mathcal{P} \)-positions of Euclid are the same. Using the known results on Euclid, these are the positions \((a, b)\) such that \( \frac{1}{\Phi} < \frac{a}{b} < \Phi \), where \( \Phi \) is the golden ratio (see Theorem 75).

Played on three heaps, our game is similar to the game 3-Euclid introduced in [CL08], and to some of its variations studied in [Ho12b]. The main difference with the game Zeruclid is that 3-Euclid requires the heap sizes to remain positive. In particular, the number of heaps in 3-Euclid does not vary during the game. In our version, it is allowed to completely remove the smallest heap, and thus to decrease the total number of heaps. An example is given in Figure 8.2 describing the possible move from the position \((2, 3, 5)\).

![Figure 8.2: Example of the possible moves for Zeruclid on position \((2, 3, 5)\).](image)

### 8.2.1 Zeruclid\((1, a, b)\)

We call Zeruclid\((1, a, b)\) the game Zeruclid played on three heaps of tokens where the smallest heap has size 1. The link between this game and the push-the-button operator is given in the following proposition:

**Proposition 82.** The game Zeruclid played on position \((1, a, b)\) has the same outcome as the push ruleset Nim \(\odot\) Euclid on position \((a, b)\).

First, remark that Euclid and Nim are not played exactly on the same set of positions: the position \((0, i)\) is not a valid position for Euclid, while it is a valid position for Nim. Consequently, what we call Euclid here, and in all the rest of Section 8.2, is the variant where there is a single move from \((0, i)\) to \((0, 0)\) if \(i > 0\). In particular, the position \((0, i)\) is an \(\mathcal{N}\)-position.

**Proof.** Before the heap with 1 token is taken, it is possible to remove any number of tokens from any of the two other heaps, hence the rules are those of Nim on two heaps. Once the heap with size one is removed, the rules are essentially those of Euclid, up to some minor differences, which, as mentioned before, do not modify the set of \(\mathcal{P}\)-positions. Removing the heap of size one in Zeruclid is equivalent to pushing the button in Nim \(\odot\) Euclid. \(\square\)

The rest of this section will be dedicated to finding characterizations of the \(\mathcal{P}\)-positions of Nim \(\odot\) Euclid. By the previous proposition, this also gives a characterization of the \(\mathcal{P}\)-positions for Zeruclid\((1, a, b)\).

Surprisingly, the \(\mathcal{P}\)-positions of Nim \(\odot\) Euclid are very similar to the \(\mathcal{P}\)-positions of Wythoff’s game. In the following, we denote \(a_n = \lfloor \Phi n \rfloor\) and \(b_n = \lfloor \Phi n \rfloor + n\). Recall from Theorem 74 that the \(\mathcal{P}\)-positions for Wythoff are exactly the \((a_n, b_n)\) and \((b_n, a_n)\) for \(n \geq 0\). The pairs \((a_n, b_n)\) for \(n \geq 0\) are generally called Wythoff pairs.

Wythoff pairs
The characterization of the $\mathcal{P}$-positions of $\text{NIM} \oplus \text{EUCLID}$ is based on the Wythoff pairs, as well as a sequence related to the Fibonacci numbers and defined as follows.

**Definition 8.** Denote by $(F_n)_{n \geq 0}$ the Fibonacci sequence starting with $F_0 = 0$ and $F_1 = 1$. The sequence $(u_n)_{n \geq 0}$ is defined by $u_n = F_{n+1} - 1$.

Before showing the theorem which gives a characterization of the $\mathcal{P}$-positions of $\text{NIM} \oplus \text{EUCLID}$ in terms of the sequences $a_n, b_n$ and $u_n$, we need the following result.

**Proposition 83.** For all $n \geq 0$, the pair $(u_{2n}, u_{2n+1})$ is a Wythoff pair.

This is a well-known result. Since we will reuse the proof afterwards, we put the details of it below.

*Proof.* Let $\Phi$ denote the golden ratio. Using the closed form formula for the Fibonacci numbers, we can write that:

$$F_{n+1} - \Phi F_n = \frac{\Phi^{n+1} - (-\Phi)^{-n-1}}{2\Phi - 1} - \Phi \frac{\Phi^n - (-\Phi)^{-n}}{2\Phi - 1} = \frac{1}{\Phi^2 - 1} (1 - \Phi) = \frac{1}{(-\Phi)^n (2\Phi - 1)}.$$

This gives $F_{2n+1} - \frac{1}{\Phi^2 n (2\Phi - 1)} = \Phi F_{2n}$, and by taking the integer part on both sides of the equality, we obtain $u_{2n} = \lfloor \Phi F_{2n} \rfloor$. Additionally we have

$$u_{2n+1} = F_{2n+2} - 1 = F_{2n+1} - 1 + F_{2n} = \lfloor \Phi F_{2n} \rfloor + F_{2n} = \lfloor \Phi^2 F_{2n} \rfloor.$$

Consequently, the equality $(u_{2n}, u_{2n+1}) = (\lfloor \Phi F_{2n} \rfloor, \lfloor \Phi^2 F_{2n} \rfloor)$ proves that it is a Wythoff pair. \(\square\)

We now have all the ingredients we need to characterize the set of $\mathcal{P}$-positions of $\text{NIM} \oplus \text{EUCLID}$. As we can see in the theorem below, this set coincides with the $\mathcal{P}$-positions of Wythoff, except for a very small fraction of the positions. The first $\mathcal{P}$-positions of the two games are given in Table 8.3.

**Theorem 84.** The set of $\mathcal{P}$-positions of $\text{NIM} \oplus \text{EUCLID}$ is given by:

$$\mathcal{P} = \{(a_n, b_n), n \geq 0\} \setminus \{(u_{2n}, u_{2n+1}), n \geq 0\} \cup \{(u_{2n+1}, u_{2n+2}), n \geq 0\}.$$

*Proof.* Denote by $(a'_n, b'_n)$ the positions of the set $\mathcal{P}$ above, with $b'_n \geq a'_n$, reordered by increasing $a'_n$. Denote by $A$ and $B$ the two sets defined by $A = \{a'_n, n \geq 0\}$ and $B = \{b'_n, n \geq 0\}$. We know from [Wyt07] that the sets $\{a_n, n \geq 0\}$ and $\{b_n, n \geq 0\}$ are complementary. Additionally, using Proposition 83 and the fact that the $u_i$ for $i \geq 1$ are all distinct, we can deduce that $A$ and $B$ are complementary. This implies that there is no move, according to NIM from a position of $P$ to another position of $P$. Indeed, if there were a move between two position in $P$, then these two positions have one coordinate in common. Since $a'_n$ is strictly increasing, this implies that one of the position is of the form $(a'_n, b'_n)$, while the other is $(b'_n, a'_n)$, and in particular, this contradicts the assumption that $A$ and $B$ are disjoint.

In order to apply Lemma 80, we only need to show that: (i) pushing the button on a position $(a'_n, b'_n)$ is a losing move, and (ii) from any position $(a, b) \notin \mathcal{P}$, there is either a move, according to NIM, to a position in $P$, or pushing the button is a winning move.
We start by showing that, for \( n \geq 1 \), the position \((a'_n, b'_n)\) satisfies the equality \( b'_n = \lfloor \Phi a'_n \rfloor \). If \((a'_n, b'_n)\) is a Wythoff pair, this relation is a well-known result (this is proved for example in Lemma 5 from [Fra07] or in [Sil76]). Consequently, we only need to prove it in the case \((a'_n, b'_n) = (u_{2n+1}, u_{2n+2})\). Reusing the computations from the proof of Proposition 83, we know that:

\[
\begin{align*}
    u_{2n+2} - \Phi u_{2n+1} &= F_{2n+3} - 1 - \Phi F_{2n+2} + \Phi \\
    &= \frac{1}{\Phi^{2n+2}(2\Phi - 1)} - 1 + \Phi.
\end{align*}
\]

This shows that \( u_{2n+2} - \Phi u_{2n+1} < 1 + \frac{1}{\Phi^{2n+2}(2\Phi - 1)} < 1 \) and additionally, \( u_{2n+2} - \Phi u_{2n+1} > 0 \), which proves that \( u_{2n+2} = \lfloor \Phi u_{2n+1} \rfloor \).

We have \((a'_0, b'_0) = (0, 1)\), and pushing the button from this position is a losing move. If \( n \geq 1 \), then \( \frac{b'_n}{a'_n} > \Phi \), and consequently, by Theorem 75 pushing the button is also a losing move.

Now suppose that we have \((a, b) \notin P\). We want to show that either there is a move, according to Nim, to a position in \( P \), or pushing the button is a winning move. If \( a = 0 \), then either \( b = 0 \) and pushing the button is a winning move, or \( b > 0 \), and there is a move to \((0, 1) \in P\). Consequently, we can assume \( a > 0 \). Suppose \( a = b'_n \) for some \( n \). Thus we have \( b \geq a = b'_n > a'_n \), and there is a move, according to Nim, to the position \((b'_n, a'_n)\). Otherwise, since \( A \) and \( B \) are complementary, we have \( a = a'_n \) for some \( n \). If \( b > b'_n \), then again, there exists a move, according to Nim, to \((a'_n, b'_n)\). Otherwise, we have \( b < b'_n \). Since \( b'_n = \lfloor \Phi a'_n \rfloor \), we must have \( \frac{b}{a} < \Phi \), which implies by Theorem 75 that pushing the button is a winning move.

In [DHLP18], we also give alternative characterizations of the \( P \)-positions for Zeruclid. These other results rely on similar characterizations for the \( P \)-positions of Wythoff, using for example another numeration system based on Fibonacci numbers. Although the \( P \)-positions of Zeruclid with the smallest heap of size 1 are well characterized, the \( SG \)-values seem to have a much more complicated structure as shown in Figure 8.4. Note that the patterns which can be seen on the figure seem to have the same shape as those obtained in [ACM10b] about variations of the game Nim. This general shape seems to be

In [DHLP18], we also look at properties of the \( P \)-positions when the first heap is larger than 1. However, we do not have a characterization in the general case.

### 8.3 Other push compounds

In this section we investigate the push operator on several other well-known impartial rule sets. We start by considering rulesets played on two heaps of tokens, and study all the other possible compounds of the rulesets Nim, Euclid, and Wythoff. We give characterizations of the \( P \)-positions of the resulting games. Then in Section 8.3.2 we consider push-compounds for positional games, and study a variant of the ruleset Cram.
Figure 8.4: $SG$-values for positions $(1,a,b)$ of 3-heaps Zeruclid for different values of $a$ and $b$. Colour blue corresponds to small values while yellow and red correspond to high values. The $P$-positions can be seen along the line $y = \Phi x$ and its symmetric. Other small positive $SG$-values seem to be close to the diagonal $y = x$.

8.3.1 Push compounds of Nim, Wythoff and Euclid

The set of positions of these three games can be represented as the integer lattice $\mathbb{N}^2$, where each coordinate corresponds to the number of tokens in one of the two heaps. Recall that the case $\text{Nim} \odot \text{Euclid}$ has already been considered in the previous section and corresponds to 3-heap Zeruclid with the smallest heap of size 1. The three results below cover the other compounds of Nim with Euclid and Wythoff.

Proposition 85. The $P$-positions of $\text{Nim} \odot \text{Wythoff}$ is the set $P_{\text{N} \odot \text{W}}$ defined as:

$$P_{\text{N} \odot \text{W}} = \{(0,1); (1,0); (k,k), \ k \geq 2\}.$$ 

Proof. The set $P_{\text{N} \odot \text{W}}$ is known as the set of $P$-positions of Nim under misère convention [Bou01]. Using Proposition 81 (iii), one only needs to show that:

- If $g$ is a position with no option for Nim, then it is a $P$-position for Wythoff. This is immediate because the only position with no option for Nim is $(0,0)$.
- All the positions of $P_{\text{N} \odot \text{W}}$ are winning for Wythoff. This also holds since the $P$-positions of Wythoff are of the form $([\Phi n], [\Phi n] + n)$ (see Theorem 74), and none of these positions is in $P_{\text{N} \odot \text{W}}$.

\[ \square \]

Proposition 86. A position $(a,b)$ with $a \leq b$ is a $P$-positions of Euclid $\odot$ Nim if and only if one of the following assumptions holds:

- $\frac{b}{a} < \Phi$ and $\frac{b}{a} \neq \frac{F_{2i+2}}{F_{2i+1}}$ for any $i$, 
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\[ \frac{b}{a} = \frac{F_{2i+1}}{F_{2i}} \text{ for some } i, \]

where the \( F_i \) are the Fibonacci numbers.

**Proof.** If we note \( P \) the set of positions defined by the union of the two above conditions, then \( P \) is the set of \( P \)-positions of Euclid in misere convention \[Gur07\]. To show that this also corresponds to the set of \( P \)-positions of Euclid \( \otimes \) Nim, using Property 81, we only need to show that for any position in \( P \), this position is winning for Nim, and that all the terminal positions of Euclid are \( P \)-positions of Nim. This is straightforward since the \( P \)-positions of Nim are of the form \((a,a)\), and \( a/a = 1 = \frac{F_1}{F_1} \), thus \((a,a) \notin P\). In addition, the terminal positions of Euclid are exactly these positions.

**Proposition 87.** The \( P \)-positions of Wythoff \( \otimes \) Nim is the set \( P_{W \oplus N} \) defined as follows:

\[ P_{W \oplus N} = \{(a_n - 1, b_n - 1) \mid n \geq 1\}. \]

where \((a_n, b_n)\) are the \( P \)-positions of Wythoff.

This is an example where the \( P \)-positions of the compound ruleset differs from the \( P \)-positions of the original ruleset (both in normal or misere convention). Therefore, Proposition 81 cannot be applied.

**Proof.** According to Proposition 74, the sets \( A = \{a_n - 1\}_{n \geq 1} \) and \( B = \{b_n - 1\}_{n \geq 1} \) are complementary sets and \((a_n - 1) - (b_n - 1) = a_n - b_n = n\). As a consequence, there is no move, according to Wythoff, from one position in \( P_{W \oplus N} \) to another. Moreover, since \( a_n - b_n = n > 0 \) for any \( n \geq 1 \), none of these elements are \( P \)-positions of Nim. Hence, to prove that this set is the set of \( P \)-positions of Wythoff \( \otimes \) Nim, it only remains to show that for any position not in \( P_{W \oplus N} \), either pushing the button is a winning move, or there is a move according to Wythoff ruleset to a position in \( P_{W \oplus N} \). The proof is essentially the same as for the classical Wythoff.

Take a position \((a,b) \notin P_{W \oplus N} \) with \( 0 \leq a \leq b \). If \( a = b \), changing the rules to Nim (by pushing the button) is a winning move. Hence, we can assume that \( a < b \). Since \( A \) and \( B \) are complementary, there are two possibilities:

- \( a = b_n - 1 \) for some \( n \geq 1 \), then \( b > a = b_n - 1 \geq a_n - 1 \). In this case there is a move from \((a,b)\) to \((b_n - 1, a_n - 1)\) by playing on the second heap.

- \( a = a_n - 1 \) for some \( n \geq 1 \). If \( b > b_n - 1 \), then there is a move to \((a_n - 1, b_n - 1)\) by playing on the second heap. Otherwise \( b < b_n - 1 \), and let \( m = b - a \). We have \( m < b_n - 1 - a_n - 1 = n \). Consequently, by choosing \( k = a_m - a_n \), the move to \((a - k, b - k) = (a_m - 1, b_m - 1)\) is a winning move.

\[ \square \]

### 8.3.2 Push compounds of placement games: the CRAM ruleset

In previous examples, we studied several games played with heaps of tokens. We now move to a different kind of game: placement games. We look in particular at the game Domineering and its impartial variant CRAM, and study a push compound of this game. We here study a variation of CRAM where the players first play only vertical dominoes, then, when the button is pushed, switch
Figure 8.5: Case (iii). The blue dotted vertical line is the symmetry axis. All the rows go by pair except one (in red with a dashed border) which has even size. Since 0.07 played on a row of even size has a non-zero $SG$-value, pushing the button is a losing move on these symmetric positions.

to horizontal ones. Since the two rulesets are defined on the same game board they are compatible. We call Push Cram this new game, and present a solution for some of its non trivial sub-cases.

Note that Push Cram is a special case of a more general construction which consists in building a push-ruleset from a partizan game. More precisely, given an arbitrary partizan game, we can consider a push-variant of the game where the players start with the rules for Left and then, after pressing the button continue with the rules for Right. In a similar way, the push compound of Subtraction games that we will consider in Section 8.4.3 can be obtained by applying this construction to the Partizan Subtraction games we study in Chapter 9.

In this subsection, the notation $m \times n$ will denote the grid with $m$ rows and $n$ columns. The game of Cram played on a $1 \times n$ row has the same rules as the octal game 0.07. Its $SG$-values are periodic, with period 34 and pre-period 52 [BCG04]. In particular, if we have $SG_{0.07}(n) = 0$, then $n$ is odd (i.e.: positions $1 \times (2k)$ have outcome $N$, see Section 7.1.2). In Push Cram on an $m \times n$ board, when the button is pushed the game decomposes into a disjunctive sum of $m$ distinct 0.07 positions. Indeed, after the button is pushed the players can only place horizontal dominoes, and each domino placed on a row does not affect the other rows. In this case, the outcome can be computed easily using the properties of the $SG$-values (see Theorem 78) and the periodicity of the $SG$-values of 0.07.

Proposition 88. Let $k$ and $n$ be two non-negative integers. We have the following outcomes for Push Cram:

(i) $(2k) \times n$ is an $N$-position,
(ii) $(2k + 1) \times n$ is an $N$-position if $SG_{0.07}(n) = 0$,
(iii) $3 \times (2k)$ is a $P$-position,
(iv) $n \times 3$ is a $P$-position if and only if $SG_{0.07}(n) = 0$,
(v) $(2k + 1) \times 4$ is a $P$-position.

Proof. For each of these cases, we describe a winning strategy for one of the players.

(i) The first player directly wins by pushing the button. Indeed, once the button is pushed, the game decomposes into a disjunctive sum of $2k$ games, each game corresponding to a row. Since all rows have the same length, the value (obtained by the XOR of the values of each game) is zero.

(ii) Again, the first player can push the button and win since once the button is pushed, the games corresponding to each row have $SG$-value 0.

(iii) We give a strategy for the second player: play the move symmetrically to the first player relatively to the vertical line cutting the grid in half. Since such a move is always possible, we
only have to show that for the first player pushing the button is always a losing move. Each move of the players cuts the horizontal rows. Looking at the connected horizontal pieces of rows, they go in pairs with their symmetric except for three of them in the center which are their own symmetric. Among these three, two of them have the same length and can be paired together, and the remaining one has even length (see Figure 8.5). Moreover, since 0.07 played on a row of even length has a value different from zero, pushing the button on this kind of symmetric position is a losing move for the first player.

(iv) The second player can play his optimal strategy for 0.07 on the last column and play symmetrically on the two other ones. At some point, the opponent will run out of moves and will be forced to push the button, giving a winning position to the second player (see Figure 8.6). At any point during the game, when it’s the first player’s turn, there is an odd number of rows with 2 or 3 empty cells. Indeed, if the first player plays on one of the two first columns, by playing symmetrically, two rows with either 2 or 3 empty cells are transformed into rows with 0 or 1 empty cells. Additionally, playing into the last column changes the number of free cells of the two rows from 3 to 2 or from 1 to 0. After pushing the button, the value of the game is the number modulo 2 of rows with 2 or 3 empty cells. Consequently, for the first player, pushing the button is a losing move.

(v) Group the columns in two consecutive pairs as in Figure 8.7. Either the second player can push the button and win, or, by playing the symmetric in the paired column, the value of the game for 0.07 does not change. If he plays on a side column (case (a) in Figure 8.7), his move removes two rows of size 1, and does not change the value for 0.07 on these rows. If he plays on a middle column (case (b) in Figure 8.7), then he changes rows of length 1 to 0, and rows of length 3 to 2. Since $SG_{0.07}(1) = SG_{0.07}(0)$ and $SG_{0.07}(3) = SG_{0.07}(2)$, the value for 0.07 is not affected either by the move.

With the current tools, it seems difficult to completely characterize the outcome for Push Cram on any board size. However, using numeric computations, we were able to formulate the following conjecture. A game is a bluff game [BDKK17] if it is a first player win, and any first move is a winning move.
Figure 8.7: The second player can play symmetrically to the other player on each pair of column.

Conjecture 4. For all \( k \geq 0 \), the grid of size \( 3 \times (2k+1) \) is an \( N \)-position for the game Push-Cram. In addition, it is a bluff game.

This conjecture was verified up to grids of size \( 3 \times 25 \) for the outcome, and \( 3 \times 13 \) for the bluff property. The remaining unsolved case for Push Cram on rectangular grids is when there is an odd number of rows, and a number of columns \( m \) such that \( SG_{0.07}(m) \neq 0 \). The complexity of computing the outcome of an arbitrary position (with already placed dominoes) is also unknown.

For Cram, when the board is not connected, we can split the game into the disjunctive sum of each connected component, and consider each component independently. By computing the \( SG \)-values of each component, we can deduce the outcome for the whole game. In the push-variant of the game, we would like to apply a similar argument. However, for this variant, when the board is not connected the game is not a disjunctive sum. Indeed, if one player pushes the button, the rules change for all components at the same time, and not just for one of the components. Hence, in the next section we consider an alternative version of the disjunctive sum for push-games.

8.4 Push-sums and push-canonical forms

Given two push-games \( G \) and \( H \), we define the push-sum of these two games, denoted \( G \oplus H \), as the game where the players can either play in \( G \) or in \( H \), but pushing the button changes the rules for both components at the same time. More formally, the sum \( G \oplus H \) is such that \( \text{push}(G \oplus H) = \text{push}(G) + \text{push}(H) \) (i.e., after pushing the button, we get a disjunctive sum), and the normal options of \( G \oplus H \) are exactly the games of the form:

- \( G' \oplus H \), where \( G' \) is a normal option of \( G \),
- \( G \oplus H' \), where \( H' \) is a normal option of \( H \).

As we did in Section 7.2 when we introduced values for the disjunctive sum, we wish to define values of games such that the value of a push-sum can be computed from the values of the individual components. Hence, we define an equivalence relation between push-games, called the push-equivalence and denoted \( \equiv \), where for any two push-games \( G \) and \( H \) we have:

\[
G \equiv H \iff \forall X \in \mathfrak{G}, \quad o(G \oplus X) = o(H \oplus X).
\]

We call push-values the equivalence classes for this relation. If the push-values theoretically solve the problem, this definition is not necessarily practical from a computational point of view.
Indeed, it does not provide an algorithm to compute the push-value of a game since the definition relies on quantifying over the (infinite) set of all possible push-games. The rest of this section is dedicated to proving properties of the push-equivalence which allows us to compute canonical representative for the equivalence class of an arbitrary push-game.

To simplify some statements, we will adopt special notations for some of the games. Given an impartial game $G$, we denote by $G$ the push-game where the only possible move is to push the button to create the game $G$. In other words, the game tree of $G$ contains a single node labelled by $G$. For example, if EMPTY denotes the rule set where the players have no move on any position, then $\star_n$ corresponds to $\text{EMPTY} \oplus \text{NIM}$ on a heap of size $n$. For this game, the only possible move is pushing the button. After this, the players continue with the rules of NIM on a heap of size $n$. In particular, $\circ$ is a neutral element for the push-sum: $\forall X \in \mathcal{G}, X \oplus \circ = X$. Indeed, there is no move in the game $\circ$ both before and after pushing the button. We also denote by $\star_n$ the game with rules NIM $\oplus$ EMPTY played on a heap of size $n$. This game is played by starting with the rules of NIM, and at any time the players can push the button and win. The game tree of $\star_3$ is illustrated in Figure 8.8.

### 8.4.1 Push-values

Note that when considering the push-value of a game $G$, the exact shape of $\text{push}(G)$, the game obtained after pushing the button on $G$, does not matter, but only its $SG$-value is important. As such, we will assume in the rest of this section that for every push-game $G$ that we consider, $\text{push}(G)$ is in canonical form, i.e., $\text{push}(G) = \star_i$ for some $i \geq 0$.

Before showing how push-canonical forms can be computed, we need a few technical lemmas. The first of these lemmas, shown below gives some criterion to decide which games are push-equivalent to $\circ$.

**Lemma 89.** Let $G$ be a push-game, then $G \equiv \circ$ if and only if:

- $o(\text{push}(G)) = \mathcal{P}$, i.e., pushing the button on $G$ is a winning move,

- and for every normal option $G'$ of $G$, there exists a normal option $G''$ of $G'$ such that $G'' \equiv \circ$.

**Proof.** Let $G$ be a push-game which satisfies the two conditions above. We want to show that $G$ is push-equivalent to $\circ$. Let $X$ be a push-game. We will show by induction on the size of the trees of $G$ and $X$ that $o(G \oplus X) = o(X)$. If $G = \circ$, then the result follows the fact that $\circ$ is a neutral element for $\oplus$. Hence we can assume that $G$ has at least one normal option. Let us first consider the case $o(X) = N$. There are two possible cases:
• pushing the button on $X$ is a winning move. Then pushing the button on $G \oplus X$ is also a winning move. Indeed, we have $o(\text{push}(G \oplus X)) = o(\text{push}(G) + \text{push}(X)) = o(\text{push}(X))$ where the last equality comes from the fact that $o(\text{push}(G)) = P$ and using Lemma 76. Since pushing the button on $X$ is a winning move, it follows that $o(\text{push}(X)) = P$.

• There is a normal option $X'$ of $X$ such that $o(X') = P$. Then, playing from $G \oplus X$ to $G \oplus X'$ is a winning move since by the induction hypothesis on $G$ and $X'$, we have $o(G \oplus X') = o(X') = P$.

Consider now the case $o(X) = P$. We wish to show that the second player has a winning strategy on $G \oplus X$. Since by assumption pushing the button on $X$ is a losing move, it is also a losing move on $G \oplus X$ for the same reasons as above. If the first player plays to $G \oplus X'$ for some normal option $X'$ of $X$, then using the induction hypothesis we have $o(G \oplus X') = o(X') = N$. Finally, if the first player moves to $G' \oplus X$ for some normal option $G'$ of $G$, then by assumption on $G$, there exists a normal option $G''$ of $G$ such that $G'' \equiv (\emptyset)$. Consequently, playing to $G'' \oplus X$ is a winning move for the second player since $o(G'' \oplus X) = o(X) = P$.

Let us prove now the reverse implication. Let $G$ be a push-game such that $G \equiv 0$. For the first point, assume by contradiction that pushing the button on $G$ is not a winning move. Let $n$ be the $SG$-value of $\text{push}(G)$. By assumption, we have $n \neq 0$. Hence, we must have $o(G \oplus (+n)) = o(\emptyset) = P$. However, the first player has a winning move on $G \oplus (+n)$ by pushing the button, since $\text{push}(G \oplus (+n)) = \text{push}(G) + n \equiv 0$, a contradiction. This implies that $G$ satisfies the first condition.

Consider now the second point, and again assume by contradiction that there exists a normal option $G'$ of $G$ such that there is no normal option of $G''$ of $G'$ such that $G'' \equiv (\emptyset)$). We will build a push-game $X$ such that $o(X) = P$, but $o(G \oplus X) = N$. Let $G''_1, \ldots, G''_k$ be the normal options of $G''$ for $k \geq 0$. By assumption, for each $1 \leq i \leq k$, there exists a push-game $X_i$ such that $o(G''_i + X_i) \neq o(X_i)$. Up to replacing $X_i$ by $G_i + X_i$, we can assume that $o(X_i) = N$, and $o(G_i + X_i) = P$. Consider the push-game $X$ as follows: $\text{push}(X) = *m$ for some sufficiently large $m$, and the normal options of $X$ are all the $X_i$, for $1 \leq i \leq k$.

Then, by construction, we have $o(X) = P$ since pushing the button or playing to one of the $X_i$ is a losing move. However, the first player has a winning strategy on $G \oplus X$ by playing to $G' \oplus X$. Indeed, on $G' \oplus X$

• pushing the button is a losing move since $\text{push}(G') + *m$ has outcome $N$, if we take $m$ large enough,

• and for any move to either $G' \oplus X_i$ or $G''_i \oplus X$ the first player can answer to $G''_i \oplus X_i$ which has outcome $P$.

This shows that $o(G + X) \neq o(X)$, which is the necessary contradiction. Hence, the game $G$ also satisfies the second property and the equivalence holds.

\begin{lemma}
For all push-game $G \in \mathfrak{S}^\oplus$, we have $G \oplus G \equiv (\emptyset)$.
\end{lemma}

\begin{proof}
Let $G$ be a push-game. We prove by induction on $G$ that $G \oplus G$ satisfies all the conditions of Lemma 89. If $G = (\emptyset)$, the result is trivial. Assume by induction that $G$ has at least one normal option, and the result holds for all the normal options of $G$. The first condition is straightforward as
push(\(G \oplus G\)) = push(G) + push(G) \equiv 0. The second point follows immediately from the induction hypothesis using symmetric moves: any normal option of \(G \oplus G\) is of the form \(G \oplus G'\) for some normal option \(G'\) of \(G\), and from this game, there is a normal option to \(G' \oplus G'\) which is push-equivalent to \(\overline{0}\) by the induction hypothesis.

Using the two results above,

**Corollary 91.** For any two push-games \(G\) and \(H\), \(G \equiv H\) if and only if \(G \oplus H \equiv \overline{0}\).

**Proof.** The proof follows from the following claim:

**Claim 92.** Let \(G, H\) and \(X\) be three push-games, then \(G \equiv H\) implies \(G \oplus X \equiv H \oplus X\).

**Proof.** Assume that \(G \equiv H\), and let \(X\) be a push-game. The proof follows from the associativity of the operator \(\oplus\). For every \(Y \in G\), we have: \(o((G \oplus X) \oplus Y) = o(G \oplus (X \oplus Y)) = o(H \oplus (X \oplus Y)) = o((H \oplus X) \oplus Y)\). Since this holds for any push-game \(Y\), this implies as wanted \(G \oplus X \equiv H \oplus X\).

Let \(G\) and \(H\) be two push-games. First assume that \(G \equiv H\), then by the claim above, we have \(G \oplus H \equiv H \oplus H \equiv \overline{0}\), where the second equivalence comes from Lemma 90.

Now, assume that \(G \oplus H \equiv \overline{0}\), then using again the claim above, we have \(G \oplus H \oplus H \equiv H\).

Since \(H \oplus H \equiv \overline{0}\) by Lemma 90 we have \(G \equiv G \oplus H \oplus H \equiv H\), which completes the proof.

From the results above, we can see that the operator \(\oplus\) defines a structure of group on \(G\) (more precisely on the quotient of \(G\) by the equivalence relation \(\equiv\)), in a similar fashion as the disjunctive sum defines a group on the set of \(SG\)-values of traditional impartial games. The group defined by \(\oplus\) preserves some of the nice properties of the \(SG\)-values, but is also at the same time more complicated. For example, every push-game is its own inverse, as was the case with the \(SG\)-values, but there are also now several equivalence classes which correspond to the outcome \(P\).

Note that the two conditions in Lemma 89 can be checked in polynomial time according to the size of the game tree. Hence, with the corollary above, it is possible to check whether two push-games are push-equivalent in time which is polynomial in the size of the game tree. In addition to being able to decide push-equivalence, we can also compute canonical representatives for all the equivalence classes. The method for computing these representative is detailed in the next subsection.

### 8.4.2 Computing push canonical forms

The operations to compute the representative are inspired from the case of disjunctive canonical forms (see [Sie13] for example). The canonical representative is computed by iteratively simplifying the game tree of a push game. This simplification must preserve the value of the game. We first describe how the simplification is done, and then prove in Lemma 93 that it indeed computes canonical representative for the equivalence classes of the push-equivalence relation. As was the case for the canonical forms of the disjunctive sum, there are two kinds of simplification:
Let $G$ be a push-game, and $G'$ and $G''$ be two normal options of $G$. We say that $G'$ is \textit{push-dominated} if $G'' \equiv G'$. In this case, we can consider the simplified game $H$ obtained from $G$ by removing the move to $G'$.

If $G'$ is an option of $G$, and $G''$ an option of $G'$, we say that $G'$ is \textit{push-reversible} through $G''$ if $G'' \equiv G'$. If $G$ has an option which is push-reversible through $G''$, we can construct the game $H$ by removing the option to $G'$ and adding all the options of $G''$.

A push-game is said to be in \textit{push-canonical form} if all its normal options are in push-canonical forms, and it contains no push-dominated nor push-reversible options. Let us denote by $\text{Can}(G)$ the game obtained from $G$ by replacing each of its normal options by its canonical form, and simplifying all the push-reversible and push-dominated options as we described above. The following result shows that $\text{Can}(G)$ gives a canonical representative of the equivalence class of a game. The first point in the following lemma states that a game and its simplified version remain push-equivalent. The second point means that there is only one push-canonical form for each push-equivalence class.

\textbf{Lemma 93.} Let $G$ and $H$ be two push-games. Then:

\begin{itemize}
\item $G \equiv \text{Can}(G)$,
\item $H \equiv G$ if and only if $\text{Can}(G) = \text{Can}(H)$.
\end{itemize}

\textit{Proof.} For the first point, we only need to show that if $G$ is a push-game, and $H$ was obtained by one step of the simplification, then $G \equiv H$. Assume that $H$ was obtained from $G$ by removing an option $G'$ which was push-dominated by another option $G''$. To prove the result, we only need to show that $G \oplus H \equiv 0$. By construction of $H$, pushing the button on $G \oplus H$ is a winning move. Moreover, consider a normal option of $G \oplus H$. This option can be of three possible types.

\begin{itemize}
\item It can be an option of the form $G \oplus H_2$ for some normal option $H_2$ of $H$. Since the normal options of $H$ are included in the normal options of $G$, $H_2$ is also a normal option of $G$. Hence there is a move from $G \oplus H_2$ to $H_2 \oplus H_2 \equiv 0$.
\item It can be an option of the form $G_2 \oplus H$ for some normal option $G_2$ of $G$ different from $G'$. By construction of $H$, $G_2$ is also a normal option of $H$. Hence there is a move from $G_2 \oplus H$ to $G_2 \oplus G_2 \equiv 0$.
\item Finally, it can be the option $G' \oplus H$. In this case, $G''$ is an normal option of $H$, hence there is a move from $G' \oplus H$ to $G' \oplus G'' \equiv 0$ using the assumption that $G' \equiv G''$ and by Corollary 91.
\end{itemize}

Hence, pushing the button on $G \oplus H$ is a winning move, and for every normal option of $G \oplus H$, there exists a move to a game push-equivalent to $0$. By Lemma 89, this implies $G \oplus H \equiv 0$, and by Corollary 91, we have $G \equiv H$.

Assume now that $H$ was obtained from $G$ by simplifying a normal option $G'$ which is push-reversible through $G''$. Since by assumption $G \equiv G''$, to prove that $G \equiv H$, it is enough to show

\footnote{Note that even though the term ‘push dominated’ suggests an asymmetry between the two games we compare, the relation is symmetric. The choice for this term comes from a simplification rule for the normal disjunctive sum which is very similar to this one (see [Sie13, p.64]).}
that \(G'' \oplus H \equiv (\mathbf{0})\). Clearly, pushing the button on \(G'' \oplus H\) is a winning move since \(\text{push}(G'' \oplus H) = \text{push}(G'') + \oplus H \equiv \text{push}(G'') + \text{push}(H) \equiv 0\). Additionally, the normal options of \(G'' \oplus H\) can be:

- either of the form \(G'_2 \oplus H\) or \(G'' \oplus G'_2\), where \(G'_2\) is a normal option of \(G''\). In this case, there is a move from this option to \(G'_2 \oplus G'_2\) which is push-equivalent to \((\mathbf{0})\) by Lemma 90;

- or of the form \(G'' \oplus G_2\), where \(G_2\) is a normal option of \(G\) different from \(G'\). However, using the fact that \(G \oplus G'' \equiv 0\), and the fact that \(G_2 \oplus G''\) is also a normal option of \(G \oplus G''\), by Lemma 89 there exists a normal option \(X\) of \(G'' \oplus G_2\) such that \(X \equiv (\mathbf{0})\).

This shows that from every normal option of \(G'' \oplus H\) there is a move to a game push-equivalent to 0, and shows by Lemmas 89 and 91 that \(H \equiv G'' \equiv G\). This ends the proof for the first point of the lemma.

Consider now the second point, and first assume that \(\text{Can}(G) = \text{Can}(H)\), then using the first point we have \(G \equiv \text{Can}(G) = \text{Can}(H) \equiv H\). Hence, we only need to prove the direct implication.

Let \(G\) and \(H\) be two push-games in canonical form such that \(G \equiv H\). We want to show that \(G\) and \(H\) are equal. This is shown by induction on the size of the game trees of \(G\) and \(H\). First, since \(G \equiv H\), pushing the button on \(G \oplus H\) is a winning move. Consequently, since both \(\text{push}(G)\) and \(\text{push}(H)\) are in canonical form, it follows that \(\text{push}(G) = \text{push}(H)\). Let us show that for every normal option \(G'\) of \(G\) there exists a normal option \(H'\) of \(H\) such that \(G' = H'\).

Let \(G'\) be a normal option of \(G\). Then \(G' \oplus H\) is a normal option of \(G \oplus H\). Since \(G \oplus H \equiv (\mathbf{0})\), this implies that there exists a normal option \(X\) of \(G' \oplus H\) such that \(X \equiv (\mathbf{0})\). If \(X\) is of the form \(X = G'' \oplus H\) for some normal option \(G''\) of \(G'\), then this implies \(G'' \equiv H \equiv G\). This contradicts the assumption that \(G\) has no reversible options. Hence, \(X\) must be of the form \(X = G' \oplus H'\) for some normal option \(H'\) of \(H\), and consequently \(G' \equiv H'\). Using the induction hypothesis, this implies that \(G' = H'\).

Symmetrically, for every option \(H'\) of \(H\), there exists an option \(G'\) of \(G\) such that \(H' = G'\). Since there is no two normal options of \(G\) (or \(H\)) which are push-equivalent, this implies that there is a bijection between the normal options of \(G\) and \(H\), and consequently \(G = H\).

We have shown how to compute the push canonical forms for an arbitrary push game. If this method is very general, there are some games for which the canonical form is quite simple, and can be easily computed. The following theorem is an example of such games.

**Theorem 94.** Let \(G\) be a push-game such that all the nodes of the game tree of \(G\) are labelled with the same game \(H\). Then there exists \(i \geq 0\), such that \(G \equiv \oplus i \oplus (H)\).

**Proof.** If all the nodes in the game tree of \(G\) are labelled with \(H\), then all the nodes in the game tree of \(G \oplus (H)\) are labelled with 0. Hence, to prove the result, we only need to show that games of the form \(\oplus i\) are the only games in push-canonical form for which all the nodes in the game tree are labelled with 0. Let \(G\) be a game in push-canonical form, where all the nodes in the game tree of \(G\) are labelled with 0. We prove that \(G \equiv \oplus i\) for some \(i\) by induction on the size of the game-tree of \(G\). If the game tree of \(G\) contains a single node, then \(G = (\mathbf{0}) = \oplus 0\), and there is nothing to prove. Assume now that the induction hypothesis holds, and consider the game \(G\) such that all the nodes in the game tree of \(G\) are labelled with 0. Since \(G\) is in push-canonical form, using the induction
hypothesis, all the normal options of $G$ are of the form $⊛i$ for some $i ≥ 0$. Consider the set $A$ of all integers $i$ such that $⊛i$ is a normal option of $G$. Let $j = \text{mex}(A)$, the smallest non-negative integer not in $A$. We will show that $G ⊛ j \equiv \langle 0 \rangle$, which implies $G \equiv ⊛ j$ by Corollary 91.

Clearly, pushing the button on $G ⊛ j$ is a winning move since both components are equal to 0 after pushing the button. Additionally, consider a normal option of $G ⊛ j$. This option can be either:

- $G ⊛ j'$ for some $j' < j$. By definition of $j$, $⊛j'$ is also a normal option of $G$, and there is a move from $G ⊛ j'$ to $⊛j' ⊛ j' \equiv \langle 0 \rangle$;

- or $⊛i ⊛ j$, where $i ∈ A$. Then by definition of $j$, we have $i ≠ j$. Hence, either $i < j$ and there is a move from this game to $⊛i ⊛ i$, or $i > j$, and there is a move to $⊛j ⊛ j$. In any case, there is a move to a game which is push-equivalent to $\langle 0 \rangle$ by Lemma 90.

Using Lemma 89, this implies that $G ⊛ j \equiv \langle 0 \rangle$, as required.

Before trying to apply these canonical forms to several games, we highlight the similarities and the differences between the $SG$-values and the push-canonical forms of games. The push-canonical forms are their own inverse, i.e., $X ⊛ X \equiv \langle 0 \rangle$, as it was the case for the $SG$-values. Additionally, the push-canonical form can be computed by applying a simplification procedure on the tree of a game. This simplification procedure is very similar to what is done for the $SG$-values of impartial games. However, unlike the $SG$-values, the number of push-canonical games seem to grow much faster (as a function of the depth of the tree) than the number of $SG$-values. This will be visible in particular in the examples in the next section. Finally, for any $x ∈ \{N, P\}$, the number of push-canonical games with outcome $x$ is infinite, which is another difference with the $SG$-values for which there is only one canonical form with outcome $P$.

We now attempt to apply these results to push-compounds of Subtraction games. Even though Subtraction rulesets produce some of the most simple games we can consider, even in this case it seems that the canonical forms for push-compounds of Subtraction games become complicated very quickly.

### 8.4.3 Push-Subtraction games

We now consider the push operator applied to Subtraction rulesets. Recall from Section 7.3 that the ruleset Sub($S$) is played with one heap of tokens. At his turn a player can remove $v ∈ S$ tokens from the heap, provided there are at least $v$ tokens in the heap. Before looking at push-values and push-canonical forms of subtraction games, we consider the outcomes of these games on a single heap. It is known that the sequences of $SG$-values (and consequently also the sequences of outcomes) for usual subtraction games are periodic (see Theorem 79). We show in the following theorem that the periodicity of outcomes still holds if Subtraction rulesets are composed using the push-the-button construction. In the following, we call Push-Subtraction the rulesets of the form $R_1 ⊛ R_2$, where $R_1$ and $R_2$ are both Subtraction games.

**Theorem 95.** Suppose that $R_2$ is a ruleset over $N$ with purely periodic $P$-positions of period $k$, and $R_1 = \text{Sub}(S)$ for a finite set $S$. The ruleset $R_1 ⊛ R_2$ has ultimately periodic $P$-positions. The lengths of the period and pre-period are at most $k \cdot 2^{\max(S)}$. 
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We denote by \( R = R_1 \oplus R_2 \). The proof follows essentially the same lines as the proof of Theorem 79. We denote \( M = \text{max}(S) \) the largest element in the subtraction set \( S \). Remark that the function \( n \mapsto o_R(n) \) is such that its value on an integer \( n \) only depends on two things:

- the value of \( o_{R_2}(n) \), which only depends on the congruence class of \( n \) modulo \( k \),
- and the value of \( o_R(n - i) \) for \( 1 \leq i \leq M \).

As a consequence, we can write:

\[
o_R(n) = f(o_R(n - 1), \ldots, o_R(n - M), n \mod k)
\]

for some function \( f : \{P, N\}^M \times Z_k \rightarrow \{P, N\} \). If we note \( X \) the set \( \{P, N\}^M \times Z_k \), we can define the function \( g : X \rightarrow X \) as:

\[
g(a_1, \ldots, a_M, n) = (f(a_1, \ldots, a_M, n), a_1, \ldots, a_{M-1}, n + 1 \mod k).
\]

We denote by \( F_0 \) the initial vector \( (o_R(M - 1), \ldots, o_R(0), M) \), and \( g^{(m)} \) the function \( g \) composed \( m \) times. We can see that the first element of the tuple \( g^{(m)}(F_0) \) is \( o_R(M + m - 1) \). Now, since \( |X| = k2^M \), there exists \( n_0 \) and \( p \) smaller than \( |X| \) such that \( g^{(n_0 + p)}(F_0) = g^{(n_0)}(F_0) \), and consequently, for all \( m \geq n_0 \), \( o_R(m + p) = o_R(m) \).

Note that the theorem above assumes that the \( P \)-positions of \( R_2 \) are purely periodic (i.e., there is no preperiod). However, the result can be easily adapted if the \( P \)-positions of \( R_2 \) are only ultimately periodic by just ‘forgetting’ the first positions which corresponds to the preperiod.

In particular, since the SG-sequence of Subtraction games is ultimately periodic, the result above implies that the outcome sequence of Push-Subtraction games is also ultimately periodic. As a consequence deciding the outcome of a push-subtraction game on a single heap can be done in polynomial time. On the other hand, this does not prove anything in the case of multiple heaps. For usual subtraction games, the periodicity of the SG-values (see Theorem 79) implies that computing the outcome on multiple heaps can be done in polynomial time as well. For this, we only need to compute the SG-value of each of the heaps individually, and combine them using the XOR-rule. Ideally, we would want this type of argument to work for Push-Subtraction games as well. In other words, ideally, we would want the push-canonical forms of Push-Subtraction games to be periodic as well. However the few examples below suggest that this is usually not the case, even for very simple subtraction sets. As a consequence, it seems unclear whether the canonical forms of Push-Subtraction games are simple enough to allow computing the outcomes on multiple heaps in polynomial time.

Note that for usual heap games, the periodicity of the \( P \)-positions, and the periodicity of the SG-values often occur together. The Push-Subtraction games are an example where this does not hold. Note that this is also true for the Partizan Subtraction games that we will study in the next chapter.

**Theorem 96.** The sequence of canonical forms for the ruleset \( R = \text{SUB}(\{1, 2\}) \oplus \text{SUB}(\{1\}) \) contains infinitely many values.

**Proof.** We will show by induction on \( i \) that for all \( j \leq i \), the games \( (j)_R \) are already in canonical form, and in particular they are pair-wise non-equivalent. The result clearly holds if \( i = 1 \). Assume now that \( i \geq 2 \), and consider the game \( (i)_R \). Using the induction hypothesis, we know that all the options of \( (i)_R \) are already in canonical form. To prove that \( (i)_R \) is in canonical form, we only need to show that it has no push-reversible nor push-dominated options.
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• To prove that \((i)_R\) has no push-reversible options, it is enough to show that \((i)_R\) is not push-equivalent to \((j)_R\) for \(j \in \{i-2, i-3, i-4\}\). Clearly \((i)_R\) and \((i-3)_R\) are not push-equivalent since \(i\) and \(i-3\) do not have the same parity, and consequently, \(\text{push}((i)_R) \neq \text{push}((i-3)_R)\). Moreover, \((i)_R \oplus (i-2)_R\) is not push-equivalent to \(\emptyset\). Indeed one of its normal options is \((i-2)_R \oplus (i-2)_R\) which is push-equivalent to \(\emptyset\) by Lemma 90. This normal option will never be removed by any further simplification (it cannot be push-reversible since it has no option), and will remain in the push-canonical form of \((i)_R \oplus (i-2)_R\) which consequently won’t be push-equivalent to \(\emptyset\). Finally, consider the game \((i)_R \oplus (i-4)_R\). This game has a normal option to \((i-1)_R \oplus (i-4)_R\), for which (using the induction hypothesis) there is no normal option which is push-equivalent to \(\emptyset\).

This concludes the proof showing that \((i)_R\) is not push-equivalent to \((j)_R\) for \(j \in \{i-2, i-3, i-4\}\), and consequently, \((i)_R\) has no push-reversible option.

• The fact that \((i)_R\) has no push-dominated option follows immediately from the fact that \((i-1)_R\) and \((i-2)_R\) are not push-equivalent using the induction hypothesis.

Hence, none of the two simplification cases apply, and consequently \((i)_R\) is already in canonical form, and consequently not push-equivalent to \((j)_R\) for any \(j < i\).

This result implies that using the push-canonical forms to compute the outcome of \(\text{Sub}([1, 2]) \odot \text{Sub}([1])\) on multiple heaps is not practical (at least not directly, but we could still have a behaviour similar to \(\text{Nim}\) with the bit-wise XOR). However, we will see in the next subsection that for this particular game, the push-canonical forms can be simplified further if we do not care about computing push-sums of this game with other games, but only consider push-sums of several positions of this game. In particular, we will be able to compute in polynomial time the outcome on several heaps using simplified canonical forms. The result above showed that push-canonical forms can become complicated, even if the second ruleset in the compound is very simple (here it is just \(\text{Nim}\) with the bit-wise XOR). However, we will see in the next subsection that for this particular game, the push-canonical forms can be simplified further if we do not care about computing push-sums of this game with other games, but only consider push-sums of several positions of this game. In particular, we will be able to compute in polynomial time the outcome on several heaps using simplified canonical forms. The result above showed that push-canonical forms can become complicated, even if the second ruleset in the compound is very simple (here it is just \(\text{Nim}\) with the bit-wise XOR). Unlike the other example above, we do not have a general method for computing the outcome on several heaps for these games.

**Theorem 97.** Let \(S\) be a finite subset of positive integers, with \(2 \in S\). The sequence of push-canonical forms for \(\text{Sub}([1]) \odot \text{Sub}(S)\) contains infinitely many values.

**Proof.** Consider the ruleset \(R = \text{Sub}([1]) \odot \text{Sub}(S)\). We will show by induction on \(i\) that the game \((i)_R\) (i.e., the game with rules \(R\) played on a heap of size \(i\)) is already in canonical form. This clearly holds if \(i = 0\), since the game cannot be simplified further. Assume by induction that \((i)_R\) is in canonical form, and consider the game \((i+1)_R\). The only normal option of \((i+1)_R\) is \((i)_R\).

To prove that \((i+1)_R\) is already in canonical form, we only need to prove that this option is not reversible. This follows immediately from the fact that \((i)_R\) and \((i-2)_R\) are not push-equivalent. Indeed, since \(2 \in S\), the two games \((i)_{\text{Sub}(S)}\) and \((i-2)_{\text{Sub}(S)}\) do not have the same \(\mathcal{SG}\)-values since one is an option of the other.

Even though using the push-canonical forms is not practical for the rulesets considered above, there are cases, where we can use other ad-hoc methods to characterize the \(\mathcal{P}\)-positions on multiple heaps. However, we do not know any general method that would allow computing the outcome of \(\text{Push-Subtraction}\) games on multiple heaps in polynomial time.
Open Problem 18. Find a polynomial-time algorithm to compute the outcome of Push Subtraction games on several heaps.

The theorem below is a simple example where we can give an explicit characterization of the \( \mathcal{P} \)-positions on multiple heaps. From the statement of the theorem, we can see that if we fix the size of the smallest heap, then deciding whether a position is a \( \mathcal{P} \)-position or not is easy: it only depends on the parity of certain quantities related to the position. Investigating whether this property holds for Push-Subtraction games in general, or is only specific to this particular game could be a first step to solve general Push-Subtraction game.

Theorem 98. Consider the ruleset \( R = \text{Sub}\{\{1\}\} \odot \text{Sub}\{\{1,2\}\} \). A position \( s \) is a \( \mathcal{P} \)-position if and only if one of the following holds:

- \( s \) has an odd number of heaps and there is an even number of heaps with size \((2 \mod 3)\) and an odd number of heaps with size \((1 \mod 3)\);
- \( s \) has an even number of heaps and satisfies the criterion above after removing the smallest heap and subtracting it from all the other heaps.

Proof. Note that the \( \text{SG} \)-value for a heap of size \( i \) for \( \text{Sub}\{\{1,2\}\} \) is equal to \((i \mod 3)\). Denote by \( B \) the set of positions which satisfy one of the two conditions above. In the following, give a position \( s \) and \( i \in \{0,1,2\} \), we write \( \Gamma_i(s) \) the set of heaps of \( s \) which have size:

- \((i \mod 3)\) if \( s \) has an odd number of heaps,
- \((\min(s) + i \mod 3)\) if \( s \) has an even number of heaps.

We also write \( \gamma_i(s) \) the parity of \(|\Gamma_i(s)|\). With this notation, we have \( s \in B \iff (\gamma_1(s), \gamma_2(s)) = (\text{odd, even}) \). To prove that \( B \) is the set of \( \mathcal{P} \)-positions for \( \text{Sub}\{\{1\}\} \odot \text{Sub}\{\{1,2\}\} \), we will prove that it satisfies the two conditions from Lemma 80.

First, we check that for every position \( s \) not in \( B \), there is either a winning move by pushing the button, or a move to \( s' \in B \) by removing one token from a heap. The different possible cases are considered in the table below.

<table>
<thead>
<tr>
<th>( \gamma_1(s) )</th>
<th>( \gamma_2(s) )</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>even</td>
<td>even</td>
<td>Pushing the button is a winning move.</td>
</tr>
<tr>
<td>even</td>
<td>odd</td>
<td>Removing 1 in a heap of ( \Gamma_2(s) ) does not change the number of heaps, and leads to ( s' ) with ((\gamma_1(s'), \gamma_2(s')) = (\text{odd, even})).</td>
</tr>
<tr>
<td>odd</td>
<td>odd</td>
<td>If the number of heaps is odd, then ( \gamma_0(s) ) is odd, and in particular ( \Gamma_0(s) ) is not empty. Removing one token from a heap in ( \Gamma_0(s) ) leads to a position ( s' ) with the same number of heaps, and ( s' \in B ). If the number of heaps is even, removing one token in the smallest heap leads to ( s' ), with ((\gamma_1(s'), \gamma_2(s')) = (\text{odd, even})) if the smallest heap had size at least 2. If the smallest heap had size 1, then this move leads to a position ( s' ) with an odd number of heaps, and ((\gamma_1(s'), \gamma_2(s')) = (\text{odd, even})).</td>
</tr>
</tbody>
</table>
Then we check that for all \( s \in B \), pushing the button is a losing move, and all options \( s' \) of \( s \) are not in \( B \).

Let \( s \) be a position with \( \gamma_1(s) = \text{odd} \) and \( \gamma_2(s) = \text{even} \). We start by showing that pushing the button on \( s \) is a losing move. First, observe that the \( SG \)-value of \((s)_{\text{Sub}(1,2)}\) is zero if and only if there is an even number of heaps with size \((1 \mod 3)\) and \((2 \mod 3)\). If there is an odd number of heaps in \( s \), then the number of heaps with size \((1 \mod 3)\) is equal to \(|\Gamma_1(s)|\) which is odd by assumption. Hence, the \( SG \)-value after pushing the button is \text{odd}, and in particular non-zero. Consequently pushing the button is a losing move.

If the number of heaps is even, then we must have \( \gamma_0(s) = \text{odd} \). Let \( n_1 \) and \( n_2 \) denote the number of heaps of size \((1 \mod 3)\) and \((2 \mod 3)\) respectively. We cannot have both \( n_1 \) and \( n_2 \) even, since only one of \( \gamma_0(s), \gamma_1(s), \gamma_2(s) \) is even. Again, the \( SG \)-value after pushing the button is non-zero, and pushing the button is a losing move.

Hence, we only need to prove that for all the options of \( s' \) of \( s \), we have \( s' \not\in B \). If \( s \) and \( s' \) have the same number of heaps, then the move to \( s' \) changes either \( \gamma_1(s) \) or \( \gamma_2(s) \), and consequently \( s' \not\in B \). Assume that the move from \( s \) to \( s' \) decreases the number of heaps by 1, and consequently the smallest heap of \( s \) has size 1. If the number of heaps in \( s \) was even, then \(|\Gamma_1(s')| = |\Gamma_0(s)| - 1\) which is even, consequently \( s' \not\in B \). If the number of heaps in \( s \) is odd, then in \( s' \) the number of heaps of size \( i \) modulo 3 for \( i \in \{0, 1, 2\} \) is even, as a consequence, \( \gamma_1(s') \) and \( \gamma_2(s') \) are both even, and \( s' \not\in B \).

\subsection{The \((0,1)\)-universe}

As we have seen in the examples above, in general the push-canonical forms seem to be complicated, even for very simple games. There are however some cases where these values can be simplified further if we do not wish to compute push-sum with any games, but restrict the kind of games we can do sums with. This is similar to the ‘misère quotient’ approach taken in [Pla05, PS08, MR13, DRSS15] for the disjunctive sum under misère-play convention. The main idea is, instead of considering sums of arbitrary games, to only consider sums of games from a particular ‘universe’. This universe is a proper subset of all the possible games. For example, if we wish only to study one particular ruleset \( \mathcal{R} \), then the universe could be restricted only to games of the form \((p)_{\mathcal{R}}\) for some position \( p \). By doing so, we can define an equivalence in this restricted universe, and this equivalence might contain only ‘few’ equivalence classes, which would simplify the study of the sums of these games. Of course, these values do not give any information if we want to sum these games with other games outside the universe. The main issue with this method is that the equivalence in the restricted universe might not satisfy anymore the simple properties of the general case. In particular, there is no guarantee that in the restricted universe there is a simple method to decide whether two games are equivalent.

In this subsection, we restrict the push-games we consider to only certain games which satisfy some properties. We show that in this restricted universe, the values become more simple, and canonical representative for these values can still be computed efficiently.

We consider the subset \( \mathfrak{G}_{0,1}^\circ \), which is the subset of push-games such that pushing the button can only produce games with \( SG \)-values 0 or 1. In other words, this means that we can assume that the labels of the nodes in the game tree of \( G \in \mathfrak{G}_{0,1}^\circ \) are all either *0 or *1. We call \((0,1)\)-push-games these games. In this case, we modify the definition of equivalence we used at the beginning of this section, by quantifying only over all games in \( \mathfrak{G}_{0,1}^\circ \), instead of considering all the possible
push-games. We denote by $\equiv_{0,1}$ this new equivalence, which is formally defined by:

$$G \equiv_{0,1} H \iff \forall X \in \Theta_{0,1}, \; o(G + X) = o(H + X).$$

Note that the only difference with the push-equivalence is the set of games we quantify over. In particular, the push-equivalence $\equiv$ is refinement of the $(0,1)$-equivalence $\equiv_{0,1}$. This means that if $G \equiv H$, then $G \equiv_{0,1} H$. If we restrict our attention to $(0,1)$-push-games, the values (i.e., the equivalence classes) for the $(0,1)$-equivalence become more simple due to the following observation.

**Observation 99.** Let $G$ be a $(0,1)$-push-game, and $G'$ be a normal option of $G$. If $\text{push}(G) \neq \text{push}(G')$, then we can assume that the player with a winning strategy never plays the move from $G$ to $G'$, even if $G$ is a component in a push-sum.

*Proof.* Let $G$ be the $(0,1)$-push-game with a normal option $G'$ as in the observation, and $X$ be an arbitrary $(0,1)$-push-game. Assume that in the game $G \oplus X$, playing in $G$ to $G'$ is a winning move. Hence $o(G' \oplus X) = \mathcal{P}$, and in particular, $\text{push}(G' \oplus X)$ has a $SG$-value different from 0. This implies that $\text{push}(G')$ and $\text{push}(X)$ have different $SG$-values. Since there are only two possible cases for the $SG$-value after pushing the button, and we assumed that $\text{push}(G) \neq \text{push}(G')$, then this means that $\text{push}(G) \equiv \text{push}(X)$. In particular the player also has a winning move on $G \oplus X$ by pushing the button, and can win by playing this instead of playing in $G$. \hfill $\square$

The observation above means that we can simplify the game tree of a $(0,1)$-push-game, by just removing all the nodes which are labelled with games which are not equivalent to the label of the root. After this simplification, we can apply Theorem 94, and we immediately obtain the following result.

**Theorem 100.** Any game $G \in \Theta_{0,1}$ is $(0,1)$-equivalent to $\oplus i \oplus j$, for some integers $i \in \mathbb{N}$ and $j \in \{0,1\}$.

Note that the value of $i$ and $j$ in the statement above can be easily computed. Indeed, the value for $j$ is 0 if pushing the button is a winning move, and 1 otherwise. The value of $i$ can be obtained from the $SG$-values of an auxiliary game $G'$ which is obtained from $G$ by removing all the nodes in the game tree which have a label different from the root, and removing the push-move (i.e., pushing the button is no longer permitted). This implies in particular the following result for some very simple Push-Subtraction games. Note that in particular for the ruleset $\text{SUB}(\{1,2\}) \oplus \text{SUB}(\{1\})$, we showed in Theorem 96 that the sequence of push-canonical forms contained infinitely many different values. If we consider only the $(0,1)$-push-values of this game, then this sequence is ultimately periodic, and in particular takes only a finite number of different values. This result is a special case of the following theorem.

**Theorem 101.** Let $S_1$ and $S_2$ be two finite set of positive integers, such that $SG_{\text{SUB}(S_2)}(n) \in \{0,1\}$ for every position $n \geq 0$. Then the sequence of $(0,1)$-push-canonical forms for $\text{SUB}(S_1) \oplus \text{SUB}(S_2)$ are periodic.

*Proof.* We can first remark that there is only a finite number of different push-values. This can be seen easily from the way we compute the canonical forms as described just above. The periodicity follows immediately using a similar argument as in the proofs of Theorems 79 and 95, and the fact that the $(0,1)$-canonical form of a game can be computed from the $(0,1)$-canonical forms of its normal options. \hfill $\square$
8.5 Conclusion

We have seen in this chapter a construction which allows us to combine several rulesets, and an almost disjunctive sum for these new games. We proved how to compute canonical forms for these games, and how these canonical forms shared some similarities with $SG$-values, but also had significant differences. In particular, the number of push-canonical games seem to grow very quickly, and there are cases where computing the push-canonical forms does not seem to help. We also saw that these push-canonical forms became very simple if we restrict greatly the universe of games we consider. It could be interesting to see if it is possible to find an intermediate universe, for which the values retain a simple structure, and which captures a larger class of games. This could lead to a method to find a polynomial time algorithm to compute the outcome of PUSH-SUBTRACTION games on multiple heaps.

Finally, note that all our analysis was done for impartial games only. Another direction of research could be to investigate if (and how) these results can be generalised to partisan games.
Chapter 9

Rules Decomposition: Partizan Subtraction Games

In this chapter, we consider Partizan Subtraction games, a generalisation of standard Subtraction games. We investigate the asymptotic behaviours of the outcome sequences for this family of games. In addition to the notion of dominance introduced in [FK87], we define three other behaviours and investigate the problem of computing this behaviour for different instances. The results presented here were published in [DHNP19].

This chapter is organized as follows. In Section 9.1 we formally describe Partizan Subtraction games, and define the properties of these games that will be studied in the other sections. In Section 9.2 we consider the problem from a complexity point of view. We show that two problems related to computing the outcome of a given position are \textsc{NP}-hard. In Sections 9.3 and 9.4, we investigate properties of the outcome sequence when one of the subtraction set is respectively fixed or contains only one element. Finally, in Section 9.5 we consider the case of subtraction sets of size 2, and characterize some cases for which a dominance property holds.

9.1 Introduction

Partizan Subtraction games were introduced by Fraenkel and Kotzig in 1987 [FK87]. They are a generalisation of (impartial) Subtraction games. Recall from Section 7.3 that Subtraction games are parametrized by a finite set \(S\) of positive integers. At his turn, a player can remove \(x\) tokens from a single heap, provided \(x \in S\). In the partizan version, each player is assigned a finite set of integers, respectively denoted \(S_L\) (for the Left player), and \(S_R\) (for the Right player). A move consists in removing a number \(m\) of tokens from the heap, provided \(m\) belongs to the set of the player. We consider the game with the normal play convention: the first player unable to move loses. When \(S_L = S_R\), the game is impartial and is known as the standard Subtraction game.

Partizan Subtraction games are a special case of a more general construction which consists in building a new partizan ruleset from two impartial rulesets \(R_0\) and \(R_1\). Given these two rulesets, we can build a partizan ruleset where Left plays according to the rules of \(R_0\), and Right plays according to \(R_1\). For this construction to work, the two rulesets must be compatible in the sense defined in Chapter 8 (i.e., they must use the same set of positions). Partizan Subtraction games corresponds to the case where \(R_0\) and \(R_1\) are both Subtraction rulesets. In Chapter 8 we
studied a construction which builds an impartial ruleset from a partizan one. On the contrary, the
operation we consider here is the reverse: it builds partizan rulesets from impartial ones.

In the rest of the section, it will always be clear from the context which ruleset we are considering.
Hence we will omit to write it in the notations and just write \( o(n) \) for the outcome of the Partizan
Subtraction ruleset currently under consideration on a single heap of size \( n \). We also use
simplified notations and just write \((S_L, S_R)\) the Partizan Subtraction ruleset with subtraction
sets \( S_L \) and \( S_R \). Although Partizan Subtraction games can be played on multiple heaps, we
will concentrate here on the single heap version of the game. As such, a game position will be
simply denoted by an integer \( n \) corresponding to the size of the heap.

The outcome sequence of a Partizan Subtraction ruleset \((S_L, S_R)\) is the sequence of the
outcomes for \( n = 0, 1, 2, 3, \ldots \), i.e., \( o(0), o(1), o(2), \ldots \). A well-known result ensures that the outcome
sequence of any impartial subtraction game is ultimately periodic (see Theorem 79). Note that in
that case, the outcomes can only take the values \( P \) or \( N \) since the game is impartial. In [FK87],
this result is extended to partizan subtraction games.

**Theorem 102** (Fraenkel and Kotzig [FK87]). The outcome sequence of any partizan subtraction
game is ultimately periodic.

**Example 1.** Consider the partizan subtraction ruleset \((\{1, 2\}, \{1, 3\})\). Its outcome sequence is
\[
P N L N L L L L \ldots
\]
In this particular case, the periodicity of the sequence can be easily proved by showing by induction
that the outcome is \( L \) for \( n \geq 4 \).

A behaviour as in Example 1 where the outcome sequence has period 1 seem rather frequent
for partizan subtraction games. In this case, the period is either only \( L \) or only \( R \). In their paper,
Fraenkel and Kotzig called this property dominance. More precisely, we say that \( S_L \succ S_R \) – or
that \( S_L \) dominates \( S_R \) – if there exists an integer \( n_0 \) such that the outcome of the game \((S_L, S_R)\)
is always \( L \) for all \( n \geq n_0 \). By symmetry, a game satisfying \( S_L \prec S_R \) is always \( R \) for all sufficiently
large heap sizes. When a game satisfies neither \( S_L \succ S_R \) nor \( S_L \prec S_R \), the sets \( S_L \) and \( S_R \) are said
incomparable, which is denoted by \( S_L \parallel S_R \). In [FK87], several instances have been proved to satisfy
the dominance property such as the rulesets \((\{1, 2m\}, \{1, 2n+1\})\) and \((\{1, 2m\}, \{1, 2n\})\). Others
were shown to be incomparable such as \( \{a\} \) and \( \{b\} \). It is also shown that the dominance relation is
not transitive. Note that unlike their impartial variants, the canonical forms of partizan subtraction
games can be quite complicated, and are not necessarily periodic. In [Pla95], the canonical forms
have been computed for partizan subtraction games with \( S_L = \{1, 2\} \), and \( S_R = \{1, k\} \).

In the literature, partizan taking and breaking games have not been so much considered. A
more general version, where it is also allowed to split the heap into two heaps, was introduced
by Fraenkel and Kotzig in [FK87], and is known as partizan octal games. A particular case of
such games, called partizan splittles, was considered in [MI05], where in addition, \( S_L \) are \( S_R \) are
allowed to be infinite sets. Another variation with infinite sets is when \( S_L \) and \( S_R \) make a partition
of \( \mathbb{N} \) [LMNS18]. In such cases, the ultimate periodicity of the outcome sequence is not necessarily
preserved.

In the current chapter, we propose a refinement of the structure of the outcome sequence for
partizan subtraction games. More precisely, when the sets \( S_L \) and \( S_R \) are incomparable, different
kinds of periodicity can occur. The following definitions presents a classification for them.
Definition 9. We characterize the ruleset \((S_L, S_R)\) depending on the outcome values which appear in the periodic part of outcome sequences. More precisely, we say that \((S_L, S_R)\) is:

- **SD** (Strongly Dominating) for Left (resp. Right), and we write \(S_L \succ S_R\) (resp. \(S_L \prec S_R\)) if any position \(n\) large enough has outcome \(L\) (resp. \(R\)). In other words, the period is reduced to \(L\) (resp. \(R\)).

- **WD** (Weakly Dominating) for Left (resp. Right), and we write \(S_L \succ_w S_R\) if the period contains at least one \(L\) and no \(R\) (or resp. one \(R\) and no \(L\)).

- **F** (Fair) if the period contains both \(L\) and \(R\).

- **UI** (Ultimately Impartial) if the period contains no \(L\) and no \(R\).

Remark 3. Note that inside a period, not all the combinations of \(P, N, L, R\) are possible. For example, a period that includes \(P\) must also include \(N\). Indeed, assume on the contrary that there is \((S_L, S_R)\) such that the period of the outcome sequence contains \(P\) but not \(N\). Let \(n\) be a position of outcome \(P\) in the period, and \(p\) the length of the period. Let \(a \in S_L\). Now the position \(n + a\) is in the period, and \(o(n + a) = L\) since Left can win by playing \(a\) as a first player, and using the assumption that \(o(n) \neq N\). For the same reason, we also have \(o(n + 2a) = L\). By repeating this argument, \(o(n + ka) = L\) for all \(k\). In particular, \(n + pa\) is a \(L\)-position. However, since \(n\) is in the period, we must have \(o(n + pa) = o(n) = P\), a contradiction.

The literature detailed above mentions examples of SD and UI games (for example, impartial subtraction games are UI). We will see later in this chapter examples of WD games (e.g., in Lemma 110) and fair games (e.g., in Example 2). In the following section, we will say that Left dominates in \((S_L, S_R)\) to mean the ruleset \((S_L, S_R)\) is strongly dominating (i.e., SD) for Left. Before considering the dominance property of specific Partizan Subtraction games, we start by studying these games from a complexity point of view. In the following, if \(A\) is a set of integers, and \(x\) an integer, then \(A + x\) denotes the set obtained by shifting the elements of \(A\) by \(x\), in other words, \(A + x = \{y + x, \ y \in A\}\). Additionally, if \(B\) is a set of integers, then we also will also write \(A + B\) as the set \(A + B = \{x + y, \ x \in A, y \in B\}\).

9.2 Complexity

Computing the outcome of a game position is a natural question when studying combinatorial games. For partizan subtraction games, we know that the outcome sequence is eventually periodic. This implies that, if \(S_L\) and \(S_R\) are fixed then computing the outcome of a given position \(n\) can be done in polynomial time\(^1\). However, if the subtraction sets are part of the input, then the algorithmic complexity of the problem is not so clear. This problem can be expressed as follows:

**PSG Outcome**

**Input:** two sets of integers \(S_L\) and \(S_R\), a game position \(n\)

**Output:** the outcome of \(n\) for the game \((S_L, S_R)\)

\(^1\)Note that this only works if we consider the game on a single heap. On multiple heaps, the complexity is still open, even if the subtraction sets are fixed.
from Section 7.3 that in the case of impartial subtraction games (i.e. if $S_L = S_R$), there is no known result about the complexity of this problem. This is surprising as these games have been thoroughly investigated in the literature.

**Theorem 103.** PSG Outcome is NP-hard, even in the case where the set of one of the players is reduced to one element.

**Proof.** We use a reduction from Unbounded Knapsack Problem defined below. This problem was shown to be NP-complete in [Lue75].

**Unbounded Knapsack Problem**

**Input:** a set $S$ and an integer $n$

**Output:** can $n$ be written as a sum of non-negative multiples of elements of $S$?

Let $S,n$ be an instance of unbounded knapsack problem, where $S$ is a finite set of integers, and $n$ is a positive integer. Without loss of generality, we can assume that $1 \notin S$ since otherwise the problem is trivial. We consider the partizan subtraction game where Left can only play 1, and Right can play any number $x$ such that $x + 1 \in S$. In other words, we have $S_L = \{1\}$ and $S_R = S - 1$. We claim that for this game, Right has a winning strategy playing second if and only if $n$ can be written as a sum of non-negative multiples of elements of $S$.

Observe that during one round (i.e. one move of Left followed by one move of Right), if $x$ is the number of tokens that were removed, then $x \in S$. Suppose that Right has a winning strategy, and consider any play where Right plays according to this strategy. Then Right makes the last move, and after this move no token remains. Indeed, if there was at least one token remaining, then Left could still remove this token and continue the game. At each round an element of $S$ was removed, and at the end, no tokens remains. This implies that $n$ is a sum of non-negative multiples of $S$.

In the other direction, if $n$ is a sum of non-negative multiples of $S$, we can write $n = \sum_{x \in S} n_x x$. A winning strategy for Right is simply to play $n_x$ times the number $(x - 1)$ for each $x \in S$.

The second question that emerged from partizan subtraction games is the behaviour of the outcome sequence, according to Definition 9. It can also be formulated as a decision problem.

**PSG Sequence**

**Input:** two sets of integers $S_L$ and $S_R$

**Output:** is the game $(S_L, S_R)$ $SD$, $WD$ (and not $SD$), $F$ or $UI$?

Unlike PSG Outcome, the algorithmic complexity is open for PSG Sequence. The next sections will consider this problem for some particular cases. In particular, we will investigate some conditions on the subtraction sets which ensure one type of outcome sequence. In addition, one can wonder whether the knowledge of the behaviour of the outcome sequence could help to compute the outcome of a game position. The answer is no, even if the game is $SD$:

**Proposition 104.** Let $S_L = \{a_1, \ldots, a_n\}$ be such that $\gcd(a_1 + 1, \ldots, a_n + 1) = 1$, and let $S_R = \{1\}$. The game $(S_L, S_R)$ is $SD$ for Left but computing the length of the preperiod is NP-hard.

The proof will be based on the well-known Coin Problem (also called Frobenius problem).

**Coin Problem**

**Input:** a set of $n$ positive integers $a_1, \ldots, a_n$ such that $\gcd(a_1, \ldots, a_n) = 1$

**Output:** the largest integer that cannot be expressed as a positive linear combination of $a_1, \ldots, a_n$. 
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This value is called the Frobenius number. For \( n = 2 \), the Frobenius number equals \( a_1a_2 - a_1 - a_2 \) \(^{[S+84]}\). No explicit formula is known for larger values of \( n \). Moreover, computing the Frobenius number was proved to be NP-hard in the general case \([RA96]\).

**Proof.** Under the assumptions of the proposition, we will show that the length of the preperiod is exactly the Frobenius number of \( \{a_1 + 1, \ldots, a_n + 1\} \). Indeed, let \( N \) be the Frobenius number of \( \{a_1 + 1, \ldots, a_n + 1\} \). Then \( N + 1, N + 2, \ldots \) can be written as a linear combinations of \( \{a_1 + 1, \ldots, a_n + 1\} \). Note that in the game \((S_L, S_R)\), any round (sequence of two moves) can be seen as a linear combination of \( \{a_1 + 1, \ldots, a_n + 1\} \), as Left plays an \( a_i \) and Right plays 1. Hence if Right starts from \( N + 1 \), Left follows the linear combination for \( N + 1 \) to choose her moves, so as to play an even number of moves until the heap is empty. For the same reasons, if Right starts from \( N + 2 \), Left has a winning strategy as a second player. Since Right’s first move is necessarily 1, it means that Left has a winning strategy as a first player from \( N + 1 \). Thus the position \( N + 1 \) has outcome \( L \). Using the same arguments, this remains true for all positions greater than \( N + 1 \). In other words, it proves that the game is \( SD \) for Left. Now, we consider the position \( N \) and show that \( o(N) \neq L \). Indeed, assume that Right starts and Left has a winning strategy. It means that an even number of moves will be played. According to the previous remark, the sequence of moves that is winning for Left is necessarily a linear combination of \( \{a_1 + 1, \ldots, a_n + 1\} \). This contradicts the Frobenius property of \( N \).

This correlation between partizan subtraction games and the coin problem will be reused later in the chapter. We now continue with the study of **PARTIZAN SUBTRACTION** games for specific subtraction sets.

### 9.3 When \( S_L \) is fixed

In this section, we consider the case where \( S_L \) is fixed and study the behaviour of the sequence when \( S_R \) varies. In particular, we look for sets \( S_R \) that make the game \((S_L, S_R)\) favourable for Right. This can be seen as a prelude to the game where players would choose their sets before playing: if Left has chosen her set \( S_L \), can Right force the game to be asymptotically more favourable for him?

#### 9.3.1 The case \( |S_R| > |S_L| \)

If \( S_R \) can be larger than \( S_L \), then it is always possible to obtain a game favourable for Right, as it is proved in the following theorem.

**Theorem 105.** Let \( S_L \) be any finite set of integers. Let \( p \) be the period of the impartial subtraction game played with \( S_L \) and let \( S_R = S_L \cup \{p\} \). Then Right strongly dominates the game \((S_L, S_R)\), i.e., the game \((S_L, S_R)\) is ultimately \( R \).

**Proof.** Let \( n_0 \) be the preperiod of the impartial subtraction game played on \( S_L \) and \( m \) be the maximal value of \( S_L \). We prove that Right wins if he starts on any heap of size \( n > n_0 + p \), which implies that the outcome on \((S_L, S_R)\) is \( R \) for any heap of size \( n > n_0 + p + m \).

\(^{[2]}\)Although not germane to this chapter, Sylvester’s solution is central to the strategy stealing argument that proves that naming a prime 5 or greater is a winning move in sylver coinage\([BCG04, pages 610-631]\).
If $n$ is a $N$-position for the impartial subtraction game on $S_L$, then Right follows the strategy for the first player and never use the value $p$. Then the game is impartial and Right wins.

If $n$ is a $P$-position, Right takes $p$ tokens and which leaves Left with a heap of size $n - p > n_0$ which is, using periodicity, also a $P$-position in the impartial game. After Left’s move, we are in the case of the previous paragraph and Right wins. \qed

Note that in the previous theorem, $S_R$ contains the set $S_L$, and thus has a large common intersection. We prove in the next theorem that if $S_R$ cannot contain any value in $S_L$, then it is still possible to have a game that is at least fair for Right (i.e., it contains an infinite number of $R$-positions). Note that we do not know if for any set $S_L$, there is always a set $S_R$ with $|S_R| = |S_L| + 1$ and $S_R \cap S_L = \emptyset$ that is (weakly or strongly) dominating for Right.

**Theorem 106.** For any set $S_L$, there exists a set $S_R$ with $S_L \cap S_R = \emptyset$ and $|S_R| = |S_L| + 1$ such that the resulting game contains an infinite number of $R$-positions.

**Proof.** Let $n$ be any integer such that the set $A = \{n - m, m \in S_L\}$ is a set of positive integers that is disjoint from $S_L$. Putting $S_R = A \cup \{n\}$ gives a set which satisfies the condition of the theorem and in the game $(S_L, S_R)$ all the multiples of $n$ are $R$-positions.

Indeed, if Left starts on a position $kn$ with $k \in \mathbb{N}^*$ by removing $m$ tokens, then Right can answer by taking $n - m$ tokens and leaves $(k - 1)n$ tokens, and by induction, Right wins. If Right starts, he takes $n$ tokens and again, Left has a multiple of $n$ and loses. \qed

Consequently, if Right has a small advantage on the size of the set, he can ensure that the sequence of outcome contains an infinite number of $R$-positions. So having a larger subtraction set seems to be an important advantage. However, having a larger set is not always enough to guarantee dominance. Indeed, we have the following result:

**Theorem 107.** Let $S_L$ and $S_R$ be two sets of positive integers. Assume that $|S_L| \geq 2$ and that Left dominates in $(S_L, S_R)$, with a preperiod at most $p$. Let $x_1, x_2 \in S_L$, with $x_1 < x_2$, and let $d$ be an integer with $d > p + \max(S_R \cup \{x_2 - x_1\})$, then Left also dominates in $(S_L, S_R \cup \{d\})$ and the preperiod is at most $(d + x_2)[d^2 - x_2 - x_1]$.

**Proof.** Let $S_L, S_R, d, x_1$ and $x_2$ be as in the statement of the theorem. We start by proving the following claim:

**Claim 108.** Consider the ruleset $(S_L, S_R \cup \{d\})$. If Left has a winning strategy on $n \in \mathbb{N}$ as first (resp. second) player, then Left also has a winning strategy on $n + (d + x)$ as first (resp. second player), for any $x \in S_L$.

**Proof.** We will show this result by induction on $n \geq 0$. First, assume that Left has a winning strategy on $n$ as second player. We will show that there is a strategy for Left playing second on $n + d + x$. Starting from the position $n + d + x$, there are three possible cases:

- **Right plays $y \in S_R$, with $y \leq n$.** By the assumption on $n$, Left wins as first player on $n - y$, and using the induction hypothesis, he also wins as first player on $n - y + d + x$. Therefore, Left wins as second player on $n + d + x$. 
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• Right plays \( y \in S_R \), with \( y > n \). Now Left answers by playing \( x \). This leads to the position \((n - y) + d\), with \( y \) is such that \((n - y) + d > p\) by assumption on \( d \). Additionally, \( n - y + d < d \) by assumption on \( y \). Since \( n - y + d < d \), Right can no longer play his move \( d \), and the position \( n - y + d \) has the same outcome in \((S_L, S_R \cup \{d\})\) and \((S_L, S_R)\). Since \( n - y + d > p \), Left wins playing second on this position in both rule sets.

• Right plays \( d \), then Left answers by playing \( x \), leading to the position \( n \) on which Left wins as second player by assumption.

Suppose now that Left wins playing first on \( n \), and let \( y \in S_L \) be a winning move for Left. Then Left wins playing second on \( n - y \), and using the induction hypothesis, she wins playing second on \( n - y + d + x \). Consequently, \( y \) is a winning move for Left on \( n + d + x \).

For \( i \geq 0 \), denote by \( X_i \) the set of integers \( k < d + x_2 \) such that the position \( i(d + x_2) + k \) is an \( L \)-position for rulesets \((S_L, S_R \cup \{d\})\). To prove the theorem, it is enough to show that if \( i \) is large enough, then \( X_i = [0, x_2 + d] \). From the claim above, we know that \( X_i \subseteq X_{i+1} \).

Additionally, using the hypothesis on \( d \), we have that \( [p + 1, d - 1] \subseteq X_0 \). Finally, we have the following property: for any \( x \geq 0 \), if \( x \in X_i \) then \( x - (x_2 - x_1) \mod (d + x_2) \in X_{i+1} \). Indeed, if \( x \in X_i \), then \( i(d + x_2) + x \) is an \( L \)-position, and using the claim above, so is \( i(d + x_2) + x + d + x_1 = (i + 1)(d + x_2) + x - (x_2 - x_1) \).

Let \( 0 \leq x < d + x_2 \), and write \( (d - x) \mod (d + x_2) = \alpha(x_2 - x_1) + \beta \) the euclidian division of \( (d - x) \mod (d + x_2) \) by \( (x_2 - x_1) \). We have \( 0 < \beta \leq x_2 - x_1 \), and \( \alpha \leq \left\lceil \frac{d + x_2}{x_2 - x_1} \right\rceil \). This can be rewritten as:

\[
x = (d - \beta) - \alpha(x_2 - x_1) \mod (d + x_2)
\]

Since we know that \( d - \beta \geq p \) by assumption on \( d \), we have that \( (d - \beta) \in X_0 \), and using the observation above, this implies that \( x \in X_\alpha \subseteq X_{\left\lceil \frac{d + x_2}{x_2 - x_1} \right\rceil} \).

Consequently, Left dominates in \((S_L, S_R \cup \{d\})\) with a preperiod at most \((d + x_2)\left\lceil \frac{d + x_2}{x_2 - x_1} \right\rceil \).

By applying iteratively Theorem 107 with a game that is initially \( SD \) for Left (like the one from Example 1), we obtain the following corollary.

**Corollary 109.** There are sets \( S_L \) and \( S_R \) with \( |S_L| = 2 \) and \( |S_R| \) arbitrarily large such that \((S_L, S_R)\) is \( SD \) for Left.

The condition that \( d > p + \max(S_R \cup \{x_2 - x_1\}) \) in Theorem 107 is optimal. Indeed, if we take \( S_L = \{c, c + 1\} \) and \( S_R = \{1\} \), as seen in the proof of Proposition 104 the game \((S_L, S_R)\) is \( SD \) for Left, with preperiod the Frobenius number of \( \{c + 1, c + 2\} \), which is \( p = (c + 1)(c + 2) - (c + 1) - (c + 2) = c(c + 1) - 1 \).

Thus, by Theorem 107, the game \((\{c, c + 1\}, \{1, d\})\) with \( d > c(c + 1) \) is also \( SD \) for Left. But, the example below shows that this is not true for \( d = c(c + 1) \) since this game is \( F \).

**Example 2.** Let \( S_L = \{c, c + 1\} \) and \( S_R = \{1, d\} \) with \( d = c(c + 1) \) and \( c > 1 \). Then the game \((S_L, S_R)\) is \( F \).

**Proof.** Let us start by showing by induction on \( n \) that \( o(n) = o(n + d + c) \) for all \( n \geq 0 \). If \( n = 0 \), then we only need to prove that \( o(d + c) = P \). On this position, Right playing first can either
remove \(d\) tokens, in which case \(\text{Left}\) can remove the \(c\) remaining ones and win, or remove one token in which case \(\text{Left}\) can answer \(c + 1\). In this second case, after the two moves the position becomes \(d - 2 = (c - 1)(c + 2)\). From this position, \(\text{Right}\) can only play 1, and \(\text{Left}\) can always remove \(c + 1\) tokens removing \(c + 2\) tokens in two rounds. Since \((c + 2)\) is a divisor of \((d - 2) = (c - 1)(c + 2)\), the game ends after an even number of rounds with no tokens remaining, and \(\text{Left}\) wins the game.

If \(\text{Left}\) plays first, then she can play either \(c\), in which case \(\text{Right}\) answers with \(d\) and wins, or she can play \(c + 1\) to the position \(c(c + 1) - 1\). Since \((c + 1) - 1\) is the Frobenius number of \(\{c + 1, c + 2\}\), using the same argument as in the proof of Proposition \(104\) it follows that \(\text{Left}\) playing second on \(c(c + 1) - 1\) loses.

Let us now assume that \(n > 0\), suppose that the property holds for every integer smaller than \(n\). If \(\text{Left}\) (resp. \(\text{Right}\)) wins playing first on \(n\) by removing \(x\) tokens, then she can win as the first player on the position \(n + d + c\) by playing \(x\) to reach the position \((n - x) + d + c\). Since \(\text{Left}\) (resp. \(\text{Right}\)) has a winning strategy playing second on \((n - x)\), using the induction hypothesis she also has a winning strategy playing second on \((n - x) + d + c\).

If \(\text{Left}\) wins playing second on \(n\), then starting from the position \(n + d + c\), either \(\text{Right}\) plays \(d\), and \(\text{Left}\) can answer with \(c\) and win by assumption on \(n\). Or, \(\text{Right}\) plays 1 to the position \(n - 1 + d + c\). Since \(\text{Left}\) wins playing second on \(n\), she must win playing first on \(n - 1\). Using the induction hypothesis, she also wins playing first on \(n - 1 + c + d\), and consequently \(\text{Left}\) wins playing second on \(n + c + d\).

Finally, assume that \(\text{Right}\) has a winning strategy on \(n\) playing second. On position \(n + c + d\), \(\text{Left}\) start by playing \(c\), then \(\text{Right}\) can answer with \(d\) and win. If \(\text{Left}\) plays \(c + 1\), we distinguish two sub-cases:

- \(n \geq c + 1\), in which case \(\text{Right}\) wins playing first on \(n - c - 1\) by assumption on \(n\), and using the induction hypothesis she also wins playing first on \(n - d - 1\).
- \(n < c + 1\), in which case \(\text{Right}\) can answer by playing \(d\) to the position \(n - 1\). On this position \(\text{Left}\) has no move available since \(n - 1 < c\).

In both cases, \(\text{Right}\) wins as the second player on \(n + c + d\). This ends the induction step, and shows that for every \(n \geq 0\), we have \(o(n) = o(n + c + d)\). The result of the lemma immediately follows from the observation that \(o(1) = \mathcal{R}\) since \(c > 1\), and \(o(c + 2) = \mathcal{L}\).

9.3.2 The case \(|S_R| \leq |S_L|\)

We first consider the case \(S_L = \{1, \ldots, k\}\) and prove that the game is always favourable to \(\text{Left}\) who strongly dominates in all but a few cases.

**Lemma 110.** Let \(S_L = \{1, \ldots, k\}\), and \(|S_R| = k\), then:

1. If \(S_R = \{c + 1, c + 2, \ldots, c + k\}\) for some integer \(c\), then \(\text{Left}\) weakly dominates if \(c > 0\) and the game is impartial if \(c = 0\),

2. otherwise, \(\text{Left}\) strongly dominates.

**Proof.** 1. In this case, the game is purely periodic, with period \(\mathcal{P}_L^* \mathcal{N}_R^k\). This can be proved by induction on the size of the heap \(n\). If \(0 < n \leq c\), only \(\text{Left}\) can play and the game is trivially \(\mathcal{L}\). Otherwise, let \(x = n \mod (c + k + 1)\). If \(x = 0\), then if the first player removes \(i\) tokens, the second player answers by removing \(c + k + 1 - i\) tokens, leading to the position \(n - c - k - 1\)
which is $P$ by induction, and so is $n$. If $0 < x < c + 1$, when Left starts she takes one token, leading to a $L$ or a $P$-position, and wins. If she is second, she plays as before to $n - c - k - 1$ which is a $L$-position. Finally, if $x \geq c + 1$, both players win playing first by playing $x - c$ for Left and $x$ for Right.

2. We show that if we assume that there is a position $n > 0$ such that Right wins playing second on $n$, then $S_R$ contains $k$ consecutive integers. Let $n_0$ be the smallest positive integer for which Right wins playing second on $n_0$. We know that $n_0 > k$ since otherwise Left can win playing first by playing to zero. Since Right has a winning strategy playing second then Right has a winning first move on all the position $n - i$ for $1 \leq i \leq k$. This means that for each of these positions, Right has a winning move to some position $m_i$ such that Right wins playing second on $m_i$. By minimality of $n_0$, this implies that $m_i = 0$, and consequently $n - i \in S_R$ for all $1 \leq i \leq k$. Consequently, if $S_R$ does not contain $k$ consecutive integers, there is no position $n > 0$ such that Right wins playing second. In particular, there is no $R$ nor $P$-positions in the period. By Remark 3, this implies that the period only contains $L$-positions, meaning that the game is strongly dominating for Left.

The set $S_L = \{1, \ldots, k\}$ is somehow optimal for Left, since the exceptions of strongly domination for Left in the previous lemma appear for any set of $k$ elements:

**Lemma 111.** For any set $S_L$, there is a set $S_R$ with $|S_R| = |S_L|$ and $S_R \cap S_L = \emptyset$ such that Left does not strongly dominate.

**Proof.** Let $S_R = n_0 - S_L$ for an integer $n_0$ larger than all the values of $S_L$ and such that $S_R \cap S_L = \emptyset$. Then Right wins playing second in all the multiples of $n_0$.

9.4 When one set has size 1

We now consider the case where one of the set, say $S_R$ has size 1. As seen in Section 9.2, the study of the game is closely related to Unbounded Knapsack Problem and to the coin problem. Indeed, Right does not have any choice and thus the result is only depending on the possibility or not for $n$ to be decomposed as a combination of the values in $S_L + S_R$. Our aim in this section is to exhibit the precise periods.

9.4.1 Case $|S_L| = |S_R| = 1$

In this really particular case, the game is always WD for the player that have the smallest integer.

**Lemma 112.** Let $S_L = \{a\}$ and $S_R = \{b\}$ with $a < b$. The outcome sequence of $(S_L, S_R)$ is purely periodic, the period length is $a + b$ and the period is $P^a L^b N^a$. In particular, the game is weakly dominating for Left.

**Proof.** We prove that for all $n \geq 0$, if one of the player has a winning move playing first (resp. second) on $n$, then he also has one playing first (resp. second) on $n + a + b$. Indeed, suppose for example that Left has a winning move on position $n$ playing first (the other cases are treated in the same way). If Left plays first on position $n + a + b$, then after two moves, it’s again Left’s turn to play, and the position is now $n$, and Left wins the game.
Heap sizes | Left move range | Right move range | Outcome
---|---|---|---
[0, a − 1] | no moves | no moves | \(\mathcal{P}\)
[a, b − 1] | [0, a − 1] | no moves | \(\mathcal{L}\)
[b, b + a − 1] | [0, a − 1] | no moves | \(\mathcal{N}\)
[b + a, b + 2a − 1] | [0, a − 1] | no moves | \(\mathcal{P}\)
[b + 2a, 2b + 2a − 1] | [0, a − 1] | no moves | \(\mathcal{L}\)

Table 9.1: Outcomes with \(S_L = \{a\}\) and \(S_R = \{b\}\) for first values

The result then follows from computing the outcome of the positions \(n \leq a + b\). These outcomes are tabulated in Table 9.1.

9.4.2 Case \(|S_L| = 2\) and \(|S_R| = 1\)

In these cases, we are able to give the complete periods.

**Theorem 113.** Let \(a, b\) and \(c\) be three positive integers, and let \(g = \gcd(a + c, b + c)\). The game \((\{a, b\}, \{c\})\) is:

- strongly dominated by \(\text{Left}\) if \(g \leq c\),
- weakly dominated by \(\text{Left}\) with period \((\mathcal{P}^{g-c} \mathcal{L}^{2c-g} \mathcal{N}^{g-c})\) if \(c < g < 2c\),
- ultimately impartial with period \((\mathcal{P}^c \mathcal{N}^c)\) if \(g = 2c\),
- weakly dominated by \(\text{Right}\) with period \((\mathcal{P}^c \mathcal{R}^{g-2c} \mathcal{N}^c)\) if \(g > 2c\).

**Proof.** Throughout this proof we write \(n = qg + r\), with \(0 \leq r < c\).

We start by proving the following claim which holds in all four cases.

**Claim 114.** If \((n \mod g) < c\) and \(n\) is large enough then \(\text{Left}\) has a winning move on \(n\) playing second.

**Proof.** After both players play once, the number of tokens decreased by either \(a + c\) or \(b + c\) depending on which move \(\text{Left}\) played. By the results on the coin problem, we know that if \(q\) is large enough, then \(qg\) can be written as \(\alpha(a + c) + \beta(b + c)\), with \(\alpha\) and \(\beta\) two non-negative integers.

If \(\text{Left}\) is playing second, a strategy can be to play \(a\) \(\alpha\) times, and \(b\) \(\beta\) times. After these moves, it is \(\text{Right}\)’s turn to play, and the position is \(r < c\). Consequently \(\text{Right}\) has no move left and loses the game.

We will now use this claim to prove the result in the four different cases.

For the first case, we have \(g \leq c\). For any integer \(n\), we have \((n \mod g) < g \leq c\). Consequently, by the claim above, there is an integer \(n_0\) such that for any \(n \geq n_0\), \(\text{Left}\) wins playing second on \(n\). This also implies that for any \(n \geq n_0 + a\), \(\text{Left}\) also wins as first player by playing \(a\). Indeed, \(\text{Left}\) plays to the position \(n − a\) on which \(\text{Left}\) has a winning strategy as second player by the claim above. Thus the outcome is \(\mathcal{L}\) for any position \(n\) large enough.

For the three remaining cases, we will show that the following four properties hold when \(n\) is large enough. The result of the theorem immediately follows from these four properties.
1. if $r < c$, then \textit{Left} wins playing second,
2. if $r \geq g - c$, then \textit{Left} wins playing first,
3. if $r \geq c$, then \textit{Right} wins playing first,
4. if $r < g - c$, then \textit{Right} wins playing second.

We now prove these four points:

1. This point is exactly the claim above.
2. If $r \geq g - c$, and $n$ is large enough, then \textit{Left} can play $a$. The position after the move is such that $n - a = r - a = r + c \mod g$. Moreover, since $g - c \leq r < g$, we know that $g \leq r + c < g + c$. From the first item, we know that \textit{Left} wins playing second on this position if $n - a$ is large enough, so \textit{Left} has a winning strategy as a first player if $r \geq g - c$.
3. If $r \geq c$, and \textit{Right} plays first, then whatever \textit{Left} plays, after an even number of moves, \textit{Right} still has a move available. Indeed, let $n'$ be the position reached after an even number of moves. The number of tokens removed, $n - n'$ is a multiple of $g$. Consequently, we have $n' = (n \mod g)$. Since $(n \mod g) \geq c$, this implies that $n' \geq c$, and \textit{Right} can play $c$. This proves that \textit{Right} will never be blocked, and \textit{Left} will eventually lose the game.
4. Finally, if $r < g - c$, then \textit{Left} playing first can move to a position $n'$ equal to either $n - a$ or $n - b$. Since $a = b = -c \mod g$, in both cases, we have $n' = r + c \mod g$. Since $c \leq r + c < g$, by the argument above, we know that \textit{Right} playing first on $n'$ wins. Consequently, \textit{Left} playing first on $n$ looses.

When $c > b$ and $b \geq 2a$, which is included in the first case, we know the whole outcome sequence. This will be useful in next Section.

**Theorem 115.** The outcome sequence of the game $(\{a, b\}, \{c\})$, with $c > b$ and $b \geq 2a$ is the following:

$$P^n L^{c-a} N^a L^\infty$$

**Proof.** We show the result by induction on $n$, the position of the game.

- If $n < a$, then none of the player has a move, and thus $o(n) = P$.
- If $a \leq n < c$, then only \textit{Left} has a valid move, and thus $o(n) = L$.
- If $c \leq n < a + c$, then \textit{Right} has a winning move to a position $n - c < a$ which has outcome $P$, and \textit{Left} has a winning move to a position with outcome either $P$ or $L$. Consequently, we have $o(n) = L$.
- Finally, if $n \geq a + c$, then as the first player \textit{Right} has no winning move, and \textit{Left} has at least one winning move. Indeed, since $k \geq a$, we can’t have at the same time $n - a$ and $n - a - k$ in the interval $[c, a + c]$. So at least one of $n - a$ and $n - a - k$ is not in this interval, and is either a $P$-position or a $L$-position by induction.
Figure 9.2: Properties of the outcome sequences for \((\{a, b\}, \{c, d\})\). The parameters \(a\) and \(b\) are fixed, and the pictures are obtained by varying the parameters \(c\) and \(d\). The point at coordinate \((c, d)\) is blue if \(Left\) dominates, red if \(Right\) dominates, and green if there is a mixed period.

9.5 When both sets have size 2

The goal of this section is to investigate the sequence of outcomes for \((S_{Left}, S_{Right})\) with \(S_{Left} = \{a, b\}\) and \(S_{Right} = \{c, d\}\). In particular, if we suppose that \(a\) and \(b\) are fixed, we would like to characterize for which choice of \(c\) and \(d\) we can ensure that \(Left\) dominates. The pictures on Figure 9.2 give an insight of what is happening. On the figure on the left, we have an example with \(b \geq 2a\). In this case, \(Left\) almost always dominates, except when the point \((c, d)\) is close to the diagonal or to one of the axis. When \((c, d)\) is close to the diagonal (i.e., when \(|d - c|\) is close to zero), the behaviour seems more complicated, and we don’t have a characterization for this case.

When \(b < 2a\), the behaviour is more complex, but shares some similarities with the previous case. From the picture on the right in Figure 9.2 we can see that there are some lines such that if the point \((c, d)\) is far enough from these lines, then the game is eventually \(Left\). Again, when the point is close to these lines, again the behaviour is more complicated, and we won’t try to characterize it here. In all cases, we can see that if \(a\) and \(b\) are fixed, for almost all of the choices of \(c\) and \(d\), \(Left\) dominates.

In the rest of this section, we will assume that we have \(d > c > b\). We start by the case \(b \geq 2a\) which is easier to analyse.

9.5.1 Case \(b \geq 2a\)

We start by the case where \(b \geq 2a\), and show that in this case \(Left\) dominates if \((c, d)\) is far enough from the diagonal and from the coordinates axes.

**Theorem 116.** Assume \(b \geq 2a\), and \(d > c + b\), then \(Left\) dominates. More precisely, the outcome sequence is:

\[T^a \mathcal{L}^{c-a} \mathcal{N} \mathcal{L}^d \mathcal{L}^{d-c-a} \mathcal{N}^a \mathcal{L}^\infty.\]

**Proof.** We will show the result of the lemma by induction on \(n\), the starting position of the game. If \(n < d\), then the outcome of \(n\) is the same for rules \((\{a, a + k\}, \{c\})\) or \((\{a, a + k\}, \{c\})\) since \(d\)
cannot be played. Consequently we can just apply Theorem 115, and get the desired result. If \( n \geq d \) there are two possible cases:

- If \( d \leq n < d + a \), then Right has a winning move to the position \( n - d < a \), and Left has a winning move by playing his strategy for \( n \) with rules \( \{a, b\}, \{c\} \). Indeed, this leads to a position \( n - x < d \) for some \( x \in \{a, b\} \). This position has outcome \( \mathcal{P} \) or \( \mathcal{L} \) for the rules \( \{a, b\}, \{c\} \), and consequently also for the rules \( \{a, b\}, \{c, d\} \), since \( d \) cannot be played anymore at this point.

- If \( n \geq d + a \), denote by \( I_1 \) and \( I_2 \) the two intervals containing the \( \mathcal{N} \)-position, i.e., \( I_1 = [c, c + a[ \), and \( I_2 = [d, d + a[ \). Since \( b \geq 2a \), we can’t have that \( n - a \) and \( n - b \) are both in \( I_1 \), or both in \( I_2 \). Additionally, since \( d > c + b \), we can have both \( n - b \in I_1 \) and \( n - a \in I_2 \) at the same time. Consequently, one of \( n - a \) and \( n - a - k \) has outcome either \( \mathcal{L} \) or \( \mathcal{P} \), and \( \mathcal{L} \) has a winning move on \( n \).

\[ \square \]

9.5.2 General case

In the general case, we will again prove that if we fix \( a \) and \( b \), for most choices of \( c \) and \( d \) the outcome is ultimately \( \mathcal{L} \). The exceptional cases are slightly more complicated to characterize. The characterization is related to the following definition:

**Definition 10.** Given an integer \( a \), and a real number \( \alpha \geq 1 \), we denote by \( T_{a, \alpha} \) the set of points defined by:

\[
T_{a, \alpha} = \left\{ (c, d), \quad \gcd(a + c, a + d) \geq \frac{\max(c, d)}{\alpha} \right\}.
\]

Note that by definition, \( T_{a, \alpha} \) can be obtained from \( T_{0, \alpha} \) by a translation of \((-a, -a)\). We can also remark that, for any \( \alpha \) and \( \beta \), with \( \beta \geq \alpha \), we have \( T_{0, \alpha} \subseteq T_{0, \beta} \). We now prove some properties of the sets \( T_{a, \alpha} \) which will be useful for the proofs later on.

**Lemma 117.** Assume that there are some positive integers \( x, y, u \) and \( v \) such that \( xu - yv = 0 \) with \( (u, v) \neq (0, 0) \), then \( (x, y) \in T_{0, \max(u, v)} \).

**Proof.** Up to dividing \( u \) and \( v \) by \( \gcd(u, v) \), we can assume that \( u \) and \( v \) are coprimes. The equation can be written \( xu = yv \). Consequently, \( u \) is a divisor of \( yv \), and since \( u \) and \( v \) are coprimes, this means that \( u \) is a divisor of \( v \). We can write \( y = gu \), and consequently we have \( xu = yv = vgu \). This means that \( x = vg \), and \( g = \gcd(x, y) \). Consequently, \( \frac{\max(x, y)}{\gcd(x, y)} = \max(u, v) \), and \( (x, y) \in T_{0, \max(u, v)} \). \( \square \)

Given two points \( p = (x, y) \) and \( p' = (x', y') \), we denote by \( d(p, p') \) the distance between these two points according to the 1-norm: \( d(p, p') = |x - x'| + |y - y'| \). If \( D \) is a subset of \( \mathbb{N}^2 \), we denote by \( d(p, D) = \min\{d(p, p'), p', \in D\} \) the distance of the point \( p \) to the set \( D \).

**Lemma 118.** Assume that there are some positive integers \( x, y, u \) and \( a \) such that \( |xu - yv| \leq a \), then \( d((x, y), T_{0, \max(u, v)}) \leq a(u + v) \).
Theorem 120. Let \( r = xu - yv \), with \(|r| \leq a \), and \( g = \gcd(u, v) \). By definition, \( r \) is a multiple of \( g \), and we can write \( r = qg \) for some integer \( q \). Additionally, by Bézout’s identity, we know that there exists two integers \( u' \) and \( v' \) such that \( uu' + vv' = g \), and \(|u'| \leq u \) and \(|v'| \leq v \). Consider the point \((x', y')\), with \( x' = x - qu' \), and \( y' = y + qv' \). We have the following:

\[
x'u - y'v = xu + yv - q(uu' + vv') = r - qg = 0
\]

By Lemma 117, we know that \((x', y') \in T_{0, \max(u, v)}\). Additionally, \( d((x, y), (x', y')) = |qu'| + |qv'| \leq |r|(u + v) \leq a(u + v) \). This proves the Lemma.

The two lemmas above relate the set \( T_{a, \alpha} \) to lines of equation \( xu - yv = 0 \) for some fixed \( u \) and \( v \). Using these results we show in the lemma below that \( T_{a, \alpha} \) can be written as a union of such lines.

**Lemma 119.** For any \( a \) and \( \alpha \), the set \( T_{a, \alpha} \) is the union of a finite set of lines.

**Proof.** Since \( T_{a, \alpha} \) can be obtained from \( T_{0, 0} \) by a translation, we only need to prove the result in the case \( a = 0 \). Let \( D \) be the union of the lines with equation \( xu - yv = 0 \), for all \( u, v \leq \alpha \). The set \( D \) is the union of a finite number of lines. By Lemma 117, we know that \( D \subseteq T_{0, \alpha} \). Reciprocally, let \((x, y)\) be a point in \( T_{0, \alpha} \), and let \( g = \gcd(x, y) \). Since \((x, y) \in T_{0, \alpha} \), it follows that \( y \geq \frac{g}{\alpha} \). We can also write \( x = x'g \), and \( y = y'g \) for some integers \( x' \) and \( y' \). We have the following:

\[
xy' - yx' = x'y'g - y'gx = 0
\]

Additionally, we have \( x' = \frac{y}{g} \leq \frac{a}{\max(x, y)} \leq \alpha \), and similarly for \( y' \). Consequently, by Lemma 117 it follows that \((x, y) \in D\), and \( T_{0, \alpha} = D \).

The goal in the remaining of this section is to prove the following theorem:

**Theorem 120.** Let \( a, b, c \) and \( d \) be positive integers, let \( A = \lceil \frac{a}{b - a} \rceil + 1 \). Assume that \( d((c, d), T_{a, A}) \geq 2A(a + 2b) \), then \( \mathcal{L} \)-dominates for the partizan subtraction game \((\{a, b\}, \{c, d\})\).

The proof of this theorem will be done by giving a characterization of the sets of \( \mathcal{P} \), \( \mathcal{N} \), and \( \mathcal{L} \)-positions for this ruleset. This characterisation is done using the following definition. Given two integers \( i \) and \( j \), we define the following intervals:

- \( I_{i,j}^P = [\alpha_{i,j}, \alpha_{i,j} + a - (i + j)(b - a)] \)
- \( I_{i,j}^N = [\beta_{i,j}, \beta_{i,j} + a - (i + j - 1)(b - a)] \)

where

- \( \alpha_{i,j} = i(d + b) + j(c + b) \)
- \( \beta_{i,j} = \alpha_{i,j} - b \)

Denote by \( I^P \) the set \( \cup_{i,j} I_{i,j}^P \), and similarly, \( I^N = \cup_{i,j} I_{i,j}^N \). Note that \( I_{i,j}^P \) is empty if \( i + j \geq \lceil \frac{a}{b} \rceil \), and \( I_{i,j}^N \) is empty if \( i + j \geq \lceil \frac{a}{b} \rceil + 1 \). Our goal is to show that, under the conditions in the statement of the theorem, the set \( I^N \) is the set of \( \mathcal{N} \)-positions, \( I^P \) the set of \( \mathcal{P} \)-positions, and all the other positions have outcome \( \mathcal{L} \). In particular, since both \( I^P \) and \( I^N \) are finite, this will imply that the outcome sequence is eventually \( \mathcal{L} \). Before proving this result, we show that under the conditions of the theorem the intervals \( I_{i,j}^P \) and \( I_{i,j}^N \) satisfy the following properties.
Lemma 121. Fix the parameters $a$ and $b$, and let $A = \lceil \frac{a}{b-a} \rceil + 1$. Assume that $c$ and $d$ are such that $d((c, d), T_{b, A}) \geq 2A(a + 2b)$, then the intervals $I_{i,j}^N$ and $I_{i,j}^P$ satisfy the following properties:

(i) they are pairwise disjoint,

(ii) there is no interval $I_{i',j'}^P$ or $I_{i',j'}^N$ intersecting any of the $b$ positions preceding $I_{i,j}^N$,

(iii) $I_{i,j}^P + c = I_{i,j+1}^N$,

(iv) $I_{i,j}^P + d = I_{i+1,j}^N$,

(v) $(I_{i,j}^N + a) \cap (I_{i,j}^N + b) = I_{i,j}^P$.

Proof. The points (iii), (iv) and (v) are just consequences of the definitions of $I_{i,j}^P$ and $I_{i,j}^N$. Consequently, we only need to prove the two other points.

We know that $I_{i,j}^N$ and $I_{i,j}^P$ are empty when $i + j \geq \lceil \frac{a}{b-a} \rceil + 1 = A$, consequently, we will assume in all the following that the indices $i, j, i', j'$ are all upper bounded by $A$. We first show the following claim. The rest of the proof will simply consists in applying this claim several times.

Claim 122. Assume that there is an integers $B$, and indices $i, j, i', j' \leq A$, such that one of the following holds:

- $|\alpha_{i,j} - \alpha_{i',j'}| \leq B$
- $|\beta_{i,j} - \beta_{i',j'}| \leq B$
- $|\alpha_{i,j} - \beta_{i',j'}| \leq B$

Then in all three cases we have $d((c, d), T_{b, A}) \leq 2A(B + b)$.

Proof. The first two cases are equivalent to the inequality $|(i - i')(d + b) + (j - j')(c + b)| \leq B$, and the result follows by applying Lemma 118. The third case is equivalent to $|(i - i')(d + b) + (j - j')(c + b) + b| \leq B$. Using the triangle inequality, this implies $|(i - i')(d + b) + (j - j')(c + b)| \leq B + b$, and the result follows from Lemma 118.

We will prove the points (i) and (ii) by proving their contrapositives. In other words, assuming that one of these two conditions does not hold, we want to show that $d((c, d), T_{b, A}) \leq 2a(a + b)$.

We first consider the point (i). First, assume that there are two intervals $I_{i,j}^P$ and $I_{i',j'}^P$ such that the two intervals intersect. Then, the left endpoint of one of these two intervals is contained in the other interval. Without loss of generality, we can assume that $\alpha_{i,j} \in I_{i,j}^P$. This implies:

$$\alpha_{i',j'} \leq \alpha_{i,j} \leq \alpha_{i',j'} + a - (b - a)(i' + j')$$
$$0 \leq \alpha_{i,j} - \alpha_{i',j'} \leq a - (b - a)(i' + j') \leq a$$

By Claim 122, this implies $d((c, d), T_{b, A}) \leq 2a(a + b)$.

Similarly, if we assume that $I_{i,j}^N$ and $I_{i',j'}^N$ intersect, then this implies without loss of generality that $\beta_{i,j} \in I_{i',j'}^N$, and consequently, $0 \leq \beta_{i,j} - \beta_{i',j'} \leq a - (i + j - 1)k \leq a$. Again, using Claim 122, this implies $d((c, d), T_{b, A}) \leq 2(a + b)A$.  
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Finally, if $I_{i,j}^N$ and $I_{i,j}^P$ intersect, then either $0 \leq \alpha_{i,j} - \beta_{v,j'} \leq a$ if $\alpha_{i,j} \in I_{i,j}^N$, or $0 \leq \beta_{v,j'} - \alpha_{i,j} \leq a$ if $\beta_{v,j'} \in I_{i,j}^P$. In both cases, the Claim 122 gives the desired result.

The proof for the point (ii) is essentially the same as above. If $I_{i,j}^N$ intersects one of the $b$ positions preceding $I_{i,j}^N$, then we have the two inequalities:

$$\beta_{v,j'} + a - (i' + j' - 1)k \geq \beta_{i,j} - b$$

$$\beta_{v,j'} \leq \beta_{i,j}$$

From these inequalities we can immediately deduce $-a - b \leq \beta_{v,j'} - \beta_{i,j} \leq 0$. The inequality $d((c,d),T_{a+k,A}) \leq 2A(3a + 2k)$ follows immediately from Claim 122. Similarly, if the interval $I_{i,j}^P$ intersects one of the $b$ positions preceding $I_{i,j}^N$, then we have the two inequalities:

$$\alpha_{v,j'} + a - (i' + j')(b - a) \geq \beta_{i,j} - b$$

$$\alpha_{v,j'} \leq \beta_{i,j}$$

This implies $-(a + b) \leq \alpha_{v,j'} - \beta_{i,j} \leq 0$, and again the result holds by Claim 122.

We now have all the tools needed to prove the theorem.

**Proof of Theorem 120.** Let $a, b, c, d$ be integers, and let $A = \lceil \frac{a}{b-a} \rceil$. Let us assume that we have $d((c,d),T_{b,A}) \geq 2A(a + 2b)$. We know that the four properties of Lemma 121 hold. We will show by induction on $n$ that for any position $n \geq 0$, if $n \in I^P$, then $n$ is a $P$-position, if $n \in I^N$, then it is a $N$-position, and otherwise it is an $L$-position. The inductive case is treated in the same way as the base case.

First, assume that $n \in I_{i,j}^N$ for some indices $i$ and $j$ such that $i + j \geq 1$. Left has a winning move by playing $a$. Indeed, the interval $I_{i,j}^N$ has length at most $a$, and using the condition (ii) from Lemma 121 and the induction hypothesis, $n - a$ is a $L$-position. If $i > 0$, then Right playing $c$ leads to the position $n - c \in I_{i-1,j}^P$ by condition (iii). This position is a $P$-position using the induction hypothesis. If $j > 0$, then similarly, Right can play $d$, and put the game in the position $n - d \in I_{i,j-1}^P$ by condition (iv). This position is a $P$-position using the induction hypothesis.

Suppose now that $n \in I_{i,j}^P$. If $i$ and $j$ are both zero, then none of the players have any move, and $n$ is a $P$-position. Otherwise, if Left plays either $a$ or $b$, this leads to a position $n' \in I_{i,j}^N$ by condition (v). Using the induction hypothesis, $n'$ is an $N$-position, and Left has no winning move. Right’s only possible winning move would be to a $P$-position $n'$. Using the induction hypothesis this means $n' \in I^P$. However, this would mean by conditions (iii) and (iv) that $n \in I^N$, which is a contradiction of the property (i) that $I^N$ and $I^P$ are disjoint. Consequently, Right has no winning move.

Finally, suppose that $n \notin I^P \cup I^N$. We will show that Left has a winning move on $n$, and Right does not. Since $I_{0,0}^P = [0, a]$, we can assume $n \geq a$, and Left can play $a$. Suppose that Left’s move to $n - a$ is not a winning move, and let us show that Left has a winning move to $n - a - k$. Since Left’s move to $n - a$ is not a winning move, this means that $n - a \in I_{i,j}^N$ for some integer $i, j$ with $i + j \geq 1$. Consequently we have $n \geq b$, and playing $b$ is a valid move for Left. By condition (v), we can’t have $n - b \in I_{i,j}^N$, since otherwise we would have $n \in I_{i,j}^P$. Moreover, we can’t have either $n - b \in I_{i,j}^P$ for some $(i', j') \neq (i, j)$ since it would contradict condition (ii). Consequently, $n - b \in I^L$, and using the induction hypothesis, this is a winning move for Left. The only possible winning move for Right would be to play to a position $n'$ which is a $P$-position. Using the induction hypothesis, this means that $n' \in I^P$. However using the conditions (iii) and (iv) this would also imply $n \in I^N$, a contradiction. 

\(\square\)
Corollary 123. Under the conditions of the theorem, the game $G$ is ultimately $\mathcal{L}$.

Proof. Since $I_{i,j}^N$ and $I_{i,j}^P$ are both empty if $i + j > a$, the two sets $I^L$ and $I^N$ are finite, and the result follows from the theorem. \qed

9.6 Conclusion

Our study of Partizan Subtraction games in this chapter is an example of a more general construction which consists in giving different rulesets to each of the players. It is interesting to investigate this construction for other games as well. The work of [CSD+12] on Chessfight, an other game obtained by this construction which is related to Wythoff is another example of such game.

In addition, if we were able to characterize the asymptotic behaviour of some Partizan Subtraction games, there are still many open cases. For example, we have seen a large class of games where one of the player dominates, but it seems that there are only few choices for the subtraction sets leading to ultimately impartial or fair games. Hence, it might be interesting to try to characterize some of the subtraction sets which leads to such games. Note that in [Wal02], Subtraction games (and more generally Octal games) were expressed as a form of string rewriting games, and some properties of these games were connected to the rationality of some language associated to these games. An interesting approach would be to extend these results to Partizan Subtraction games.

Finally, the question of the complexity of Partizan Subtraction games is still very open. If we showed that computing the outcome of a given position (on one heap) is $\textbf{NP}$-hard, it is not clear whether this problem is in $\textbf{NP}$ or not, and it seems that it could be much more difficult than that. It might be easier to prove the hardness of the problem on multiple heaps. To this end, it is interesting to continue the investigation of [Pla95] on the canonical forms for these games.
Conclusion

We have seen in this thesis several problems related to one-player and two-player games, or in other terms, reconfiguration problems and combinatorial games. On the reconfiguration side, we studied problems related to the reconfiguration of two particular objects: graph colourings and perfect matchings. These two problems were studied both from a complexity point of view, and from a structural point of view. Concerning complexity, we proved both hardness results, as well as polynomial algorithms when the input graph is restricted to certain classes. From a structural point of view we improved some upper bounds on the length of the transformation for the reconfiguration of colourings.

After looking at reconfiguration problems, we considered other questions related to reconfiguration, but which are not directly reconfiguration problems. We studied the problem of sampling random colourings, for which we considered the performance of a certain type of algorithm called Glauber Dynamics; and a variant of online colouring algorithms, for which we constructed and analysed several algorithms for different classes of graphs.

On the combinatorial games side, we considered two construction operators and investigated how games built using these operators were modified. We proved some structural properties of these constructions, and used these properties for concrete examples. In particular, we analysed several games obtained from these constructions by combining other well known games. We were able to characterise the outcome of some of these games, and proved some hardness results for others.

There are still many open problems on the various topics that we considered, and we recall some of the major ones here. On the reconfiguration part, there are still many classes of graphs for which the complexity of reconfiguration of colouring and perfect matching is open. Figuring out for which classes of graphs these problems are difficult could help to understand the structure of the underlying reconfiguration graph. Additionally, in relation to our results about online colouring from Chapter 6, it could be interesting to investigate these problems when there are additional constraints restricting the type of operations permitted.

One other important open problem is Cereceda’s conjecture which asserts that the reconfiguration graph of colourings has quadratic diameter if the number of colours is at least \( \text{col}(G) + 2 \). Although our work in Chapter 3 made some important progress towards proving this conjecture, it still remains widely open, and it is not clear how our techniques could be improved further. One way to tackle the conjecture would be to consider specific classes of graphs.

In relation to this conjecture is the problem of sampling random colourings and the corresponding conjecture that Glauber dynamics has a polynomial mixing time if the number of colours is at least \( \Delta + 2 \). As we have seen, this conjecture is largely open, and there are still a large number of interesting classes of graphs for which the conjecture can be tested and that have not yet been
considered in the literature. Currently, the best bound on the number of colours for which the conjecture holds is \( k \geq (\frac{11}{6} - \varepsilon)\Delta \) for some \( \varepsilon > 0 \). It could be interesting to investigate the limits of the current techniques and see if there are ways to decrease significantly the number of colours from the \( \frac{11}{6}\Delta \) bound and still keep a polynomial mixing time. Another interesting question would be to investigate the mixing time for graphs of small degeneracy, and explore whether the mixing time remains polynomial for these graphs, even for a number of colours below \( \Delta + 2 \).

On the combinatorial game part, there are still a very large number of games whose complexity is unknown (see for example a list on the website [Bur]). We mentioned the complexity of subtraction games, but there are many other games, and in particular games played on graphs, which appear to be difficult but for which there is no formal proof of their hardness. Finding a placement game with simple local rules (for example played on bounded degree graph) which is provably difficult might be a lead to proving the hardness of these other games.

Concerning subtraction games, there is very little known about these games and their structure, despite being some of the most simple possible games that we can consider. Getting a better understanding of these games and their periods might be a first step towards analysing octal games, a generalisation of subtraction games, which are conjectured to be periodic as well.

Finally, we have seen in Chapter 8 a particular construction which leads to an almost disjunctive sum of games. If we were able to prove a nice theory for these games, it is not clear whether this theory, and in particular the values we derive for these games, can be put to a practical use except in very restricted settings. It could be interesting to investigate whether it is possible to find a more general setting for which the structure of the values remain simple.
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<table>
<thead>
<tr>
<th>Game Value</th>
<th>Gate</th>
<th>Graph</th>
<th>Grundy $k$-colouring</th>
</tr>
</thead>
<tbody>
<tr>
<td>game</td>
<td>130</td>
<td>36</td>
<td>111</td>
</tr>
<tr>
<td>impartial</td>
<td>124</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>independence number, $\alpha(G)$</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>independent set</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>induced subgraph</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>input edge</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>internal vertex</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>internal vertices</td>
<td>16, 84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>interval graph</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>irreducibility</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>join node</td>
<td>18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kempe chain</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kempe-exchange</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>leaf recolourings</td>
<td>44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>leaves</td>
<td>16, 84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>length of a path</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>line graph</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>list assignment</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>list colouring</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>local Kempe exchange</td>
<td>105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Markov chain</td>
<td>18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>matching</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>maximum degree, $\Delta(G)$</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>misère-play</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mixing time</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monochromatic connector</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCL configuration</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCL machine</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>neighbourhood</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>neighbours</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>neutral edge</td>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>node</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-deterministic Constraint Logic (NCL)</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-invariant game</td>
<td>128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>normal options of a game</td>
<td>136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>normal-play</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>online algorithm</td>
<td>103</td>
<td></td>
<td></td>
</tr>
<tr>
<td>online colouring algorithm with Kempe exchanges</td>
<td>105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ordinal sum</td>
<td>133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>outcome</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>outer-planar</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>output edge</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>parent</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>partizan game</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>path</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>path graph $P_n$</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>perfect elimination ordering</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>perfect graphs</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>perfect matching</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>planar graph</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>play of a game</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>polynomial hierarchy</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>polynomial-time reductions</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>proper colouring</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push operator</td>
<td>135</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-canonical form</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-dominated option</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-equivalence</td>
<td>146</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-game</td>
<td>136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-reversible option</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-sum</td>
<td>146</td>
<td></td>
<td></td>
</tr>
<tr>
<td>push-values</td>
<td>146</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reconfiguration graph, $\mathcal{G}^{\Pi}(I)$</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>regular graph</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>relaxation time</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>resulting vertices</td>
<td>42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reversibility</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>root</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>root partition</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>root recolourings</td>
<td>44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ruleset</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sequential compound</td>
<td>133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>set of $P$-positions</td>
<td>125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>set of edges</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>set of vertices</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>size of a colour</td>
<td>109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sliding move</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sorted transformation sequence</td>
<td>44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spectral gap</td>
<td>20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Appendix A

Missing proofs from Chapter 5

For any function $f : \Omega \to \mathbb{R}$, the variance and the Dirichlet form of $\mathcal{L}$ are defined respectively as

$$\text{Var}_\mathcal{L}(f) = \frac{1}{2} \sum_{\alpha,\beta \in \Omega} \pi(\alpha)\pi(\beta)(f(\alpha) - f(\beta))^2,$$

$$\xi_\mathcal{L}(f,f) = \frac{1}{2} \sum_{\alpha,\beta \in \Omega} \pi(\alpha)\mathcal{L}[\alpha \to \beta](f(\alpha) - f(\beta))^2.$$

Let $\mathcal{F}_\mathcal{L} = \{ f : \text{Var}_\mathcal{L}(f) > 0 \}$ and note that $\mathcal{F}_\mathcal{L} = \mathcal{F}_{\mathcal{L}'}$ are the set of non-constant functions, as $\pi$ and $\pi'$ are positive on $\Omega$. It is well-known (see e.g. Remark 13.13 in [LP17]) that the spectral gap of $\mathcal{L}$ satisfies

$$\text{Gap}(\mathcal{L}) = \min_{f \in \mathcal{F}_\mathcal{L}} \frac{\xi_\mathcal{L}(f,f)}{\text{Var}_\mathcal{L}(f)}.$$

(A.1)

A.1 Proof of Proposition 35

We first recall the statement of the proposition. Let $b := \max_{\alpha \in \Omega} \frac{\pi(\alpha)}{\pi'(\alpha)}$. For every $(\sigma, \eta) \in \mathcal{L}$ its congestion is defined as

$$\rho_{\sigma,\eta} := \frac{1}{\pi(\sigma)\mathcal{L}[\sigma \to \eta]\omega(\sigma,\eta)} \sum_{(\alpha,\beta) \in \mathcal{L}'} \sum_{\gamma : \gamma(\alpha,\beta) \gamma(\sigma,\eta)} g(\gamma)\pi'(\alpha)\mathcal{L}'[\alpha \to \beta] \cdot |\gamma|\omega.$$

Let $\rho_{\max} = \max\{ \rho_{\sigma,\eta} : (\sigma, \eta) \in \mathcal{L} \}$ be the maximum congestion over all transitions of $\mathcal{L}$. We want to show the following:

**Proposition 35** (Weighted multi-commodity flows method). We have $\tau(\mathcal{L}) \leq b^2 \rho_{\max} \cdot \tau(\mathcal{L}')$. 
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This result is proved by comparing the Dirichlet form and the variance of $\mathcal{L}$ and $\mathcal{L}'$. We have

$$\xi_{\mathcal{L}'}(f, f) = \frac{1}{2} \sum_{\alpha, \beta \in \Omega} \pi'(\alpha)\pi'(\beta)(f(\alpha) - f(\beta))^2$$

$$= \frac{1}{2} \sum_{\alpha, \beta \in \Omega} \sum_{\gamma \in \Gamma_{\alpha, \beta}} g(\gamma)\pi'(\alpha)\pi'(\beta)(f(\alpha) - f(\beta))^2$$

$$\leq \frac{1}{2} \sum_{\alpha, \beta \in \Omega} \sum_{\gamma \in \Gamma_{\alpha, \beta}} g(\gamma)\pi'(\alpha)\pi'(\beta) \cdot |\gamma| \sum_{(\sigma, \eta) \in \gamma} (f(\sigma) - f(\eta))^2 \omega(\sigma, \eta)$$

$$= \frac{1}{2} \sum_{(\sigma, \eta) \in \mathcal{L}} (f(\sigma) - f(\eta))^2 \cdot \frac{1}{\omega(\sigma, \eta)} \sum_{(\alpha, \beta) \in \mathcal{L}'} \sum_{\gamma \in \Gamma_{\alpha, \beta}} g(\gamma)\pi'(\alpha)\pi'(\beta)$$

$$\leq \rho_{\text{max}} \xi_{\mathcal{L}}(f, f),$$

where we used the Cauchy-Schwartz inequality in the first inequality. Additionally, we have

$$\text{Var}_{\mathcal{L}'}(f) = \frac{1}{2} \sum_{\alpha, \beta \in \Omega} \pi'(\alpha)\pi'(\beta)(f(\alpha) - f(\beta))^2$$

$$\geq \frac{1}{2b^2} \sum_{\alpha, \beta \in \Omega} \pi(\alpha)\pi(\beta)(f(\alpha) - f(\beta))^2$$

$$= \frac{1}{b^2} \text{Var}_{\mathcal{L}}(f).$$

Combining the previous two inequalities and using (A.1), the desired result follows,

$$\text{Gap}(\mathcal{L}') = \min_{f \in \mathcal{F}_{\mathcal{L}'}^c} \frac{\xi_{\mathcal{L}'}(f, f)}{\text{Var}_{\mathcal{L}'}(f)} \leq b^2 \rho_{\text{max}} \min_{f \in \mathcal{F}_{\mathcal{L}}} \frac{\xi_{\mathcal{L}}(f, f)}{\text{Var}_{\mathcal{L}}(f)} = b^2 \rho_{\text{max}} \text{Gap}(\mathcal{L}).$$

### A.2 Proof of Proposition 42

We first recall the statement of the proposition:

**Proposition 42.** Let $G = (V, E)$ be a graph on $n$ vertices, and $k$ be a positive integer. Let $v \in V$ such that $N(v)$ induces a clique of size at most $k - 2$. For any choice of parameters $(p_1, \ldots, p_n)$, the Glauber dynamics $\mathcal{L}_V$ and $\mathcal{L}_{V \setminus \{v\}}$ for $k$-colourings of $V$ and $V \setminus \{v\}$ respectively and defined with the same parameters satisfy,

$$\tau(\mathcal{L}_{V \setminus \{v\}}) \leq \tau(\mathcal{L}_V).$$

Let $U = \{u_1, \ldots, u_m\} = V \setminus \{v\}$. Let $p_1, \ldots, p_m, p_u$ be the parameters for $u_1, \ldots, u_m, v$, respectively. Let $\Omega_V$ and $\Omega_U$ be the set of $L$-colourings of $G$ and $G[U]$ respectively. Let $d = |N(v)|$ the degree of $v$. Since $N(v)$ is a clique, we have:

$$|\Omega_V| = |\Omega_U|(k - d).$$
Indeed, for every colouring \( \alpha_U \) of \( U \), there are exactly \((k - d)\) possibilities to extend it into a colouring of \( V \). Let \( \pi_V \) and \( \pi_U \) be the stationary distributions of \( \mathcal{L}_V \) and \( \mathcal{L}_U \), which are uniform as the transitions are symmetric. Recall that \( \mathcal{F}_{\mathcal{L}_V} \) is the set of non-constant functions from \( \Omega_V \) to \( \mathbb{R} \). Let \( \mathcal{F}_{\mathcal{L}_V}^v \) be the subset of these functions which are independent of \( v \), i.e. which satisfy \( f(\alpha) = f(\beta) \) whenever \( \alpha \) and \( \beta \) agree on \( U \).

Using (A.1), we have

\[
\text{Gap}(\mathcal{L}_V) = \min_{f \in \mathcal{F}_{\mathcal{L}_V}} \frac{\mathcal{E}_{\mathcal{L}_V}(f)}{\text{Var}_{\mathcal{L}_V}(f)} \leq \min_{f \in \mathcal{F}_{\mathcal{L}_V}^v} \frac{\mathcal{E}_{\mathcal{L}_V}(f)}{\text{Var}_{\mathcal{L}_V}(f)}. \tag{A.2}
\]

Let \( f \in \mathcal{F}_V \), then we have the following

\[
\text{Var}_{\mathcal{L}_V}(f) = \frac{1}{2} \sum_{\alpha, \beta \in \Omega_V} \pi_V(\alpha)\pi_V(\beta)(f(\alpha) - f(\beta))^2
\]

\[
= \frac{1}{2} \sum_{\alpha, \beta \in \Omega_V} \frac{1}{|\Omega_V|^2} (f(\alpha) - f(\beta))^2
\]

\[
= \frac{1}{2} \sum_{\alpha_U, \beta_U \in \Omega_U} \sum_{c \in [k]} \sum_{c' \in [k]} \frac{1}{|\Omega_V|^2} (f(\alpha_U) - f(\beta_U))^2
\]

\[
= \frac{1}{2} \sum_{\alpha_U, \beta_U \in \Omega_U} \frac{(k - d)^2}{|\Omega_V|^2} (f(\alpha_U) - f(\beta_U))^2
\]

\[
= \text{Var}_{\mathcal{L}_V}(f). \tag{A.3}
\]

Additionally, if \( f \in \mathcal{F}_V^v \), then we have

\[
\mathcal{E}_{\mathcal{L}_V}(f) = \frac{1}{2} \sum_{u_i \in U} \sum_{\alpha, \beta \in \Omega_V \text{ differ at } u_i} \frac{1}{|\Omega_V|} p_i(f(\alpha) - f(\beta))^2 + \sum_{\alpha, \beta \in \Omega_V \text{ differ at } v} \frac{1}{|\Omega_V|} p_v(f(\alpha) - f(\beta))^2
\]

\[
= \frac{1}{2} \sum_{u_i \in U} \sum_{\alpha_U, \beta_U \in \Omega_U \text{ differ at } u_i} \sum_{c \in [k]} \sum_{c' \in [k]} \frac{1}{|\Omega_V|} p_i(f(\alpha_U) - f(\beta_U))^2
\]

\[
\leq \frac{1}{2} \sum_{u_i \in U} \sum_{\alpha_U, \beta_U \in \Omega_U \text{ differ at } u_i} \frac{k - d}{|\Omega_V|} p_i(f(\alpha_U) - f(\beta_U))^2
\]

\[
= \mathcal{E}_{\mathcal{L}_U}(f). \tag{A.4}
\]

where we used that \( N(v) \) is a clique in the inequality. Putting together (A.2)–(A.4), gives as required

\[
\text{Gap}(\mathcal{L}_V) \leq \text{Gap}(\mathcal{L}_U).
\]