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Abstract
A discontinuous Galerkin (DG) technique for modeling wave propagation in damaged (brittle) materials

is developed in this thesis. This subject is of great interest in dynamics of materials or in solid Earth

geophysics. The numerical approach of this thesis will be related only to the DG method but there are two

di�erent types of mechanical models for describing the damaged materials which are considered. In the �rst

one, called "micro-mechanics based damage model" and studied in the �rst part of the thesis, the micro-

cracks are introduced through a damage parameter (crack density parameter) which can increase under the

loading wave. The heterogeneity is a material one (the mechanical model loses its isotropy and homogeneity

but the geometric homogeneity is preserved). In the second one, called the "cracked solid" or "cracked

material" studied in the second part of this thesis, the micro-cracks, describing the damage of the material,

are introduced as a "geometric heterogeneity" in an isotropic and homogeneous elastic solid. This geometric

heterogeneity induces a loss of both (global) isotropy and (global) homogeneity of the elastic solid. The two

models are diametral opposite but they show like a mirror of the physical reality, where both geometric and

material heterogeneities are present.

In the �rst part is analyzed the coupling between the damage evolution and the wave propagation. Since

the loading wave, propagating into the material, produces damage and changes the propagation properties

of the material, the mechanical damage processes cannot be separated from the wave propagation process.

The (local) damage model for brittle materials used in this part is rather general and covers a wide spectrum

of the micro-mechanics-based damage models. Stability criteria for dynamic and quasi-static processes point

out that for a given continuous strain history the quasi-static or dynamic problems are unstable or ill-posed

(multiplicity of material responses) and whatever the selection rule is adopted, shocks (time discontinuities)

will occur. A critical crack density parameter, which distinguishes between stable and unstable behaviors,

is computed.

For homogeneous strain-driven processes at intermediate and low rates of deformation, sharp stress drops

related to the material instabilities could be expected. On the contrary, for high rates of deformation, the

strain-stress curve depends strongly on the rate of deformation but only a smooth stress drop is expected.

A new numerical scheme associated to the boundary value problem of the wave propagation was pro-

posed. To solve the associated nonlinear hyperbolic problem an explicit leapfrog type scheme for the time

discretization was used. To capture the instabilities a semi-implicit Euler method and a micro-scale time

step were used. A DG method with a centered �ux choice was considered for the spatial discretization. To

test the numerical scheme a new (nontrivial) analytical solutions for a 1-D problem was constructed. Using

the exact solution the accuracy of the numerical scheme and its time step/mesh size sensitivity has been

analyzed. The centered scheme �ux choice works well as far as the macro-scale solution is smooth and the

dynamic processes (at the microscopic scale) are very well approximated. For quasi-static processes (at the

microscopic scale), the solution exhibits shocks and a speci�c shock capturing �ux choice have to be used.

Numerical tests showed that the one dimensional stress pulse is �atter (larger length and smaller ampli-

tude) when the �aw density increases while the length of the pulse is less a�ected by the initial crack length.

In the anti-plane con�guration, in the direction of the micro-cracks the material is hardly damaged and the
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initial circular wave is propagating much slower than in the orthogonal direction. Even if the cracks' systems

have di�erent orientations, the �nal snapshot still shows an important anisotropy. For isotropic loadings,

the choice of only three directions with the same initial properties, ensures an isotropic damage behavior.

Numerical tests for the blast wave propagation illustrated the role played by the micro-cracks orientation.

The friction in the damage model has also a non-negligible in�uence on the amplitude and on the speed of

the loading wave. If several orientations of the micro-cracks are considered an additive e�ect of the damage

is present without an important interplay between the micro-cracks families.

In the second part of the thesis the wave propagation in (damaged) materials with a nonlinear micro-

structure (micro-cracks in frictional contact) was investigated. The numerical scheme developed here makes

use of the explicit leapfrog scheme in time and a centered �ux choice for the inner element face. The nonlinear

conditions on the micro-cracks are treated by using an augmented Lagrangian technique, with a reasonable

additional computational cost.

This technique was used to compare the e�ective wave velocity in a damaged material obtained by direct

DG computation and by the analytical formula, deduced form the e�ective elasticity of a cracked solid theory.

The over-all wave speed is slower than the theoretical speed and the di�erence is very important for large

values of the crack density parameter. If the wave length is of order of the crack length, the wave speed

is strongly dependent on wavelength, but for a large wavelength the wave speed depends only on the crack

density parameter.

Finally, to illustrate the numerical scheme the wave generated by a blast in a cracked material was

analyzed. The crack orientation a�ects the wave propagation and its scattering. The friction phenomena

between the faces of the micro-cracks are a�ecting the wave propagation only for the mode II behavior.
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Notations

General Notations

a : scalar variable

a : vector/tensor variable

n : external unit normal

an = a � n normal component of vectora

� n = � n � n normal component ofstress vector�n

aT = a � ann tangential component of vectora

� T = �n � � nn tangential component of stress vector�n

_a time derivative of a

a � b = ai bi scalar product of vectorsa; b

A : B = A ij B ij scalar product of two tensorsA ; B

Domain

D : domain in R3


 domain in R2

@D : domain boundary

� : internal boundary

� v : part of the external boundary where velocity condition is imposed

� � : part of the external boundary where stress condition is imposed

Dynamic Model

u : displacement

v : velocity

" = " (u ) = 1
2(r u + r tu): small deformation tensor

� : stress tensor

b : mass forces

E : Sti�ness tensor

A : Compliance tensor

cP : P-wave velocity

cS : S-wave velocity

c0 : reference wave velocity

� f : friction coe�cient
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� : �aw density

� : crack density/ damage parameter

Material parameters

E : Young modulus

� : Poison ratio

G : Shear modulus

�; � : Lamé coe�cients

� mass : mass density

Damage Evolution

� : generic stress (one dimension)

� c : critical stress


 : generic strain (one dimension)


 c : critical strain

l i : radius (half length) for circular cracks of familyi

l0
i : initial radius (half length) of family i

K i : damage criterion function of familyi

L i : damage rate of familyi

K I
d ; K II

d ; K III
d : Dynamic stress intensity factor in di�erent modes

K I ; K II ; K III : Static stress intensity factor in di�erent modes

K c : Critical stress intensity factor

cm : crack growth velocity

A0; C : compliance coe�cients

� c : critical crack density parameter

lc : critical micro-crack radius

MQ: microscopic evolution index

M c
Q : critical microscopic evolution index

Mathematical Functions

div : divergency

min(�) : minimum function

r : gradient

r t : transposed gradient
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[x] = x+ � x � : jump of x

[x]� = ( jxj � x)=2 : negative part of x

[x]+ = ( x + jxj)=2 : positive part of x

Numerical Implementation

� t : time step (macro-scale)

�t : time step (micro-scale)

F k
v : velocity �ux

F
k� 1

2
� : stress �ux

Acrimonious

CFL: Courant-Friedrichs-Lewy condition

NIC: non interacting cracks scheme

DS: Di�erential scheme

SCS: Self consistent scheme

SIF: Stress intensity factor
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CHAPTER 1

GENERAL INTRODUCTION

Discontinuous Galerkin (DG) methods form a class of numerical techniques that can be

considered as �nite element methods supporting discontinuities in the test spaces. These

methods can also be thought of as �nite volume methods where the approximate solution

is expressed by polynomial instead of constant functions. An overview of the principal

mathematical aspects of DG methods can be found in the recent book of Ern [37]. In 1973

Reed and Hill [102] presented the �rst discontinuous Galerkin method in the framework

of the hyperbolic neutron transport equation. The year after, Lesaint [77], Lesaint and

Raviart [78] produced the �rst analysis for steady �rst order PDEs. Later, Chavent and

Cockburn [26] expanded the method to time-dependent hyperbolic PDEs using the forward

Euler scheme for time discretization. At the beginning of the 1970s, Nitsche introduced

the Discontinuous Garlekin method to PDEs with di�usion using penalty methods [92].

Advances using this technique were done by Babuska [9], Babuska and Zlamal [10], Douglas

and Dupont [39], Baker [11], Wheeler [124], and Arnold [4]. The implementation of numerical

�uxes in the Discontinuous Garlerkin methods can be traced back to the late 1990s in the

oeuvre of Bassi and Rebay on the Navier-Stokes equations [14] and of Cockburn and Shu on

convection-di�usion systems [28]. A complete analysis of Discontinuous Galerkin methods

for the elliptic equation is given in the paper of Arnold, Brezzi, Cockburn, and Marini [5].

Discontinuous Galerkin methods are associated to (nonlinear) initial and boundary value

problems which develop discontinuities (in time and/or in space). Their solutions could

have a complicated structure near such discontinuities. The numerical techniques for these
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problems have to guarantee that the approximate solution is physically relevant and not

to induce spurious oscillations. All these di�culties were successfully addressed during the

remarkable development of the high-resolution �nite di�erence and �nite volume schemes for

nonlinear hyperbolic systems by means of suitably de�ned numerical �uxes and slope limiters.

Since DG methods assume discontinuous approximate solutions, they can be considered as

generalizations of �nite volume methods. As a consequence, the DG methods incorporate

the ideas of numerical �uxes and slope limiters into the �nite element frame-work.

One of the main advantages of the DG methods over classical �nite volume and �nite

di�erence methods is that they are very well suited for handling complicated geometries

and that they require an extremely simple treatment of the boundary conditions. Another

advantage of the DG methods is that they can easily handle adaptivity strategies and that the

degree of the approximating polynomial can be easily changed from one element to another.

Finally DG methods of arbitrarily high formal order of accuracy can be obtained by suitably

choosing the degree of the approximating polynomials and they are highly parallelizable.

The large majority of numerical schemes that treat wave propagation in complex media

uses the �nite-di�erence method (see for instance [121, 106, 105, 122, 54]). Nevertheless,

FDMs su�er from some critical issues that are inherent to the underlying Cartesian grid,

such as parasite di�ractions in cases where the boundaries have a complex topography.

That is why a lot of attention have been done in the last decade to the development of the

DG techniques for the numerical techniques associated to elastodynamics and seismic wave

propagation (see for instance [29, 18, 17, 30, 41, 40, 54, 71, 116, 46]).

The aim of this thesis is to develop a DG technique for modeling wave propagation in

damaged (brittle) materials. This subject is of great interest in dynamics of materials or in

solid Earth geophysics. Understanding the rock wave velocities variations is very important in

extracting the information on the mechanical state of the rock from seismic and seismological

data. In the oil industry, this has a direct bearings on the quanti�cation of the oil content. In

seismology, the mechanical properties of the surrounding rock of a fault can be associated to

precursory phenomena (as earthquake nucleation) related to earthquakes predictability. On

the other hand, it is of signi�cant importance in dynamics of materials related to engineering

and defense issues, the role played by the waves propagation associated to high rate loadings

(blast, explosions, etc) in the sti�ness reduction of elastic bodies, due to the development or

presence of many disordered micro-cracks.

Even if the numerical approach of this thesis will be related only to the DG method, we
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will consider two di�erent types of mechanical models for describing the damaged materials.

In the �rst one, called "micro-mechanics based damage model" and studied in the �rst part

of the thesis, the micro-cracks are introduced through a damage parameter (crack density

parameter) which can increase under the loading wave. The heterogeneity is a material one

(the mechanical model looses its isotropy and homogeneity but that the geometric homogene-

ity is preserved). In the second one, called the "cracked solid" or "cracked material" studied

in the second part of this thesis, the micro-cracks, describing the damage of the material,

are introduced as a "geometric heterogeneity" in an isotropic and homogeneous elastic solid.

This geometric heterogeneity induces a loss of both (global) isotropy and (global) homogene-

ity of the elastic solid. The lengths (radii) of micro-cracks do not change (no crack growth)

under the loading wave, but on the micro-cracks (internal) interface of a unilateral frictional

contact is considered. The two models are diametral opposite but they show like a mirror of

the physical reality, where both geometric and material heterogeneities are present. At the

end of the thesis, in chapter 14, a comparison of these two models illustrates the blast wave.

Finally, we have to mention that all the numerical results presented in this thesis were

obtained with "homemade" codes developed in FreeFem++ [59], which is a high level inte-

grated development environment for numerically solving of partial di�erential equations.
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Part I

Damage and wave propagation
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CHAPTER 2

INTRODUCTION

Brittle (or quasi-brittle) materials, as ceramics, concretes, rocks, and many others, are more

and more used in civil and defense applications as well as in earthquake modeling. The

main feature of these materials is a high compressive strength, which increases with the

con�nement and with the loading rate, in the same time as well as a low tensile strength.

Moreover, at high strain rates or su�ciently low temperature even ductile materials exhibit a

"brittle" behavior. Modeling damage and failure of brittle materials has become increasingly

important in order to appropriately design structures containing brittle materials, to avoid

catastrophic failures, or to model the mechanical behavior of fault zones. The e�ects of

damage are particularly important in geo-mechanical models of phenomena that involve

high levels of stress such as earthquakes, underground explosions, and meteorite impacts.

Brittle materials contain a large number of defects as micro-voids or micro-cracks, making

predictive modeling di�cult. A number of models, used in mechanical engineering or in

geophysics, are simple empirical models. But there are a lot of micro-mechanics-based models

that provide more accurate descriptions of material responses. Some of the latter models are

now available in engineering analysis codes. They assume that the macroscopic damage of

the material is the result of the response of all the penny-shaped micro-cracks (with di�erent

sizes and orientations) to the stress �eld.

The aim of this part is to analyze the coupled phenomena between the damage evolution

and the wave propagation. This coupling is working in both senses: the loading wave,

propagating into the material, produces damage and changes the propagation properties of
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the material. In this way the mechanical damage processes cannot be separated from the

wave propagation process. The micro-crack growth is activated in some privileged directions

according to the applied macroscopic loading. That is why we have to use anisotropic models.

We used in the following chapters a discontinuous Galerkin numerical scheme for the

numerical integration of the damage model. Why a discontinuous Galerkin approach ?

The �rst reason is related to the damage models. In many damage models the damage

evolution laws are written in terms of the stress �eld, hence the accuracy of computed stress is

essential to have a good numerical integration. Between the numerical techniques associated

to the elastodynamics equations only �nite di�erences (FD) and discontinuous Galerkin (DG)

techniques have the same approximation level for the stress and for the velocities �elds. The

second reason is related to the fact that damage phenomena are sometimes associated to

time and space discontinuities (or instabilities). These di�culties can be successfully be

addressed by using high-resolution FD or DG schemes with a suitably de�ned numerical

�uxes and slope limiters. However, in contrast to the FD schemes, DG methods are very

well suited to handling complicated geometries.

After a �rst chapter dedicated to a short overview of the local damage models in brittle

materials we give a stability analysis of the constitutive law under a strain driven process.

We continue with the presentation of the numerical scheme and we analyze its capacities to

approach an exact solution for high and moderate strain rates. The following two chapters

will consider the one dimensional and the two dimensional anti-plane wave propagation.

Finally we will illustrate the numerical scheme with some numerical results related to blast

wave propagation.
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N types of circular micro-cracks of radius (half-length in 2D)l i oriented through the normals

vectorsn i , i = 1; :::N (see Figure3.1). The crack density parameter (introduced in [22]) � i

is de�ned as a function of the micro-cracks area (radius or length for circular cracks)

� i = � (l i ) =
M i

V
l3
i = � i l3

i ; in 3D; � i = � (l i ) =
M i

A
l2
i = � i l2

i ; in 2D;

where M i is the number of cracks of typei in the volume V (area A) and � i = M i =V (

� i = M i =A) is the �aw density. The crack density parameter is an equivalent (micro-scale)

non-dimensional parameter to the micro-crack radius (half-length in 2D)l i through

l i = l(� i ) = ( � i =� i )1=3; in 3D; l i = l(� i ) =
p

� i =� i ; in 2D;

In the special caseN = 1 we will distinguish two situations: one family of "parallel cracks"

(PC) and "random crack" (RO) orientations.

The principal geometric parameters as the �aw density� , the micro-cracks' radiusl

and the micro-cracks' orientationsn are the micro-mechanics based inputs of the material.

These inputs are generally considered as deterministic variables which describe the state of

the material. An important step froward was done by Graham-Brady [53] and Huq et al.

[65] which proposed a technique for assigning probability distributions to these geometric

parameters.

In order to de�ne a damage model we have to state two equations. The �rst one gives an

estimation of e�ective elastic properties of cracked materials and relates the (macro-scale)

stresses� and the (macro-scale) strains" , trough a linear or non-linear elastic law depending

on the (micro-scale) damage variables� 1; :::; � N . The second one describes the evolution of

damage (micro-scale) parameters� 1; :::; � N as a function of the (macro-scale) stress� or of

the strains " .

3.1 E�ective elasticity of a cracked solid

It is possible to distinguish two classes of micro-mechanical approaches: direct approach

and homogenization-based (Eshelby type) approach for heterogeneous materials. The direct

approach is generally based on the analysis of displacement discontinuity induced by micro-

cracks and on the fracture mechanics for the propagation of cracks.
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The direct approach is used in various works on the determination of the e�ective prop-

erties of micro-cracked materials (Nemat-Nasser and Hori [90], Krajcinovic [75], Kachanov

[70], Renaud et al. [103]) and in micro-mechanical models (Andrieux et al. [1], Gambarotta

and Lagomarsino [52] and Pensé and Kondo [96]). The mathematical formulation of di-

rect micro-mechanical models is relatively simple and does not involve a rigorous upscaling

procedure.

We shall also distinguish between the stress-based and strain-based formulations. Stress-

based micro-mechanical (anisotropic) damage models take into account (in situ) stresses and

pore pressure as key factors for mechanical modeling of damage. They can be written in a

general form as

" = A (� ; � 1; :::; � N ); (3.1)

A typical example, used in this paper (see Gambarotta and Lagomarsino [52] and Kachanov

[69] to cite only some), called the "non-interacting cracks method" (NIC) is given in the Ap-

pendix. But other direct approaches use the so called "method of e�ective matrix" (see [69])

to model the crack interactions on a given crack family. Among them we can distinguish

the "self-consistent schemes" (SC) developed by Budiansky and O'Connell [22] for random

crack orientations, by Hoening [61] for parallel cracks and by Hori and Nemat-Nasser [62] for

frictional cracks. The "di�erential schemes " (see MacLaughlin [86], Hashin [58]), denoted

by DS, increase the crack density in small steps and the e�ective matrix is recalculated at

each step. In the appendix we have given the expressions of the Young modulus for one

family of micro-cracks (parallel cracks).

We shall suppose in the next following for a given crack density distribution� 1; :::; � N the

nonlinear elastic constitutive equation (3.1) can be inverted to get the stress as nonlinear

function of the strain

� = E(" ; � 1; :::; � N ): (3.2)

This general expression of the e�ective elasticity is the starting point of strain-based micro-

mechanical anisotropic damage models. This last approach is phenomenological but strongly

motivated by the micro-mechanics analysis (see Halm and Dragon [55, 56], Bargellini et al

[12, 13]).

The e�ective properties of cracked materials could also be obtained by following the

method based on the Eshelby inhomogeneous inclusion solution (see Eshelby [45, 44], Mura

[88]). Using the Eshelby-based homogenization procedure for random heterogeneous materi-
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als Deudé et al. [36] and Dormieux et al [38] have built a di�erent approach by considering

the cracked material as a matrix-inclusion composite. Ponte-Castaneda and Willis [24] have

improved the existing Eshelby-based inclusion models by introducing a new tensor which

accounts for the spatial distribution of inclusions. This method was adapted by Zhu et al

[131, 130, 132] to get e�ective properties of cracked materials and to analyze the role of the

homogenization scheme (see Appendix chapter 15 for the expressions of the Young and shear

moduli for one family of micro-cracks).

3.2 Damage evolution

To complete the damage model let us formulate the evolution of the e�ective cracked solid

(i.e. equations modeling the evolution of each micro-crack typei = 1; ::; :N de�ned by its

radius l = l i and its normal n i ). In what follows we restrict ourselves to the cracks whose

orientation remains constant (i.e. _n i = 0). Two types of micro-scale evolutions will be

considered: quasi-static and dynamic.

3.2.1 Quasi-static evolution

First, let us �rst describe the micro-scale quasi-static evolution. For each type of micro-

crack we shall consider a negative scalar functionK i = K i (� i ; � ), called "damage criterion

function". If K i = K i (� i ; � ) is negative, the damage (crack density parameter� , crack

radius/length l) is not growing, but micro-cracks could propagate forK i = 0. More precisely,

the damage evolution law can be expressed through the complementary conditions :

_� i � 0; K i (� i ; � ) � 0; K i (� i ; � ) _� i = 0; for all i = 1; :::N: (3.3)

The above nonconservative condition_� i � 0, stating the damage irreversibility, can be

reformulated for non-smooth (discontinuous) time dependence of the crack radius (length).

Indeed, if we assume that the crack density parametert ! � i (t) is non decreasing then the

time derivative _� i exits in a weak sense (distributions, bounded measures).

It is a di�cult task to �nd a uni�ed criterion for the damage evolution. A �rst type

of damage criterion could be obtained from the microscopic considerations. If we suppose

that micro-cracks are not interacting and they have only a self similar growth, we can use

the Gri�th theory to get a criterion for the micro-crack growth under the macroscopic

22



stress� . One can �nd in the Appendix chapter 18 the expressions ofK for simple cases in

di�erent con�gurations. These expressions are much more complicated for the growth and

interaction of tensile wing cracks nucleated at the tips of a micro-crack. They were obtained

by Ashby and Samis [7], Deshpande and Evans [35], Bath et al [20, 21] by incorporating

results from many other studies of mode I wing cracks nucleated and driven by mode II

sliding (see Kachanov [70], Nemat-Naser and Hori [90], Ashby and Hallam [8], Jeyakumaran

and Rudnicki [66] and others). Paliwal and Ramesh [95] and Hu et al. [63] have a di�erent

approach for tensile wing cracks by using the superposition principle to computeK(�; � )(for

details see Chapter 18 of the Appendix).

The second type of damage criterion is obtained by integrating the results obtained

in micro-mechanical analysis into the thermodynamic framework, classically used for the

macroscopic formulation (see for instance Zhu et al [131, 130, 132]). To do this one can

introduce the elastic potentialW(" ; � 1; :::; � N ) and its conjugateW � (� ; � 1; :::; � N ) such that

(3.1) and (3.2) can be written as

" =
@W�

@�
(� ; � 1; :::; � N ); � =

@W
@"

(" ; � 1; :::; � N ):

Using thermodynamic forceF i associated to the familyi , de�ned as F i =
@W�

@�i
(or

F i =
@W
@�i

), the damage criterion is introduced asK i (� i ; � ) = F i (� i ; � ) � R i (� i ), where

R i represents the "material resistance" to the micro-cracks familyi growth of micro-cracks

belonging to family i (damage evolution).

3.2.2 Dynamic evolution

For very high deformation rates, the above rate independent constitutive law for damage

evolution has to be reconsidered by using a model able to describe the dynamics of micro-

cracks propagation. The general equation for dynamic damage could be written as follows

_� i = L i (� i ; � ): (3.4)

Particular expressions ofL i can be obtained from the quasi-static damage criterion

function K i . Indeed, the micro-crack propagation criterion is commonly given through a

"dynamic stress intensity factor" K i
d instead of the "static stress intensity factor"K i (see
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[50, 49, 32])). Since the �rst one is obtained from the second one, the expression of the

damage rateL yields (see for instance Paliwal and Ramesh [95], Hu et al. [63] and the

Appendix chapter 18 for details).

To ensure the compatibility between quasi-static and dynamic damage evolution criteria

(i.e. L (�; � ) = 0 for K(�; � ) � 0 ) one can suppose that there exists an increasing positive

non-dimensional function' i : [0; 1] ! R+ with ' i (0) = 0 which gives the crack growth rate
_l i :

d
dt

l(� i ) = cm ' i ([
K i (� i ; � )

� + K i (� i ; � )
]+ ); for all i = 1; :::N; (3.5)

where[x]+ = ( x + jxj)=2 is the positive value function,cm is associated to the "micro-scale"

crack growth velocity and � > 0 is a non-dimensional constant. We remark that using

this expression of the micro-crack propagation speed we get the rate of the crack density

parameter, given by

_� i = L i (� i ; � ) =
cm

l0(� i )
' i ([

K i (� i ; � )
� + K i (� i ; � )

]+ ); for all i = 1; :::N: (3.6)

But the compatibility between quasi-static and dynamic damage evolution criteria can be

obtained asymptotically by using a power law (see for instance Deshpande and Evans [35]

and the Appendix chapter 16 for details).

Another type of dynamic approach of the damage evolution makes use of the probabilistic

approach to derive the evolution law of the damage variables on a continuum level. The

Denoual-Forquin-Hild model (Denoual and Hild [33], Forquin and Hild [48]) is based on the

description of micro-mechanisms activated during the dynamic fragmentation process. It

depicts the random distribution of defects in the microstructure, the onset, the propagation

of unstable cracks and the obscuration of critical defects in the vicinity of cracks. Zinszner

et al. [133] and Erzar and Forquin [43] use the method provided in Denoual and Hild [34]

(see also Hild et al. [60])to derive a random critical stress.

3.3 Quasi-static versus dynamic

Let us discuss now the choice of dynamic vs. the quasi-static damage evolution laws. For

that let us consider a strain driven problem with a given rate of deformation_� c and a �nal
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characteristic strain� f . The loading characteristic time isT load =
� f

_� c
while, as it follows from

(3.5), the micro-scale characteristic time isTmicro =
Lmicro

cm
, whereLmicro is the micro-scale

length scale (characteristic radius of a micro-crack). It is clear now that ifT load >> T micro

then the quasi-static model has to be used. In contrast, for very high rate of deformations

_� c, the loading characteristic time could be of order of the micro-scale characteristic time

(T load � Tmicro ) and we have to use the dynamic model of damage. In this case, the dynamics

of micro-cracks growth play an important role in the macro-scale deformation.

Let us notice that micro-scale quasi-static regime can be present even for a macro-scale

dynamic process. Indeed, having in mind that the macro-scale process is dynamic ifT load �

Tmacro =
Lmacro

cP
(cP is the P-wave speed andLmacro is the macro-scale characteristic length)

and the fact that cm is of order ofcP we deduce thatT load >> T micro is compatible with

Lmacro >> L micro .
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CHAPTER 4

DAMAGE MATERIAL STABILITY

4.1 Introduction

One challenging phenomenon in brittle materials is related to the instabilities associated to

the material softening, which occurs due to accumulation of damage. Since damage models

are describing micro-cracks growth, which is generally an unstable phenomenon, it is natural

to expect some loss of stability on the associated micro-mechanics based models. If the model

accurately captures the material behavior, then this can be due to the unstable nature of

the brittle material itself. If the model does not take strain-rate or spatially nonlocal e�ects

into account this material instability can cause to the associated initial and boundary value

problem to be unstable or ill-posed. This often leads to lack of convergence upon mesh

re�nement in numerical solutions.

The aim of this section is to analyze the stability of the damage constitutive law under a

strain driven process. To do that we restrict ourselves to the stability of the equilibrium con-

�gurations but we consider a rather general approach of damage. Further we will investigate

the case of one family of micro-cracks for NIC e�ective elasticity associated to a self-similar

growth of micro-cracks under a stress far �eld.

In both cases (quasi-static and dynamic) we say that" 0; � 0; � 0
1; ::; � 0

N is an equilibrium

con�guration if

" 0 = A (� 0; � 0
1; :::; � 0

N ); and K i (� 0
i ; � 0) � 0; for all i = 1; :::N: (4.1)
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4.2 Quasi-static stability analysis

Let us de�ne here what we mean by a stable equilibrium con�guration in a quasi-static strain-

driven process. Since the problem is non-smooth we have to use a more elementary de�nition.

We say that an equilibrium" 0; � 0; � 0
1; ::; � 0

N is stableif for all neighborhoodV of (� 0; � 0
1; ::; � 0

N )

there exists a neighborhoodW of " 0 such that for all continuous strain-patht ! " (t) in W,

with " (0) = " 0, there exists a continuous material response inV, i.e. there exists a continuous

time evolution t ! (� (t); � 1(t); ::; � N (t)) 2 V, with � (0) = � 0; � 1(0) = � 0
1; ::; � N (0) = � 0

N ,

satisfying (3.1) and

_� i (t) � 0; K i (� i (t); � (t)) � 0; K i (� i (t); � (t)) _� i (t) = 0 ; (4.2)

for all i = 1; ::; N: We say that a strain-driven quasi-static process is stable if

" (t); � (t); � 1(t); ::; � N (t) is a stable equilibrium at each timet.

Let us give some physical interpretation of the above "abstract" de�nition. For that

we have plotted in Figure4.1 a schematic representation of a quasi-static damage process

in the space of stress� , strain " and crack density parameter� . The damage evolution

curve (_� > 0) is the intersection of the e�ective elastic surface" � A (� ; � ) = 0 with the

damage surfaceK(�; � ) = 0 . We can see on this curve two examples of stable and unstable

material equilibrium con�gurations. The evolution of point S can be done either on damage

evolution curve corresponding to an increasing damage (_� > 0) and an increasing strain

or on the unloading curve corresponding to a constant damage (_� = 0) and a decreasing

strain. On the contrary, the evolution of point U is much more complicated. For decreasing

strain we have to choose between the damage evolution curve corresponding to an increasing

damage (_� > 0) and the unloading curve corresponding to a constant damage (_� = 0).

But, for increasing strain there exists no continuous path obeying the irreversible damage

assumption (_� � 0). We conclude thatS is a stable con�guration andU is an unstable one.

From the above example we deduce that for a given continuous strain historyt ! " (t)

we could have several solutions (material responses) of the quasi-static problem and in some

cases there exists no continuous material response. However, since the quasi-static problem

(3.1),(4.2) is ill-posed, a criterion to select the most appropriate solution with a physical

interpretation is needed. Whatever the selection rule, shocks (time discontinuities) will

occur. A possible choice for this criterion is the so-calledperfect delay convention: the
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_� > 0) while the other ones are not (_� = 0), i.e.

(
K i (� 0

i ; � 0) = 0 ; for all i = 1; ::; M;

K i (� 0
i ; � 0) < 0; for all i = M + 1; ::; N;

(4.3)

and K i and E are di�erentiable at � 0; � 0
1; ::; � 0

M .

Let us suppose that" 0; � 0; � 0
1; ::; � 0

N is stable, hence for any given smooth strain history

t ! " (t), with " (0) = " 0 there exists a smooth material responset ! � (t); � 1(t); ::; � N (t) with

� (0) = � 0; � 1(0) = � 0
1; ::; � N (0) = � 0

N . From (4.3) we have _� i (0) = 0 for all i = M + 1; ::; N

and sinceK i (� i (t); � (t)) � 0 we get
d
dt

K i (� i (t); � (t)) � 0 for all i = 1; ::; M . From this last

inequality we deduce

@K i

@�
_� i +

MX

j =1

@K i

@�
:

@E
@�j

_� j � �
@K i

@�
:

@E
@"

: _" ; for all i = 1; ::; M: (4.4)

Since the strain rate history _" is arbitrary, we deduce that the last inequality must have a

solution ( _� 1; ::; _� M ) 2 RM
+ for all negative righthand side. If we denote byI the quasi-static

tangent matrix

I 0
ij =

@K i

@�
(� 0

i ; � 0)� ij +
@K i

@�
(� 0

i ; � 0) :
@E
@�j

(" 0; � 0
1; :::; � 0

N ); (4.5)

then we see that the lefthand side is nowI 0( _� 1; ::; _� M )T and if stability occurs then the image

of the coneRM
+ through the matrix I 0 contains the coneRM

� , i.e. RM
� � I 0(RM

+ ). But since

I (RM ) is a space of dimensionM � k, wherek is the dimension of the kernel ofI 0, from

this last inclusion we deduce thatI 0 must be invertible (i.e. k = 0) and we should have

I 0(RM
+ ) = RM

� ; (4.6)

which is a necessary stability condition.

Let remark that the above equality is also a su�cient stability condition . Indeed, for

the following nonlinear system of equations

F i (� 1; :::; � M ; " ) = K i (� i ; E(" ; � 1; :::; � N )) = 0 ; for all i = 1; ::; M; (4.7)

the tangent matrix is also I 0
ij = @F i

@�j
(" 0; � 0

1; :::; � 0
M ) and from the implicit function theorem

and (4.6) we get that (4.7) has locally a smooth nondecreasing solutiont ! (� 1(t); ::; � M (t))
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for all strain process in the neighborhood of" 0.

For weak inter-families interactions, i.e. for

@K i

@�
(� 0

i ; � 0) :
@E
@�j

(" 0; � 0
1; :::; � 0

N ) u 0; for all i 6= j; i; j = 1; ::; M; ; (4.8)

or for a single active family of micro-cracks (M = 1) the stability condition ( 4.6) has a much

simpler formulation: I 0 has negative elements on the diagonal, i.e

@K i

@�
(� 0

i ; � 0) +
@K i

@�
(� 0

i ; � 0) :
@E
@�i

(" 0; � 0
1; :::; � 0

N ) < 0; for all i = 1; ::; M: (4.9)

4.3 Dynamic stability analysis

Let us remark �rst that a strain-driven process can be described only by a micro-scale time

evolution. Indeed, for a given strain historyt ! " (t) ,with " (0) = " 0, we get from (3.4)

and (3.2) that t ! � i (t); i = 1; ::; N is the solution of the following nonlinear system ofN

di�erential equations

d
dt

� i (t) = L i (� i ; E(" (t); � 1(t); ::; � N (t))) ; for all i = 1; ::; N: (4.10)

with the initial condition � 1(0) = � 0
1; ::; � N (0) = � 0

N .

We say that an equilibrium con�guration " 0; � 0; � 0
1; ::; � 0

N is dynamically stableif there

exists a neighborhoodW of " 0 such that for all continuous strain-path t ! " (t) in W the

solution t ! (� 1(t); ::; � N (t)) of the micro-scale di�erential system (5.1) is stable in the sense

of Lyapunov.

To characterize the dynamic stability of an equilibrium con�guration" 0; � 0, � 0
1; ::; � 0

N let

us suppose thatM micro-cracks families out ofN (M � N ) are active while the other ones

are not (i.e. (4.3) holds) and L i and E are di�erentiable at � 0; � 0
1; ::; � 0

M . For the linear

stability analysis we have to compute thedynamic tangent matrixT 0 = ( T 0
ij ),

T 0
ij =

@_� i

@�j
=

@L i

@�
(� 0

i ; � 0)� i
j +

@L i

@�
(� 0

i ; � 0) :
@E
@�j

; for all i; j = 1; ::; M:

We can formulate now the following linear stability criterion: the equilibrium con�guration
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" 0; � 0; � 0
1; ::; � 0

N is linearly dynamically stableif

T 0 has all its eigenvalues with a negative real part: (4.11)

To relate quasi-static and dynamic stability analyses, we shall suppose that the dynamic

rate of damageL i is constructed from the quasi-static criterionK i through the equation

(3.6). Denote by D = ( D ij ) the diagonal matrix D0
ij =

cm

l0(� 0
i )

' 0
i (0)� ij and using (3.6) we

obtain the following relation between the dynamic and quasi-static tangent matrices

T 0 = D 0I 0; T 0
ij =

cm

l0(� 0
i )

' 0
i (0)I 0

ij :

Having in mind the above connection between the tangent and interaction matrices one can

notice that, generally, the dynamic and quasi-static criteria do not coincide. However, for

weak inter-families interactions assumption (5.3) or for a single active family of micro-cracks

(M = 1), the dynamic linear stability criterion (4.11) is exactly the quasi-static stability

criterion (4.9).

4.4 One family of micro-cracks

We would like to illustrate here the above stability analysis. For that we have chosen a very

simple one-dimensional problem with only one family of micro-cracks (N = 1) of radius (half

length) l = l(� ) and normal vector n = (1 ; 0; 0). We shall denote by� � 0 the (generic)

stress and by
 � 0 the (generic) strain (see table4.1 for di�erent con�gurations).

For the e�ective elasticity law we have chosen the "non-interacting cracks method" (NIC)

(see for instance Gambarotta and Lagomarsino [52] and Kachanov [69]) but other laws could

be considered. The strain-stress equation (17.1) can be written as


 = A(�; l ) = A0� + C� (l)[� � f ]+ ;

wheref � 0 is the friction force andA0; C are compliance coe�cients (see table4.1) and �

is the �aw density.

For the damage evolution law we have chosen the criterion associated to the micro-cracks

self similar growth under a far �eld stress (4.2) when the stress intensity factorK has simple
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Mode I, 3-D I, 2-D II, 2-D III, 2-D
� � xx � xx � xy � xz


 � xx +
� 0

1 � � 0
(� yy + � zz) � xx + � 0

0� yy � xy � xz

A0
(1 + � 0)(1 � 2� 0)

E0(1 � � 0)
1 � (� 0

0)2

E 0
0

1 + � 0
0

E 0
0

1 + � 0

E0

C
16(1� � 2

0)
3E0

2�
E 0

0

�
E 0

0

2� (1 + � 0)
E0

f 0 0 � [� � xx ]+ � [� � xx ]+

a

p
2

�

p
�

p
�

p
�

Table 4.1: Single micro-crack family: the expressions of the generic stress� , strain 
 , com-
pliance coe�cients A0; C, the friction force f and the non-dimensional constanta in di�erent
con�gurations.

expression

K(l; � ) =
K (l; � )

K c
� 1; K (l; � ) = a

p
l[� � f ]+ (4.12)

with a di�erent non-dimensional number for each con�guration (see table4.1).

4.4.1 Quasistatic evolution

The quasi-static strain-driven problem (3.1),(3.3) can be written as : for a given strain

loading t ! 
 (t) �nd the stress t ! � (t) and the micro-cracks lengtht ! l (t) solution of

8
<

:


 = A0� + C� (l)[� � f ]+ ; _l � 0;

a
p

l[� � f ]+ � K c; _l
�

a
p

l[� � f ]+ � K c

�
= 0;

with the initial condition l(0) = l0.

To see what equations correspond to a damage increase (i.e._l > 0) we have to have

� > f and the following system of algebraic equations for the unknownsl and �

A0� + C� (l)( � � f ) = 
; a
p

l(� � f ) = K c: (4.13)
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Mode I, 3-D I, 2-D II, 2-D III, 2-D

� c 3(1 � 2� 0)
80(1� � 0)2

1 � (� 0
0)2

6�
1 + � 0

0

3�
1

6�

Table 4.2: Single micro-crack family: the expressions of the critical crack density parameter
� c in di�erent con�gurations.

One can rewrite the above equation for the lengthl as follows:


 = Leq(l ) = A0f +
K c

a
p

l
(A0 + C� (l)) ; (4.14)

or equivalently for the stress�


 = � eq(� ) = A0� + C� (
K 2

c

a2(� � f )2
); (4.15)

where 
 = Ld(l ) and 
 = � d(� ) equilibrium curves. A simple analysis of these equilibrium

curves could explain the mechanical behavior during a loading (or unloading) process. For

that let us compute
dLeq

dl
=

K c

2al
p

l
(A0 + C� (l) � 2Cl� 0(l ))

and let us notice that there exists acritical micro-crack radius (half length) lc which dis-

criminates the monotonicity of function Leq. Indeed if lc is the solution of the equation

2lC� 0(l ) = A0 + C� (l) then Ld is decreasing forl < l c and increasing forl > l c. This critical

value can be easily computed to �nd the critical damage parameter� c

� c =
A0

3C
in 2-D; � c =

A0

5C
in 3-D; ; (4.16)

which is given in Table4.2in various con�gurations. One can also get the critical crack-length

lc, the critical stress� c and the critical strain 
 c:

lc = l(� c); � c = f +
K c

a
p

lc
; 
 c = A0� c + C� c

K c

a
p

lc
: (4.17)

In �gure 4.2 we have represented the equilibrium curves
 = Leq(l ) (left) and 
 = � eq(� )

(right). It corresponds to mode III for ceramics (� 0 = 0:24; E0 = 300 GPa, K c
III = 2:7

MPa
p

m; � = 106=(2� )m� 2) but it can be considered as a generic representation for all the
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(OA on Figure 4.2 right) the micro-cracks do not grow (_l = 0) and the strain-stress path is

linear. Then the stress reaches the activation level� 1 (A on Figure 4.2), corresponding to

the intersection between the linear strain-stress path and the equilibrium curve
 = � eq(� ).

Following the stability criterion ( 4.9) this equilibrium position (l = l1; � = � 1) is not stable

and accordingly to theperfect delay convention, the material response has to reach the stable

equilibrium position � = � �
1 ; l = l �

1 (B on Figure 4.2). That means that we deal with a jump

(time discontinuity) of the stress and damage �elds. As we shall see in the next subsection

this time discontinuity for the stress and damage �elds at the quasi-static time-scale is a

(dynamic) unstable growth at the dynamic time-scale. After this time discontinuity, the

stress and the damage have a smooth evolution on the curve
 = � d(� ) to reach the �nal

strain (F on Figure 4.2). The second scenario starts withl0 = l2 � lc. As before there is

a �rst period of time (OD on Figure 4.2 right) during which the micro-cracks do not grow

( _l = 0) and the strain-stress path is linear. When the stress reaches the activation level� 2

(D on Figure 4.2), the micro-cracks start growing smoothly following the curve
 = Ld(l ) to

reach the �nal strain (the path DF on Figure 4.2).

4.4.2 Dynamic evolution

The dynamic strain-driven problem (3.1),(3.5) can be written as: for a given strain loading

t ! 
 (t) �nd the stress t ! � (t) and the micro-cracks lengtht ! l (t) solution of

8
>><

>>:

_l(t) = cm ' (

"
a
p

l[E(
 (t); l(t)) � f ]+ � K c

(� � 1)K c + a
p

l[E(
 (t); l(t)) � f ]+

#

+

);

� (t) = E(
 (t); l(t))

(4.18)

with the initial condition l(0) = l0.

Since we deal with a single family of micro-cracks the dynamic stability criterion reduces

to the quasi-static stability criterion (4.9) (see the remark at end of section 4) which is

satis�ed only for l > l c. The decreasing part (l < l c) of the curve 
 = Ld(l ) corresponds to a

dynamically unstable equilibrium while on the increasing part deals with a dynamic stable

equilibrium.

Let us analyze here the two scenarios, considered above in the quasi-static case, for the

dynamic problem (4.18). As before the computations have been done for mode III anti-

plane cracks (� = 1; cm = cS and ' (x) = x ) but the results could be considered as generic
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Notice that the strain rate sensitivity and the passage from dynamic to quasi-static

process at the microscopic level, presented in Figure4.3 left and explained here through a

stability analysis, is not speci�c to NIC e�ective elasticity and to the similar growth model.

Indeed, for the SCS e�ective elasticity and the wing crack-model Paliwal and Ramesh [95] and

Hu et al. [63] obtained the same strain rate dependence with the same time "discontinuities"

(see Figures 7 and 12 of [95] and Figure 7 of [63]).

4.5 Conclusions

We obtained stability criteria for dynamic and quasi-static processes at the microscopic scale.

These criteria are rather general and they are related to a large class of damage models. We

show that for a given continuous strain history the quasi-static or dynamic problems are

instable or ill-posed (multiplicity of material responses) and whatever the selection rule is

adopted, shocks (time discontinuities) will occur. We show that the quasi-static equilibria

chosen by the "perfect delay convention" is always stable. The dynamic stability criterion

coincides with the quasi-static one for weak inter-families interactions or for a single active

family of micro-cracks.

These stability criteria are used to analyze the NIC e�ective elasticity associated to the

self similar growth associated to some special con�gurations (one family of micro-cracks

in mode I, II and III and in plane strain or plain stress). In each case we determine a

critical crack density parameter and critical micro-crack radius (length) which distinguish

between stable and unstable behaviors. This critical crack density depends only on the

chosen con�guration and on the Poisson ratio.
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CHAPTER 5

THE HOMOGENOUS STRAIN-DRIVEN PROBLEM

We would like to analyze in this section only the constitutive assumptions (material be-

havior) regardless of the wave propagation. For that we will focus on the homogeneous

problem (i.e. all the mechanical �elds being independent of the spatial variables), also called

the zero-dimensional problem. We have chosen the strain-driven processes (i.e. the strain

evolution t ! " (t) is prescribed) because they are easier to implement and there are no

constitutive restrictions, as for a stress-driven problem. Since the associated (ordinary) dif-

ferential equations are nonlinear and no analytical solutions is available, we will �rst develop

a numerical scheme able to capture the material behavior even for unstable processes. This

time integration technique of the damage constitutive law for a strain-driven process will be

used later to develop the numerical scheme for the initial and boundary value problem.

First, let us recall �rst that a strain-driven process can be described only by a micro-scale

time evolution. Indeed, for a given strain historyt ! " (t) ,with " (0) = " 0, we get from (3.4)

and (3.2) that t ! � i (t); i = 1; ::; N is the solution of the following nonlinear system ofN

di�erential equations

d
dt

� i (t) = L i (� i ; E(" (t); � 1(t); ::; � N (t))) ; for all i = 1; ::; N: (5.1)

with the initial condition � 1(0) = � 0
1; ::; � N (0) = � 0

N .
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5.1 Numerical approach

To integrate the di�erential system (5.1) over the time interval [0; T0] we considerm local

(micro-scale) steps andT0 = m�t , with �t the local (micro-scale) time step. Since the system

of equations (5.1) could have unstable solutions it is necessary to use an implicit scheme. If

we put � j
i = � i (j�t ) then the implicit time discretization (backward Euler scheme) of (5.1)

reads:

� j +1
i � � j

i

�t
= L i (� j +1

i ; E(" (( j + 1) �t ); � j +1
1 ; ::; � j +1

N )) ; for all i = 1; ::; N: (5.2)

Let us notice that the above system of equation is nonlinear and we have to use some

numerical algorithm to solve it at each time step. However, for weak inter-family micro-

cracks interactions, i.e. for

@K i

@�
:

@E
@�k

u 0; for all i 6= k; i; k = 1; ::; N; ; (5.3)

or for a single family of micro-cracks (N = 1), the above nonlinear system could be replaced

by a sequence ofN nonlinear scalar equations as follows

� j +1
i � � j

i

�t
= L i (� j +1

i ; E(" (( j + 1) �t ); � j
1; :::� j

i � 1; � j +1
i ; � j

i +1 ; :::; � j
N )) ; (5.4)

for all i = 1; ::; N . In many cases the above nonlinear equation can be solved analytically,

hence (5.4) is not computationally expensive.

The above numerical scheme will be used in the next section to compute the homogeneous

solution for a single family of micro-cracks.

5.2 Single orientation micro-cracks

We suppose that all the micro-cracks have the same con�guration and normal vectorn =

(1; 0; 0). Having in mind that we are looking for a zero-dimensional problem we shall denote

by � � 0 the (generic) stress and by
 � 0 the (generic) strain (see table4.1 for di�erent

con�gurations). For 0-D problems with constant strain rate the acceleration terms are van-

ishing, hence there are no inertial e�ects and we cannot distinguish between the dynamical

and quasi-static macroscopic processes. At the microscopic level we analyze here only the

40



dynamic process with high or moderate rate of deformation.

Each element of thei -th family of micro-cracks has a di�erent initial radius (half length)

l0
i ; i = 1; ::N . The chosen e�ective elasticity law is the "non-interacting cracks method"

(NIC) (Gambarotta and Lagomarsino [52] and Kachanov [69] and Appendix, chapter 17)

and for the sake of simplicity we have considered only frictionless processes. The strain-

stress equation (3.1) can be written as


 = A(�; l 1; ::; lN ) = ( A0 + C
NX

i =1

� (l i )) � (5.5)

while (3.2) reads

� = E(
; l 1; ::; lN ) =



A0 + C
P N

i =1 � (l i )
; (5.6)

whereA0; C are compliance coe�cients (see table4.1).

The damage evolution law (5.1) is constructed, as in (3.5), from a quasi-static criterion

K � 0, associated to the micro-cracks self similar growth under a far �eld stress (4.2) (the

stress intensity factorK given by (4.12) with a from table 4.1).

!" #" $"

A A 

Figure 5.1: A schematic representation of the initial distribution of the micro-cracks. Left:
single micro-cracks family model (F1). Right: 3 micro-cracks families model (F3). Note that
the two models have the same damage, and the second model has an uniformly distributed
damage on all three micro-crack types.

For a given strain rate _
 and a given �nal 
 f we de�ne the following loading/unloading

process :


 (t) =

8
<

:

t _
 if t 2 [0; t f ];


 f � t _
 if t 2 [t f ; 2t f ];
(5.7)

where t f = 
 f =_
 is the duration of both the loading and unloading processes. With this

given strain evolution we have computed the stress� and the evolution of the micro-cracks
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length l i from the ordinary di�erential system

_l i = ' (
�
1 �

K c

a
p

l i E(
; l 1; ::; lN )

�

+

); for all i = 1; :::N; (5.8)

using an Euler's backward method, described in the previous section.

In what follows we have used the following material settings corresponding to the anti-

plane con�guration for ceramics (� 0 = 0:24; E0 = 300 GPa, and K c
III = 2:7 MPa, cm =

cS; ' (x) = x, which will generate the coe�cients A0; C and a through Table 4.1) but the

results are not qualitatively di�erent in other con�gurations for other brittle materials.

Figure 5.2: Stress (in Pa) versus strain for a strain driven loading/unloading process of a
single family model (F1) under di�erent strain rates _
 = 104; 103; 102; 101s� 1 and _
 = 1s� 1.

5.2.1 One family of micro-cracks

First, we have considered model F1, that is, a single family (N = 1, see Figure5.1 left) of

micro-cracks with the �aw density � = 106=(2� )m� 2 and the initial the half-length l0 was

chosen such that the material is almost undamaged at the initial state� 0 = 0:016 and the

process is unstable (l0 < l c). For a given �nal strain 
 f = 0:005we have considered �ve strain

rates _
 = 104s� 1, _
 = 103s� 1, _
 = 102s� 1, _
 = 10s� 1 and _
 = 1s� 1. The numerical results
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were plotted in Figure 5.2. For a �rst period of time, the micro-cracks are inactive (_l = 0)

and the strain-stress path is linear and rate-independent. We see that in all cases, strain-

stress paths have a (unstable) softening part due to the damage evolution. For high rates of

deformations _
 = 103; 104s� 1 the softening process is very di�erent from the moderate rate of

deformations _
 = 1; 102s� 1. This is due to the fact that for moderate strain rate the micro-

scale time-scale is very small with respect to the loading time scale (macro-scale). In this case

the micro-cracks (damage) growth is very rapid, giving a "discontinuous", rate independent

strain-stress path. For high strain rates the softening process due to micro-cracks growth

is compensated by the loading process giving a smooth, rate dependent, strain-stress path.

For more details and discussion on this unstable material behavior see the previous chapter.

This strain rate sensitivity, presented in Figure5.2is not speci�c to NIC e�ective elasticity

and to the self similar growth model. Indeed, for the SCS e�ective elasticity and the wing

crack-model Paliwal and Ramesh [95] and Hu et al. [63] obtained the same type of strain

rate dependence (see Figures 7 and 12 of [95] and Figure 7 of [63]).

As it follows from Katco� and Graham-Brady [73] the distribution of �aw sizes is very im-

portant at moderate strain rate and the presence of large �aws control the dynamic strength

of the material. On the contrary, at very high strain rates, crack growth is activated even in

small �aws and therefore the �aw density is controlling the dynamic strength.

In conclusion, for a single family of micro-cracks the rate of deformation plays a major

role. For intermediate and low rates of deformation, sharp stress drops related to the material

instabilities could be expected, and the strain-stress curve is not very sensitive on the strain

rate. On the contrary, for high rates of deformation, the strain-stress curve depends strongly

on the rate of deformation but only a smooth stress drop is expected.

5.2.2 Three families of micro-cracks

In a second numerical experiment called model F3, we have considered three families of

micro-cracks (N = 3, see Figure5.1 rigth), with the initial lengths l0
1 = l0; l0

2 = l0=2; l0
3 = 2l0.

The �aw density � 1 = �=3; � 2 = 4�=3; � 3 = �=12 was chosen such that� 0
i = � i (l0

i )2 = � 0=3,

hence the specimen has the same initial damage uniformly distributed on all three micro-

crack types.

he strain versus the stress (in Pa) for a strain driven loading/unloading process of a single

family model (F1) under di�erent strain rates _
 = 104; 103; 102; 101s� 1 and _
 = 1s� 1.
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Figure 5.3: Stress (in Pa) versus strain of a strain driven loading/unloading process with
models F1 and F3 for two di�erent strain rates _
 = 103s� 1 and _
 = 104s� 1.

We have done computations for two rates of deformation (_
 = 103s� 1 and _
 = 104s� 1

and we compared models F1 and F3 presented in the previous subsection. For the lowest

strain rate we remark that only the largest micro-crack system (number 3) of model F3 is

activated, much earlier than the micro-crack of model F1. However, even with only one

activated micro-crack type the total damage is larger for model F3 than for model F1. This

can be seen in Figure5.3 where we have compared the two models (in red and blue) in a

strain-stress representation. For the highest rate of deformation the situation is di�erent. In

this case 2 micro-crack systems (1 and 3) of model F3 are activated but the overall damage is

less than in model F1 (see Figure5.3 green and magenta curves) . This can be explained by

the fact that the time period between the activation of the systems 3 and 1 is much shorter,

hence the di�erence between them are dominated by the �aw density� .

5.3 Conclusions

We proposed a semi-implicit numerical scheme to integrate the (ordinary) di�erential equa-

tions associated to homogeneous strain-driven processes of a damage constitutive law. We

used this numerical scheme to investigate some simple damage problems. We found that for
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a single family of micro-cracks the rate of deformation plays a major role. For intermediate

and low rates of deformation, sharp stress drops related to the material instabilities could

be expected, and the strain-stress curve is not very sensitive on the strain rate. On the

contrary, for high rates of deformation, the strain-stress curve depends strongly on the rate

of deformation but only a smooth stress drop is expected. The role played by the rate of

deformation is much more complex if more families of micro-cracks are considered. As a

matter of fact, the damage evolution is driven not only by the initial micro-crack densities

but also by the initial micro-cracks lengths (or �aw densities). There exists a subtile inter-

play between the rate of deformation and the distribution of the micro-cracks lengths, even

with the same spatial orientation.
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CHAPTER 6

NUMERICAL APPROACH

The aim of this chapter is to introduce a new numerical scheme associated to the boundary

value problem of the wave propagation in a damaged material described by a rather general

(local) damage constitutive law. To solve this nonlinear hyperbolic problem we will adapt

here the second order scheme proposed by Etienne et al. [46]. The explicit leapfrog scheme

used for the time discretization deals with the velocity and the strain �elds and not with

the stress �elds, as it is usual in a velocity-stress formulation. This technique permits us to

use the e�ective elasticity constitutive law and not its time derivative. Using this speci�c

time discretization during a (macro-scale) time step the constitutive damage law becomes a

strain driven homogeneous problem, which was studied in the previous section. To capture

the instabilities we use here a semi-implicit Euler method and a micro-scale time step to

integrate it. For the �ux choice a centered scheme will be considered.

6.1 The continuous boundary value problem

We consider the deformation of an elastic body occupying, in the initial unconstrained con-

�guration, a domain D in R3 not necessarily bounded. Its boundary@D is supposed to be

smooth and divided into two disjoint parts: denoted� v and � s. We denote the displacement

�eld by u = ( ux ; uy; uz), the velocity �led by v = _u and by " = ( r u + r T u)=2 the small

strain tensor. If we denote by� mass the mass density, the momentum balance law can be
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written as:

� mass _v(t) = div � (t) + � massb(t) in D; (6.1)

where� massb are the volume forces, while the rate of deformation is given by

_" (t) = " (v(t)) =
1
2

(r v(t) + r T v(t)) in D: (6.2)

We complete the above general equations with the damage model presented in the previous

section,

� (t) = E(" (t); � 1(t); :::; � N (t)) ; (6.3)

_� i (t) = L i (� i (t); � (t)) ; for all i = 1; ::; N: (6.4)

We complete the �eld equations with some boundary conditions

v(t) = V (t) on � v; � (t)n = S(t) on � s; (6.5)

wheren is the outward unit normal to @D, and the initial conditions

v(0) = v0; " (0) = " 0; � i (0) = � 0
i ; i = 1; ::N: (6.6)

The initial and boundary value with anisotropic damage can be formulated now as follows:

�nd the velocity v : [0; T] � D ! R3, the stress� : [0; T] � D ! R3� 3
S , the strain " :

[0; T] � D ! R3� 3
S and the crack-density parameters� i : [0; T] � D ! R+ , for i = 1; ::N

solution of (6.1)-(6.3) with the boundary conditions (6.5) and the initial conditions (6.6).

6.2 Time discretization

For the time discretization, we adopt a second-order explicit leap-frog scheme that allows

to compute alternatively the velocity and the stress components from one half time step to

the next. To this end, let � t > 0 be the time step,M the maximum number of steps, and

T = M � t, with � t the (macro-scale) time step. We denote byu k ; v k the discretization of

the displacement and velocity at timet = k� t and by � k+ 1
2 ; " k+ 1

2 ; �
k+ 1

2
i the stress, strain and

crack density parameters at timet = ( k+ 1
2)� t. The equations (6.1) and (6.2) are discretized
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in time as
� mass

� t
(v k � v k� 1) = div � k� 1

2 + � massbk� 1
2 in D; (6.7)

1
� t

�
" k+ 1

2 � " k� 1
2

�
= " (v k) =

1
2

(r v k + r T v k) in D: (6.8)

To get the stress� k+ 1
2 we have to integrate the constitutive equation (6.3) over the time

interval [(k � 1
2)� t; (k+ 1

2)� t]. Since the strain" k+ 1
2 is already computed we are dealing with

a material strain-driven process, described in the previous section. The algorithm used here,

similar to the returning map algorithm in plasticity, was already described for homogeneous

processes.

The (macro-scale) time interval[(k � 1
2)� t; (k + 1

2)� t] is divided into m (micro-scale)

time steps �t with � t = m�t . If we put �
k� 1

2 ;0
i = �

k� 1
2

i ; � k� 1
2 ;0 = � k� 1

2 and we interpolate

the strains as

" k� 1
2 ;j = " k� 1

2 +
j�t
� t

(" k+ 1
2 � " k� 1

2 )

then the sequence of nonlinear equations (5.4) reads

�
k� 1

2 ;j
i � �

k� 1
2 ;j � 1

i

�t
= L i (� j +1

i ; E(" k� 1
2 ;j ; � j � 1

1 ; :::� j � 1
i � 1 ; � j

i ; � j � 1
i +1 ; :::; � j � 1

N )) ; (6.9)

for all i = 1; ::; N . The stress �eld is computed after we have computed all the micro-cracks

densities�
k� 1

2 ;j
i from

� k� 1
2 ;j = E(" k� 1

2 ;j ; �
k� 1

2 ;j
1 ; ::; �

k� 1
2 ;j

N ): (6.10)

At the end of the macro-scale time interval[(k � 1
2)� t; (k + 1

2)� t] we put �
k+ 1

2
i = �

k� 1
2 ;m

i and

� k+ 1
2 = � k� 1

2 ;m .

6.3 Space discretization

In order to achieve the spatial discretization of the partial di�erential equations (6.7),(6.8)

let D be discretized with a family of tetrahedraTh,h denoting the mesh size . The discretiza-

tion spaceWh for the velocities v k , strains " k+ 1
2 , stresses� k+ 1

2 ;j and micro-cracks density

parameters� k+ 1
2 ;j is associated to the discontinuous Galerkin method. The functions' 2 Wh

are polynomial functions of degreed on each tetrahedronT 2 Th, but may be discontinuous

between two tetrahedra.
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Let us �x the time iteration k. If we multiply ( 6.7) by ' 2 W 3
h and (6.8) by 	 2 W 3� 3

h ,

and we make use of Green formula, then the variational problem on each tetrahedronT 2 Th

of the domainD reads:

Z

T

�
� mass

� t
(v k � v k� 1) � ' + � k� 1

2 : " (' )
�

dv =
Z

T
� massbk� 1

2 �' dv+
Z

@T
F

k� 1
2

� �' da; (6.11)

Z

T

�
1

� t

�
" k+ 1

2 � " k� 1
2

�
: 	 + v k � div(	 )

�
dv =

Z

@T
	 n � F k

v da (6.12)

where n is the unit outward normal along the boundary@Tof T and F
k� 1

2
� ; F k

v are the

stress and velocity �uxes. The above problems can be solved with a discontinuous Galerkin

technique by using a speci�c choice of the �ux appearing in the right hand side of (6.11) and

(6.12). Here we have chosen the centered �ux scheme which has very good non-dissipative

properties (see BenJemaa et al. [19], Delcourte et al. [31], Etienne et al [46]):

F k
v = v k +

1
2

[v]k+1 ; on @T\ D ; (6.13)

F
k� 1

2
� = ( � k� 1

2 +
1
2

[� ]k� 1
2 )n ; on @T\ D ; (6.14)

where [� ] and [v] denote the jump of � and v across the boundary ofT. Following this

choice and using the boundary conditions (6.5) we get the following variational equations

Z

D

h �
� t

(v k � v k� 1) � ' + � k� 1
2 : " (' )

i
dv =

X

T 2T h

Z

@Tn@D
F

k� 1
2

� � ' da+ (6.15)

Z

D
� massbk� 1

2 � ' dv +
Z

� s

' � S((k �
1
2

)� t) da+
Z

� v

' � � k� 1
2 n da;

Z




�
1

� t

�
" k+ 1

2 � " k� 1
2

�
: 	 + v k � div(	 )

�
dv =

X

T 2T h

Z

@Tn@D
F k

v � 	 n da+ (6.16)

Z

D v

V (k� t) � 	 n da+
Z

D s

v k � 	 n da;

for all ' 2 W 3
h and all 	 2 W 3� 3

h .

Concerning the Courant-Friedrichs-Lewy (CFL) condition, which links the mesh width

and the time step to guarantee numerical stability, there is no mathematical proof for unstruc-
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tured meshes associated to the second-order explicit leap-frog scheme used here. However,

a heuristic stability criterion, that usually works well, was found by Kaser et al. [72]

� t <
1

2d + 1
min
T 2T h

2r (T)
cP (T)

; (6.17)

where r (T) is the radius of the sphere inscribed in the elementT and cP (T) is the P-wave

velocity in the element T. For structured or uniform meshes we will denote byCFL the

non-dimensional parameter

CFL =
� t
h

c0; (6.18)

wherec0 is the reference wave velocity of the process.

Let us summarize here the proposed numerical algorithm at each time stepk. First, we

compute v k from (6.15), then we use it to compute" k+ 1
2 from (6.16). Finally, we make use

of the strain " k+ 1
2 to compute � k+ 1

2 and �
k+ 1

2
i from the iterative scheme (6.9)-(6.10).

6.4 Testing the numerical approach

To test the numerical scheme proposed in this chapter we would like to compare the computed

solution with an exact (analytical) one. As far as we know there are no (nontrivial) analytical

solutions for the wave propagation in a material modeled with a damage constitutive law.

That is why we will construct �rst a one dimensional problem for which we can have an

exact solution with a speci�c choice of the volume forces. Since the role played by the strain

rate is essential in mechanical modeling, as well in the numerical integration, we discuss here

the numerical accuracy for di�erent strain rates. Using speci�c dimensionless variables we

will compare di�erent exact solutions associated to di�erent strain rates.

6.4.1 Exact solution

The aim of this subsection is to construct an exact (analytical) solution of the wave prop-

agation problem with damage to test the numerical scheme presented in this chapter. For

that we will suppose that we deal with a single family of micro-cracks (N = 1). The start-

ing point will be the strain-driven homogeneous problem studied before. Lets ! 
 0(s) be

the given (generic) strain pulse of length2� (i.e. 
 0(s) = 0 for s � 0 or s � 2� ) and let
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s ! � 0(s) be the (generic) stress (see Table4.1 for the expressions of
 0 and � 0 in di�erent

con�gurations). We suppose that no frictional or unilateral phenomenon occurs and we will

assume a linear stress-strain law� = E(
; � ) = E(� )
 . We denote bys ! � 0(s) the solution

of the following ordinary di�erential equation modeling the damage evolution

d
ds

� 0(s) = L (E(� (s)) 
 0(s); � (s)) ; � 0(0) = � 0; (6.19)

where � 0 is the initial damage. The solution of this di�erential equation can be found

analytically or numerically. In the latter case one can use the (implicit) backward Euler

method described in the previous chapter. Since it is computationally non-expensive it can

be done with a very small time step such that the error of the numerical integration is very

small with respect to the error expected for the wave propagation problem. That is why,

even obtained numericallys ! � 0(s) could be considered as an "exact" (analytical) solution.

Then the exact stress evolutions ! � 0(s) could be obtained from� 0(s) = E(� 0(s)) 
 0(s).

Let x be the generic one-dimensional space variable and let(0; L) be the spatial domain,

while the strain rate relationship reads

_
 (t; x ) = �@xv(t; x );

where� is the non dimensional parameter corresponding to the choice o� the con�guration

(� = 1 for the mode I and � = 1=2 in mode II or mode III). The time interval will be

denoted by [0; T], where T = L=c0 and c0 =
p

E(0)�=� mass is the (generic) wave speed in

the undamaged material. Let us denote by

vex(t; x ) = � c0
 0(t � x=c0); � ex(t; x ) = � 0(t � x=c0);


 ex(t; x ) = 
 0(t � x=c0); � ex(t; x ) = � 0(t � x=c0);

the exact solution that we are looking for. Even if it is constructed from the homogeneous

problem and using the characteristics method the above solution does not satisfy the mo-

mentum balance law in the absence of the volumetric forces. Indeed,

� mass _vex =
@

@x
(E(0)�
 ex) 6=

@
@x

� ex

but it could satisfy the momentum balance law with an appropriate choice of the volume force
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f = @
@x(� E(0)
 ex � � ex). This volume force could be easily computed from the homogeneous

solution as

f (t; x ) = �
1
c0

b(t � x=c0); (6.20)

where

b(s) = [ � E(0) � E (� 0(s))]
d
ds


 0(s) �
dE(� 0(s))

d�
L (E(� (s)) 
 0(s); � (s)) 
 0(s):

Finally we get that vex; � ex; 
 ex and � ex is the solution of the following one dimensional

system of equations

8
>>>><

>>>>:

� mass _v(t; x ) = @x � (t; x ) + f (t; x );

_
 (t; x ) = �@xv(t; x );

� (t; x ) = E(� (t; x )) 
 (t; x );

_� (t; x ) = L (� (t; x ); � (t; x )) ;

(6.21)

with the boundary and initial conditions

v(t; 0) = � c0
 0(t); v(t; L ) = 0 ; (6.22)

v(0; x) = 0 ; 
 (0; x) = 0 ; � (0; x) = � 0: (6.23)

For the e�ective elasticity law obtained using the "non-interacting cracks method" (NIC)

and without any unilateral or frictional e�ects (traction in mode I or frictionless in mode II

or III) the expression of the the the complianceE is


 = A(� )� = ( A0 + C� (l)) �; � = E(� )
 =
1

A0 + C� (l)

;

whereA0; C are compliance coe�cients (see table4.1).

If the damage evolution law is associated to the micro-cracks self similar growth under a

far �eld stress (4.2) and without any unilateral or frictional e�ects the stress intensity factor

K has a simple expression

K(l; � ) =
K (l; � )

K c
� 1; K (l; � ) = a

p
l�

where a is a non-dimensional number (see table4.1). The dynamic evolution law for the
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damage parameter� can be replaced by an evolution law for the crack-lengthl and the one

dimensional evolution equation (6.21) reads

8
>>>>>>>><

>>>>>>>>:

� mass _v(t; x ) = @x � (t; x ) + f (t; x );

_
 (t; x ) = �@xv(t; x );

� (t; x ) =
1

A0 + C� (l(t; x ))

 (t; x );

_l(t; x )( t; x ) = cm ' (

"
a
p

l(t; x )� (t; x ) � K c

(� � 1)K c + a
p

l(t; x )� (t; x )

#

+

);

(6.24)

while the initial conditions (6.23) have to be replaced by

v(0; x) = 0 ; 
 (0; x) = 0 ; l(0; x) = l0: (6.25)

6.4.2 Strain rate sensitivity

We want to see here the strain rate in�uence on the exact solution constructed before.

For that let _� be the strain rate and we denote by
 f the given �nal strain. To compare

the solutions we have to use non-dimensional variables and functions, but for the sake of

simplicity we will use the same notations. For instance, instead of� mass we use� mass � mass
c

where� mass
c is the characteristic mass density and� mass is the non-dimensional density. We

proceed in the same way witht ! tTc, x ! xL macro
c , v ! vVc, � ! �S c, l ! lL micro

c and

f ! f f c. If we take the following (natural) choices for the characteristic variables

Tc =

 f

_�
; Sc =

1
A0

; Vc =

s
Sc

�� mass
c

; Lmacro
c = VcTc; Lmicro

c = l(� c); f c =
� mass

c Vc

Tc
;

then the system (6.24) reads

8
>>>>>>>><

>>>>>>>>:

� mass _v(t; x ) = @x � (t; x ) + f (t; x );

_
 (t; x ) = �@xv(t; x );

� (t; x ) =
1

1 + C� (l(t; x ))=A0

 (t; x );

_l(t; x ) =
cm 
 f

Lmicro
c

_�
' (

"
a
p

l(t; x )� (t; x ) � K cA0=Lmicro
c

(� � 1)K cA0=Lmicro
c + a

p
l(t; x )� (t; x )

#

+

):

(6.26)
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Using this non-dimensional system we can compare now di�erent exact solution on the

same (non-dimensional) spacex 2 (0; 1) and on the same (non-dimensional) timet 2 (0; 1)

but associated to di�erent processes, related to di�erent strain rates_� . We notice that the

structure of the system is unchanged with exception of the last equation related to the crack-

growth which is directly dependent on the strain rate_� . The sti�ness of this last di�erential

equation is related to the non dimensional numberMQ, called here the "microscopic evolution

index",

MQ =
cm 
 f

Lmicro
c

_�
(6.27)

which discriminate, at the microscopic scale, a quasi-static from a dynamic behavior. For

small values ofMQ we deal with a dynamic process while for large values ofMQ the macro-

scopic time scale is too large to capture the micro-scale evolution, hence the process is

quasi-static (see the discussion given in the �rst chapter of this part) .

Using the above one-dimensional solution one can construct two dimensional or three

dimensional analytical solutions. For instance, for the anti-plane con�guration considered in

what follows, we putD = (0 ; L) � (0; H ) � R to get that vz(t; x; y ) = vex(t; x ); � xz (t; x; y ) =

� ex(t; x ); � yz(t; x; y ) = 0 ; � xz (t; x; y ) = 
 ex(t; x ) and � yz(t; x; y ) = 0 is a the exact solution for

the boundary value problem with vanishing tangential stress ony = 0 and y = H .

We have computed the exact solution for di�erent strain rates in the anti-plane con�gu-

ration, corresponding to mode III for ceramics (� 0 = 0:24; E0 = 300 GPa, � mass = 3673 kg

m� 3, c0 = cS =
p

G0=� mass , K c
III = 2:7 MPa

p
m; � = 106=2� m� 2). The strain pulse was

chosen to be
 0(t) = 
 f ' � (t � � ), with ' � (s) = (cos(s�=� ) + 1) =2 if jsj � � and ' � (s) = 0 if

jsj > � and 
 f = 0:005. The initial micro-crack length was chosen to bel0 =
p

� c=(3� ) cor-

responding to a crack density� 0 = � c=3, where� c is the critical crack density (� c = 1=6� in

the anti-plane case). Following the analysis given in section4.4.2the process has a material

instability.

In �gure 6.1 we have plotted the spatial distribution of the exact stressx ! � ex(t; x ) for

di�erent strain rates. We remark an important sensitivity with respect to the strain rate: the

pulse loses its amplitude when the strain rate is decreasing. However, starting to_� = 10 2s� 1

the role of the strain rate is less important and we can speak on a rate independent model

(no di�erences between_� = 10 1s� 1 and _� = 1 s� 1). Since the microscopic evolution index

MQ varies from MQ = 4969:98 for _� = 10 s� 1 to MQ = 4:96998for _� = 10 4s� 1 one can

deduce from the above discussion that for small values of the strain rate the process is
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quasi-static at the microscopic scale, but it is still dynamic at the macroscopic scale. In our

case the critical microscopic evolution indexM c
Q, which discriminate the dynamic from the

quasi-static micro-scale behavior, is around of

M c
Q = 50;

i.e. for MQ < M c
Q we deal with a micro-scale dynamic process while forMQ � M c

Q we have

to use a micro-scale quasi-static model.

Figure 6.1: The transition from dynamic to quasi-static microscopic process. The spa-
tial distribution of the exact stress pulsex ! � ex(t; x ) for di�erent strain rates: _� =
1; 10; 102; 103; 104s� 1.

6.4.3 Mesh/Time step analysis

In section we focus on the analysis of the mesh/time step sensitivity of the numerical solution

in connection with role played by the strain rate. Since the exact solution was constructed

with a volume forcesf which is associated through (6.20) to a wave propagating with the

speedc we cannot distinguish between the role played by the mesh size and the time step.

That is why we have considered here that the micro-scale time step is equal to the macro-

scale time step,�t = � t, and we �xed the CFL constant to beCFL = 0:1, i.e. � t = h=10,

whereh is the size of an uniform mesh.

Using the non-dimensional settings of the previous section all the solutions, associated to

di�erent strain rates, are computed on the same space interval(0; 1) during the same time
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